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Foreword
Communicable diseases remain a leading cause of death globally and account for 
nearly one-third of world deaths. The emergence of newly identified pathogens, 
as well as the re-emergence of pathogens with public health significance, exacer-
bates the global threat of infectious diseases. For example, it has been reported that 
between 1973 and 2003 over 36 newly emerging infectious diseases had been identi-
fied. Research and diagnostic activities involving pathogenic microorganisms are 
critical to global security as this research elucidates knowledge and leads to products 
that improve the health, welfare, economy, quality of life and security for all persons 
around the globe.

Advancements in technology as well as the cross-fertilization of formerly dispa-
rate scientific disciplines have led to technical capabilities never before realized in 
the life sciences. This technical progress is exemplified by the de novo synthesis of 
poliovirus and the recreation of the 1918 H1N1 influenza virus, which was the caus-
ative agent of the Spanish flu pandemic, the deadliest single event in recorded history 
killing an estimated 50 million people world-wide.

In addition to the threat to public health and welfare caused by pathogenic micro-
organisms derived from nature, including newly emerging or re-emerging diseases, 
there is also the threat posed by the intentional release of disease-causing microorgan-
isms whether through state-sponsored biological warfare or through the intentional 
use of pathogens to elicit terror. The impact of such a terrorist event was demonstrated 
vividly in 2001 during the Amerithrax episode. Highly refined (i.e., weaponized) 
spores of Bacillus anthracis were released on an unsuspecting public, resulting in five 
deaths, illness in 17 U.S. citizens, and an untold economic impact.

The combined threats to public health resulting from emerging diseases and the 
potential for deliberate release of a pathogenic microorganism altered the research 
and public health agenda not only for the U.S., but also for countries around the globe. 
For example, in 2003 the U.S. National Institute of Allergy and Infectious Diseases 
(NIAID) established Regional Centers of Excellence for Biodefense and Emerging 
Infectious Diseases Research to serve as regional foci for developing and conduct-
ing cutting edge research. The centers were created to develop counter measures to 
these threats, including vaccines, therapeutics, and diagnostics, among others. At the 
same time, the U.S. Department of Homeland Security provided financial support 
to fund the construction and expansion of a laboratory infrastructure to support this 
infectious diseases research agenda. This expansion of infrastructure and funding 
was not unique to the U.S., and can be observed internationally.

Concerns raised by the threat of potential biological terrorism in the national 
security apparatus of the U.S. and other countries resulted in the promulgation of 
regulations intended to control and limit the numbers of persons with access to cer-
tain pathogenic microorganisms. This regulatory approach focused on the establish-
ment of a security-based infrastructure and security-based programs to manage the 
important research directed toward understanding the fundamental biology of, and 
generating medical countermeasures against, certain dangerous pathogens.
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Biosafety and biosecurity, while distinctly different concepts, are inexorably 
linked; one cannot consider a biosafety program to be robust in the absence of bio-
security, and most certainly, biosecurity cannot exist in the absence of a strong com-
mitment to biosafety. It has become abundantly clear that a holistic approach to the 
management of risks associated with research involving pathogenic microorgan-
isms is critical. Facilities and infrastructure construction and maintenance, educa-
tion, training and competency (not only of the scientific staff but also all support 
staff ancillary to the research program), reliability of the entire workforce, public 
outreach and political support, strong leadership committed to the management of 
biorisk (i.e., biosafety and biosecurity), and a culture of responsible research are all 
elements that must be integral to life sciences research, especially this particular 
research enterprise.

In the early to mid-1970s, a new technology, termed “recombinant DNA 
 technology,” was developed and utilized. The scientific community responsible 
for developing and utilizing this work also realized that the new technology posed 
potential risks and threats to the health and well being of society. To address the pub-
lic and political concerns, the scientific community in the U.S. came together to craft 
guidelines within the structure of the National Institutes of Health (Guidelines for 
Research Involving Recombinant DNA Molecules) by which biosafety risks from this 
research could be systematically assessed and through which these biosafety risks 
could be specifically mitigated and managed. These guidelines were not prescrip-
tive, but rather were performance based, allowing for flexibility in the manner by 
which these risks could be mitigated. Most critically, the guidelines provided mech-
anisms for local oversight by the scientists themselves, their research institutions, 
and the funding agency. While this approach toward management of biosafety risks 
associated with research involving pathogenic microorganisms is clearly important, 
this approach alone is incomplete as it does not address biorisk in a holistic manner.

This book proposes a new paradigm for evaluating, mitigating, and managing 
biorisk and terms this paradigm AMP: Assessment/Mitigation/Performance. While 
specific individual components of this new paradigm are currently being employed 
in biosafety programs built upon the existing “biosafety level” systems, many bio-
safety programs fail to comprehensively approach risk assessment, risk mitigation, 
and performance evaluation. For example, a comprehensive risk analysis of both bio-
safety and biosecurity (biorisk) is generally lacking in these traditional approaches. 
Similarly, where traditional biosafety level-based systems discuss levels of controls 
to mitigate risk (usually built upon mitigation control measures that include engi-
neering controls, administrative controls, practices and procedures, and personal 
protective equipment), few routinely evaluate the effectiveness of these risk mitiga-
tion strategies.

In the Summer of 2014 several highly publicized incidents and accidents involving 
the potential release of some of the world’s most dangerous pathogens (e.g., smallpox, 
Bacillus anthracis, Highly Pathogenic Avian Influenza H5N1, and Ebola) from the 
laboratories of several U.S. Federal agencies resulted in a strong negative response 
from the public, who were understandably fearful of the threat to public health posed 
by these releases. Following on fears of the citizenry and resultant backlash against 
the scientific community conducting this research, political pressure on these same 
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government agencies resulted in a funding pause in the U.S. of important research 
involving influenza as well as SARS and MERS coronaviruses. Investigations into 
the root causes leading to these accidents and incidents revealed that a contributing 
factor may have been the prioritization of security procedures over safety practices.

As a result of these incidents, the Secretary of the U.S. Department of Health 
and Human Services ordered an external review of safety programs in DHHS labs, 
including the CDC. A report to the CDC by this independent external advisory group 
conveyed many of the same observations made about these incidents and detailed in 
Chapter 10 of this book. The case study analyses of these incidents provided in this 
chapter concluded that a comprehensive approach to biorisk management was absent 
at the CDC at the time of these incidents. In fact, many of the recommendations 
proposed by the external advisory group are consistent with and reflect the compre-
hensive approach to risk management presented in this book.

As already stated, research activities involving pathogenic microorganisms 
elucidate basic knowledge and lead to products and technologies that improve the 
welfare, economy, and quality of life for people globally. It is important that the 
scientific community embrace a holistic approach to the management of biorisks 
because biorisk management is a responsibility shared by principal investigators, 
bench scientists, support staff, students, postdoctoral fellows, and the leadership of 
the institutions conducting and funding this vital research. Furthermore, it is equally 
important that the scientific community speak loudly and proudly of the benefits of 
their research activities to educate and gain public support for, and acceptance of, 
this work. It is also vital to inspire youth to become conversant in and enthusiastic 
about the benefits of basic science.

Joseph Kanabrocki, Ph.D., SM(NRCM)
Associate Vice-President for Research Safety

Professor of Microbiology
University of Chicago
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Preface
The central premise of this book is that the biological research, clinical, diagnostic, 
and production/ manufacturing communities need to embrace and implement biorisk 
management systems in their facilities and operations. In most countries, the current 
system mitigates the risk of accidental infection, accidental release, and intentional 
misuse of pathogens and toxins based on general, predetermined biosafety levels 
and/or prescriptive biosecurity regulations. Although this approach may have suf-
ficed when the biological life science community was relatively small, and work 
with particularly dangerous organisms was limited to a few countries and facilities, 
the life sciences have grown significantly in the last two decades—in both scope and 
sophistication. Much of this growth has extended well beyond North America and 
Western Europe, and deep into the developing world. Simply, there are more people 
in more places working with, and even creating, more dangerous pathogens and tox-
ins than ever before—and that trend shows no sign of abating in the future.

Increased risk inevitably comes with this expansion. The past 20 years have been 
marked by multiple safety and security incidents at bioscience facilities around the 
world, including many notable incidents at so- called sophisticated facilities in North 
America and Western Europe. Clearly, the current system that is based on biosafety 
levels and security regulations does not work effectively enough. It is time for the 
bioscience community to learn some lessons from other high- consequence indus-
tries that have experienced devastating accidents, and that have intellectually evolved 
their own approaches to safety and security well beyond generic, predetermined, 
technical checklists. These industries have almost universally adopted what is now 
referred to as risk management systems. This book urges the global bioscience com-
munity to embrace biorisk management—before a devastating accident threatens to 
jeopardize the entire bioscience enterprise.

This book is organized into 11 separate chapters, and each chapter focuses on a 
different element of a biorisk management system. Different experts from around 
the world have written each chapter, demonstrating that the biorisk management 
system espoused by this book is globally applicable. The first chapter defines biorisk 
management, details the history of the field of biosafety and biosecurity, and makes 
a case for implementing biorisk management to prevent a major incident by drawing 
comparisons to disasters in other industries. The second chapter describes the AMP 
model, which is a framework that uses the components of assessment, mitigation, 
and performance to structure and implement a comprehensive biorisk management 
system. Chapter 3 defines the risk assessment process, and explains how to assess and 
prioritize various risks, and ensure that a risk assessment fits into a biorisk manage-
ment system. The fourth chapter illustrates how to use the risk assessments to inform 
a design strategy to avoid overengineering a facility and wasting valuable resources.

The fifth chapter evaluates the roles of the different mitigation measures, includ-
ing laboratory practices and procedures, safety and security equipment, and per-
sonnel management. The specific combination of mitigation measures should 
be determined based on the risk assessment, and evaluated according to specific 
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performance metrics. Chapter 6 argues that a flexible and adaptable training plan is 
more effective than a rigid standardized compliance plan, since it can be strategi-
cally implemented to manage risk in a number of different settings and contexts with 
the ability to meet the challenge of new hazards or threats.

Chapter 7 argues that reliability- centered maintenance should be the framework 
for a biorisk management maintenance program. The eighth chapter advocates for 
utilizing specific performance indicators, instead of relying on failure data, for pro-
active activities and outcomes to make effective changes and improvements to a 
biorisk management system. The ninth chapter suggests that a comprehensive biorisk 
management system must include a risk communication plan designed to address 
both normal operations and emergency situations from an internal and an exter-
nal perspective.

Chapter 10 is a case study that examines the biosafety incidents that took place 
at the US Centers for Disease Control and Prevention and the US National Institutes 
of Health in 2014. Finally, Chapter 11 identifies some of the most important chal-
lenges that face the biorisk management community by examining current gaps and 
shortcomings in contemporary biorisk management understanding and approaches. 
It also presents a series of opportunities to enhance the practice of biorisk manage-
ment in the future.
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1 Introduction
The Case for Biorisk 
Management

Reynolds M. Salerno and Jennifer Gaudioso

ABSTRACT

This introductory chapter recounts the history of laboratory biosafety and 
biosecurity in an attempt to explain the origins of the current paradigm that 
relies on pre-defined biosafety levels, agent risk groups, and biosecurity regu-
lations. This history reveals that the fundamental concepts of bio risk manage-
ment were articulated well before the current paradigm came into existence, 
but unfortunately have been lost by a community that has expanded signifi-
cantly. After summarizing many safety and security incidents at bioscience 
laboratories in the 1990s and 2000s, demonstrating the weakness of the cur-
rent paradigm, this chapter argues that the rapid technological advances of the 
biosciences compel the community to reconsider the traditional methods of 
ensuring safety and security. The chapter then reviews a series of catastrophic 
accidents that occurred in many different industries, and shows, as a result, how 
generic, rule-based, administrative systems have been abandoned in favor of a 
performance-based, holistic, risk-management systems approach. The imple-
mentation of substantive risk management policies, standards, and expecta-
tions has dramatically decreased both the number and severity of accidents in 
these industries. The bioscience community should not wait for a calamity to 
occur in its field before learning these fundamental lessons.

LABORATORY BIOSAFETY AND BIOSECURITY

Biorisk management encompasses both laboratory biosafety and biosecurity. The 
laboratory biosafety community has relied on predefined biosafety levels* for more 
than 30  years. Laboratory biosecurity has a much shorter history than biosafety, 
but it has been predominantly based on prescriptive regulations. In both cases, bio-
safety and biosecurity practices have generally relied on generic biological agent risk 

* According to the WHO Laboratory Biosafety Manual, 3rd edition (2004), “Laboratory facilities are 
designated as basic—Biosafety Level 1, basic—Biosafety Level 2, containment—Biosafety Level 3, 
and maximum containment—Biosafety Level 4. Biosafety level designations are based on a composite 
of the design features, construction, containment facilities, equipment, practices, and operational pro-
cedures for working with agents from the various risk groups.”
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groups, biosafety levels, or regulations that, de facto, assume that all work with the 
same agent presents the same degree of risk—regardless of the nature of the work, 
where it takes place, or by whom. Diagnostic work with avian influenza should take 
place in essentially the same laboratory in Minneapolis as in Jakarta, and if the labo-
ratories physically look the same, the risk of accidental release will be essentially the 
same. Of course, anyone with any substantive experience in the biological research 
and diagnostics field, particularly biosafety experts, will recognize the absurd sim-
plicity of that statement, but for many who want to build a new bioscience facility, 
the published guidance leads them to believe that achieving the prescribed biosafety 
level equates to biological safety in that facility.

The situation is arguably worse for laboratory biosecurity. Because most pro-
fessionals in the bioscience community have little experience or expertise in law 
enforcement or counterterrorism, policy makers with scant bioscience background 
have enacted regulations that define the technical security systems for every facility 
that works with specific agents or toxins. The unique circumstances of the facil-
ity or its personnel, its location, the agents, and the nature of the work with those 
agents seem not to matter. From the perspective of the regulators, all the facili-
ties that work with certain dangerous agents in their jurisdiction should employ the 
same security approach. Not only does this simplified approach inevitably lead to 
wasted security resources in some facilities, and significant gaps in security at other 
facilities, but most disturbingly, it discourages the scientific leadership to engage 
intellectually on the subject of security. Such an attitude inevitably leads to compla-
cency and increases a facility’s vulnerabilities over time.

A Short hiStory of LAborAtory bioSAfety

It is instructive to understand the history of laboratory biosafety and biosecurity. 
Much of the published history is rooted in North America and Western Europe. 
Biosafety as an intellectual field can trace at least many of its origins to the US bio-
logical weapons program, which was active during the Cold War and finally termi-
nated by President Nixon in 1969. In 1943, Ira L. Baldwin became the first scientific 
director of Camp Detrick (which eventually became Fort Detrick), and was tasked 
with establishing the biological weapons program (US Department of Army 2014). 
The US development of biological weapons was explicitly for defensive purposes: to 
enable the United States to respond in kind if attacked by such weapons. After the 
Second World War ended, Camp Detrick was designated a permanent installation 
for biological research and development. Baldwin understood from the very begin-
ning that the program had to establish specific measures to protect Camp Detrick 
personnel and the surrounding community from the dangers of the highly infectious 
agents that the program would work with on a daily basis. Biosafety was necessar-
ily an inherent component of biological weapons development.* Baldwin immedi-
ately assigned Newell A. Johnson to design any needed modifications for safety. 
Johnson engaged some of Camp Detrick’s leading scientists about the nature of their 

* It is fair to assume that, at this time or even before, the British, Soviets, and Japanese also had devel-
oped biosafety measures as part of their biological weapons development programs.
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work, and developed specific technical solutions—such as Class III safety cabinets 
and laminar flow hoods—to address their specific risks (US Department of Army 
2014). Over time, Johnson and his colleagues recognized the need to share their 
technical challenges and solutions with other facilities that were also part of the US 
biological weapons program, and in 1955 they began to meet annually to discuss bio-
safety issues. This annual meeting eventually led to the formation of the American 
Biological Safety Association (ABSA) in 1984, and the annual meeting soon became 
the ABSA annual conference (Barbeito and Kruse 2014).

Although the US biological weapons offensive and defensive programs are among 
the most documented contributions to a systematic approach to developing biosafety, 
these pioneers recognized the contributions of others to the field. For example, 
Arnold Wedum cites descriptions of the use of mechanical pipettors to prevent 
laboratory- acquired infections in German scientific journals that date back to 1907 
and 1908 (Wedum 1997). Ventilated cabinets, early progenitors to the nearly ubiqui-
tous engineered control now known as the biological safety cabinet, were also first 
documented outside of the US biological weapons program. A pharmaceutical com-
pany in Pennsylvania developed a ventilated cabinet for work with Mycobacterium 
tuberculosis in 1909 (Kruse et al. 1991). In 1954, tuberculosis was the driving factor 
that led to the adoption of similar ventilated cabinets at the Goteborg Bacteriological 
Laboratory (Lind 1957). These early efforts helped the bioscience community begin 
to more broadly adopt principles of this nascent field of biosafety.

At approximately the same time as the United States formally abandoned its bio-
logical weapons program, the international community aggressively pursued the 
eradication of smallpox (College of Physicians of Philadelphia 2014).* The smallpox 
eradication campaign, which officially began in 1967, also had a significant impact 
on the evolution of the biosafety field. Between 1963 and 1978, there were a series of 
smallpox infections that originated from laboratories in the United Kingdom. In that 
time period, the United Kingdom had 80 cases of smallpox infections that were traced 
to two accredited smallpox laboratories (Shooter 1980; Furmanski 2014). The most 
egregious of these incidents occurred in August 1978—well after the last wild case of 
Variola major in 1975, and the last wild case of Variola minor in 1977. Janet Parker, 
a medical photographer at the University of Birmingham Medical School, worked 
in a darkroom one floor above a laboratory where research was being conducted 
with live smallpox virus. After contracting the disease at work, and then infecting 
her mother, Parker became the last person known to die from smallpox. Her mother 
survived, and 300 of her colleagues and contacts were quarantined. Prior to this 
event, the World Health Organization (WHO) had informed Henry Bedson, the head 
of the medical microbiology department, that his facilities did not conform to the 
WHO guidelines. Bedson failed to make any of the WHO’s recommended changes in 
lab procedures. Shortly after Parker’s death, Bedson committed suicide, purportedly 
over the guilt for his part in the tragedy (College of Physicians of Philadelphia 2014).

* The World Health Organization launched the Intensified Smallpox Eradication Programme in 1967. 
At the time, smallpox was endemic in 12 countries or territories in eastern and southern Africa, 11 in 
Western and Central Africa, seven in Asia, and Brazil in the Americas. The World Health Assembly 
declared smallpox eradicated in 1980.
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The accidental infection and death of a laboratory worker and the secondary 
transmission to someone outside of the laboratory—after the international commu-
nity had spent US$23 million per year between 1967 and 1979 to eradicate small-
pox (Center for Global Development 2014)—raised serious concerns about biosafety 
practices worldwide (e.g., Pike 1976*), and contributed directly to the decision by the 
World Health Assembly to consolidate the remaining stocks of smallpox into two 
locations: the Centers for Disease Control and Prevention (CDC) in the United States 
and the State Research Center of Virology and Biotechnology (known as VECTOR) 
in Russia. In addition, this tragedy spurred forward some embryonic biosafety initia-
tives. In 1974, the CDC had published the Classification of Etiological Agents on 
the Basis of Hazard (US Centers for Disease Control and Prevention 1974), which 
introduced the concept of establishing ascending levels of containment that corre-
spond to risks associated with handling groups of infectious micro organ isms that 
present similar characteristics—or so- called agent risk groups. Two years later, 
the US National Institutes of Health published the NIH Guidelines for Research 
Involving Recombinant DNA Molecules (US National Institutes of Health 1976), 
which described in detail the microbiological practices, equipment, and facility safe-
guards that correspond to four ascending levels of physical containment.

These guidelines set the foundation for a code of biosafety practice that was for-
mally introduced in 1983, when the WHO published the first edition of its Laboratory 
Biosafety Manual (World Health Organization 1983), and in 1984, when the CDC 
and NIH jointly published the first edition of Biosafety in Microbiological and 
Biomedical Laboratories (BMBL) (US Department of Health and Human Services 
1984). These documents established the paradigm of biosafety containment levels 
that should be implemented for work with certain agents. Increasing biosafety lev-
els were designated for biological agents that pose increasing risk to human health. 
Understandably, the biosafety levels focused on the technical means of mitigating 
the risk of accidental infection or release. Although the biosafety levels articulated 
a combination of engineered controls, administrative controls, and practices, the 
emphasis was clearly on equipment and facility controls. Specific technologies and 
physical barriers were associated with each of the biosafety levels, and risk assess-
ment was not emphasized. In fact, the implication was that the risk assessment had 
already been done by the experts, who had categorized the agents into risk groups, 
and established specific controls for each of the biosafety levels. A community of 
“biosafety officers” soon emerged, who adopted the administrative role in bioscience 
facilities of ensuring that the proper equipment and facility controls were in place 
based on the specified biosafety level of the laboratory.

Unfortunately, the biosafety levels paradigm that was adopted in the early 1980s 
seemed to have overlooked some seminal work on biosafety that first appeared more 
than two decades earlier. In 1961, Brooks Phillips published a study of biosafety based 
on his visits to 102 laboratories in 11 countries, and concluded that preventing acci-
dental releases and infections in laboratories required a broad, systematic approach 
that should not be limited to the implementation of technical control measures:

* This seminal study documented 3,921 historical cases, of which 2,465 occurred in the United States 
and 164 were fatal.

  



5Introduction

A ‘whole laboratory’ concept can be evolved in which importance may be attached to 
such varied sub- components as management, training, building construction, air venti-
lation and filtration, disinfectants, immunization, and the use of special equipment and 
techniques…. One may ask a number of pertinent questions. To what extent is micro-
biological safety needed in various types of laboratories? Which sub- components are 
most important? Is the application of these newer developments fully justified from the 
point of view of costs? (Phillips 1961)

Furthermore, Phillips concluded that management displayed evidence of its safety 
responsibilities in only 43% of the facilities that he visited. Without explicit manage-
ment direction and support, the implementation of any biosafety controls would not 
be reliably or consistently effective. And conversely, leadership on discrete safety 
issues had a significant positive influence on staff choosing to use available risk miti-
gation measures. For instance, the risk of mouth pipetting infectious solutions was 
nearly universally recognized. But in laboratories whose leadership did not insist on 
the use of mechanical pipettors, staff defaulted to mouth pipetting whenever they 
felt too busy to use the “more time- consuming” mechanical pipettors. When the lab 
leadership enforced the requirement to use mechanical pipettors instead of mouth 
pipetting, there was good compliance, few complaints, and technicians were proud 
that the director was concerned about their health (Phillips 1961).

Phillips also illustrated how the laboratory design impacts safety, citing building 
features such as size and shape, room size and layout, ventilation, and separation of 
infectious areas. He evaluated a series of laboratory designs based on his visits to 
demonstrate the effect of each on biosafety, and he argued that many of the most 
recently constructed laboratories did not optimize their design or operations with 
biosafety as a priority. He articulated challenges that, unfortunately, remain familiar 
to today’s lab directors: “They frequently find themselves without sufficient informa-
tion on laboratory hazards, on the frequency of laboratory illness, or about recent 
developments in building design—information which is needed to present cogent 
arguments for increased building funds” (Phillips 1961). As far back as 1961, Phillips 
recognized that a well- designed building can and should support the safe and secure 
execution of work by the end user. The building layout, and resulting workflows, is 
the defining element in the creation of public and private zones that are critical for 
both safety and security.

Arnold Wedum, director of Industrial Health and Safety at the US Army 
Biological Research Laboratories from 1944 to 1969, has been recognized as one of 
the pioneers of biosafety who, according to the BMBL, “provided the foundation for 
evaluating the risks of handling infectious micro organ isms and for recognizing bio-
logical hazards and developing practices, equipment, and facility safeguards for their 
control” (US Department of Health and Human Services 2009). In 1966, Wedum 
and his Fort Detrick colleague, microbiologist Morton Reitman, analyzed multiple 
epidemiological studies of laboratory- based outbreaks, and showed that no infec-
tions occurred in people outside of the building that were not associated with the 
laboratory. They concluded that primary containment is sufficient for most research 
and diagnostic activities, and filtering the exhaust air is unnecessary except for situ-
ations such as laboratories that work with dry micronized microbial particles or pilot 
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plants that grow pathogens in aerated tanks with agitators. The fundamental point 
articulated by Wedum and Reitman was that laboratories should be designed based 
on a risk assessment that is specific for the work to be conducted at that particular 
facility (Reitman and Wedum 1966).

Wedum and Reitman were not alone in promoting this perspective. As far back 
as 1954, Rolf Saxholm identified the risk of laboratory- acquired infection of tuber-
culosis during centrifugation. To mitigate this risk, he developed a procedure that 
eliminated the need to centrifuge tuberculosis specimens. Although he demonstrated 
the utility of his method, his procedure never became widely accepted outside of 
Norway (Saxholm 1954). In 1961, Brooks Phillips documented how different labora-
tories developed different technical solutions to effectively mitigate the same risks. 
For example, to mitigate the risk of aerosol exposure to tuberculosis during cen-
trifugation of sputum samples, the Imperial Chemical Industries Laboratory in the 
United Kingdom located their centrifuges in ventilated hoods, while other laboratories 
placed centrifuge tubes in protective cases before centrifuging (Phillips 1961).

Despite the publication of these foundational biosafety works, the predefined, 
biosafety- levels paradigm that was promulgated almost 20  years later seemingly 
eliminated the expectation for a site- specific and work- specific risk assessment. 
Instead, a facility operator could rely on the predetermined agent risk groups and 
biosafety levels for design guidance. Risk assessments became the equivalent of iden-
tifying the material safety data sheet of the agent that would be used in a particular 
experiment. Comprehensive risk assessments, as advocated by Wedum and Reitman, 
became increasingly rare. And, as a result, many laboratories in the United States 
and elsewhere were “overdesigned,” wasting precious resources that could have been 
allocated to other, perhaps more effective, biosafety control measures.

A Short hiStory of LAborAtory bioSecurity

This agent- or prescribed level- based risk perspective bled over into the laboratory 
biosecurity realm once the concern about the misuse of dangerous pathogens became 
more commonplace. After Larry Wayne Harris ordered Yersinia pestis under false 
pretenses, the US government enacted the so- called select agent regulations in 1996 
to regulate the transfer of a select list of biological agents from one facility to another 
(US Code of Federal Regulations 1996). If a facility transferred an agent on this list, 
then the regulations determined that there was risk of misuse. If a facility did not 
ship a pathogen on the government list, then the government believed there was no 
risk of misuse. The US government changed its perspective slightly after the terrorist 
attacks and the Amerithrax attacks of 2001: the revised select agent regulations now 
required specific security measures for any facility in the United States that used 
or stored one or more agents on the new, longer list of agents (US Code of Federal 
Regulations 2005). Again, however, the government took responsibility for deter-
mining the risk, and the risk was deemed the same for all the agents on the list. The 
security risk of an agent not on the list was determined to be so low or nonexistent 
that security measures were not required for that particular agent. After years of 
complaints from the bioscience community about this simplistic dichotomy between 
biosecurity risk for those agents on the list and no biosecurity risk for those agents 
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off the list, the select agent regulations were revised in 2012 to create two tiers of 
select agents: Tier 1 agents that pose the greatest risk of deliberate misuse, and the 
remaining select agents. This change was intended to make the regulations more risk 
based, mandating additional security measures for Tier 1 agents (US White House 
2010). Yet the explicit message to the bioscience community remained that it was 
not necessary for individual facilities to conduct their own security risk assessments, 
or to design the most appropriate security systems to mitigate their unique risks. 
Instead, the message was that compliance with regulations was a sufficient form of 
risk mitigation. Security risk management was hardly necessary.

Other countries have also implemented relatively simplistic and prescriptive 
biosecurity regulations for bioscience facilities. Singapore’s Biological Agents and 
Toxins Act is similar in scope to the US regulations, but with more severe penalties 
for noncompliance (Republic of Singapore 2005). South Korea amended its Act on 
Prevention of Infectious Diseases in 2005 to require institutions that work with listed 
“highly dangerous pathogens” to implement laboratory biosafety and biosecurity 
requirements to prevent loss, theft, diversion, release, or other misuse (Government 
of South Korea 2005). Under Japan’s recently amended infectious disease control 
law, Japan’s Ministry of Health, Labor, and Welfare established four schedules of 
select agents that are subject to different reporting and handling requirements for 
possession, transport, and other activities (Government of Japan 2007). Canada 
certifies Canadian containment level (CL) 3 and CL4 facilities that work with risk 
group 3 or 4 human pathogens (Public Health Agency of Canada 2014). In 2008, the 
Danish Parliament passed a law that gives the Minister of Health and Prevention 
the authority to regulate the possession, manufacture, use, storage, sale, purchase 
or other transfer, distribution, transport, and disposal of listed biological agents 
(Kingdom of Denmark 2008).

But in all cases, the paradigm of regulated security measures based on a pre-
defined list of agents is the same. All a facility must do, if it is subject to these bio-
security regulations, is implement prescribed security measures if it works with or 
stores an agent on the list. Biosecurity implementation has become a purely admin-
istrative activity based on a government- developed checklist. Risk assessment and 
management by the principals who work with, own, and are ultimately responsible 
for those agents are superfluous activities. Why do it if it is not required?

recent bioSAfety And bioSecurity incidentS

We believe that the bioscience community depends too heavily on predefined solu-
tions sets, known as agent risk groups, biosafety levels, and biosecurity regulations. 
This dependence has relegated laboratory biosafety and biosecurity to the adminis-
trative basements of bioscience facilities. These generic agent risk groups, biosafety 
levels, and biosecurity regulations have almost eliminated the pursuit of the intellec-
tually rigorous, risk- based assessments and solutions of the 1960s—when the field 
was in its infancy. Instead, we now often have complacency in laboratory biosafety 
and biosecurity, and the general absence of comprehensive management systems to 
mitigate these risks.
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Such complacency has contributed directly to a series of safety and security inci-
dents in bioscience facilities, especially since the field began to expand and advance 
significantly in the mid to late 1990s. The nature of these incidents demonstrates the 
fundamental weakness of the biosafety and biosecurity paradigm based on agent 
risk groups, biosafety levels, and biosecurity regulations. The increasing frequency 
of these incidents portends disaster for the bioscience field unless the biosafety and 
biosecurity paradigm changes dramatically.

There have been many recent incidents of laboratory- acquired infections that can 
be attributed to a failure to wear basic personal protective equipment and follow 
simple good laboratory practices. For instance, in 2001, the New England Journal of 
Medicine published a report of the first human case of glanders in the United States 
in over 50 years. A 33-year- old microbiologist, who worked with Burkholderia mal-
lei at the US Army Medical Research Institute of Infectious Diseases (USAMRIID) 
in Frederick, Maryland, did not routinely wear gloves. It is believed that his exposed 
skin was the means of infection. His illness persisted and grew more severe after 
several months, and his treatment was complicated by the lack of clinical experi-
ence with glanders (Srinivansan et al. 2001). In 1996, 6 of 19 medical technologists 
who worked in a clinical microbiology laboratory in Rhode Island were infected 
and became ill with Shigella sonnei. Study of the cultured isolates indicated that the 
Shigella strain in question was nearly identical to a control strain kept by the labora-
tory, and which was in use at the time of exposure by one of the unaffected medical 
technology students. The student was the only member of the laboratory to routinely 
wear gloves. However, he did not follow other laboratory protocols, including the 
use of a separate processing sink for disposal of work samples. Instead, he utilized a 
more convenient hand washing sink, which he contaminated with S. sonnei. In turn, 
his colleagues who used the sink’s faucet handles were infected with S. sonnei. If 
laboratory management had insisted on the proper use of gloves and sinks, those six 
accidental infections would not likely have occurred (Mermel et al. 1997).

Needle sticks have continued to be problematic in laboratories. Over the past 
decade, there have been multiple significant needle stick incidents. For instance, in 
2004, a researcher at USAMRIID received a needle prick in biosafety level 4 contain-
ment while using a syringe on mice infected with a mouse- adapted variant of Ebola 
Zaire (Kortepeter et al. 2008). Also in 2004, a researcher at VECTOR in Russia 
died after pricking herself with a needle laden with the Ebola virus (Miller 2004). A 
researcher at the University of New Mexico was reportedly “jabbed with an anthrax- 
laden needle” in 2004 (The Sunshine Project 2007). A worker at the University of 
Chicago in 2005 reportedly “punctured his or her skin with an infected instrument 
bearing a BSL-3 select agent. It was likely a needle contaminated with either anthrax 
or plague” (The Sunshine Project 2007). A researcher at the Bernard Nocht Institute 
for Tropical Medicine in Hamburg, Germany, accidently pricked herself with a nee-
dle while working with Ebola virus in 2009 (The Canadian Press 2009).

Recent lapses in containment have also led to the introduction of disease into the 
community beyond the laboratory facility. In 2000, in Vladivostok, Russia, eight 
children ages 11–14 became ill after playing with discarded smallpox vaccine vials. 
The cause was most likely improper decontamination and disposal procedures by a 
nearby public health station (Byers 2009). Two laboratory workers in the National 
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Institute of Virology in Beijing contracted severe acute respiratory syndrome (SARS) 
between March and May 2004 after working with improperly inactivated virus. This 
led to seven additional people being infected in the community (US Centers for 
Disease Control and Prevention 2004). In August 2007, foot and mouth disease virus 
was released into the environment from a laboratory in the village of Pirbright in the 
United Kingdom, resulting in a significant local outbreak of the disease. The most 
likely cause of this release was determined to be improper liquid waste disposal as 
a result of the deteriorated condition of the site drainage system (Health and Safety 
Executive 2007).

There were also several notable security incidents at major bioscience facilities 
during this same time period. The US Federal Bureau of Investigations accused Bruce 
Ivins, a researcher at USAMRIID, of manipulating and distributing anthrax to cause 
harm. Specifically, the FBI claimed that, in 2001, Ivins mailed several letters that 
contained anthrax spores through the US Postal Service to various recipients across 
the United States, resulting in the deaths of 5 people and the sickening of 17 others 
(Federal Bureau of Investigation 2011). In 2004, Texas Tech University professor 
Thomas Butler was sentenced to two years in jail and multiple fines after he reported 
that 30 vials of plague bacteria were missing from his laboratory. After setting off a 
bioterrorism scare, he signed a statement that he accidentally destroyed the samples 
during the cleanup of a prior accident in his laboratory. However, it remains unclear 
what happened to those samples. Butler later recanted his signed statement and indi-
cated it was possible that the samples had been destroyed, but he could not remember 
(Tanne 2003). During a general inspection of Texas A&M University in 2007, the 
CDC cited the university for failure to inform the CDC’s Division of Select Agents 
and Toxins of a series of restricted aerosolization experiments with Coxiella burnetii 
on nine occasions from May 2003 to June 2005 (US Centers for Disease Control 
and Prevention, DSAT 2007). A former researcher at the National Microbiology 
Laboratory in Winnipeg, Canada, stole 22 vials of Ebola virus genetic material, 
which was discovered as he attempted to cross the US- Canada border in May 2009 
(CBC News 2009). There is also a series of documented inventory discrepancies in 
a variety of US laboratories (US Centers for Disease Control and Prevention, DSAT 
2007; Palk 2009; Sherman 2009; Margolin and Sherman 2005).

Recognizing the spate of safety and security incidents in bioscience facilities that 
had occurred in the late 1990s and the early 2000s, the editors of the fifth edition 
of the BMBL, which was published in 2007, emphasized the need for more compre-
hensive risk assessments in the field. It coached practitioners to assess the risk based 
on the agent hazards, to consider the hazards from the specific laboratory proce-
dures, and then to “make a final determination of the appropriate biosafety level and 
select additional precautions based on the risk” (US Centers for Disease Control and 
Prevention, DSAT 2007). However, this guidance remained embedded in the histori-
cal paradigm of biosafety levels and agent risk groups.

A ModeL of bioriSk MAnAgeMent beginS to eMerge

The following year a bipartisan US congressional commission released the World at 
Risk report, which among many recommendations called for bioscience laboratories 
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that handle dangerous pathogens to implement a unified laboratory bio risk manage-
ment framework to enhance their safety and security (Commission on the Prevention 
of WMD Proliferation and Terrorism 2008). Prior to the publication of this report, 
a group of experts from 24 different countries gathered to reconsider the traditional 
biosafety paradigm. In 2008, the European Committee for Standardization pub-
lished a workshop agreement on laboratory bio risk management that reflected an 
emphasis on rigorous and experiment- specific and facility- specific risk assessment 
and mitigation, and management monitoring of performance with an emphasis on 
continual improvement. This document, known as CWA 15793, dismissed the con-
ventional approach based on biosafety levels, received wide acclaim internationally, 
and was renewed in 2011 (European Committee for Standardization 2011). No other 
document of its kind exists in the international community.

Since its publication, many institutions around the world have initiated the pro-
cess to implement CWA 15793 in order to better manage bio risks in their facili-
ties. However, many organizations in North America, including some governmental 
agencies, remain skeptical of the value of bio risk management, and interpret it as 
simply an additional financial burden on the life sciences community (Steenhuysen 
and Begley 2014). At the time of this writing, the International Organization for 
Standardization (ISO) has initiated a new work item proposal on laboratory bio risk 
management. If approved by the member states, this project will pursue the develop-
ment of an ISO international standard in bio risk management—the first of its kind 
in the biosciences.

Despite the publication of CWA 15793, biological scientists and facilities in the 
United States have been slow to embrace bio risk management—a culture of rig-
orously assessing risks, deciding how to mitigate those risks deemed to be unac-
ceptable, and establishing mechanisms to constantly evaluate the effectiveness of 
the control measures. In 2013, the University of California– Los Angeles released 
initial results from its landmark international survey of laboratory safety. Almost 
half of the 2,400 scientists who responded had experienced injuries ranging from 
animal bites to chemical or biological inhalation. Thirty percent of respondents said 
they had witnessed at least one major injury that required attention from medical 
professionals. Perhaps most interesting was the discrepancy between US and UK 
scientists related to the use of risk assessments. In the United Kingdom, where the 
Health and Safety Executive mandates risk assessments, almost two- thirds of scien-
tists said that they regularly execute risk assessments. In the United States, only one- 
quarter of scientists acknowledge that they conduct formal risk assessments; more 
than half of US scientists said they assessed risk only “informally” (Van Noorden 
2013). Clearly, bio risk management is not yet embedded in the bioscience mindset 
of the United States.

Unfortunately, and perhaps not surprisingly, high- profile laboratory accidents 
remain somewhat commonplace—even in some of the world’s most sophisticated 
bioscience facilities. In 2012, the CDC reported that there were 727 incidents of theft, 
loss, or release of select agents in the United States between 2004 and 2010, resulting 
in 11 laboratory- acquired infections (Henkel et al. 2012). In early 2014, a laboratory 
at the US Centers for Disease Control and Prevention in Atlanta, Georgia acciden-
tally and unknowingly cross- contaminated low- pathogenic influenza samples with 
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the highly pathogenic H5N1 influenza, and transferred the material to laboratories 
that were not approved to work with H5N1. The CDC did not learn of the mistake 
until informed by one of the facilities that had received the sample. Later in the same 
year, as many as 84 workers were unknowingly and unintentionally exposed to live 
strains of the Bacillus anthracis at the CDC in Atlanta (Russ and Steenhuysen 2014). 
Scientists in a BSL3 laboratory failed to inactivate the bacteria, and neglected to 
validate the inactivation, before transferring the material to three BSL2 laboratories.

new focuS on riSkS of bioScience reSeArch

This less-than-stellar safety and security record has made the general public, and 
even some in the scientific community, question the fundamental rationale for work 
with dangerous biological agents. In 2003, Boston University Medical Center won a 
grant from the National Institutes of Health to build one of two national biocontain-
ment laboratories—the National Emerging Infectious Disease Laboratory—as part 
of the new US biodefense research strategy. Yet in 2014, because of the protracted 
public opposition, research had not begun in the biosafety level 4 suites, and the 
Boston mayor sought an ordinance “to ban level 4 research as proper precaution in 
light of the possibility that safeguards might fail” (Boston Globe Editorial 2014). 
In 2011, researchers at the Erasmus Medical Center in Rotterdam, the Netherlands, 
led by Ron Fouchier, and the University of Wisconsin– Madison, led by Yoshihiro 
Kawaoka, in separate studies artificially engineered the H5N1 avian flu virus to 
transmit easily from one ferret to another (Herfst et al. 2012; Imai et al. 2012). Since 
this research used an established animal model for human flu, it effectively created 
a potentially pandemic strain of influenza that does not currently exist in nature. 
In 2014, the Wisconsin team combined the genes from several avian flu viruses to 
construct a new organism similar to the 1918 Spanish flu virus that also spread effi-
ciently in ferrets (Watanabe et al. 2014). Many scientists have argued that the risk 
of accidental release, accidental infection, or intentional misuse of this so- called 
gain of function research does not outweigh the scientific benefits of increased 
knowledge about how avian influenza might naturally and genetically evolve into 
something particularly more dangerous. Based on historical laboratory- associated 
infections in BSL3 facilities, Marc Lipsitch and Alison Galvani concluded that over 
a 10-year period there would be a 20% risk of at least one laboratory- acquired infec-
tion of a novel pandemic flu strain, which could initiate an extensive spread of the 
disease (Lipsitch and Galvani 2014). Although there are fierce arguments on both 
sides regarding the legitimacy of gain of function research, the fundamental concern 
about this issue hinges on laboratory biosafety and biosecurity.

The bioscience community has been acutely aware of the risks associated with 
biological research, specifically that it could be misused for malevolent purposes, 
or that it could result in the creation of novel pathogens with unique properties— 
perhaps even an entirely new class of threat agents. In 2004, the National Academy 
of Sciences published the so- called Fink Report, which defined seven categories of 
experiments of concern, and developed a series of recommendations to prevent the 
misuse of biology without preventing the conduct of legitimate research (National 
Research Council 2004). Unfortunately, the Fink Report did not identify the need 
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to improve the practice of laboratory biosafety and biosecurity, other than to rec-
ommend “that the federal government rely on implementation of current legislation 
and regulation, with periodic review by the National Science Advisory Board on 
Biosecurity (NSABB), to provide protection of biological materials and supervi-
sion of personnel working with these materials” (National Research Council 2004). 
However, the NSABB has conducted no substantive review of laboratory biosafety 
and biosecurity since it was established in 2005.

The rapid advance of synthetic biology further highlights the critical need to 
reevaluate the current biosafety and biosecurity system based on agent risk groups, 
biosafety levels, and security regulations. Leveraging significant, recent improve-
ments in the ability to synthesize and sequence DNA, synthetic biology pursues the 
creation of technologies for designing and building biological organisms—and often 
these organisms are completely novel or have unique characteristics. These new bio-
logical agents obviously do not appear on existing agent risk groups or select agent 
lists, or fall neatly into traditional biosafety levels. Arguably and understandably, 
the field of bioethics has become much more robust with the emergence of synthetic 
biology: traditional methods of biosafety and biosecurity seem largely irrelevant, so 
the public must increasingly rely on the ethical behavior of the scientists involved 
to ensure safety and security. Notably, the synthetic biology field has recently begun 
recognizing the need to develop more robust approaches to risk and risk assess-
ment (Pauwels et al. 2013). A study by the Netherlands Commission on Genetic 
Modification (COGEM) in 2013 concluded that current risk assessment approaches 
may be sufficient for synthetic biology today, but will not be sufficient to address 
risks when there is no known reference organism or introduced characteristics are 
unpredictable (Commission on Genetic Modification 2013). In 2010, a National 
Academy of Sciences report concluded that a “sequence- based prediction system for 
oversight of Select Agents is not possible now and will not be possible in the usefully 
near future” (National Research Council 2010).

Clearly, the rapid technological advances of the biosciences compel the com-
munity to reconsider the traditional methods of ensuring safety and security. The 
power of biotechnology to counter the threat that emerging infectious diseases pose 
to public and economic health, and global accessibility to this technology, has also 
led to a rapid expansion of sophisticated laboratories around the world (Fonkwo 
2008). The risk of a catastrophic biosafety or biosecurity incident seems to increase 
on an almost daily basis, especially if the traditional, rule- based biosafety paradigm 
remains unchanged. Today, the bioscience community needs to develop and adopt a 
new, performance- based method to manage the risks of the biosciences—before it 
is responsible for a major catastrophe. This book argues that bio risk management is 
the solution.

LEARNING LESSONS FROM OTHER INDUSTRIES

More than half a century ago, in 1961, G.B. Phillips noted that “in a broad sense, 
attitudes and activities which create conditions favorable for occupational infections 
are similar to those that lead to the occurrence of industrial type accidents” (Phillips 
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1961). We also believe that much can be learned from understanding how differ-
ent industries approach safety and security. In particular, those industries that have 
experienced major accidents, involving large- scale loss of life, have been compelled 
to reassess their safety programs, and have almost universally recognized deficien-
cies in risk management as a principal cause in those accidents. As a result, those 
industries have embraced a performance- based, holistic, risk management paradigm. 
Generic, rule- based, administrative systems have been abandoned. The bioscience 
community should not wait for a calamity to occur in its field before learning these 
fundamental lessons. The following section describes a number of catastrophic acci-
dents that have compelled widely different industries—outside of the life sciences 
community—to embrace broad- ranging risk management systems. It also demon-
strates that industries that have implemented substantive risk management policies, 
standards, and expectations have dramatically decreased both the number and sever-
ity of accidents.

union cArbide, bhopAL, 1984

On December 3, 1984, a large toxic vapor cloud containing 40 tons of methyl iso-
cyanate (MIC) gas leaked from a Union Carbide pesticide plant in Bhopal, India. 
Prevailing winds carried the chemical cloud over the city of Bhopal and exposed 
well over 500,000 people. The numbers of reported fatalities and injuries vary 
widely, but recent studies indicate that the MIC contamination of Bhopal killed over 
10,000 people, caused as many as 20,000 premature deaths, and injured or disabled 
another 50,000 (Broughton 2005). This accident is still considered the worst chemi-
cal plant disaster in industrial history.

The leak was caused by water being misdirected to one of the two large MIC 
storage tanks during a routine pipework cleaning activity. MIC mixed with water 
causes an exothermic reaction, and resulted in a large volume of a toxic mixture 
forming and eventually being released into the atmosphere through the plant’s flare 
tower. There were a number of safeguards at the plant designed to prevent this sort of 
release, but almost all of these preventative measures were inactive or not monitored 
(American University 2014; Manaan 2005).

The Bhopal disaster was a classic example of egregious mismanagement at every 
level of the organization, from executive management to the individual tank opera-
tors. For example, the operators who saw the increased pressure on the MIC tank 
pressure gauges thought the poorly maintained gauges were giving false readings. 
Although the flare tower was designed to flare off any vented vapors from the plant, 
it did not function properly. At the time of the accident, Union Carbide could not 
provide specific details of the effects of MIC and the immediate treatment required 
for those exposed. The company had no emergency response plan in place. The plant 
management team, all of whom were Indian nationals, was sentenced to two years 
in jail, and the CEO of UC Corporation fled the country after being released on bail 
(Karasek 2014).

The most notable positive legacy from Bhopal was the widespread adoption 
of process safety as a professional engineering discipline, and as a requirement 
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throughout the chemical industry worldwide. In 1988, the American Chemistry 
Council started to implement a program originally developed in Canada called 
Responsible Care to reduce the potential chemical risks to workers and the environ-
ment. Three years later the International Council of Chemical Trade Associations 
(ICCTA) was founded, with one of its principal objectives being the promotion of 
Responsible Care practices worldwide. The Responsible Care program now extends 
to 47 countries, corresponding to 85% of the world’s chemical producers. In 1990, 
with the passage of the Clean Air Act Amendments, the US Occupational Safety 
and Health Administration (OSHA) was directed to create and enforce the “Process 
Safety Management of Highly Hazardous Chemicals” (PSM). This PSM standard is 
a comprehensive program that integrates technologies, procedures, and management 
practices (Manaan et al. 2005).

chernobyL nucLeAr power pLAnt, 1986

On April 26, 1986, a sudden power output surge occurred during an unauthorized 
systems test at the Chernobyl Nuclear Power Plant near the town of Pripyat, Ukraine 
(then part of the Soviet Union). During an attempted emergency shutdown, the reactor 
vessel ruptured, a radioactive fire began, and a plume of radioactive fallout was sent 
into the atmosphere. The plume of primarily iodine and cesium radionuclides drifted 
over large parts of the western Soviet Union and much of Europe. Approximately 
150,000 square kilometers were contaminated, affecting more than 5 million people 
in Belarus, Russia, and Ukraine. It is estimated that over 330,000 people were evacu-
ated and resettled from the most severely contaminated areas. About 240,000 workers 
took part in the recovery, operating within the 30-kilometer zone surrounding the 
reactor that is now uninhabited. More than 30 reactor staff and emergency workers 
immediately died from the radiation exposure, and as many as 4,000 people ulti-
mately died from the accident (International Atomic Energy Agency 2006).

The Chernobyl accident was the result of a flawed reactor design that was oper-
ated with inadequately trained personnel and the absence of any safety culture. 
The design of the plant placed a heavy dependence on adherence to administrative 
controls and procedures for safe operation. However, there was very little training 
of the plant operators on what these administrative and procedural controls were, 
and the safety implications for failing to implement these controls (International 
Nuclear Safety Advisory Group 1992; Engineering Failures 2009).

Following the Chernobyl disaster, significant safety design modifications were 
made to all nuclear reactors similar in type to those operating in Chernobyl. 
Automatic shutdown mechanisms now operated faster, and other safety mechanisms 
were improved. Automated inspection equipment was also installed. In addition, 
safety training for reactor workers dramatically increased, as well as a heightened 
focus on operational and management systems and regulatory oversight. The US 
nuclear industry instigated a self- policing agency called the Institute of Nuclear 
Power Operations with a mission of promoting the “highest level of safety and reli-
ability” (Karasek 2014). In addition, the US Nuclear Regulatory Commission began 
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evaluating the role of risk assessment, management systems, and performance- based 
indicators and regulatory frameworks (Walker and Wellock 2010).

piper ALphA oiL pLAtforM, 1988

On July 6, 1988, a gas explosion occurred on the Piper Alpha Oil Production Platform, 
operated by the Occidental Group and located 120 miles northeast of Aberdeen, 
Scotland, in the North Sea. In 22 minutes, the subsequent fire killed 167 of the 228 
people on board the oil platform. The Piper Alpha extracted oil from beneath the 
ocean floor, and processed natural gas. It served as a hub, connecting the gas lines 
of two other Piper field platforms. At the time of the accident, Piper Alpha exported 
just under 120,000 barrels of oil and approximately 33 million standard cubic feet of 
gas per day (National Aeronautics and Space Administration 2013).

On the day of the accident, a worker removed the pressure safety valve on the 
Piper Alpha’s Pump A during routine maintenance and replaced it with a round 
metal plate—called a blind flange. Since he was not able to finish the maintenance, 
he completed a form stating that Pump A was not ready for operation and should 
not be activated. During a subsequent shift later that night, Pump B failed, halting 
all offshore production unless Pump A could be restarted. Unable to find the mainte-
nance documentation, and believing that Pump A was safe to use, workers activated 
Pump A, which caused a high- pressure gas leak and explosion. Gas production from 
the two other Piper field platforms was not shut down, providing continuous fuel to 
a massive fire on Piper Alpha (Karasek 2014).

The escape of gas from Pump A sparked the initial explosion, but the fateful deci-
sion to activate Pump A was caused by the absence of a reliable process to ensure 
that workers documented and communicated from shift to shift the maintenance sta-
tus and operability of technical systems. Moreover, the absence of blast walls on the 
Piper Alpha platform and the failure to shut down oil and gas supplies from the two 
other Piper field platforms prevented any containment of the initial fire and fueled a 
much larger conflagration (Scott 2011).

The official investigation of the disaster, known as the Lord Cullen Report 
(Cullen 1990), resulted in 106 recommendations for changes to North Sea safety 
procedures—all of which were accepted by the industry, including the formation of 
a new UK government organization, the Health and Safety Executive (HSE). In a 
speech commemorating the 25th anniversary of the tragedy, Lord Cullen said, “I dis-
covered it was not just a matter of technical or human failure. As is often the case, 
such failures are indicators of underlying weaknesses in management of safety” (Oil 
and Gas Industry Association 2013). In addition to many technical and infrastructure 
failures, training, monitoring, and auditing had been poor, the lessons from a previ-
ous relevant accident had not been learned, and evacuation procedures had not been 
practiced. Perhaps most importantly, Occidental had not conducted a risk assessment 
of the major hazards, and determined how to control them. According to Cullen, 
“The quality of management safety is fundamental and that depends critically on 
effective safe leadership at all levels and the commitment of the whole workforce to 
give priority to safety” (Harris 2013).
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texAS city refinery, 2005

On March 23, 2005, an explosion and fire occurred at BP Products North America, 
owned and operated by Texas City Refinery, killing 15 and injuring 180 people, and 
resulting in financial losses exceeding $1.5 billion. The Texas City Refinery was the 
third largest oil refinery in the United States, with an input capacity of 437,000 bar-
rels per day as of January 2000 (Wikipedia 2014).

The incident occurred after a release of a flammable liquid geyser from a blow-
down stack that was not equipped with a flare, leading to an explosion and fire. 
According to BP’s own accident investigation report, the cause of the accident was 
“heavier- than- air hydrocarbon vapors combusting after coming into contact with an 
ignition source, probably a running vehicle engine” (British Petroleum 2005).

According to the US Chemical Safety and Hazard Investigative Board, the disas-
ter was caused by both technical mistakes and failures as well as “organizational 
and safety deficiencies at all levels of the BP Corporation.” In particular, the BP 
Board of Directors did not provide effective oversight of the company’s safety cul-
ture and major accident prevention programs; the plant management mistakenly 
believed that a low personal injury rate was an accurate indicator of process safety 
performance; the mechanical integrity program resulted in a “run to failure” of pro-
cess equipment; the safety policy and procedural requirements were operated with 
a “check the box” mentality; the plant lacked a safety reporting and learning cul-
ture; and safety campaigns and goals focused on improving personal safety metrics 
rather than process safety and management safety systems (US Chemical Safety and 
Hazard Investigation Board 2007).

BP subsequently commissioned an independent report to evaluate BP’s corporate 
safety management systems, safety culture, and oversight of the North American 
refineries. Known as the Baker Panel Report, it found that an “apparent complacency 
toward serious process safety risk existed at each refinery,” and BP’s corporate safety 
management system “does not ensure adequate identification and rigorous analysis of 
risks” and “does not effectively measure and monitor process safety performance.” 
The first two recommendations in the report included providing “process safety 
leadership” at the highest levels of BP executive management, and establishing and 
implementing an “integrated and comprehensive process safety management system” 
(Baker et al. 2007).

fukuShiMA nucLeAr power pLAnt, 2011

On March 11, 2011, a magnitude 9.0 earthquake struck the eastern coast of Japan, 
triggering a tsunami that flooded 560 square kilometers along the coast under sev-
eral meters of water. The earthquake caused the failure of the safety systems at 
the Fukushima Daiichi Nuclear Power Plant, owned and operated by the Tokyo 
Electric Power Company (TEPCO). The resulting release of radioactive material 
was eventually declared a Level 7 “severe accident” by the International Nuclear 
Event Scale—one of only two Level 7 incidents in history. Experts estimate that 
900,000 terabecquerels of radioactive material were released during the disas-
ter (Reuters 2012). One hundred sixty thousand people were evacuated from the 
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area around Fukushima; 600 died during the evacuation (McGreal 2012). The area 
around the plant remains severely radioactive, and will be uninhabitable for decades. 
Estimates of the total economic loss as a result of the Fukushima disaster range from 
US$250 billion to $500 billion (Starr 2012). According to a recent study by Stanford 
University scientists, the fallout from Fukushima will most likely cause 180 addi-
tional cancers and 130 deaths, most of them in Japan (Ten Hoeve and Jacobson 2012).

The report of the Japanese government’s independent investigative commission 
cataloged “a multitude or errors and willful negligence that left the Fukushima plant 
unprepared,” and concluded that Fukushima “was a profoundly manmade  disaster—
that could and should have been foreseen and prevented. And its effects could have 
been mitigated by a more effective human response.” The commission did not criti-
cize the competency of any specific individuals, but argued that the fundamental 
causes were “the organizational and regulatory systems that supported faulty ratio-
nales for decisions and actions.” In particular, the report accused the government, the 
regulators, and TEPCO of colluding with one another “based on the organization’s 
self interest, and not in the interest of public safety.” The independence of the regu-
lators “from the political arena, the ministries promoting nuclear energy, and the 
operators was a mockery.” Criticizing the insularity of Japanese culture, the report 
accused the regulators of “a negative attitude toward the importation of new advances 
in knowledge and technology from overseas” (National Diet of Japan 2012).

TEPCO, the plant’s operator, received the harshest criticism: “TEPCO did not 
fulfill its responsibilities as a private corporation…. The risk management practices 
of TEPCO illustrate this.” Although TEPCO was aware of the risk that a tsunami 
could result in a total outage of electricity at the plant, and that the loss of seawater 
pumps could damage the reactor cores, TEPCO chose not to implement any mea-
sures to reduce or eliminate these risks. TEPCO was only concerned with the “risk 
to their own operations.” In addition to accepting these catastrophic risks, TEPCO 
had no response measures in place for any severe accident: “no manual or training 
regimens.” Instead, TEPCO subordinated itself to the Prime Minister’s Office during 
the emergency response, avoided transparency, and was reluctant to take responsi-
bility. Among its recommendations, the report asserted that “TEPCO must undergo 
dramatic corporate reform, including governance and risk management and infor-
mation disclosure—with safety as the sole priority” (National Diet of Japan 2012).

y-12 nucLeAr fAciLity, 2012

On July  28, 2012, three protestors broke into the Y-12 nuclear weapons produc-
tion facility in Oak Ridge, Tennessee. After using simple tools to cut through four 
alarmed fences, the protestors defaced the outside of the Highly Enriched Uranium 
Materials Facility (HEUMF) without being interrupted by the security measures in 
place. Eventually, a protective force officer was dispatched to assess the alarms, but 
he did not notice the protestors until they approached his vehicle and “surrendered.” 
Fortunately, these protestors were not terrorists who intended to commit an act of 
nuclear sabotage or steal highly enriched uranium for use in a nuclear weapon.

An investigation of the incident by the US Department of Energy’s Inspector 
General (DOE IG) revealed “multiple system failures on several levels. For example, 
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we identified troubling displays of ineptitude in responding to alarms, failures to 
maintain critical security equipment, over reliance on compensatory measures, mis-
understanding of security protocols, poor communications, and weaknesses in con-
tract and resource management” (US Department of Energy 2012). The site had a 
new intrusion detection system that had an unusually high rate of false alarms. The 
guards would normally respond to an alarm by using a camera to verify if there was 
an intruder. But because the cameras had been broken for months, without a clear 
plan for their repair, guards were sent to check on the alarms. However, the guards 
had grown complacent and weary of investigating false alarms. Poor communica-
tions led officers to incorrectly assume the protestors hammering on the wall of the 
HEUMF were plant maintenance workers. The officer who eventually responded 
to the situation did not immediately secure the area or detain the protestors. The 
DOE IG investigation suggests that the facility had not adequately considered the 
risk of unarmed protestors assaulting the site, and was not prepared to respond to 
such an event. According to the report, “the actions of these officers were inconsis-
tent with the gravity of the situation and the existing protocols” (US Department of 
Energy 2012).

Nuclear security in the United States is heavily regulated and highly scrutinized. 
Despite all the rules and regulations, and the resources dedicated to the protection of 
nuclear materials, technologies, and expertise, there was a fundamental breakdown 
in the management and oversight of the security system—the absence of a robust 
security risk management culture. A Harvard University report on nuclear security 
noted that the primary lesson to be learned from the Y-12 incident is: “People and 
organizations matter—a poor security culture can severely undermine security even 
at facilities with modern security equipment, extensive security spending, stringent 
security rules, and regular security testing” (Bunn et al. 2014). Responding to the 
Inspector General’s report, Thomas D’Agostino, administrator of the National Nuclear 
Security Administration, called the incident a “wake- up call for our entire complex,” 
and pledged to make a series of “structural and cultural changes” to improve existing 
nuclear security risk management systems (US Department of Energy 2012).

phArMAceuticAL induStry

A series of crises in the pharmaceutical industry in the 20th century resulted in the 
creation of a substantive regulatory environment for the production, testing, and sale 
of pharmaceutical products internationally. In June 1937, the SE Massengill Company 
distributed 633 shipments of the elixir sulfanilamide in a liquid form throughout the 
United States. Used in powder and tablet form, sulfanilamide had been prescribed to 
treat streptococcal infections. To make the liquid form, the company dissolved the 
sulfanilamide in diethylene glycol—a deadly poison. At the time, the food and drug 
laws did not require pharmacological studies on new drugs. In September 1937, liq-
uid sulfanilamide caused the deaths of 107 people across 15 states. Following this 
incident, laws were immediately enacted that required manufacturers to show that a 
drug was safe before it could be marketed (Ballentine 1981; Meadows 2006a).

In the late 1950s, thalidomide was marketed in Europe, Australia, and Japan as a 
sedative, and was used in the treatment of nausea in pregnant women. Within a few 
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years of the widespread use of thalidomide, approximately 10,000 children were 
born with phocomelia (Lenz 1988). In addition to limb reduction anomalies, other 
effects later attributed to thalidomide included congenital heart disease, malforma-
tions of the inner and outer ear, and ocular abnormalities (Miller and Strömland 
1999). By 1961, most countries had banned the sale and use of thalidomide, and laws 
were soon passed that required drug firms to prove both safety and effectiveness for 
any product’s intended use (Braithwaite and Drahos 2000).

In 1982, for reasons not known, a malevolent person or group replaced Tylenol 
Extra- Strength capsules with cyanide- laced capsules, resealed the packages, and 
placed them on the shelves of several pharmacies and food stores in the Chicago 
area. The poison capsules were purchased, and seven unsuspecting people died a 
horrible death. Soon after, laws were passed that made it a crime to tamper with 
packaged consumer products (ten Berge 1990; Meadows 2006a).

The World Health Organization introduced the first good manufacturing prac-
tices (GMP) guidelines for manufacturing, processing, packing, or holding finished 
pharmaceuticals in the 1960s, and many countries then developed their own GMP 
guidelines based on the WHO guidelines. In 1975, the World Health Organization 
began internationalizing pharmaceutical regulation by requiring countries that 
export pharmaceuticals to certify those companies as manufacturers of drugs that 
are authorized for the domestic market and with production facilities that are regu-
larly checked for GMP compliance (World Health Organization 2003; Brhlikova 
et al. 2007).

The introduction of GMP rules served as a great leap forward for the pharmaceu-
tical industry with regard to product quality and safety. However, the GMP process 
itself remained a reactive regulatory process. Revised GMP guidelines were fre-
quently released in the 1970s and 1980s to account for every new issue or perceived 
problem in the system. Product labeling and cleaning validation are examples of this 
reactive regulatory approach.

One of the drawbacks to the proliferation of GMP rules and regulations was 
the divergence in technical requirements from country to country at a time when 
the pharmaceutical industry was becoming increasingly international. In 1990, 
the International Conference on Harmonisation of Technical Requirements for 
Registration of Pharmaceuticals for Human Use (ICH) was formed to help lower the 
costs of healthcare and research and development, and minimize the delay in making 
new and efficacious treatments available to the public (ICH 2014).

National legislation in the early 1990s also reflected the desire to allow patients 
faster access to promising therapies, to create a more efficient regulatory process 
for industry to market new drugs more quickly, and to increase the revenues and 
profits of the industry. By the late 1990s, concern about the increased pace of drug 
approvals had unintentionally led to a neglect of safety considerations. In fact, there 
was a spate of drug withdrawals in the late 1990s that contributed to a public per-
ception that the drug safety system was in crisis (Friedman et al. 1999; Institute of 
Medicine 2006).

GMP rules and regulations, which had primarily focused on technical and physi-
cal control measures, had not solved all the drug safety challenges. Adopting lessons 
from other industries, the pharmaceutical industry recognized that it needed to adopt 
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a risk- based approach to drug safety. Rather than focusing on safety and efficacy 
only at the initial drug approval stage, the industry needed to sustain active reas-
sessments of risks as drugs entered and were used by a growing number and diver-
sity of patients. By 2005, the ICH published ICH Q9, “Quality Risk Management,” 
which, according to the Parenteral Drug Association, “is a systematic process for the 
assessment, control, communication, and review of risks to quality of the drug prod-
uct across the product lifecycle” (O’Mahony 2011). The implementation of quality 
risk management has been frequently cited as responsible for a significant reduction 
in the number of drug withdrawals and an end to the drug safety crisis at the turn of 
the century.

food induStry

The food production sector has also experienced many serious incidents that have 
compelled that industry to implement modern risk management systems and global 
standards. Two catastrophes, in particular, shook the food production industry to 
its core.

In 1986, cattle in the United Kingdom began to suffer from a condition that was 
described as mad cow disease, and by 1987 the British Ministry of Agriculture 
acknowledged that the country was besieged by an outbreak of bovine spongiform 
encephalopathy (BSE). It was estimated that over 460,000 cattle infected with BSE 
entered the human food chain in the 1980s as a result of cattle being fed the remains 
of other cattle in the form of meat and bone meal. In 1989, the United States prohib-
ited the import of live cattle, sheep, bison, and goats from countries where BSE was 
known to exist. Finally, in March 1996, the UK government acknowledged that BSE 
could be transmitted to humans and cause a variant form of Creutzfeldt–Jakob dis-
ease (vCJD). Immediately, the British destroyed 4.5 million cattle, and the European 
Union imposed a ban on the import of British beef that lasted more than 10 years. 
Nevertheless, over 200 humans have died from vCJD since the outbreak, and evi-
dence indicates that they had consumed tainted beef (Valleron et al. 2001; University 
of Edinburgh 2009; Center for Food Safety 2014).

In 1993, the Jack in the Box restaurants in the United States began a special promo-
tion of the Monster Burger, selling the sandwich at a deep discount. The advertising 
campaign was so successful that the demand for that particular burger overwhelmed 
the restaurants. Ultimately, 73 different Jack in the Box restaurants in the western 
United States sold undercooked hamburgers that were infected with what was then 
a little known bacterium called E. coli O157:H7, and more than 730 people became 
ill. Four children died and 178 other victims suffered permanent injury, including 
kidney and brain damage (US Centers for Disease Control and Prevention 1993; 
Benedict 2011; Manning 2010). Although there had previously been 22 documented 
outbreaks of E. coli O157:H7 in the United States, resulting in 35 deaths, the Jack in 
the Box outbreak sparked such wide- scale and dramatic media coverage that Senator 
Richard Durbin described it in 2006 as a “pivotal moment in the history of the beef 
industry” (US Senate 2006).

These two major events, along with many other food contamination incidents 
around this time, compelled the food industry to reexamine its own processes and 
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standards. E. coli became a reportable disease for all state departments of health, 
and the US Department of Agriculture reclassified E. coli O157:H7 as an adulterant 
in ground beef, and began regularly testing for it. Inspired by actions taken by Jack in 
the Box immediately following the outbreak, the US Food and Drug Administration 
established the Hazard Analysis and Critical Control Points (HACCP) program. The 
first HACCP regulations went into effect in 1997.* HACCP is a science- based initia-
tive that involves identifying potential hazards and risks, monitoring targeted critical 
control points, and recording and reviewing results. It is a proactive management 
system designed to prevent hazards rather than a reactive process of responding to 
contaminants (Meadows 2006b).

Shortly thereafter, the Consumer Goods Forum, the only independent global 
network for consumer goods retailers and manufacturers worldwide, launched the 
Global Food Safety Initiative (GFSI) to spearhead continuous improvement of food 
safety management systems around the world. GFSI defines food safety requirements 
along the entire food supply chain to cover issues such as feed, distribution, and 
packaging, and helps set international standards and expectations.† Today, there is a 
series of international standards for food safety management, such as the ISO 22000 
family of standards, which help organizations identify and control food safety haz-
ards, and implement comprehensive food safety management systems (International 
Organization for Standardization 2005).

At least partly as a result of these industry and regulatory efforts to establish a 
risk management culture and system, the occurrence of foodborne pathogens caus-
ing illnesses in the United States dropped significantly between 1999 and 2010. 
According to a 2010 report by the Centers for Disease Control and Prevention and 
data from the CDC’s Foodborne Disease Active Surveillance Network (FoodNet), 
rates of infection from food contaminated with one of the five primary bacterial 
pathogens declined at least 25% over the previous decade (Osterholm 2011; Scallan 
et al. 2011).

AirLine induStry

Today, aviation is recognized around the world as one of the safest means of trans-
port. According to the International Civil Aviation Organization (ICAO), the safety 
performance of the aviation industry has improved by a factor of more than 130 
times over the course of the past 60 years (Graham 2010). And the most dramatic 
improvement has come in the past decade or so. The year 2012 was the safest since 
1945, with only 475 fatalities worldwide—fewer than half the 1,147 deaths in 2000 
(Mouawad and Drew 2013).

Clearly, the airline industry has recognized that its success must be built on a 
foundation of constantly improving safety. The outstanding track record for aviation 

* In 1995, the FDA established the Seafood HACCP, which went into effect in 1997. The FDA developed 
a HACCP program for meat and poultry processing plants in 1998. The FED established the Juice 
HACCP regulations in 2001, and they went into effect in 2003 (US Food and Drug Administration 
2014).

† The Global Food Safety Initiative was launched in 2000 (Global Food Safety Initiative 2014).
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safety is a result of an industry that remains on the cutting edge of safety manage-
ment issues. In particular, the aviation industry was among the first major indus-
tries to define organizational safety, and to embrace risk management systems as an 
essential component to reduce the frequency and impact of aviation accidents.

The International Civil Aviation Organization first published its groundbreak-
ing Safety Management Manual (SMM) in 2003 after years of studying aviation 
accidents and aviation safety. ICAO published the third edition of the SMM in 2013. 
The SMM describes three historical eras of progress in aviation safety (International 
Civil Aviation Organization 2013).

Beginning in the early 1900s until the late 1960s, when aviation emerged as a 
form of mass transportation, aviation accidents and disasters were related to techni-
cal factors and technological failures. As a result, the focus of safety efforts was on 
post- accident investigations and technological improvements, and eventually regula-
tory compliance and oversight that also focused on technical components of aviation 
safety. Major technological advances and improved safety regulations contributed 
to a significant reduction of the frequency of aviation accidents during this period.

From the early 1970s until the mid-1990s, aviation safety experts recognized that 
accidents occurred not simply because of poor technology or lack of regulatory over-
sight, but failures in human performance. The application of human factors science 
focused on the role of the individual and his or her understanding and application 
of the technical safety components. Specifically, aviation safety emphasized how 
to integrate human operators and their behaviors most safely and efficiently with 
the technology.

Beginning in the mid-1990s, aviation safety experts began to view the issue from 
a systemic perspective, acknowledging that organizational factors contributed as 
much or more than human and technical factors to aviation safety. The notion of the 
organizational accident was introduced, and the influence of organizational culture 
and policies on the effectiveness of risk controls was recognized. Traditional col-
lection and analysis of accident data was supplemented by a proactive approach that 
assessed and monitored safety risks, and identified emerging safety issues. Safety 
management systems were developed specifically to mitigate the risks of organiza-
tional accidents by reducing their likelihood and severity.

In 2006, ICAO began mandating that each of its member states implement a safety 
program that established safety targets and tracked performance in reaching those 
objectives. At the same time, ICAO required airlines, airports, air traffic operators, 
and aircraft maintenance organizations to create safety management systems to 
identify and assess hazards and risks on a continuing basis and to apply risk mitigat-
ing measures before accidents occurred (International Civil Aviation Organization 
2007). These risk management systems principles were quickly embraced by inter-
national nongovernmental aviation safety groups, and reflected in new governmental 
regulatory initiatives.*

* The Commercial Aviation Safety Team is the leading international aviation safety alliance (Commercial 
Aviation Safety Team 2014). The US Federal Aviation Administration introduced a safety management 
system regulation for commercial airlines in 2010 (US Federal Aviation Administration 2010).
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BIORISK MANAGEMENT

Clearly, risk management systems are common across many industries, especially 
those industries in which accidents can have significant consequences. The root 
cause of the high- consequence accidents described in the previous section extended 
well beyond technical or human failure, and almost always reflected underlying fail-
ures in the management of safety or security. High- consequence industries that have 
implemented proactive risk management systems have achieved a significant reduc-
tion in the number and severity of accidents.

Despite the progress that many other industries have made to implement formal 
risk management systems, there is no universally accepted international system for 
bio risk management in the life sciences. This book aims to define that new paradigm.

Biorisk management aims to transform the traditional laboratory biosafety and 
biosecurity field, which is based on predetermined biosafety levels and prescriptive, 
checklist biosecurity regulations, and almost exclusively on technical and technology 
solutions and operator performance and behavior. With this traditional approach, a 
bias has persisted that facilities with more resources, or from countries or regions 
that are more developed, are by definition safer and more secure than facilities with 
fewer resources. Moreover, in the traditional model, safety and security almost 
always exist in two wholly separate silos in life science institutions, and risks to 
institutions are not evaluated and managed at the institutional level. As a result, 
these independent safety and security procedures are executed as an administrative 
function, and all responsibility is delegated down to the so- called biosafety officer, 
who is generally viewed (and compensated) as a monitor or regulator who often must 
operate in opposition to the scientific mission and the scientific staff.

By contrast, a bio risk management system emphasizes a depth of roles and 
responsibilities for everyone in the institution, and ensures that the highest levels of 
management have ultimate responsibility for the system. A risk management sys-
tem places a priority on intellectually sound, evidence- based decision making. Risk 
assessments are substantive exercises that evaluate all of a facility’s risks, and are 
based on the unique operations of the facility, not on generic agent risk statements 
or agent risk groups. Mitigation measures are implemented according to manage-
ment’s risk- based decisions, not based on a predetermined description of a biosafety 
level. Not only are risks evaluated proactively, but the performance of a bio risk man-
agement system is constantly assessed to help anticipate what could go wrong and 
how. The bio risk management system concept is explicitly scalable, applying to a 
research laboratory as well as a production facility, a hospital, or a field investigation. 
Moreover, because bio risk management is explicitly oriented around performance, 
an institution in a low- resource environment can implement bio risk management as 
effectively as an institution in the developed world.

Although new paradigms are never embraced easily or quickly, and every indus-
try habitually adheres to conventional procedures and prior practices, we fervently 
believe that the rationale and concept of bio risk management is gaining strong 
momentum internationally. Clearly, the future for bio risk management is bright. We 
hope that this book can further define and contribute to the development of bio-
risk management.
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2 The AMP Model

Lisa Astuto Gribble, Edith Sangalang Tria, 
and Laurie Wallis

ABSTRACT

It is the responsibility of all organizations that work with biological agents and toxins 
to operate safely and securely. Biorisk management, as defined by CEN Workshop 
Agreement (CWA) 15793:2011, is “a system or process to control safety and security 
risks associated with the handling or storage and disposal of biological agents and 
toxins in laboratories and facilities.” Effectively implementing this type of manage-
ment is a complex process that involves all organizational stakeholders and institu-
tional levels. It takes time, resources, and continual oversight and effort to create and 
sustain a highly effective biorisk management system in any organization.

The AMP model is a simple yet effective method for supporting the implemen-
tation of biorisk management. The model is composed of three basic components: 
assessment (A), mitigation (M), and performance (P). No biorisk management sys-
tem is complete or comprehensive without the inclusion of these three components.*

INTRODUCTION

Organizations that work with biological agents and toxins have a responsibility to 
operate safely and securely. Achieving safety and security requires the management 
of all biological risks, whether they are in a laboratory, hospital, or occupational 
health setting. The CEN Workshop Agreement (CWA) 15793:2011 defines biorisk 
management as “a system or process to control safety and security risks associated 
with the handling or storage and disposal of biological agents and toxins in laborato-
ries and facilities” (European Committee for Standardization 2011).

Biorisk management is a new field; its formal origin dates back to the early 
2000s, following a number of dangerous biological laboratory incidents, such as the 
Amerithrax attacks of 2001 and  laboratory- acquired severe acute respiratory syn-
drome (SARS) infections in Asia during 2003–2004. In response, a concerned inter-
national scientific and policy community sought to create a harmonized biological 
risk management approach to increase awareness of biological risks and to establish 
improved conformity of biosafety and biosecurity activities around the world.

Biorisk management can be divided into three primary components: assess-
ment (A), mitigation (M), and performance (P). None is a new concept. In fact, 
each has been adopted independently by various industrial sectors for decades. The 

* The AMP model was first articulated by the World Health Organization in its Biorisk Management 
Advanced Trainer Programme, developed and first executed in 2010.
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identification and assessment of risk has a long history, but it was not formally rec-
ognized until the early 1980s (Environmental Protection Agency 2004; Kaplan and 
Garrick 1981). Since this time, the field of risk analysis and assessment has expanded 
and has become an integral part of numerous businesses and industries. As dis-
cussed in the introduction, the airline industry is a good example of an industry 
that relies heavily on risk assessment, since it is exposed to substantial risk in its 
day- to- day operations, as well as risks associated with customer safety and relations, 
corporate reputation and value, and aircraft maintenance and security, among others. 
Historically, the airline industry’s safety was built upon a reactive analysis of past 
catastrophic aircraft accidents. Today, with the introduction of risk analysis and the 
identification and management of all areas of risk, the international airline indus-
try has achieved a remarkably high level of safety (International Civil Aviation 
Organization 2013).

Mitigation strategies represent perhaps the most common management approach 
to achieve safety and security. The creation, design, development, and sale of risk con-
trol measures encompass a billion- dollar enterprise that spreads across many indus-
tries. Mitigation control measures offer indispensable tools and practices to reduce 
risks. Historically, businesses and industries have first sought mitigation measures 
that will directly reduce or eliminate their risks. Certainly, it is easier to purchase a 
specific technology or device to reduce risk than to strategize about how an organiza-
tion with multiple stakeholders thinks about risk; the latter approach often requires a 
paradigm shift in how a company manages and meaningfully reduces its risks.

Lastly, it is critical for an organization’s overall mission and objectives to under-
stand its safety record and how to best evaluate its safety performance. Even though 
many industries rely on performance metrics, such as tracking “days without a 
safety incident,” less than assessment and mitigation processes, the healthcare indus-
try has relied on evaluating its performance and the delivery of quality care for 
nearly 250 years (Loeb 2004).

Clearly, assessment, mitigation, and performance represent critical elements in 
any business process, including risk management. However, in a biorisk manage-
ment system, each of the three components is not addressed individually, but is col-
lectively captured by what is called the AMP model (World Health Organization 
2010) shown in Figure 2.1. The AMP model requires that control measures be based 
on a robust risk assessment, and the effectiveness and suitability of the control mea-
sures be continually evaluated. Identified risk can be either mitigated (avoided, lim-
ited, or transferred to an outside entity) or accepted.

Each component of the AMP model contributes equally to an effective biorisk 
management system. Like a three- legged stool, a biorisk management system fails 
if one of the components, or legs, is overlooked or is not addressed in a meaningful 
and comprehensive way. In contrast to other risk management models, which have 
typically focused heavily on mitigation measures, AMP focuses equal attention on 
assessment and performance. Although simple, the AMP model is vital whenever 
implementing biorisk management. After completing the initial round of the assess-
ment, mitigation, and performance steps—establishing a snapshot in time—the 
biorisk management system continually reassesses and reevaluates the current sys-
tem and make changes, as needed.
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The following sections of this chapter will introduce and describe each of the 
three AMP components. More detailed explanations are provided in the sub-
sequent chapters.

ASSESSMENT

The first fundamental component of a biorisk management system begins with an 
assessment of the risks present in the laboratory. Risk can be described as the com-
bination of the likelihood (or probability) and the consequences of an undesirable 
event. It is often described as a mathematical equation: risk = f (likelihood, conse-
quences). A risk can be based on either a hazard or a threat.*,† A risk assessment is 
the fundamental process to help determine, mitigate, and manage laboratory risks. A 
good risk assessment system informs decisions intended to reduce the risks present 
in a laboratory. Chapter 3, “Risk Assessment,” provides a more detailed review of the 
risk assessment methodology.

The results of a risk assessment guide the selection of appropriate biological 
safety measures (including microbiological practices and selection of proper safety 
equipment), security measures (including controlled access to the laboratory where 
the biological agents exist), and other facility safeguards to mitigate risks to an 
acceptable or manageable level. In many instances, the results of a well- executed 
risk assessment will demonstrate that some risks can be controlled using relatively 
straightforward measures, such as properly cleaning up spills and splashes, reducing 
fall hazards, and locking storage areas that contain infectious pathogens. Controlling 
other risks, of course, may require a greater investment of resources to mitigate 
them appropriately. In parallel, risk assessment results should shape the objectives 
of laboratory training. If the results of a risk assessment show a low likelihood and 
consequence of infection, assuming the use of minimal personal protective equip-
ment such as gloves and gowns, staff will obviously not need to be trained in the use 

* A hazard is a source, situation, or act with the potential for harm.
† A threat is a person who has intent or ability to cause harm.
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FIGURE 2.1 The AMP model. Without each leg supporting biorisk management, the stool 
will fail.
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of expensive personal protective equipment (PPE) or higher containment practices. 
It is important to note, however, that while risk assessment is an essential tool to aid 
in risk elimination or reduction in specific areas, the overall laboratory risk, by the 
nature of the work, can never be completely eliminated. There will always be some 
level of risk in any laboratory that works with biological agents and toxins.

There are many benefits of conducting a formal risk assessment. The primary 
advantage is to improve the safety and security of individuals and the biological 
materials within the facility, and to ensure the safety and security of the surrounding 
community and the environment. Another benefit is to target mitigation resources 
most effectively. The results from a risk assessment may save the company money, 
preventing costly and unnecessary overmitigation or the implementation of improp-
erly applied controls. The results of a risk assessment can support advanced planning 
of renovations to laboratory space, including justifying specific facility or equipment 
needs. The risk assessment process can also be used to evaluate and validate emer-
gency plans, as well as plan for preventive maintenance of critical equipment and 
facility features.

The quality of a risk assessment’s results is entirely dependent upon the quality 
of the information collected while conducting the risk assessment. In other words, 
a risk assessment requires the collection and evaluation of accurate information. 
Personnel assigned to contribute to a risk assessment should be intimately famil-
iar with the laboratory’s work activities, its biological agent holdings, procedures, 
equipment, and personnel, and how they all affect the laboratory’s risks. All infor-
mation that feeds into the risk assessment process must be collected and assessed 
by those in the facility who are involved in managing biorisks, including laboratory 
managers, principal investigators, laboratory staff, and safety and security profes-
sionals, among others.

Many in the international community recognize the importance of risk assess-
ment to reduce biological laboratory risks. Biological risk assessment is a legal 
obligation in many countries that have biosafety regulations, as part of the notifica-
tion or authorization process or as a basis to determine the required risk mitiga-
tion measures. Many leading guidance documents on biosafety, including the World 
Health Organization’s (WHO) Laboratory Biosafety Manual, the US Biosafety in 
Microbiological and Biomedical Laboratories, and the international consensus 
document “CEN Workshop Agreement (CWA) 15793:2011—Laboratory Biorisk 
Management” (referred to as CWA 15793), emphasize that risk assessment is the 
fundamental planning step for managing these risks (European Committee for 
Standardization 2011; World Health Organization 2004; US Department of Health 
and Human Services 2009).

It is important to note that a robust risk assessment must be specific to the unique 
laboratory, situation, or facility. Every facility has different features and equipment, 
and every institution has a different perspective on risk mitigation or acceptance. 
The procedures used in the facilities, and the knowledge, skills, and abilities of the 
individuals performing them, are almost never all identical. A generic agent risk 
assessment (e.g., pathogen safety data sheets distributed by the Public Health Agency 
of Canada (Public Health Agency of Canada 2014)) alone is not sufficient for biorisk 
management because it evaluates only the agent—not any of the other factors that 
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impact the risk. However, these descriptions of the agent characteristics often pro-
vide background information that can enhance a risk assessment.

When to Perform and revieW a Laboratory risk assessment

When experiments, processes, materials, and technology change, so does the risk. A 
laboratory should always perform and document a risk assessment before initiating 
any new work. A risk assessment should also be completed whenever a noteworthy 
change occurs at the facility or there is a change in the basic nature of the work being 
conducted. Regardless, even in static conditions, it is important to conduct a periodic 
assessment of laboratory risk. Biological risks can still change even if the experiment 
or processes do not; therefore, a risk assessment should be performed and reviewed 
at least annually. Examples of activities or events that will change the risk environ-
ment and warrant a reassessment include:

• New infectious agents, toxins, reagents, or other dangerous substances
• New animal species, model, or route of administration of biological agents
• Different procedures and practices
• New equipment
• Changes in personnel
• Changes in manufacturer or supplier of consumable materials (PPE, con-

tainers, waste disposal materials, media, etc.)
• Equipment that may no longer be operating effectively because it has dete-

riorated or has not had adequate repair/ maintenance
• Advances in scientific understanding and technology (new paradigms)
• A relocation or renovation
• A recent accident, laboratory- acquired infection (LAI), theft, or security 

violation
• National or regional changes in disease status (endemicity of disease or 

disease eradication)
• Changes in reliable local infrastructure (electricity, water, roads)
• National, regional, or local changes in the threat or security environment

After reviewing the results of the risk assessment, appropriate mitigation mea-
sures should be identified, implemented, or amended, as necessary.

shared roLes and resPonsibiLities in assessing risk

The risk assessment process should not be driven or executed solely by a laboratory’s 
biorisk management advisor or biosafety professional; rather, a quality risk assess-
ment is the culmination of input from numerous people in the laboratory or facility.

Further, risk assessment is a critical responsibility for individuals within the 
laboratory and the larger facility. In an individual laboratory, the best assessors of 
risk are usually those who work in the laboratory and who are most familiar with the 
agents and other valuable laboratory materials, as well as the experimental practices 
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and processes. Thus, laboratory biosafety and biosecurity risk assessments should 
be a shared responsibility between principal investigators, scientists, researchers (or 
a risk assessment team), and the biorisk management advisors or biosafety profes-
sionals. Biosafety professionals should assume responsibility for initiating the risk 
assessment process and remain highly vigilant regarding their awareness of all 
bio risks present within the institution’s laboratories. For a biosecurity risk assess-
ment, institution security professionals should also be involved, whenever possible. 
Descriptions of the various risk assessment users and their responsibilities appear in 
Chapter 3.

Once all of the risks have been identified and communicated, the relevant labora-
tory and institutional staff should work together toward controlling or reducing the 
risks efficiently to an acceptable level. Laboratory staff and other stakeholders can 
work together to determine the necessary biosafety practices required to perform a 
task with a specific organism. This should be done in close collaboration with other 
responsible institutional parties, such as an institutional biosafety committee (IBC) 
or biorisk management committee, a hospital’s infection control committee and 
patient’s safety committee, a department of environmental health and safety, a labo-
ratory quality assurance committee, or any animal care and use committees.

MITIGATION

The second fundamental component of the biorisk management model is mitigation. 
Biorisk mitigation measures are actions and control measures, based on a robust lab-
oratory risk assessment, that are put into place to reduce or eliminate the risks asso-
ciated with biological agents and toxins. Assessing the risks determines the actions 
and control measures that will be most effective in reducing and eliminating those 
particular risks. Often facilities implement unnecessary or inappropriate mitigation 
measures because a risk assessment has not yet been completed or was completed 
poorly. In many of those cases, such measures do not reduce the risks, but can rather 
increase them. An example includes the common mistake of a laboratory that is 
persuaded by a commercial vendor into purchasing an unnecessary and expensive 
Class III glove box, but it fails to adequately train staff on how to use the cabinet or 
conduct routine maintenance or certification. This situation could leave the labora-
tory staff more prone to infection than before the equipment was purchased.

Historically, the traditional biosafety approach has emphasized physical mitiga-
tion measures while ignoring, or not properly identifying, equally important factors. 
For example, many facilities have invested significant resources to purchase and 
install video cameras to reduce the biosafety and biosecurity risks present in their 
laboratories. It is common for bioscience facilities to purchase sophisticated equip-
ment or invest in a training program for new employees. The types of mitigation 
measures available today are numerous and varied, and indeed, many play a vital 
role in reducing biorisks. However, it is critical to realize that mitigation measures 
alone are not sufficient for an effective biorisk management program. Mitigation is 
just one component of the biorisk management process.
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mitigation ControL measures

Overall, biorisk mitigation can be divided into five areas of control. The first cat-
egory of mitigation control is elimination or substitution. Elimination involves not 
doing the intended work, or deciding not to work with a specific biological agent. 
Obviously, elimination provides the highest degree of risk reduction. A well- known 
global example of elimination is the international community’s decision to consoli-
date and retain all known stocks of Variola major, the biological agent that causes 
smallpox, in only two WHO reference laboratories in the world—the US Centers for 
Disease Control and Prevention (CDC) in Atlanta, Georgia, and the State Research 
Center of Virology and Biotechnology (VECTOR) in Russia. This decision elimi-
nated the risk involved with smallpox research at all but two laboratories in the 
world. However, in many situations, eliminating the risk is not always feasible. For 
those cases, it may be necessary to use a substitute, or to replace or exchange the 
source of the identified risk with another source that poses less of a hazard/threat 
than the original risk. For example, a laboratory conducting research with the patho-
gen Bacillus anthracis, responsible for causing the acute fatal disease anthrax, could 
potentially substitute a less dangerous experimental surrogate, such as Bacillus 
thuringiensis, an organism most commonly used in biological pesticides worldwide. 
This decision would significantly reduce the risk of infection while perhaps not com-
promising the research objectives. In addition, the use of B. thuringiensis also elimi-
nates the laboratory’s need for elevated biosafety and containment handling.

The second category of mitigation control measures is engineering controls. 
These control measures are physical changes to work stations, equipment, produc-
tion facilities, or any other relevant aspect of the work environment that reduces 
or prevents exposure to hazards. A biosafety cabinet, which comes in three levels 
of protection, is an example of an engineering control; Class I and II cabinets are 
designed with unidirectional, laminar airflow to direct potentially contaminated air 
away from workers and through HEPA filters before exiting to the environment. 
The Class III cabinets add additional rigorous containment, using gas- tight glove 
boxes and other features. Even the simple method of locking laboratory doors is an 
example of security- related engineering controls.

The third category of mitigation control is collectively called administrative con-
trols. These controls are policies, standards, and guidelines used to control risks. 
Proficiency and competency training for laboratory staff would be considered an 
administrative control. Displaying biohazard or warning signage, markings, and 
labeling, controlling visitor and worker access, and documenting written standard 
operating procedures are all forms of administrative controls.

Practices and procedures comprise the fourth category of mitigation control mea-
sures. This includes practices to minimize splashes, sprays, and aerosols to avoid 
laboratory- acquired infections or following standard operating procedures (SOPs), 
for example.

The final group of mitigation control measures is personal protective equipment 
(PPE). These are devices worn by workers to protect them against chemicals, toxins, 
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and pathogenic hazards in the laboratory. Gloves, gowns, and respirators are all 
examples of PPE. PPE is considered the least effective control because it only pro-
tects the person who is wearing it, and only if it is used correctly. Its failure or inap-
propriate use, a rip in the material, or a manufacturing defect, for example, would 
likely result in exposure.

Since risk is a function of likelihood and consequences, it is useful to recognize 
how mitigation measures impact the equation of risk. The implementation of engi-
neering controls, administrative controls, practices and procedures, and PPE should 
decrease the likelihood of risk. Substitution will affect the consequence side of the 
equation; elimination of the hazard will eliminate the risk altogether. Assessing the 
risk and understanding the likelihood and consequences of various risks are impor-
tant because they establish the basis for strategic decisions about control measures.

While all five types of mitigation control measures are important and can contrib-
ute to reducing biorisks, not one is completely effective at controlling or reducing all 
risks. Moreover, there are distinct advantages and disadvantages to each approach. 
For instance, an air handling system for the lab rooms may effectively reduce the risk 
that an airborne pathogen could escape from the laboratory, but that system may do 
little to protect the employees inside the laboratory. Also, that system may be expen-
sive to install, operate, and maintain, and require a consistent, dedicated power sup-
ply. For more detailed examples of mitigation measures, as well as their advantages 
and disadvantages, see Chapter 5, “Rethinking Mitigation Measures.”

In general, the most effective way to mitigate risk is to consider a combination 
of controls. The concept of a hierarchy of controls describes an order of effective-
ness (from most effective to least effective) for mitigation measures, and implies 
that this order should be taken into account when selecting and implementing con-
trols to reduce risk. However, depending on the facility or situation, a mitigation 
measure lower in the hierarchy may actually be more effective than one that is 
higher in the hierarchy. Decision makers must also assess organizational strengths, 
resources, commitment, personnel knowledge, and competency, among other attri-
butes, to ensure that the mitigation measures are implemented appropriately for 
the application.

Clearly, many facilities and laboratories around the world face challenges in miti-
gating biorisks because they have minimal organizational and financial resources. 
Many laboratories do not have the institutional guidance to address their safety or 
security risks, or the programs and management systems they have in place are 
ad hoc and not fully supported by management. Other difficulties that confront 
laboratories around the world include the absence of a sustainable electrical sup-
ply, inadequate facility infrastructure, security concerns related to geographic areas, 
volatile weather conditions and geologic hazards, inadequately trained personnel, 
and ambiguous or nonexistent national and international regulations or guidance. 
Nonetheless, when laboratory personnel decide to utilize a risk- based approach to 
mitigate the biorisks present in their own laboratories, they become empowered 
to better understand the safety and security risks that directly affect workers, as well 
as their families and communities. A risk- based approach can also enable person-
nel to take the necessary measures to reduce those risks in a manner that makes the 
most sense in their specific environment, rather than being held to a prescriptive risk 
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mitigation approach, which may not be attainable or sustainable in all labs, whether 
in developed or developing regions. Thus, it is important to recognize that specific 
risk reduction measures will vary significantly from laboratory to laboratory, institu-
tion to institution, country to country, and region to region.

PERFORMANCE

Performance represents the third pillar of the biorisk management model. Performance 
management is a systematic process intended to achieve improved levels of orga-
nizational objectives and goals. An institution’s ability to manage and evaluate its 
performance contributes directly to its development and improvement. Management 
systems with this insight have a direct advantage over organizations that do not. A 
number of studies have clearly shown that institutions with integrated and balanced 
performance management systems achieve better organizational results than their 
peers (Lingle and Schiemann 1996; Ahn 2001; Ittner et al. 2003; Lawson et al. 2005; 
Said et al. 2003; Sandt et al. 2001). Today, virtually all successful companies place 
a strong emphasis on, and have adopted, some type of performance management 
activities for the promise of quality improvement. A few examples of industries that 
have invested heavily in their performance management systems include the chemi-
cal industry, the financial industry, and the retail industry (Jovasevic- Stojanovic and 
Stojanovic 2009; IBM 2009; Mullie and Hill 2004).

Performance management, as it pertains to the AMP model, provides direct evi-
dence that an organization can substantively understand and effectively reduce its 
operational risks to an acceptable level. A fully functioning biorisk management 
system (or any other management system) will be critically impaired if performance 
evaluation is absent or only partially implemented. The primary goal of perfor-
mance evaluations is to ensure that the implemented mitigation measures are indeed 
reducing or eliminating risks. Performance evaluations also help to highlight biorisk 
strategies that are not working effectively. Measures that are not effective or are 
shown to be unnecessary can be eliminated or replaced. It may also be appropriate 
to reevaluate the overall mitigation strategy.

In contrast to mitigation, performance has historically received the least amount 
of attention in traditional biosafety systems. The reasons for this are varied. As in 
any management system, effective implementation of performance assessments 
requires a strong foundation of organizational sophistication and leadership, dedi-
cated resources, and specific training. It also requires a quality method of determin-
ing success or failure. Measuring performance is not a short- term goal or something 
that can be purchased, but rather a long- term and evolving goal—it is an iterative 
process that must be continually evaluated and adjusted over time. Most importantly, 
management must be wholly committed to continual evaluation and improvement. 
There are often inherent barriers to overcome in the organization when implement-
ing performance management tools and strategies. For example, common challenges 
include lack of an organizational learning culture, personnel resistance to change, 
distrust of management, and lack of motivation.

Yet, when implemented successfully, performance management can be one of the 
most powerful interventions an organization can embrace. Indeed, numerous fields 
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and industries have used performance management to increase their productivity, 
reallocate resources more effectively, and increase profits. The healthcare industry 
has used performance management in various operational areas. For example, in 
2012, the Virginia Department of Health developed a performance improvement 
plan that identified multiple strategies to save more than US$1.2 million annually on 
information costs, and created a more efficient online system that reduced redundant 
administrative processes and costs, and increased enrollment in a Medicaid planning 
program by 32% (US Centers for Disease Control and Prevention 2012).

Laboratory biorisk management guideLines

To better reduce biorisks in the laboratory and to standardize biorisk manage-
ment approaches, the international community developed the CEN Workshop 
Agreement—Laboratory Biorisk Management (CWA 15793:2011). The CWA uses 
a management system approach—a framework that integrates best practices and 
procedures, and helps ensure that an organization can effectively achieve all of its 
objectives. CWA 15793 increases awareness of biosafety and biosecurity risks, and 
improves international laboratory collaboration and safety harmonization. It can also 
serve as the basis for new or revised legislation or regulations, and could, eventually, 
support laboratory certification/ accreditation, and audits/ inspections.

CWA 15793 is an objectives- based document that relies on acceptable best prac-
tices. It is not country specific, although it is designed to complement other manage-
ment standards (such as ISO 9001, ISO 14001, and OHSAS 18001). It is important 
that organizations and other users recognize that CWA 15793 is not a technical 
specification. Rather, it is a performance- oriented document that describes what 
needs to be achieved; each organization must decide how to meet those expectations. 
Moreover, compliance to this document is completely voluntary. CWA 15793 is a 
seminal international biorisk management document, and although it does not define 
the AMP model explicitly, all of the components of the AMP model are addressed in 
CWA 15793. As such, CWA 15793 will be referred to in numerous chapters through-
out this book.

PLAN- DO- CHECK- ACT

When management recognizes that operations are not running smoothly and labora-
tory errors are happening too frequently, it is useful to have a process in place to find 
a solution. In the 1950s, W. Edwards Deming proposed that the necessary processes 
needed to make a change or solve a problem within an organization should be man-
aged in a simple continuous feedback loop. This process was illustrated and put 
into a cyclic and iterative four- step diagram, called the plan- do- check- act (PDCA) 
model, which is now commonly referred to as the Deming cycle or the Deming 
wheel (Deming 1950), as seen in Figure 2.2.

Biorisk management systems commonly depend upon the PDCA cycle; even 
CWA 15793 is built around the PDCA model. Most efforts to implement CWA 15793 
in laboratories have focused on the PDCA model for just the performance aspect of 
the AMP model. However, PDCA can and should be used for the assessment and 
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mitigation components of the AMP model as well. Successful implementation of 
PDCA can lead to measurable improvements in an organization’s efficiency, effec-
tiveness, and accountability, among other indicators of quality.

The steps in the PDCA cycle are:

 1. Plan: Plan a change and develop goals. In this step, one should think about 
where the organization is and where it needs to be. Objectives and pro-
cesses should be established to meet targets and goals.

 2. Do: Implement the plan, execute the process, and test the change.
 3. Check: Study the actual results and compare them against the expected 

results. Review the test, analyze the results, and identify what has been 
learned. Measure performance. Assess how the risks are being controlled 
and if aims are being achieved.

 4. Act: Request corrective actions to address differences between actual and 
planned results. Analyze differences to determine causes. Take action based 
on what has been learned. Use what has been learned to plan new improve-
ments, beginning the cycle again. Review performance. Take action on les-
sons learned.

Chapter 8, “Evaluating Biorisk Management Performance,” provides additional 
insight into applying the PDCA model. It is critical to work through each phase of 
the PDCA cycle for an effective performance improvement process. Similar to the 
assessment and mitigation phases, performance should not be driven or executed 
solely by a laboratory’s biorisk management advisor or biosafety professional. As 
discussed earlier, quality performance in an organization relies on the culmination 
of input and support from numerous people in the laboratory or facility. Evaluating 
performance should not be only an administrative or management function. It is 
important to assemble and recruit a biorisk management team who will participate 
and help to develop and execute a performance improvement plan.

Further, all results of the performance process should be shared with the orga-
nization. The organization’s areas of weakness, and its new goals and objectives, 
should always be communicated to staff to support the development of a collective, 
team approach. If the staff is unaware of organizational changes, or they are resistant 

DoPla
n

Act

Ch
eck

FIGURE 2.2 The PCDA cycle.
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to embracing the changes, the effectiveness and success of performance manage-
ment will obviously be limited.

While the PDCA model is routinely used in management systems, it is most effec-
tive to use it as a discrete process within each step of the broader AMP model. Thus, 
it is vital to have a PDCA cycle within risk assessment, another cycle for implemen-
tation of specific mitigation measures, and a third cycle within the performance step.

CONCLUSION

Every organization that embraces biorisk management should employ the AMP 
model. The three components of the AMP model are (1) assessment, which identifies 
and prioritizes the biorisks present in the laboratory or organization; (2) mitigation, 
which applies various measures to reduce those risks; and (3) performance, which 
evaluates how well the organization reduces the identified risks. The AMP model is 
not linear; in other words, after completion of A, M, and P, an organization should 
repeat the process as often as necessary to maximize effectiveness. If there is shared 
commitment and determination to reduce biorisks and improve safety and security, 
the AMP biorisk management model will have profound effects on the organiza-
tion’s productivity, effectiveness, and safety. The following chapters on risk assess-
ment, mitigation, and performance provide more detailed information about each 
component of the AMP model.

REFERENCES

Ahn, Heinz. 2001. Applying the Balanced Scorecard Concept: An Experience Report. Long 
Range Planning, 34: 441–461.

Deming, William Edwards. 1950. Elementary Principles of the Statistical Control of Quality. 
JUSE, 134–c6 (out of print).

Environmental Protection Agency. 2004. An Examination of EPA Risk Assessment Principles 
and Practices. http://www.epa.gov/ osa/ pdfs/ ratf- final.pdf (accessed August 2014).

European Committee for Standardization. 2011. CEN Workshop Agreement (CWA) 15793—
Laboratory Biorisk Management.

IBM. 2009. Banking Performance Management: Three Ways Banks Are Winning with 
Performance Management. http://www.ibm.com/ us/ en/ (accessed August 2014).

International Civil Aviation Organization. 2013. State of Global Aviation Industry. http://
www.icao.int/ safety/ State%20of%20Global%20Aviation%20Safety/ ICAO_SGAS_
book_EN_SEPT2013_final_web.pdf (accessed August 2014).

Ittner, Christopher D., D.F. Larcker, and T. Randall. 2003. Performance Implications 
of Strategic Performance Measurement in Financial Services Firms. Accounting, 
Organizations and Society, 28: 715–741.

Jovasevic- Stojanovic, Milena, and B. Stojanovic. 2009. Performance Indicators for 
Monitoring Safety Management Systems in the Chemical Industry. Chemical Industry 
and Chemical Engineering Quarterly, 15: 5–8.

Kaplan, Stanley, and B.J. Garrick. 1981. On the Quantitative Definition of Risk. Risk Analysis, 
1: 11–27.

Lawson, Raef, W. Stratton, and T. Hatch. 2005. Achieving Strategy with Scorecarding. 
Journal of Corporate Accounting and Finance, 16: 63–68.

  

http://www.epa.gov
http://www.ibm.com
http://www.icao.int
http://www.icao.int
http://www.icao.int
http://www.crcnetbase.com/action/showLinks?crossref=10.1016%2FS0361-3682%2803%2900033-3
http://www.crcnetbase.com/action/showLinks?crossref=10.1016%2FS0361-3682%2803%2900033-3
http://www.crcnetbase.com/action/showLinks?crossref=10.1111%2Fj.1539-6924.1981.tb01350.x
http://www.crcnetbase.com/action/showLinks?crossref=10.1002%2Fjcaf.20104
http://www.crcnetbase.com/action/showLinks?crossref=10.1016%2FS0024-6301%2801%2900057-7
http://www.crcnetbase.com/action/showLinks?crossref=10.1016%2FS0024-6301%2801%2900057-7
http://www.crcnetbase.com/action/showLinks?crossref=10.2298%2FCICEQ0901005J
http://www.crcnetbase.com/action/showLinks?crossref=10.2298%2FCICEQ0901005J


43The AMP Model

Lingle, John H., and W.A. Schiemann. 1996. From the Balanced Scorecard to Strategic 
Gauges: Is Measurement Worth It? Management Review, 85: 56–61.

Loeb, Jerod M. 2004. The Current State of Performance Measurement in Health Care. 
International Journal for Quality in Health Care, 16: S1i5–S1i9.

Mullie, Christine, and R. Hill. 2004. Performance Management in the Retail Industry: Achieving 
Superior Corporate Performance. Business Objects. http://www. businessobjects.com/ 
pdf/  partners/ ibm/ ibm_owdretail_perf_mgmt.pdf (accessed August 2014).

Public Health Agency of Canada. Pathogen Safety Data Sheets and Risk Assessment. http://
www.phac- aspc.gc.ca/ lab- bio/ res/ psds- ftss/ index- eng.php (accessed August 2014).

Said, Amal A., H.R. Hassabelnaby, and B. Wier. 2003. An Empirical Investigation of the 
Performance Consequences of Nonfinancial Measures. Journal of Management 
Accounting Research, 15: 193–223.

Sandt, J., U. Schaeffer, and J. Weber. 2001. Balanced Performance Measurement Systems and 
Manager Satisfaction. Otto Beisheim Graduate School of Management.

US Centers for Disease Control and Prevention. 2012. Public Health Practice Stories from 
the Field: National Public Health Improvement Initiative in Virginia. http://www.
cdc.gov/ stltpublichealth/ phpracticestories/ pdfs/ PHPSFF_Virginia_v2.pdf (accessed 
August 2014).

US Department of Health and Human Services. 2009. Biosafety in Microbiological and 
Biomedical Laboratories. 5th ed. http://www.cdc.gov/ biosafety/ publications/ bmbl5/
bmbl.pdf (accessed August 2014).

World Health Organization. 2004. Laboratory Biosafety Manual. 3rd ed. http://www.who.
int/ csr/ resources/ publications/ biosafety/ en/ Biosafety7.pdf (accessed August 14, 2014).

World Health Organization. 2010. Biorisk Management Advanced Trainer Programme. http://
www.who.int/ ihr/ training/ biorisk_management/ en/ (accessed August 2014).

  

http://www.­businessobjects.com
http://www.­businessobjects.com
http://www.phac-­aspc.gc.ca
http://www.phac-­aspc.gc.ca
http://www.cdc.gov
http://www.cdc.gov
http://www.cdc.gov
http://www.cdc.gov
http://www.who.int
http://www.who.int
http://www.who.int
http://www.who.int
http://www.crcnetbase.com/action/showLinks?crossref=10.2308%2Fjmar.2003.15.1.193
http://www.crcnetbase.com/action/showLinks?crossref=10.2308%2Fjmar.2003.15.1.193
http://www.crcnetbase.com/action/showLinks?crossref=10.1093%2Fintqhc%2Fmzh007


  



45

3 Risk Assessment

Susan Caskey and Edgar E. Sevilla- Reyes

ABSTRACT

The intent of this chapter is to define the goal of a risk assessment, and to explain 
in general terms how to conduct a risk assessment. This chapter also provides some 
concepts to consider when determining whether or not to accept some level of risk, 
and how to ensure that a risk assessment fits into a biorisk management system. The 
purpose of this chapter is not to serve as a detailed technical manual on biological 
risk assessment; rather, it provides the reader with the basic guidance required to 
understand and value a structured risk assessment approach.

DEFINITION OF RISK

A broad spectrum of risks may be present in any operation, including risks to the 
individuals directly involved in a particular situation, risks to the surrounding com-
munity, and risks to the environment. Successfully mitigating these risks requires 
first understanding them. Understanding the risk is the primary goal of a risk assess-
ment. Risk is generally defined as the possibility that something bad or unpleasant 
(such as an injury or loss) will happen. More specifically, risk is the likelihood that an 
adverse event involving a specific hazard or threat will occur and the consequences 
of that occurrence. Simply, risk is a function of likelihood and consequences.

A hazard is something that has the potential to cause harm. In order for there to 
be a risk, there must be a situation for the hazard to cause harm. For example, a sharp 
needle is a hazard, but if the needle is in an empty laboratory, and no one is using it, 
there is no risk that someone will be injured by that needle.

Threats and risks are two terms often used interchangeably. A threat is someone 
with intent to cause harm. In order for there to be a risk, there must be a situation in 
which the threat can cause harm. For example, a criminal who aims to steal a com-
puter is a threat; however, if there are no computers in the building, there is no risk 
of the criminal stealing one from that building.

Risk is always dependent on the situation.
At the most basic level, assessing a risk involves answering the following ques-

tions (Kaplan and Garrick 1981):

 1. What can go wrong?
 2. How likely is it and how likely are we to see it coming?
 3. What are the consequences?

The goals of risk assessments are to allow for a better understanding of the risks, 
to determine acceptability of the risks, and to help define strategic risk mitigation 
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measures. A structured and repeatable risk assessment process will allow these goals 
to be achieved.

In addition to the risk of exposure and infection for the personnel in the facility, 
and the potential for a release to the community and the environment, facilities that 
work with biological agents also may have risks associated with the loss or theft 
of intellectual property, physical property, or the biological agents themselves. All of 
these risks involving biological agents are collectively called biorisks.

Biosafety Risks

Biosafety risks are a type of biorisk that can affect humans, animals, or the environ-
ment after an accidental exposure or release of a biological agent. Personnel who 
work directly with biological materials face numerous biosafety risks; biosafety risks 
also exist for personnel who work indirectly with, or in close proximity to, infectious 
agents. Likewise, experimental animals exposed to infectious agents in a laboratory 
have the potential to expose and infect other animals housed in the facility. The public 
and agricultural community outside the laboratory or facility may also face biosafety 
risks in the event that an agent is unintentionally released into the environment.

While work with any infectious agent or toxin carries a biosafety risk, the sever-
ity of the overall risk is dependent upon a number of factors. These factors include 
properties of the biological agent (the hazard), properties of the potential host, and 
the work practices and procedures used when handling the agent in the laboratory.

BiosecuRity Risks

Biosecurity risks are a type of biorisk that results from a person who has malicious 
intent and has potential access to a hazardous material or facility. These risks pri-
marily focus on theft of a biological agent, equipment, or information, but can also 
include misuse, diversion, sabotage, unauthorized access, or intentional release. The 
overall biosecurity risk varies with the intent and capabilities of the person or per-
sons who want to conduct the malicious act.

In assessing a biosecurity risk, the malicious intent is typically focused upon an item 
of value, or asset, within the laboratory, and the threat’s intended goal for that asset. In 
a biosecurity risk assessment, it is critical to define what assets exist within the facility. 
Once the assets are identified, a biosecurity risk can be defined as the likelihood that 
an asset would be stolen from the laboratory, and the consequences of loss (to include 
misuse of the asset following the theft). In contrast to many biosafety risks, biosecurity 
risks are often difficult to identify and characterize because they are dependent upon 
intent of the individuals and their level of determination to obtain or use the asset.

tRaditional Risk assessment appRoaches foR BioRisks

Many experts who conduct biorisk assessments have traditionally evaluated agents 
based on predetermined risk groups. These agent risk groups consider an agent’s 
ability to cause infectious disease, its transmissibility, and the availability of prophy-
lactic and treatment measures (American Biological Safety Association 2014). Agent 
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risk groups do not reflect the risk of accidental release or exposure in the laboratory. 
For example:

WHO Risk Group 2 (moderate individual risk, low community risk): A pathogen that 
can cause human or animal disease but is unlikely to be a serious hazard to laboratory 
workers, the community, livestock, or the environment. Laboratory exposures may 
cause serious infection, but effective treatment and preventative measures are avail-
able and the risk of spread of infection is limited. (World Health Organization 2004; 
American Biological Safety Association 2014)

Different national and international institutions have developed their own schemes 
for defining agent risk groups (European Agency for Safety and Health at Work 
2014). Ideally, the risk assessor should use this information as only a starting point in 
the evaluation of the risk of a laboratory procedure. Unfortunately, many risk assess-
ments are often based upon only the risk group classification, and there is minimal 
consideration regarding the laboratory processes or risk mitigation measures that are 
in place (US Centers for Disease Control and Prevention 2014).

For biosecurity risk assessments, many institutions rely upon the same risk group 
classifications to determine levels of security. Risk group classifications fall short 
of adequately defining biosafety risks; these classifications also do not provide the 
proper basis for conducting biosecurity assessments. This is especially true in light 
of the rapid expansion in the number of high- containment research facilities and 
the increasing amount of work conducted with dangerous biological agents. For this 
reason, many leading international biosafety experts have called for the development 
of a structured, quantitative biorisk assessment methodology (Wagener et al. 2008).

Risk GoveRnance and BioRisk manaGement

Many different methodologies (or schemes) are used in the calculation of risk. For 
example, a probabilistic assessment establishes probabilities of occurrence, a relative 
assessment provides a comparison to other risks, and a dynamic process allows for 
decisions at each step to alter the final risk (Ezell et al. 2000, 2001, 2010). This chap-
ter does not define which of these (or the many other) methodologies is best suited 
for conducting a biological risk assessment. Instead, it provides an overall structure 
by which the biorisk assessment should be conducted. The outline discussed here 
aligns with the principles of risk governance articulated by the risk and decision 
community (International Risk Governance Council 2005).

RISK ASSESSMENT METHODOLOGY

A risk assessment should be a structured process to identify and manage all of the 
risks that an entity faces. A structured process allows for better communication of 
the risks, comparability between risks, and accurate reassessments to identify any 
changes in the risk. A risk assessment reviews all aspects of the situation, includ-
ing location, proposed work activities, personnel, storage, transfer and transport, 
destruction, access, and security, among others.
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The principles of risk governance articulate that a risk assessment should be 
based upon the following three general steps:

 1. Define the situation What work is occurring?

 2. Define the risks within the situation What can go wrong?

 3. Characterize the risks How likely is it to happen?

What are the consequences?

Following the characterization of the risks, management should determine 
whether or not each type of risk is acceptable. If a risk is not acceptable, then man-
agement must implement risk mitigation measures to lower that risk to an acceptable 
level. Risk assessments should be conducted periodically, and when any aspect of the 
work situation changes. Thus, the risk assessment process is continuous.

This chapter provides guidance on how to conduct a risk assessment for biorisks, 
specifically focusing on biosafety and biosecurity risks. Because the objectives of 
laboratory biosafety and biosecurity are different, the risks will be different, and, as 
a result, must be assessed independently. Although there are many similarities in the 
possible consequences for safety and security assessments, the initiating events—
accidental or intentional—are different, and thus the likelihood of those risks need 
to be assessed differently (Snell 2002).

Biological safety and biological security risk assessments follow the general pro-
cess as shown in Figure 3.1.

For a biosafety risk assessment at a facility, risk varies with:

• The properties of the biological agent (e.g., its physical state), the at- risk 
hosts (humans, animals, environment), and the specific laboratory pro-
cesses, including any mitigation measures already in place

• The severity of the consequences to a lab worker or to the community and 
environment if there is a release

For a biosecurity risk assessment at a facility, risk varies with:

• The likelihood of successful theft from the facility of biological material, 
equipment, or information by an adversary (threat) 

• The severity of the consequences of the theft based upon the properties of 
the asset stolen and the intent of the adversary

The risk assessment process starts by thoroughly defining the situation. This can 
be a formalized process that includes the identification of all the hazards and threats, 
work and target locations, proposed work activities, personnel and access levels, 
storage security, transfer and transport, destruction, and facility security, among oth-
ers. This step can be accomplished at an informal level by simply describing who, 
what, and where in an outline format. Some examples of defined risks are presented 
in the biosafety and biosecurity risk assessment sections below. The assessment 
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needs to identify and define all reasonable risks and clearly describe what can go 
wrong based upon the situation.

For each defined risk, the risk must be characterized to determine how likely is 
the risk to happen, and what will be the consequences if it does. To determine the 
likelihood of a risk, the risk assessment team must consider the factors that precede 
the incident. The incident is the point at which the risk occurs. To determine the con-
sequences, the risk assessment team must consider the factors that occur following 
the incident (Figure 3.2).

Characterizing the risk requires a consideration of both the likelihood and the con-
sequences. A risk in which there are notable consequences but a minimal likelihood 
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FIGURE 3.1 Common biorisk assessment process.
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is very different than a risk with a high likelihood and minimal consequences. A risk 
with both high likelihood and high consequences is, of course, a high risk.

Once the risk has been characterized, it must be evaluated to determine if it is 
acceptable. More discussion on risk acceptance will be included in the “Ethics of 
Biorisk/ Risk Acceptability” section of this chapter. In general, there is no formal-
ized process to determine risk acceptability. In some cases, legal or national policy 
may dictate a minimal level of risk acceptance. In other cases, such as an emergency, 
the situation may allow for a higher level of risk acceptance than during normal 
operations. The level of risk acceptance is a personal, institutional, or national policy 
decision, but regardless, the acceptance of a specific type of risk should be clearly 
documented and communicated.

For those risks that are determined to be unacceptable, risk mitigation measures 
should be implemented to reduce either the likelihood of the risk occurring or the 
consequences of it occurring—or both. Biorisk mitigation measures are discussed in 
detail in a subsequent chapter of this book (Chapter 5).

Biosafety Risk assessment

A biosafety risk assessment should follow a structured and repeatable process to 
allow for comparison of changes over time, to facilitate clear risk communication, 
and to ensure compliance with risk and decision analysis best practices. A biosafety 
risk assessment should follow the three- step technical approach previously described.

 1. Define the situation. Consider and document the what, who, and where.
What—Identify the hazards. Hazard identification is a critical step of the 

biosafety risk assessment process. The risk assessment team must iden-
tify the biological agents to be handled (or, if the biological agent in the 
sample is unknown, the agents suspected to possibly exist).

Who—Evaluate at- risk hosts. The risk assessment team must also con-
sider the host range for the hazards identified. These hosts may include 
humans inside and outside of the laboratory, and extend to the agricul-
tural and animal species outside of the laboratory in the event of an 
accidental release (the endemicity of the agent in the area should also 
be considered).

Where—Define the work activities and laboratory environment. In 
defining the work activities, the risk assessment team must articulate 
and document the laboratory processes (including locations, proce-
dures, and equipment used).

 2. Define the risks. The hazards, hosts, and work activities identified should 
be used to define the specific risks to be assessed (or, what can go wrong?). 
From each activity, there may be one or more biological agents or proce-
dures that should be considered. A single activity will likely have many 
different risks associated with it.

  Defining the risks must include a review of how individuals inside and 
outside the laboratory may be exposed to the hazard(s). These risks include 
the following examples:
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• Risk to individuals in the laboratory (laboratory workers) of an 
infection:
– Via droplets or droplet nuclei that have entered the upper or lower 

respiratory tract (inhalation route)
– Through compromised skin or direct injection into the bloodstream 

(percutaneous route)
– Through exposure to the mucosal membranes (mucosal route)
– Via contact with the gastrointestinal tract (gastrointestinal route)

• Risk to an individual(s) outside the laboratory (the human community) 
of an infection:
– Via droplets or droplet nuclei that have entered the upper or lower 

respiratory tract (inhalation route)
– Through compromised skin or direct injection into the bloodstream 

(percutaneous route)
– Through exposure to the mucosal membranes (mucosal route)
– Via contact with the gastrointestinal tract (gastrointestinal route)

• Risk to animals outside the laboratory (the animal community) of an 
infection:
– Via droplets or droplet nuclei that have entered the upper or lower 

respiratory tract (inhalation route)
– Through compromised skin or direct injection into the bloodstream 

(percutaneous route)
– Through exposure to the mucosal membranes (mucosal route)
– Via contact with the gastrointestinal tract (gastrointestinal route)

• Risks to humans and animals as a result of a secondary exposure
  After defining the various possible risks, the risk assessment team should 

determine if one general assessment will cover all the risks, or if multiple 
assessments are required. It is critical to recognize that the more detailed 
and specific the assessments are, the more useful the results will be in mak-
ing risk mitigation decisions.

 3. Characterize the risks. Risk, as defined previously, is a function of both 
likelihood and consequences. To determine the risk, the risk assessment 
team must answer: How likely is it to happen? What are the consequences? 
All the elements that influence the likelihood of infection and the likeli-
hood of exposure should be combined to characterize the overall likelihood. 
Similarly, the risk assessment team must combine all the elements that 
define consequences of disease, following an exposure to a host, to deter-
mine what the consequences will be. These elements can be combined 
mathematically, semiquantitatively, or qualitatively (as high, medium, or 
low). Whichever process is used, it must be used consistently and it must be 
clearly documented.
Hazard assessment. In a biosafety hazard assessment, the risk assessment 

team must consider those properties of the hazard that would influence 
its potential (or likelihood) to cause an infection. For a biological haz-
ard, these would include such properties as the routes of infection of the 
biological agent in the laboratory and the natural environment, as well 
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as the agent’s infectious dose.* The routes of infection in the laboratory 
should include inhalation, ingestion, injection (into the bloodstream), 
and through mucosal membranes. The natural routes of infection 
include vector- borne, sexual transmission, and vertical transmission. 
These are important in assessing the risk to the human or animal com-
munity outside of the laboratory, and also in assessing the potential for 
a secondary transmission.

  A hazard assessment would also review the properties of the 
disease(s) that would result from an infection caused by the biologi-
cal agent (the consequences of the disease). This should include con-
siderations of the morbidity of the disease within an individual, the 
morbidity rates (how rapidly the disease can spread), the mortality 
rates, treatment or prophylaxis options, species affected, and economic 
impacts for diseases that affect animals, etc.

Host assessment. It may not be necessary to assess the potential for an 
individual person or animal to be infected by the biological agent, as 
most biosafety decisions are defined in general terms and not designed 
uniquely for each individual. However, if individuals have a medical 
condition or are susceptible to disease because of a weakened immune 
system, or if the biological agent is unique to the region (e.g., the bio-
logical agent does not currently exist in the laboratory’s external envi-
ronment), these factors must be documented within the risk assessment 
process. Further, if a host assessment is deemed necessary, the risk 
assessment team must consider factors that might influence an indi-
vidual’s potential (or likelihood) of developing an infection, or would 
influence the potential (or likelihood) of the biological agent establish-
ing a reservoir within the community (environment). It may also be 
necessary to consider the potential consequences of the disease to spe-
cific individuals or to host species within the environment.

  In conducting a host assessment, the likelihood of infection and the 
consequences of disease can be characterized qualitatively (as high, 
moderate, or low), semiqualitatively, or mathematically. Again, it is 
important to document the process used and to be consistent.

How—Work activities and laboratory environment assessment. To 
assess the biosafety risks of the laboratory environment, the risk assess-
ment team should review the types of laboratory processes performed, 
and identify any potential areas where an exposure to the hazard 
( biological agent) might occur. In addition, the risk assessment team 
must document and consider any existing biosafety measures that are 
in place to reduce this exposure. It is recommended that the team docu-
ment the potential sources of an exposure separately from the existing 

* It is especially important to consider agents with a low infectious dose, as they present a greater risk of 
infection; hazardous agents with a higher infectious dose typically do not warrant similar precautions.
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mitigation measures. This allows for a better understanding of how the 
biosafety mitigation measures directly address the potential (or likeli-
hood) of an exposure to occur.

  The team should also consider the consequences to the laboratory in 
the event of an exposure that leads to a disease. In addition to the direct 
health impacts to potential hosts, consequences could include the loss of a 
program or institutional funding, or perhaps even a temporary suspension 
or termination of all research if the laboratory is found to be negligent. 
Such additional consequences should be considered and documented.

Overall risk characterization. To characterize the overall biosafety risks, 
the risk assessment team needs to compare the likelihood and the con-
sequences of infection—either qualitatively or quantitatively, or using 
a hybrid process.
• Likelihood:

– Likelihood of infection from the biological agents
– Likelihood of an exposure based upon the work practices

• Consequences:
– Consequences of infection/ exposure to an at- risk host

Management Determination of the Risks
The risk assessment team, working with management and other stakeholders, should 
determine if the assessed risk is acceptable to the institution, individuals working in 
the institution, and the community. For some situations, the minimal level of accept-
able risk may be defined by national or regional policy. The risk assessment process 
for determining that a risk is acceptable must be fully documented. For a risk that 
is determined to be unacceptable, the risk assessment team, management, and other 
stakeholders must identify the mitigation measures that are necessary to implement. 
Risk mitigation measures should be targeted to reduce the highest (or most unaccept-
able) risks. A subsequent risk assessment should be conducted after those measures 
have been implemented to ensure that the biosafety risks have been reduced to an 
acceptable level.

BiosecuRity Risk assessment

A biosecurity assessment includes defining the laboratory assets, threats, and facility 
vulnerabilities, as well as the current biosecurity program in place to mitigate bios-
ecurity risks, and the impact or consequences of theft or destruction of the defined 
assets. Determining the potential security risks based upon these factors is the first 
step in implementing a biosecurity program.

Similar to the biosafety risk assessment, a biosecurity risk assessment should fol-
low a structured and repeatable process that clearly defines the likelihood of target-
ing assets from the laboratory, the likelihood of an adversary (or threat) successfully 
acquiring the target, the institutional environment, and the consequence of a suc-
cessful acquisition (and potentially subsequent misuse) or destruction of the asset.
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 1. Define the situation. Consider and document the what, who, and where.
What—Identify and define the assets. The risk assessment team must first 

identify and then define and document the facility’s assets that should 
be protected. This may include secondary targets, such as a backup 
generator used to provide cooling for critical storage units. A biological 
facility will likely have a variety of asset types. Assets include any-
thing of value to the institution or an adversary. Examples of assets 
may include valuable biological material, such as pathogens and toxins, 
valuable equipment, intellectual property, or other sensitive informa-
tion, reagents, and laboratory animals.

Who—Define the threats. The team must then identify and evaluate the 
potential adversaries who may pursue those assets. A thorough threat 
assessment should include a consideration of adversarial types and 
capabilities, motives, means, and opportunities. It should consider 
adversary scenarios, as well as the likelihood of attack.

  Examples of adversarial types that could target assets at a biologi-
cal facility include competitive researchers, criminals looking for items 
to sell, disgruntled employees, a terrorist organization, and animal 
rights activists.

Where—Define the facility and laboratory security environment. In 
defining the environment, the risk assessment team should consider 
the vulnerabilities of the facility that contains the assets. It should also 
review the work performed in the laboratory, and who has access to the 
laboratory and its assets.

 2. Define the risks. From the list of defined assets and threats, the risk assess-
ment team can construct a series of potential risk scenarios based upon 
how and why an adversary may attempt to acquire (and possibly misuse) or 
attempt to destroy an asset. Risks could include the following examples (the 
specific risk defined should be unique to the biological institution):
• Risk of an unauthorized person stealing valuable biological material 

for malicious use:
– Example: A farmer intent on infecting a competitor’s flock of birds.

• Risk of an authorized person stealing valuable biological material for 
malicious use:
– Example: An employee upset with a spouse and intent on making 

him or her sick.
• Risk of an unauthorized person stealing valuable biological material 

for personal gain:
– Example: A criminal intent on stealing and selling biological mate-

rial or equipment.
• Risk of an authorized person stealing or destroying valuable biological 

material for personal gain:
– Example: An adversary intent on damaging a research project so 

that he or she may publish a similar research study first.
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• Risk of an unauthorized person stealing equipment:
– Example: A criminal intent on stealing a computer to subsequently 

sell it.
• Risk of an authorized person stealing equipment:

– Example: An employee intent on stealing a refrigerator for per-
sonal use.

• Risk of an unauthorized person stealing an institution’s intellectual 
property (in the form of information) or confidential information:
– Example: A competitor intent on producing a competitive vaccine.

• Risk of an authorized person stealing an institution’s intellectual prop-
erty (in the form of information) or confidential information:
– Example: A disgruntled employee intent on sabotaging an institu-

tion’s reputation by leaking confidential information to the media.
  Within each risk, there may be one or more assets that should be con-

sidered. The location of the assets (both long- term and while in transit) 
should be considered and documented. Based upon the variety of locations, 
and the implemented security and procedures, different assessments may 
be required for each location. The risk assessment team should determine 
if one general assessment will cover all locations or if multiple assessments 
will be required. Likewise, the risk assessment team must determine if gen-
eralized, notional threats can be used in assessing the risk, or if specific 
threats should be considered.

  Some situations may not present a sufficient risk to warrant a full assess-
ment. These may include low- risk assets, such as biological materials that 
are ubiquitous in nature or nonpathogenic to humans, or adversaries who 
are incapable or uninterested in theft. Eliminating unnecessary or unreal-
istic risks will help narrow the scope of the risk assessment to a more man-
ageable size.

 3. Characterize the risks. A biosecurity risk is defined as a function of the 
likelihood of targeting an asset from the laboratory or institution, the like-
lihood of successful theft (or acquisition) or destruction or damage of the 
asset, and the consequences of that theft or destruction/ damage.
Assets assessment. Based upon the defined risks, the risk assessment team 

should define the likelihood of targeting the asset by the relevant threat. 
Depending upon the asset, the defined likelihood will vary. For valu-
able biological assets, the uniqueness of the asset and any potential for 
misuse should be considered. For valuable equipment, the value and 
uniqueness of the equipment and any potential for misuse should be 
considered. For each of the defined assets, the team should review the 
various properties that make this asset attractive (or likely) to be stolen 
or destroyed by an adversary. Similarly, the team should consider what 
consequences to the facility, individual, or environment would result 
from the theft, theft and misuse, or destruction of this asset.

  Additionally, the team should also consider the consequences to the 
community of an accidental release indirectly caused by the theft or 
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destruction of an asset. This assessment should consider the potential 
health impact to humans, the potential health impact to animal popula-
tions, the economic impact, the psychological and social impact, the 
financial impact as a result of the loss of work or the cost of replace-
ment, and the possibility of damage to the facility’s reputation resulting 
from a theft and misuse or destruction of the asset.

Adversary assessment. The risk assessment team should define the inten-
tions and access that the specific adversaries might have to each asset. 
This is key for determining the vulnerability of the facility to the 
adversary.

  Adversarial types can be further categorized into persons with 
authorized access to the laboratory or facility (insiders), and persons 
with no authorized access (outsiders). There may be graded levels of 
access to an asset; some insiders may have access to some, none, or all 
of the assets.

  Adversarial motivations to target these assets similarly vary, and 
may include the intent to:
• Obtain financial gain
• Destroy proprietary information
• Cause a nuisance by damage or destruction
• Inflict casualties
• Spread fear
• Make a political statement
• Protest a specific activity
• Demonstrate frustration with management

  Whenever possible, the risk assessment team should use the attri-
butes of known adversaries when characterizing the threats to a facility. 
However, this may be difficult if the existing threat environment is not 
known or very little information is available. It may be necessary to 
collaborate with security personnel or local law enforcement to obtain 
this type of information. Alternatively, the risk assessment team can 
create a set of notional adversaries whose attributes span the spectrum 
of plausible adversaries for the facility. The notional adversaries could 
be entirely theoretical, or could be based on existing data from the local 
environment. The local law enforcement community is a good resource 
to assist in this process, and may also be part of the security risk assess-
ment team.

How—Facility vulnerability assessment. The risk assessment team 
should assess the likelihood of successful acquisition of the asset based 
upon the asset’s location, the facility’s vulnerabilities, and the capa-
bilities of the adversary. For example, the risk assessment team should 
consider this question: What are the possible facility vulnerabilities or 
avenues that an adversary could exploit to gain access to the assets? 
Answering this question will help determine the likelihood of success 
for an adversary to steal or destroy specific assets.
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  Additionally, each of the five pillars of biosecurity should be evalu-
ated in detail. The five pillars include:

 1. Physical security (the physical protection of the building and its 
assets)

 2. Personnel reliability (practices in place to grant access and authori-
zations of assets to employees)

 3. Material control and accountability (inventory of assets)
 4. Transportation (movement of biological materials and other valu-

able materials within and between institutions)
 5. Information security (the protection of sensitive information)

Overall risk characterization. To characterize the overall risk, the risk 
assessment team should consider the likelihood that an adversary 
would target a specific asset and the likelihood of successful theft or 
destruction of that asset. In addition, the team should evaluate the con-
sequences of that theft or destruction. These can be compared purely 
qualitatively or quantitatively, or using a semiquantitative process.
• Likelihood:

– Likelihood of targeting the asset for theft or destruction based 
upon intent/ motivation of adversary (or threat)

– Likelihood of successful theft or destruction based upon facil-
ity vulnerabilities and the threat’s capabilities

• Consequences:
– Consequences of the theft or destruction of the asset

Management Determination of the Risks
The risk assessment team, working with management and other stakeholders, should 
determine if the assessed biosecurity risk is acceptable to the institution, individu-
als working in the institution, and the community. For some situations, the minimal 
level of acceptable risk may be defined by national or regional policy. For any risk 
that is determined to be acceptable, the risk assessment decision process should be 
well documented. For a risk that is determined to be unacceptable, the risk assess-
ment team, management, and other stakeholders must determine which mitigation 
measures are appropriate to implement. Risk mitigation measures should be targeted 
to reduce the highest (or most unacceptable) risks. A subsequent risk assessment 
should be conducted after those measures have been implemented to ensure that the 
risks have been reduced to an acceptable level.

ETHICS OF BIORISK/ RISK ACCEPTABILITY

How safe is safe enough? How secure is secure enough? Are these barriers robust 
enough to work with these specific risks? These are examples of questions that should 
be asked to determine whether the assessed risks are acceptable, tolerable, or unaccept-
able (intolerable). Often, risks have been perceived as unacceptable if the consequences 
are “catastrophic,” even if there is only a small chance of that risk occurring; likewise, 
risks judged to have low consequences, even with a high likelihood, are almost always 
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considered acceptable. Research shows that people use their personal knowledge and 
experience with a particular risk to make judgments about risk  acceptability.

Contextual factors come into play when considering a group or an organization’s 
culture. N.F. Pidgeon defines culture as “the collection of beliefs, norms, attitudes, 
roles, and practices shared within a given social group or population” (Pidgeon 
1991). Differences in cultures lead to different levels of risk perception and risk 
acceptance. Recent events within the community, especially something covered by 
the local media, will also define the contextual factors regarding risk perception. 
Additionally, people seem to judge human- made risks very differently than natural 
risks, accepting natural ones more readily than self- constructed, human- made risks.

Formally, a categorization of risk should arise from decisions that involve risk 
ethics. A part of moral philosophy, risk ethics address the principles that morally 
guide rational choices on risk taking and risk exposure, which are key elements of 
the biorisk management system (Wanderer 2012). The following is a list of risk per-
ception factors that should be considered when conducting a risk assessment:

• Individual factors:
• Knowledge: Risk perception is often associated with available knowl-

edge. Having a scarcity of knowledge on a subject may cause increased 
fear, while doing deep and extensive research on a subject may reduce 
the fear.

• Demographic variables: For example, some communities may be more 
resistant to various industries than other groups.

• Personality aspects: Risk- tolerant versus risk- averse personalities.
• Familiarity and control: In general, people are willing to take further 

risks when they feel familiar with the situation, or when they feel that 
they are in control or gaining control of the situation.

• Health (mental and physical).
• Stress.

• Context factors:
• Culture: Each social group has its own experiences, religion, beliefs, 

traditions, and mythologies, which will influence how each perceives 
a given risk.

• Available alternatives.
• Political context.
• Economic factors, such as financial benefit for taking a risk, can change 

a person’s perceptions, as well as the availability of resources.
• Recent events.

• Characterization of the risk:
• Likelihood.
• Consequences.
• Historical information.
• Professional judgment.
• Formal analysis (cost- benefit).
• Positive aspects of risk.
• Media information.
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All of these factors may explain, for example, why two laboratories that work 
with the same biological agents and similar research programs may have divergent 
biorisk management strategies. For example, executive management may resist addi-
tional safety measures because of cost concerns, or they may demand additional 
safety measures to avoid legal sanctions. Employees who are familiar with the work 
may resist additional safety measures because they complicate the task at hand; 
alternatively, they may demand additional safety equipment to simplify their safety 
procedures. In all of these cases, a sound, defensible risk assessment may dispel 
unrealistic, skewed risk perceptions.

To ensure that a risk is acceptable to the relevant stakeholders, a structured com-
munication process should be used to discuss and evaluate the risks, as well as to 
make risk mitigation decisions.

 1. Relevant groups should be engaged early in the risk assessment process.
 2. Possible options have to be identified; all options should be assessed, includ-

ing their potential risks and benefits.
 3. The worst possible risks should be eliminated or mitigated prior to propos-

ing which risks are acceptable.
 4. The relevant stakeholders should be allowed to discuss and consider the 

acceptance of the risks.
 5. All stakeholders should agree on the risk acceptance decision.
 6. Relevant stakeholders should be informed of implemented mitigation mea-

sures and changes in risks.

Risk communication serves to educate others about the risks and can help change 
attitudes. Good risk communication can help to alleviate fears regarding a risk or, 
inversely, can help to demonstrate that a risk is unacceptable. Risk communication 
should become part of a structured risk assessment process. More details on com-
munication are presented in Chapter 9.

ROLES AND RESPONSIBILITIES FOR RISK ASSESSMENT

It is important to emphasize that the risk assessment process should not be driven or 
executed solely by a laboratory’s biorisk management advisor. Rather, a quality risk 
assessment is the culmination of contributions from numerous people in the labora-
tory or facility.

• Biorisk management advisors/ biosafety professionals: These individu-
als are members of the laboratory staff who provide advice and guidance 
for laboratory biorisk management issues and workplace risk assessments. 
These individuals facilitate the risk assessment by gathering pertinent 
information to define risk, and using that information to characterize risks 
in terms of likelihood and consequences. The biorisk professionals should 
act as communicators to link the hands- on laboratory staff and contrac-
tors with management and other stakeholders. They should be knowledge-
able of laboratory activities, sources of potential exposure, and means of 

  



60 Laboratory Biorisk Management

effective control. They should also act as consultants for recommending 
and implementing appropriate mitigation measures that result from the risk 
assessment. Further, the biorisk professionals should have the most exten-
sive understanding of the results from the risk assessment.

• Principal investigators/ scientists/ researchers: These individuals provide 
the primary information and data for the risk assessment. They are also 
expected to ensure that risk assessments have been completed. They must 
understand the risk assessment results, and provide input to management 
regarding practical implementation of recommended mitigation measures. 
They are also responsible for ensuring that at- risk employees have been 
informed of the risk assessment results, and training them on the necessary 
risk mitigation measures. The understanding and support of a risk assess-
ment by the scientific staff is critical for effective biorisk management.

• Security and response personnel: These individuals may also provide 
valuable insight into risk assessments. For example, outside agencies, such 
as local law enforcement, may have knowledge about potential threats pres-
ent in the local community. Security force personnel may be involved in 
the implementation of biosecurity mitigation measures, or they may act as 
inspectors to check the functionality of the mitigation measures. Other spe-
cialty agencies may also be necessary for the biosafety risk assessments, 
such as a hazardous materials team, an incident response team, the local 
fire department, or other first responders.

• Legal consultant or legal department/ public relations/ labor safety 
officer: These individuals may or may not have any direct involvement with 
the technical risk assessment process. However, their role is instrumental in 
risk communication. Expert opinion from this group is valuable when miti-
gation measures and policy changes need to be circulated among laboratory 
workers and the general public in order to gain their understanding and sup-
port. Their opinion may also need to be considered during the risk prioriti-
zation process. As these individuals often are not familiar with a laboratory 
or laboratory biorisk management, the primary individual responsible for 
conducting the risk assessment, such as the biorisk management advisor, 
should also be involved to optimize communication and understanding.

• Laboratory contractors, waste handlers, maintenance staff, and jani-
torial crews: These individuals are directly affected by laboratory risks, 
and they often have limited knowledge about the hazards to which they 
are exposed. These individuals should be engaged regarding their concerns 
and their level of understanding of the risks involved, and how the results 
of the risk assessment will impact them. It is vital to gain their support for 
implementation of any mitigation measures.

• Executive management: These individuals, which may include laboratory 
directors and high levels of management, will generally not conduct or be 
directly engaged in the risk assessment process. However, because they are 
ultimately responsible for the organization’s biorisk management system, it 
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is absolutely critical that this group support (and if necessary, direct) labo-
ratories to conduct risk assessments, including the allocation of staff time 
and resources to perform the necessary data collection and analysis.

  Executive management will be ultimately responsible for building the 
infrastructure and capacity that, in turn, supports establishing precautions 
and standard operating procedures (SOPs) to minimize laboratory risks. 
Mutual understanding between the risk assessment team and executive 
management is essential for optimal risk assessment outcomes. Resource 
allocation and financial support from this group is necessary to conduct 
the risk assessment and implement the appropriate and necessary biosafety 
and biosecurity measures. Risk assessment results are often confusing; any 
encountered problems may be overcome by engaging in dialogue with exec-
utive management in the early stages of risk assessment. It is also essen-
tial that risk assessment results be written in clear and concise language to 
facilitate understanding by executive management.

• Administration (business and logistical support persons): These indi-
viduals have limited access to a laboratory area, but typically have daily 
access to the people who work there. These individuals generally have lim-
ited scientific knowledge; thus, technical or scientific assessment results and 
the subsequent policies must be communicated in a way to ensure that the 
salient points are understood. However, administration should be consulted 
and engaged more thoroughly in any assessment of risks directly related 
to information management under the purview of administrative profes-
sionals. Biosecurity measures may significantly affect this group (such as 
compiling and distributing documentation), and therefore will require their 
full support in making facility operational changes.

• Community stakeholders: Individuals within the community may or 
may not be engaged, depending on the level of interest in the laboratory’s 
operations. However, it may be prudent and a good practice to inform all 
outside visitors and the family of laboratory personnel about any potential 
risks they may encounter and the protocols in place to keep them safe— 
specifically, how the risks have been effectively managed or controlled. It 
will also be important to communicate the general results of the risk assess-
ment to community stakeholders to ensure that they are aware that the facil-
ity understands and controls its risks in a responsible way.

Once all of the risks have been identified and communicated, the relevant labo-
ratory and institutional staff should work together toward efficiently controlling or 
reducing the risks to an acceptable level.

Stakeholders can work together to determine the necessary biosafety practices 
required to perform a task with a specific organism. Likewise, stakeholders can work 
to determine the necessary biosecurity measures required to ensure a proper level of 
security has been established. This should be done in close collaboration with other 
responsible institutional parties, such as an institutional biosafety committee (IBC) 
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or biorisk management committee, the environmental health and safety department, 
the security department, any animal care and use committees, or any engineering or 
facility departments.

CONCLUSION

This chapter defined the goals of a risk assessment as a better understanding of the 
risks present at a facility, a determination of the acceptability or unacceptability of 
identified risks, and assistance to facilities working with biological agents in defining 
strategic risk mitigation measures. Using a structured and repeatable risk assess-
ment process for both biosafety risks and biosecurity risks will support achieving 
these goals.

At the most basic level, assessing a biological risk involves answering the follow-
ing questions:

• What can go wrong?
• How likely is it and how likely are we to anticipate it?
• What are the consequences?

Analyzing the risk is a function of the likelihood of the risk occurring and the 
consequences if it happens. Risk acceptability or unacceptability should be based 
upon considering such questions as:

• How safe is safe enough?
• How secure is secure enough?
• Are these barriers (security or containment strategies) enough to work 

safely with these risks?

The answer to all of these questions should be a joint effort among all the stake-
holders in the laboratory and should involve interested parties within the commu-
nity. In other words, the risk assessment process should be conducted by a team and 
evaluated by a team—and explicitly supported by executive management.
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ABSTRACT

The risk of working with hazardous biological materials requires the implementa-
tion of an effective biorisk management program dedicated to protecting laboratory 
personnel and preventing the accidental or intentional release or removal of hazard-
ous materials from the laboratory. Understanding these risks prior to constructing 
or renovating a laboratory is vital to ensure the success of an effective biorisk man-
agement program once work has commenced. The design of the laboratory and the 
containment measures implemented can negatively impact a biorisk management 
program. Therefore, design decisions and selection of specific containment measures 
should be based on a comprehensive biorisk assessment as opposed to defaulting to 
predefined solutions that may not be suitable in all cases. This chapter will discuss 
how the design of laboratories and the chosen containment measures impact biorisk 
management. Particularly, this chapter will also introduce the concept of using a 
risk- based design strategy to assist with the selection of suitable biorisk mitigation 
measures, reducing the chance that the facility will be over-engineered or that valu-
able resources will be wasted.

INTRODUCTION

Accidental exposure to hazardous biological agents or toxins and their inadvertent 
release into the environment are inherent risks of working with harmful biologi-
cal materials. To minimize these risks, persons within the lab and the surrounding 
community should rely on the implementation of an effective biorisk management 
program that uses both primary and secondary containment barriers to decrease 
the likelihood of such events occurring. While the main functions of primary and 
secondary containment barriers are discussed in Chapter 5, this chapter discusses in 
further detail the importance of secondary containment barriers, and ultimately how 
the design of the laboratory and the selection of mitigation measures can impact the 
establishment and sustainability of an effective biorisk management program.

Laboratories designed to handle and store hazardous biological materials are his-
torically classified into one of four biosafety levels (BSL1 to BSL4) recognized by 
the US Centers for Disease Control and Prevention (CDC), the US National Institutes 
of Health (NIH), and the World Health Organization (WHO). These predefined 
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solutions of ascending levels of containment, or biosafety levels, are based on a com-
bination of facility design features, operational practices and procedures, and safety 
equipment employed to mitigate the biorisks associated with handling and storing a 
particular agent to an acceptable level. Biosafety in Microbiological and Biomedical 
Laboratories (BMBL) (US Department of Health and Human Services 2009) and 
the Laboratory Biosafety Manual (World Health Organization 2004) are two guid-
ance documents that describe the main biosafety risk mitigation measures associated 
with each of the four biosafety levels. However, the guidance in these two documents 
has been widely interpreted, and implementation of these biosafety levels often var-
ies significantly from facility to facility.

A process has not been standardized within the international community to iden-
tify under what conditions or environment it is acceptable to conduct work with 
hazardous biological materials. This is especially the case in settings where labo-
ratories may have been designed with biorisk mitigation measures selected based 
solely on those defined for a specific biosafety level. Determining the biorisk mitiga-
tion measures required for conducting work with hazardous biological materials in 
as safe and secure a manner as possible relies heavily on performing an assessment 
that identifies potential risks associated with handling and storing a specific agent. 
Unless hazards are identified effectively, it is not possible to assess the risk associated 
with the facility and associated activities (European Committee for Standardization 
2011). For this reason, it is imperative that ample support is given to the individuals 
responsible for performing the risk assessments, ensuring an accurate estimation of 
the potential risks is made. For additional information related to the biorisk assess-
ment process, refer to Chapter 3, which describes the main goals and strategies for 
conducting biosafety and biosecurity risk assessments.

Traditionally, the strategy of performing a biosafety assessment and selecting 
the appropriate biosafety level, based on the identified risks, has been implemented 
effectively in many facilities; however, in some instances, utilizing this strategy 
can be a challenge. Very few facilities worldwide have all the necessary resources 
to operate under ideal conditions that would allow them to effectively implement 
and maintain the risk mitigation measures recommended in the BMBL and the 
Laboratory Biosafety Manual for each of the respective biosafety levels. A num-
ber of factors must be considered prior to selecting mitigation measures, such as 
deficiencies with the existing infrastructure, an absence of appropriate and reliable 
utilities, shortage of funds to purchase and maintain equipment, insufficient train-
ing on how to properly use and maintain equipment, or a general lack of knowl-
edge on international biosafety and biosecurity best practices. For these reasons, it 
is important to understand that before deciding on the biorisk mitigation measures 
to address a facility’s risks, management must have confidence that those mitigation 
measures are appropriate, necessary, and sustainable. Otherwise, resources may be 
mis applied, creating a facility that is neither sustainable nor useful to the end users. 
For instance, it might be suggested that a laboratory performing diagnostic testing 
for Mycobacterium tuberculosis should be constructed as a BSL3 lab, equipped with 
HEPA filtration on the exhaust air system to protect against the potential release of 
aerosolized agent. However, if the lab in question does not have sufficient funds to 
operate its air handling systems year- round, and does not have the funds required for 
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periodic testing and replacement of the HEPA filters, then this approach would not 
be sustainable, the resources applied to implement this approach would ultimately be 
wasted, and it would fail to mitigate the risk as intended.

An alternative strategy would be to evaluate what specific mitigation measures 
to implement from another perspective. Instead of using a predefined solution, such 
as biosafety levels and prescriptive facility elements, facility owners and design 
teams should focus on the biorisk mitigation measures themselves. In any labora-
tory design, predetermined, tried, and tested methods can be applied with reason-
able expectations for performance outcomes, but new strategies may be needed to 
address unique design drivers and sustainability challenges that are not best solved 
by traditional thinking. The design strategy should place a strong emphasis on iden-
tifying the specific mitigation measures required to reduce the risks associated with 
handling and storing infectious biological materials instead of implementing mitiga-
tion measures solely from a biosafety level or predefined solution perspective. This 
alternative risk mitigation- based strategy will decrease the likelihood of creating 
a situation in which a facility includes overcomplicated engineering elements or 
unsustainable systems.

DESIGN FOR BIORISK MANAGEMENT

Designing a laboratory to handle and store hazardous biological materials is a time- 
consuming and complex process involving numerous stakeholders with differing 
opinions on facility design outcomes and the equipment required to support the end 
users’ needs. All too often, laboratories around the world are designed and con-
structed with a limited understanding of the end users, and how their needs will 
affect building usage upon completion of construction and in the future as science, 
mission, and technology change. Consequently, facilities may be overdesigned or 
inadequately designed, and not capable of supporting safe and secure operations 
over time because of flaws in the building layout or engineering systems, or there are 
insufficient resources to ensure equipment continues to perform as expected.

Overdesigned facilities can be attributed to an uninformed design caused by a 
failure to gather the necessary information that has the potential to impact the overall 
outcomes of the design. For example, the appropriate scientific, safety, or engineer-
ing personnel who will eventually occupy and maintain the facility are not con-
sulted to effectively determine their needs and abilities. Rather extreme examples, 
encountered by the authors, are laboratories that have directional airflow problems 
that result in air flowing from potentially contaminated areas toward clean areas. In 
many cases, these projects have been executed by design teams or builders experi-
enced with clean laboratories who assume that a laboratory for work with biological 
agents has similar requirements. The failure to research containment requirements, 
to study the design of similar facilities, and to consult appropriately informed safety 
personnel can lead to the construction of facilities with airflow problems, which are 
often very expensive to remedy and place workers at increased risk.

A lack of local knowledge and capabilities related to laboratory design best prac-
tices can also lead to improperly designed labs. This situation can occur when a 
design at a distance strategy is used to compensate for a lack of local expertise. 
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The most likely scenario for relying on this type of strategy is when facility owners 
believe or recognize that the expertise of local architects and engineers is not well 
suited to designing and constructing laboratories that will handle and store hazard-
ous biological materials. In such cases, the facility owners often hire experts from 
distant locations to design and, in some cases, construct their laboratory. This can 
be an effective process if adequate time and funds are made available to ensure 
designers gather the level of detailed information required to thoroughly understand 
the end users’ needs and how the building will be utilized once construction is com-
pleted and in the future as technology advances or processes change. However, when 
the design team and the users are not geographically co- located, it can be difficult 
to organize sufficient discussions to develop a design where protocols and facility 
features function smoothly with each other. For example, the protocols for entering 
and exiting large- animal holding rooms can be very different from one facility to the 
next. A designer in one country may assume users will remove disposable coveralls, 
place them in a bin for sterilization, and then shower out of the holding area. This 
would require a relatively small change area with a shower. However, the users of 
the facility may actually be accustomed to a protocol of wearing reusable rubberized 
boots, pants, coats, and hats, and will need a space to disinfect and store these items 
prior to showering. The space they need is much different than the designer would 
have assumed, instead requiring separate areas for removing and storing personal 
protective equipment (PPE), in addition to change rooms and showering facilities. 
Without the opportunity for detailed discussions, there may be deficiencies in the 
facility design that will ultimately compromise the quality, efficiency, safety, and 
security of the work.

Lastly, challenges have arisen when a prefabricated design is used. These projects 
typically suffer from similar problems as design at a distance, in that there may be 
a lack of communication between the designers and the users, as well as a lack of 
understanding of local environmental conditions by the designers. These projects 
typically prefabricate a finished laboratory and deliver the laboratory to the site in 
near- complete or semicomplete form. Prefabricated components manufactured in one 
location and transported to another climate or construction environment are often 
difficult to maintain and sustain by local laboratory personnel. Heat, humidity, dust, 
pests, and altitude changes can have dramatic effects on materials and operation of 
mechanical systems. Additionally, construction materials used for a prefabricated 
lab may be very different than those that local trades are accustomed to, making 
minor maintenance problems, such as fixing a door, patching and painting damaged 
finishes, or adjusting mechanical, electrical, and plumbing systems, quite significant. 
For instance, damage to steel casework may go unrepaired and become a safety 
hazard in the lab for a significant length of time if no local trades have the materi-
als and skills to repair it, whereas locally fabricated wood casework might be easily 
repaired in one day.

A unique set of skills is required to design laboratories, and these skills are gener-
ally acquired only through experience. Scientists, medical professionals, and biolog-
ical safety experts who have a good understanding of the biological agents they work 
with and biorisk management best practices do not typically gain experience in labo-
ratory design principles and best practices through their normal educational process 
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or daily activities. Similarly, most architects and engineers are not educated about 
the risks associated with different biological agents or toxins, and how these risks 
are mitigated or amplified by routine procedures. The work of designing a laboratory 
should be entrusted to a group of experts, with wide- ranging experience, rather than 
a few designers. The best facility designs generally come from a well- rounded team 
of architects and engineers, experienced in laboratory design, working closely with 
scientists, biological safety and security professionals, and maintenance personnel 
who have an understanding of how scientific processes influence, or are influenced 
by, the building systems and layout. It is often quite challenging to gather the right 
mix of personnel and create the ideal conditions for the design process, with time 
for multiple meetings with key stakeholders, peer reviews by experts in the field, 
and mock- ups of critical areas. Even when achievable, the process of developing a 
laboratory facility is expensive and time- consuming. Therefore, it is not surprising 
that labs are not always well designed, are fraught with operational problems, and 
often do not adequately address the biorisks associated with the infectious material 
routinely used in the facilities.

Effectively managing the biorisks present at a facility is highly dependent on 
understanding what primary and secondary containment measures are truly nec-
essary, based on the risks identified, and how those containment measures work 
together with other biorisk mitigation strategies. Examples include the implementa-
tion of administrative controls, practices and procedures, and PPE to mitigate risks 
to an acceptable level. Primary containment barriers typically focus on biosafety 
cabinets (BSCs), enclosed containers, and other equipment designed to protect lab-
oratory personnel from possible exposure to infectious materials (US Department 
of Health and Human Services 2009). Secondary containment barriers concentrate 
more on the design and construction of facility elements that contribute to protect-
ing not only the laboratory personnel, but also the surrounding community and the 
environment outside the laboratory, from a potential accidental release of infectious 
material (US Department of Health and Human Services 2009). Depending on the 
biorisks present in the facility, these secondary containment measures can vary from 
simple measures, such as autoclaves and hand washing equipment, to more advanced 
measures, such as specialized ventilation equipment to maintain directional airflow 
in the facility and filtration of laboratory air prior to discharge into the outside envi-
ronment. Conducting comprehensive biorisk assessments early, and throughout the 
design of a project, should guide all decisions on what types of containment mea-
sures to include in the facility.

RISK- BASED DESIGN DECISIONS

The initial phase in making risk- based design decisions relies on the completion 
of biosafety and biosecurity risk assessments, which identify, evaluate, and priori-
tize the risks present at the facility, and enable the key stakeholders to make the 
final decisions on the appropriate risk mitigation measures to be implemented at the 
facility. Chapter 3 emphasized the importance of identifying the hazards ( biosafety) 
and threats (biosecurity), and understanding the likelihood and consequences asso-
ciated with the risks prior to determining risk acceptability and deciding on the 
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required mitigation measures. It is essential that every member of the design team 
and key stakeholders agree on the risks that need to be addressed in the overall facil-
ity design, and how best to address those risks.

In laboratories that work with biological agents and toxins, biorisks may stem 
from the following:

• The nature of the agents or toxins present in the facility. For instance, 
a low infectious dose requirement and the severe consequences associated 
with infection by most viral hemorrhagic fevers (e.g., Ebola virus) are such 
that any work with these agents will inherently pose a significant biorisk to 
laboratory personnel.

• The scientific procedures carried out. It is important to understand what 
procedures are routinely conducted since this can significantly affect the 
relative biosafety and biosecurity risks identified for an agent in a compre-
hensive biorisk assessment. For example, work conducted with an agent may 
be determined to represent a moderate risk, but the risk may increase in the 
event that larger amounts of the same agent are routinely handled, such as in 
vaccine production facilities, or if work activities change that could increase 
potential exposure, such as if aerosolization studies are to be conducted. 
Conversely, an agent that may present a relatively high risk under certain 
conditions may actually represent a much lower risk if smaller amounts or 
attenuated strains are primarily used, such as in a clinical setting.

• The risk of exposure to staff working in the facility. Some activities can 
increase the potential to aerosolize hazardous agents (e.g., robotic assays 
that handle many samples rapidly), and procedures or policies can unneces-
sarily place workers in contact with others who may be contagious.

• The risk to the environment or persons outside the facility. Handling 
hazardous biological materials can pose a great risk to the users as well as 
the surrounding community. It is the inherent characteristics of the agents 
and the procedures being conducted in the facility that will determine the 
likelihood of infection and extent of a release into the surrounding human 
and animal populations. This can be a greater concern when facilities rou-
tinely handle agents that are relatively stable in the environment, have a 
low infectious dose, and have the ability to be easily transmitted between 
hosts, as is the case for agents such as foot- and- mouth disease (FMD) virus, 
African swine fever virus (ASFV), Mycobacterium tuberculosis, influenza 
virus, and polio virus.

• The risk of theft of biological agents or toxins. An individual or group of 
individuals, either associated or not associated with the facility, may wish 
to steal materials to use themselves or to sell to others for the purposes of 
causing harm.

• The risk to the facility and the users from outside threats. An individual 
or group of individuals not associated with the facility may wish to sabo-
tage the facility. Historical examples include animal rights activism or other 
types of government or ideological protests.
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Once the risks associated with the work conducted at a facility are understood 
and characterized, it is necessary to evaluate and prioritize the risks to ensure safe 
and secure operations, as well as the best use of available resources. Determining 
whether a biosafety or biosecurity risk is high, moderate, or low, and whether the risk 
is acceptable or not, is a subjective process that can vary between individuals and 
facilities depending on local laws, culture, experiences, management perspectives, 
and even current events. However, understanding site- specific factors and available 
resources is an important consideration in risk assessments that are routinely over-
looked when predefined solutions are used for selecting biorisk mitigation measures. 
For example, laboratories in remote locations, with a limited number of people who 
live in close proximity to the lab, may possess a good level of protection against 
outside security threats, and a lower relative risk of exposure to the surrounding 
community in the event of an accidental release from the facility. Conversely, more 
densely populated areas would theoretically pose a greater security risk to the facil-
ity, and increase the risk of spread into the surrounding community in the event of 
an accidental or intentional release. At the same time, a specific agent may also pose 
a very different risk depending on the location of the facility. This is especially the 
case when comparing the risks associated with an agent considered to be endemic 
in one area and nonendemic in another. An accidental release of the FMD virus in 
a region where the agent is common in nature, such as Sub- Saharan Africa, may 
not be as great a concern as it is in North America, where the virus is not normally 
present. Even if it is possible to address every risk inherent in the design project, it is 
important for the design team to understand which risks should be given top priority, 
based on their likelihood and consequences, in order to make well- informed design 
decisions and the best use of available resources.

With the risks well understood and prioritized, it is then possible to begin discuss-
ing mitigation strategies. In the design of a facility for work with biological agents, 
some of the mitigation strategies will be inherently based on administrative controls 
(policies, standard operation procedures, etc.), engineering controls (BSCs, waste 
treatment, etc.), and facility design features (layout, workflow, etc.). However, effec-
tive biorisk mitigation strategies must involve a combination of administrative and 
engineering controls and facility design solutions to mitigate the biorisks present and 
to ensure sustainable, safe, and secure operations.

THE DESIGN PROCESS

Funding streams and expenditure cycles vary tremendously depending on the coun-
try, institution, donor, or corporation that provides the financial support. For this 
and several other reasons, financial support for the design and construction of a 
new laboratory facility can be difficult to predict. In some cases, unallocated funds 
at the end of the year may suddenly become available for projects on the condi-
tion that the money is spent quickly or applied to specific activities. In other cases, 
funds become available but are allocated to specific individuals or companies to 
advance the design and construction of a project, yet they may lack or choose to 
exclude appropriate multidisciplinary expertise. Regardless, these funding sources 
and expenditure cycles can pressure design and construction schedules in ways that 
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may adversely impact the potential for project success. Additionally, ministries, 
shareholders, donors, and other potential funders may not have the background to 
appreciate the necessary complexity of such facilities, and often expect immediate 
return on their investment. Pressure to begin construction immediately is under-
standable because design and documentation can be very abstract when compared to 
the tactile, tangible building elements that appear during construction. Hence, those 
who have limited experience with traditional design and risk assessment processes, 
particularly when applied to a complex biological facility, may wish to see physical 
evidence of their investment too early in the process. This is often extremely damag-
ing to long- term project success. When concrete slabs are poured, stair towers are 
constructed, and lifts and other physical elements are in place, it becomes difficult 
(or even impossible), time- consuming, and expensive to adjust aspects of the design. 
However, due diligence in information gathering, stakeholder buy- in for critical deci-
sion making, and appropriate design evolution prior to the onset of construction can 
yield significant savings in both time and cost when appropriately accommodated in 
the planning process. This is true for project capital costs as well as long- term ongo-
ing costs to operate and maintain the facility.

Figure 4.1 illustrates the typical phases of a laboratory design project (from pre-
design and programming to occupancy), as well as how the impact of decision mak-
ing changes as the project progresses to completion. Decisions to include or exclude 
certain spaces or features can be easily made early in the design process with little 
negative impact on the project schedule. At this point, good information and good 
ideas often positively impact the project. As the project progresses, it becomes more 
difficult and more costly to implement changes, and new ideas and information 
become harder to incorporate in a productive manner. By way of example, in the 
programming phase of a project, it is easy to decide to include a dedicated space for 
security personnel to inspect incoming packages. However, the decision to add such 
a space, once the building has been completely designed, or worse is already under 
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construction, is generally a very expensive proposition. Multiple drawings will have 
to be revised by architects and engineers, and supporting equipment may need to be 
resized in order to support the additional air, plumbing, and power requirements. In 
addition, there will be costs for delaying the project, which will affect the contractor 
as well as the design team. As a result, it could be cost prohibitive to add this space 
to the design at that stage in the process.

PROJECT STAKEHOLDERS

A critical part of any successful project is including a balanced stakeholder group 
with a variety of opinions, perspectives, and skill sets. In order to effectively clar-
ify roles and responsibilities, as well as facilitate decision making, the stakeholder 
groups should be divided into multiple tiers. A small core team of directors, key 
scientific staff, risk assessors, and funding agency representatives should be identi-
fied early in the process; this team should hold the final decision- making authority 
when competing opinions and unresolved issues present themselves. The core team 
should meet regularly to set and maintain progress toward project goals, monitor 
the design evolution, and ensure that outcomes are consistent with the overarch-
ing aspirations of the institution. The core team, however, should be a small subset 
of the complete project stakeholders who must be included in the design process. 
Representatives from individual scientific departments should be included in discus-
sions with the design team to ensure that their essential needs are met. This group of 
users should include scientific staff who represent all programs, including laboratory 
directors and supervisors as well as technicians and other personnel who will use 
the lab on a daily basis. Other building users who should be included in the design 
process include operations and maintenance personnel, safety and security person-
nel, waste handlers, risk communication personnel, and administrative personnel. 
Assembling a comprehensive team of building users is essential, but including and 
communicating with individuals who will not directly work in the facility, but who 
can provide important perspectives, can also help ensure the overall success of the 
building project.

In addition to the aforementioned stakeholders who are directly connected to 
the project (i.e., work in or operate the facility or provide funding for the facility), 
there are often other groups who are peripherally connected to the project who 
will have concerns as well. Members of the surrounding community, for instance, 
may have concerns about the work going on in a laboratory, particularly if dangerous 
agents are present, and may need to be informed about the planned safety features 
of the lab in order to alleviate any concerns about their health or property being at 
risk. There may be regulatory or accreditation groups that will evaluate the facility 
against certain criteria or standards before granting approval for that facility to work 
with biological agents or animal subjects. Additionally, introducing the emergency 
response agencies responsible for responding during emergency situations (e.g., fire, 
criminal activity) to the facility and the activities to be conducted is vital to ensure 
the safety of all personnel who may be required to enter the facility.

While it is imperative to identify a core group that will have ultimate responsi-
bility for making decisions, it is best when a laboratory design project can obtain 
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input from the full range of stakeholders, as well as design experts and consultants, 
throughout the programming and design process. Though it may seem cumbersome 
to involve a large number of individuals in all discussions, including a wide range 
of perspectives is often the best insurance against errors or omissions that can result 
in difficult- to- operate facilities and costly, last- minute, or postconstruction changes. 
Figure 4.2 illustrates the concept of bringing together a wide range of stakeholders, 
design experts, and consultants who are focused on common project goals, issues, and 
solutions throughout all stages of the design process. Often it is advisable to involve 
peer reviewers as well, particularly when an institution has decided to change its 
working methods or the range of agents under study. Peers from similar institutions 
with similar work can be an invaluable resource in all stages of the design process.

PREDESIGN

Prior to the onset of the design phase, several project- related decisions can be made. 
These decisions establish boundary constraints for future work, and govern many 
of the early efforts that ultimately affect the final built environment. Ideally, owners 
will know the intended facility occupant(s), the mission of the laboratory units, the 
approximate size of the identified space needs, an order of magnitude estimate of 
the available funds for design, construction, and continued operations, the available 
site(s) for consideration during the predesign phase, and the desired schedule leading 
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up to ultimate occupation of the facility. All of these elements may not be com-
pletely understood prior to project onset, but they must be continuously monitored 
and adjusted throughout the evolution of the design. Any clarification of previously 
unknown information will expedite the process and improve the efficiency of initial 
efforts to advance the design. With much of this criteria identified, the institution 
can then select a team of design professionals to assist with continued development 
of the project. During the design phases, the team should clarify initial assumptions 
through continuous information gathering, and establish and document key perfor-
mance indicators for the project.

The programming and predesign phase is perhaps the most critical, and yet the 
most often overlooked, phase of a laboratory design project. As mentioned earlier, 
there are often significant pressures to begin design or construction without allow-
ing for adequate predesign thinking and activities, however, “only after a  thorough 
search for pertinent information can the client’s design problem be started” (Peña 
and Parshall 2012). In the programming and predesign phase, all of the project infor-
mation, risk assessments, space needs, structure of the organization, project goals, 
critical relationships, equipment needs, scientific capacity, growth assumptions, 
regulations to be met, and any other ideas brought forward need to be identified and 
organized in a manner that will help the design team incorporate all this information 
into a well- considered design. Prior to commencing with design, this information 
should be organized into the following components:

• Project goals, aspirations, and requirements, including risk assessments
• Local or national codes, regulations, guidelines, and standards to which 

the project will adhere. (The International Building Code (2012), though 
not required in all areas, may serve as a good addition in helping to ensure 
safety and security.)

• A functional space program—listing all program spaces required in the 
facility

• Organizational charts—illustrating the organizational structure of the 
group(s) that will use and operate the facility

• Relationship diagrams—illustrating critical relationships between spaces 
and user groups

• A listing of institutional space standards (if available)
• Room diagrams and room data sheets—recording as much information 

about each room type, its equipment, and service needs as is available

INFORMATION GATHERING

When laboratories have existing work spaces, designers should tour through these 
areas and ask users to express what elements of their current space work well for 
them, and what aspects they would adjust to improve functionality and spatial effi-
ciency. However, it is equally important to gather information related to the risk 
assessment, such as the types of scientific processes carried out in each space, the 
agents under study, the equipment used for this work, the number of persons involved 
in the work, and the relationships to other areas. In addition to gathering information 
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about the types of spaces required and the working methods to be accommodated 
in new laboratories, the design team must obtain any other necessary information 
(e.g., training programs, hours of operation, security policies) to support the biorisk 
assessment and to develop a consensus about the safety and security needs of the 
biological agents or toxins under study in the facility.

Scientific working methods constantly evolve, whereas physical facilities are gen-
erally static. Equipment can be changed, although facility design will often constrain 
the capacity for change. Facilities can be renovated, but there are limitations to what 
can feasibly be done to an older building, and often funds for changing spaces are 
not available. Inevitably, over time, scientific working methods will be adapted to a 
less than ideal space. Therefore, the design or programming team should identify 
where new types of space may be required in order to provide a new facility that is 
better suited to the current best scientific practices. It can also be invaluable to study, 
and relate to users, the methods by which other, newer facilities carry out similar 
work. Benchmarking tours and discussions with peers from other institutions can 
help users to think about the ideal type of space for their work.

Space standards and care requirements for animals also evolve over time. Where 
animal use is required for research and diagnostic purposes, the design team should 
review local practices for animal care and also consult the “Guide for the Care and 
Use of Laboratory Animals” (National Research Council 2011).

SCHEMATIC DESIGN

In the schematic design phase, the design team should progress through an itera-
tive design process, developing options and reviewing these with the appropriate 
project stakeholders. It is critical at this stage to ensure that all necessary space 
adjacencies and configurations are correctly established. The schematic design of a 
facility provides the framework for implementation of all design- based, and many 
protocol- based, risk mitigation measures. The decisions made when developing the 
schematic design for a laboratory facility will eventually have a profound influence 
on the design of biorisk management systems and protocols; they will influence the 
functional relationships and the way the building is built, the way it is serviced, and 
the way it is secured. Subsequent sections in this chapter discuss design best prac-
tices that should be considered during the schematic design and design development 
phases of the project.

LABORATORY DESIGN BEST PRACTICES

Public- Private SeParation

The separation of public and private space is a principle inherent in the planning of 
most any type of building, and this separation is generally a gradual shift, rather than 
a hard division. For example, a residential house may have a yard that is open (or at 
least visible) to all. Upon entering the house an individual will first come upon the 
public spaces, such as the living and dining areas where guests are invited in; beyond 
this, one may encounter the kitchen, where perhaps only close friends and family 
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may gather, and further into the house can be found the private sleeping areas. The 
separations between these spaces are primarily established by their location within 
the building, and by walls and doors that distinguish one space from another. In a 
laboratory facility, it is important to establish similar separations between public and 
private areas.

In most laboratory facilities, there will be areas to which the public has free 
access, and areas where public access is monitored, controlled, or perhaps completely 
restricted. Often, the secure areas begin at the boundary of the site. Once inside the 
site, pedestrian movement may be monitored and, to some degree, controlled by 
roads and walkways. At the entry to a laboratory building, a visitor may encounter a 
locked door or may be freely allowed into a small entryway, but may require some 
type of permission or escort in order to proceed further into the facility. Once a 
member of the public or a visitor has access inside the building, there may still be 
some public space, where visitors may freely move about. This area may consist of 
a lobby, restrooms, and conference areas. The offices, laboratories, and supporting 
areas beyond, however, will be defined, to a greater or lesser degree, depending on 
the nature of the facility, as private space. Access to these private spaces should be 
monitored and controlled with security devices in a manner appropriate to the level 
of risk associated with the work that takes place there. The proper organization of 
public and private spaces within a laboratory facility forms the beginning of what 
can be referred to as a zoning strategy.

Zone StrategieS

While the division between public and private space in a laboratory facility is a criti-
cal design driver, it is also important to look at the organization of different types of 
spaces or zones of space within the building. The zone strategy (sometimes referred 
to as the big picture organization) of a laboratory facility will have a profound influ-
ence on the design of biosafety systems and protocols. It will influence the functional 
relationships, and the way the building is built, serviced, and secured.

When studying the overall zoning of the facility, the design team may decide 
to put animal holding rooms in close proximity to the loading area, to save animal 
handlers time and energy for years to come. Or there may be a decision to put all 
containment areas, spaces that contain high- risk work, together toward the center 
of the building so they are well isolated, and the security systems can be concen-
trated on a single area. Or there may be a decision to put all the spaces that need 
robust construction and intensive services all in one wing, and all the lighter con-
struction in another wing, consolidating the more expensive areas to save on overall 
costs. Figure 4.3 illustrates three potential zoning diagrams for a common group of 
space types.

It is important to understand the zoning strategy of a facility, even in an existing 
building that already has the primary relationships established. By understanding 
the overall organization, designers and decision makers can be better prepared to 
make renovations to the building, to solve problems, or to make operational changes 
that work well with the given context.
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Flow analySiS

Flow analysis is an important activity that should be repeated throughout all phases 
of the design process. Typical flows that should be addressed and understood include 
material movement through the building, sample delivery and distribution, person-
nel circulation, paths of travel for waste with appropriate identification of key inac-
tivation destinations, as well as short-, medium-, and long- term storage areas for 
chemical, biological, radiological, and nonhazardous waste. Animal facilities have 
additional flow considerations that should be understood early in the design process. 
Food, bedding, clean and dirty paths of travel for cages and racks, quarantine and iso-
lation areas, as well as carcass handling considerations should be carefully analyzed.

In the early stages of design, the flows should help to form the basis for the overall 
zoning strategy that will shape the building. Critical flows should be mapped out in 
an abstract fashion even prior to embarking upon the design process to ensure that all 
parties have a common understanding of the relationships that need to be supported 
by the facility design.

The diagram shown in Figure 4.4 illustrates the flow of samples through a new 
facility prior to developing a floor plan. It is also important to analyze flows, in a pro-
gressively more detailed fashion as the design progresses. Analyzing flows can help 
designers choose between alternate concepts during the schematic design phases. 
Illustrating the paths that users, materials, and waste will take through the floor 
plans will help to determine the relative efficiency of one layout over another. In the 
late stages of design, flows should be studied in detail by mapping out step- by- step 
protocols in critical areas. This process will help to ensure that all the necessary 
space, equipment, casework, storage areas, and services are in the correct place to 
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support the work. The diagram shown in Figure 4.5 illustrates the process of taking a 
sample from a research subject for study in a neighboring laboratory. Looking at the 
details of the sample transfer process will help to identify practical needs, such as the 
cabinetry required to store transfer containers, and may also uncover risks not previ-
ously considered. For instance, it may be discovered at this point that users leaving 
the lab to transfer the samples pose a risk of contaminating the corridor. In order 
to mitigate this risk, the institution may decide to develop a protocol whereby all 
samples are taken out at the end of the day when users remove contaminated gloves 
and PPE and prepare to leave, or it may decide to add a passbox to allow samples to 
be transferred to personnel who work in the corridor without the need to open the 
procedure room door.

layerS oF Protection

The concept of a box within a box, which adds layers of protection to any laboratory 
design project, uses barrier separation to mitigate the potential accidental release of 
dangerous materials. When the risk of infection by exposure to an infectious aerosol 
is present, higher levels of primary containment and multiple secondary barriers may 
become necessary to prevent infectious agents from escaping into the environment 
(US Department of Health and Human Services 2009). Within any containment lab-
oratory, the best practice is always to keep infectious or dangerous materials within 
some type of primary containment device. In bioscience laboratories, the most com-
mon of these is the biosafety cabinet or BSC. Glove boxes and animal isolation cages 
are other means of providing primary containment. With equipment providing the 
primary means of containment, the laboratory space then provides secondary con-
tainment, preventing anything that has escaped primary containment from escaping 
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3. Subject placed on cart, covered, and moved to procedure
4. Subject placed on table, blood or tissue sample taken
5. Sample packaged at bench and placed in double container
6. Sample taken from procedure area to lab for analysis

FIGURE 4.5 Protocol mapping diagram.
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the lab. In some cases, such as when working with large animals, where primary 
containment equipment cannot be used, the lab walls, floors, and ceilings serve as 
primary containment.

The perimeter of a zone of containment laboratories, and sometimes the labo-
ratory perimeters as well, should be designed as a containment barrier. The level 
of airtightness of this barrier depends greatly upon the type of laboratory, and the 
risk of agents or toxins escaping through an airborne route. For instance, diagnostic 
laboratories that are primarily responsible for performing human immunodeficiency 
virus (HIV) testing on clinical samples may only require a containment barrier that 
is cleanable and sealed sufficiently to support the directional airflow strategy, since 
there is little risk of aerosolized transmission. Conversely, in a vaccine production 
laboratory that produces large quantities of virulent foot- and- mouth disease (FMD) 
virus, there is the potential for large spills, capable of generating significant aerosols. 
Therefore, a more robust barrier is required to support more stringent requirements 
for directional airflow and gaseous decontamination. Often the level of airtightness 
required of a containment barrier will depend as much upon the intended method of 
decontamination as upon the risk of aerosols being generated in the lab. Laboratories 
that will be decontaminated with gas should have containment barriers tight enough 
to contain that gas in a static or even slightly pressurized state (depending upon the 
method of decontamination anticipated) so that the decontaminating agent does not 
become a risk to users or damage areas of the facility not designed to withstand 
exposure to strong decontaminating agents. Agreement (among the design team, 
safety personnel, operations and maintenance personnel, and those responsible for 
constructing the barriers) on the level of airtightness required for containment bar-
riers, and where those barriers will be defined, is critical to designing laboratory 
spaces specific to the risks. Drawings at all stages through the development of the 
design should illustrate where and what type of containment barriers are planned so 
the spaces, systems, services, equipment, and personnel protocols for crossing the 
barriers are developed as part of that barrier. Clear definition of containment barriers 
will help the design and engineering team to develop a safe facility, and will help the 
building occupants to use the facility safely.

The box within a box strategy can also add to the overall security strategy by 
incorporating facility controls and limiting access for unauthorized personnel into 
progressively more secure areas of the building (Salerno and Gaudioso 2007). Access 
to the biological agents and toxins is usually limited by the institution to only those 
individuals who require access as part of their job responsibilities. For example, 
these materials may be stored within a secured freezer or cabinet, the freezer or cabi-
net within a lockable room, the room within a secure zone, within a secure facility, 
and upon a secure site. This layering concept, as illustrated in Figure 4.6, is appropri-
ate for all types of laboratory facilities. Whenever an individual crosses the bound-
ary between a less secure zone and a more secure zone, there should be some type 
of access control that prevents unauthorized personnel from gaining inappropriate 
access. The measures and devices used for controlling access will vary greatly, and 
may even include devices that have the ability to monitor when a specific individual 
entered or exited a facility or a specific laboratory. Monitoring and control may be as 
simple as a security person, who monitors entries and exits, or more complex, such 
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as biometric devices (e.g., iris scan, hand geometry, fingerprint) and card readers that 
record exact times of personnel access.

The security measures and types of devices used should be appropriate to the 
risk, and also appropriate to the budget and operational capabilities of the institution 
(Salerno and Gaudioso 2007). For instance, access to a diagnostics facility respon-
sible for testing clinical samples for common diseases may be relatively open, with 
free access to public spaces and perhaps a guard who monitors those coming and 
going. Conversely, access to the site of a research facility that works with highly 
infectious diseases may be restricted to only authorized personnel. The facility may 
be secured with perimeter fencing, gates that require card access, and video moni-
toring of all entries; the facility may require all visitors to be escorted at all times. 
From a design perspective, the most important aspect is to develop a facility that will 
support a multilayered security concept, allowing the details of access control to be 
attuned to, and commensurate with, the risk. In addition, the design should allow 
for access controls to be modified as needed over time without requiring significant 
changes to the facility planning.

Placement oF Primary containment DeviceS

Placement of primary containment devices is a simple, yet critical, aspect in the 
design of any laboratory. Primary containment devices may include biological 
safety cabinets (BSCs), chemical fume hoods, glove box isolators, downdraft tables, 
backdraft tables, or any other piece of equipment that provides a primary protective 
barrier for staff who work with potentially hazardous materials. While designed 
to enhance safety for laboratory workers and the surrounding environment, these 
primary containment devices can have a contradictory impact if improperly placed.

When a risk assessment indicates that part or all of the lab users’ work requires 
a primary containment device, such as a BSC, in order to protect the users or the 
environment, the users rely on the airflow patterns within and at the open face of the 
cabinet to prevent aerosols from escaping into the lab. Disruption of these airflow 
patterns can compromise the effectiveness of a BSC; therefore, the cabinet should 
be located such that a person can perform his or her work without other laboratory 
personnel passing by and disrupting the airflow of the cabinet. When the risk assess-
ment indicates that the work presents a relatively low level of risk, BSCs may be 
located at the end of the lab, and shared equipment and sinks at the front of the lab. 
This arrangement is usually sufficient to minimize the risk of one user disrupting 
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FIGURE 4.6 Security layering concept.
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the airflow, and potentially compromising containment of another user’s cabinet. 
When staff need to move through a lab frequently, or in a lab where highly infectious 
agents are studied and the consequences of disrupting cabinet airflow are very high, 
the circulation should be arranged so that the working areas in front of the BSCs are 
isolated and well protected from disruption. Figure 4.7 illustrates a lab layout with 
several BSCs, each having a separate working zone located away from circulation. If 
the risk assessment determines a high risk of aerosol transmission, the BSC, support-
ing bench space, and equipment should be located in a separate room.

FACILITY DESIGN FACTORS

SuStainability

Sustainability is a term currently used to describe a multitude of environment- 
friendly concepts in relation to facility design. In some circles, sustainability is con-
sidered to be the successful incorporation of green building technologies in a design 
project. “The green building movement strives to create a permanent shift in prevail-
ing design, planning, construction, and operational practices toward lower impact, 
more sustainable, and ultimately regenerative built environments” (US Green 
Building Council 2012). In other circumstances, sustainability is defined as the abil-
ity to maintain a facility for the maximum amount of time, using less energy, with-
out compromising safety and functionality. “Energy- efficient laboratories offer the 
research community cost savings and safer working conditions in addition to serving 
the larger social good of reducing energy consumption” (Applications Team 2008). 
From a risk- based design perspective, sustainability can be defined as the incorpo-
ration of appropriate design solutions that meet the needs of an institution, provide 
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personnel and environmental protection, and are within the institution’s capacity for 
long- term operations and maintenance.

In order to be sustainable, laboratories should be designed to allow construction 
with locally available materials (locally made or routinely imported) and construc-
tion methods, provided the available products meet the minimum quality standards 
required for the laboratory design. By using locally available materials, methods, 
and equipment wherever possible, the resulting facility will be less expensive to 
maintain and will be more likely to be kept in good running order because skilled 
service personnel and materials for repairs and changes will be readily available. To 
be sustainable, the facility also needs to be built with operating costs and resources 
well understood and appreciated by all parties. If a facility is built within the institu-
tion’s ability to provide staff and material resources to keep the building(s) operating 
as intended from both a laboratory design perspective and an efficient, maintainable 
building perspective, then the facility will be truly sustainable. An effective opera-
tions and maintenance program should conserve energy and water and be resource 
efficient, while meeting the comfort, health, and safety requirements of the build-
ing occupants (National Institute of Building Sciences 2014). A sustainable facility, 
which is well supported, well maintained, and well staffed, is less likely to be subject 
to changes or cost- cutting measures that could compromise security or safety and 
potentially increase risk at the facility.

aDaPtability anD Flexibility

Most design and construction projects are expected to maintain a useful life of 
30 years or more before they are replaced by new facilities. However, changes in sci-
ence, mission, instrumentation, and test methodologies pose significant challenges 
when trying to adapt aging facilities to current trends. For this reason, it is important 
to prioritize design solutions that allow for ease of future adaptation without signifi-
cant capital investment and extended downtime for renovations. Wherever possible, 
the design team and user groups should work together to develop spaces that are both 
flexible and adaptable.

A flexible space may be used for multiple purposes without significant changes. 
An adaptable space can be easily modified to suit a new purpose. In the example 
shown in Figure 4.8, the holding and procedure areas are flexible and can be used for 
multiple species (in cages) simply by changing the equipment. The area could also 
be equipped with an extra floor drain and extra mechanical penetrations so that a 
shower could be added without major changes to the supporting systems to make the 
space easily adaptable for use with noncaged animals (e.g., sheep).

Flexible design can be very beneficial to lab safety and security. If a flexible or 
adaptable lab space allows a new function to be located within an already established 
containment or security zone, then the new function will have little impact on the 
established safety and security operations. If a new function cannot be accommo-
dated and has to be placed in a disconnected area, then established security and 
containment boundaries will be affected. This could lead to secure materials being 
moved through nonsecure areas, increasing risk, and inefficient work patterns if 
people and materials have to move in and out of different secure zones.
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CONCLUSION

A risk- based design strategy should place a strong emphasis on identifying the spe-
cific mitigation measures needed to reduce the risks associated with handling and 
storing infectious biological materials, rather than implementing mitigation mea-
sures solely from a biosafety level or predefined solution perspective. This strat-
egy will decrease the likelihood of creating a situation in which a facility includes 
overcomplicated engineering elements or unsustainable systems. Biological safety 
measures are put in place to prevent accidental exposure to biological agents, and 
to prevent the unintentional release of agents into the surrounding community and 
the environment. Typically, this is achieved through a combination of design fea-
tures, specific biosafety mitigation measures, and biorisk management SOPs. Biorisk 
mitigating measures can be most efficient and effective when all parties involved 
in the operation of the facility understand how the facility design and the protocols 
for using it will work together to promote safe and secure operations. By bringing 
together a wide- ranging group of stakeholders, and developing a common under-
standing of the risks associated with the work at hand, a design team can develop a 
facility that is well suited to mitigate the biorisks present and is sustainable within 
the community, the budget, and the capabilities of the operating institution.

The correct design of a facility can help prevent the accidental release of bio-
logical agents into nonlab areas, and possibly into the environment, by incorporating 
features such as containment barriers, HEPA filters, and directional airflow. It is 
equally important to include features that help promote compliance with the estab-
lished SOPs. For instance, locating a sink near an exit where users need to wash 
their hands, providing ample space for storage to reduce lab clutter, and providing 
enough space to promote the proper function of biosafety cabinets will facilitate and 
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encourage users to follow the proper procedures. Ensuring that international biorisk 
management best practices are being considered throughout the design process will 
also help lab users to execute their work activities in a safe and secure manner.

Biological security measures are intended to prevent the theft or intentional 
release of biological agents or toxins by insider or outsider threats. Facility design 
can support biosecurity efforts by ensuring that access to the laboratory zones can 
be adequately restricted and monitored, secure rooms can safely store dangerous 
agents, and laboratory infrastructure is appropriately designed and in place to sup-
port the security equipment. An example would be the addition of access control 
devices to secure lab spaces and monitor secure freezers.

KEY CONCEPTS

• The implementation of containment concepts and features in a biologi-
cal laboratory facility should be based upon a well- considered analysis of 
risks—not upon predefined, prescriptive standards.

• Biorisks should be mitigated with a complementary combination of 
protocol- based and design- based measures that specifically mitigate the 
identified risks for specific facilities. Overdesigning laboratories can com-
plicate operations and make a facility unsustainable by inflating construc-
tion and operating costs and installing difficult- to- maintain equipment.

• Design input and information should be gathered from a wide- ranging group 
of stakeholders, including peers who do similar work in other institutions/ 
countries, in order to provide the design team with a well- rounded under-
standing of all risks involved in the work, and a broad- ranging intellectual 
resource to assist in the development of risk mitigation strategies.

• The zoning of the facility, directing flows of materials and personnel 
through the facility, and containment barriers within the facility are critical 
elements of risk mitigation strategies, and should be analyzed and illus-
trated through all phases of design.

• Biosecurity should be addressed in a layered approach that will allow for 
the implementation of access control and monitoring measures at multiple 
points within the facility.

• Facilities that are flexible, adaptable, and sustainable will be more able to 
preserve established safety and security protocols by allowing for changes 
in scientific working methods, or even the scientific mission, without 
the need for major changes to facility infrastructure or major changes to the 
risk mitigation concepts incorporated into the facility design.
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ABSTRACT

Once a facility is constructed, risk managers have several tools to mitigate biorisks 
identified in the risk assessment. They can decide to eliminate the risk or substitute 
it; they can use equipment to mitigate risks, such as biosafety cabinets, badge read-
ers, or personal protective equipment (PPE); they can decide who will have access 
and execute the work; and they can change work practices and administrative con-
trols. Although these are all elements that should be considered at the time of design 
of a facility, they are also the same tools available to adjust the mitigations as needed 
to accommodate changes in mission. Risk managers must understand the vari-
ous options that can be used to mitigate risks because no matter how well planned 
a facility is, the mission will inevitably evolve and risk mitigations will need to 
be reevaluated.

INTRODUCTION

Current Western occupational hygiene literature recognizes a hierarchy of mitiga-
tion controls as elimination, substitution, engineering controls, administrative con-
trols, practices and procedures, and personal protective equipment, each having 
various advantages and disadvantages (DiNardi 1997; NIOSH 2010; OSHA 2014). 
Engineering controls are subdivided into primary and secondary controls: primary 
controls are safety and security equipment, while secondary controls refer to the 
facility (see Chapter 4). Primary engineering controls include the equipment used 
in the laboratory to protect laboratory personnel and prevent accidental release, or 
intentional removal of biohazardous materials from the laboratory. Examples of this 
equipment include biosafety cabinets (BSCs), chemical fume hoods, access con-
trols (e.g., keys, cipher locks, badge swipes, and biometric readers), alarms (e.g., fire 
alarms, low oxygen sensors, motion sensors, and door open alarms), and other spe-
cialized equipment. Administrative controls can include policies, such as decisions 
about which personnel will conduct work, and training. Practices and procedures 
codify the expected behaviors of personnel. For example, expectations for waste 
handling should be captured in a documented procedure. Another standard practice 
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in a bioscience facility is the use of mechanical pipettors instead of mouth pipet-
ting. Personal protective equipment (PPE) is equipment worn by personnel that is 
designed to reduce their exposure and protect them from injury. Common PPE in 
bioscience facilities includes goggles, gloves, lab coats, and respirators.

Gressel (2005) advocates that elimination and substitution merit particular atten-
tion in this hierarchy because these options not only increase the level of pro tection 
to the worker and the work environment, but also may result in mitigation approaches 
that are less expensive and require less maintenance. Similarly, Soule (2001) explains 
how elimination and substitution frequently offer the most effective solution to an 
industrial hygiene problem. From a biorisk management perspective, the benefits of 
elimination or substitution need to be weighed against any scientific impacts. For 
example, there is an active debate over the benefits of retaining Variola major virus 
for research. The World Health Organization (WHO) has decreed that research on 
live Variola major virus must have public health benefits and not simply enhance sci-
entific understanding (Butler 2011). After eradication of smallpox in 1980, WHO and 
member countries readily agreed to consolidate the remaining virus isolates in two 
laboratories to eliminate the biosafety and biosecurity risks at all other institutions. 
For work with the only other eradicated virus, Rinderpest, the World Organisation 
for Animal Health (OIE) lifted the moratorium on research with live virus and imple-
mented a process for reviewing research proposals against three criteria to determine 
if the scientific benefits outweigh the biorisks (OIE 2013). These two examples show-
case elimination as a risk reduction strategy, but many times substitution of a less 
pathogenic strain also can substantially reduce the risks while yielding good science. 
However, it is critical to ensure that the substitution option is actually less risky than 
the original process. In 2004, the Children’s Hospital Oakland Research Institute 
believed it was working with nonviable vegetative cells of Bacillus anthracis- Ames 
strain as a substitute for the pathogenic material. When it was discovered that the 
specimen had not actually been inactivated, eight personnel had to receive post- 
exposure chemoprophylaxis for prevention of inhalational anthrax (MMWR 2005).

When elimination or substitution of hazards is not feasible or may not provide 
comprehensive solutions to the risk, engineering controls are often implemented to 
reduce the risk. The phrase “hierarchy of controls” leads many to believe that engi-
neering controls are the most important aspect of biorisk management. However, 
engineering controls are often misused and, as such, can provide a false sense of 
safety or security. Nevertheless, this is a common misperception, and as a result, 
some laboratories are designed entirely around engineering controls, neglecting 
other equally important control elements, such as administrative controls, standard 
operating procedures (SOPs), and the use of PPE. The level of implemented engi-
neering control should be proportionate to the risk and should work in conjunction 
with other controls to optimize overall risk mitigation. Furthermore, disproportion-
ate reliance on engineering controls to reduce laboratory risks can lead to overdesign 
of facilities or exorbitantly high operation, maintenance, and sustainability costs (see 
Chapter 4). Instead of being the single point of control, engineering controls should 
be approached as one aspect of a mitigation strategy that blends engineering con-
trols with other elements, such as elimination, substitution, administrative controls 
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(including training and mentoring), SOPs, and PPE. There are many risk factors and 
risk mitigation strategies that need to be considered when choosing the appropriate 
mitigation measures, including, but not limited to, agent characteristics, endemicity, 
population susceptibility, availability of prophylaxis and treatment, availability of 
trained and experienced personnel, and availability of resources. This is why the risk 
assessment (Chapter 3) is the crucial first step in selecting situation- specific mitiga-
tion measures.

Readers should rely on standard industrial hygiene, biosafety, and biosecurity 
texts for specific technical details on mitigation measures for bioscience institutions 
(WHO 2004, 2006; US Department of Health and Human Services 2009; Plog and 
Quinlan 2012). However, we argue that these cornerstone references are best used as 
a menu of options for selecting biorisk mitigation measures and not simply a check-
list to implement measures based on default biosafety levels. Historically, the design 
and implementation of mitigation measures have been based upon the biosafety level 
(BSL) of the laboratory (e.g., BSL1, BSL2, BSL3, or BSL4). The WHO states that 
“biosafety level designations are based on a composite of the design features, con-
struction, containment facilities, equipment, practices and operational procedures 
required for working with agents from the various risk groups…. The biosafety level 
assigned for the specific work to be done is therefore driven by professional judgment 
based on a risk assessment” (WHO 2004). The use of the AMP model builds on this 
approach, further enabling professional judgment in identification and implementa-
tion of specific mitigation measures based on a thorough risk assessment rather than 
relying on the predefined solution sets of biosafety levels. Using the biosafety level 
method to identify mitigation measures to be used is certainly better than no method 
at all, but a more strategic and technical approach to implement control measures 
would be to use a situation- specific risk assessment to more effectively allocate lim-
ited resources and reduce risks. By using the AMP model to select mitigation mea-
sures to address the identified risks, an institute does not necessarily have to use all 
of the elements in the hierarchy of controls, but rather can rely on assessment and 
performance to help ensure that risk is reduced to an acceptable level. The effective-
ness of mitigation control measures selected must also be evaluated on the feasibility 
and practicality to implement and sustain the measures.

CASE STUDY: CHALLENGES MITIGATING 
BIORISKS—TEXAS A&M UNIVERSITY

Although many laboratories successfully implement measures to mitigate their 
biorisks, the following case study is instructive as a source of lessons learned. On 
April 20, 2007, Texas A&M University (TAMU) in College Station, Texas, received 
a cease and desist order from the US Centers for Disease Control and Prevention 
(CDC) for any and all manipulations and storage of Brucella abortus, Brucella 
 melitensis, and Brucella suis (Kaiser 2007; Weyant 2007). On June 30, 2007, the 
CDC expanded the cease and desist order to include all work with select agents and 
toxins while CDC conducted a “comprehensive review” to determine if TAMU met 
the standards for handling select agents (Schnirring 2007) and delineated specific 
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violations related to lapses in specific mitigation measures. In addition, the principal 
investigator of the Brucella laboratory was suspended.

These unprecedented cease and desist orders stemmed from TAMU’s failure to 
report to CDC two cases of exposure to select agents in 2006. The first exposure 
occurred in February 2006 to a lab worker who had cleaned a Madison Aerosol 
Chamber that had contained Brucella in a biosafety level 3 laboratory in the School 
of Veterinary Medicine. The lab worker subsequently developed brucellosis and 
recovered after treatment with antibiotics. One month later, three other workers 
from the TAMU Medical School tested positive for antibodies to Coxiella burnetii, 
the bacterium that causes Q fever, but did not develop the illness. TAMU admit-
ted that it had failed to report both incidents in a timely fashion. Five laboratories 
in the School of Veterinary Medicine and the Medical School with 120 workers were 
closed. According to the CDC, this was the first time an entire university’s select 
agent program was suspended.

These incidents raise the following questions: How did these events occur at a 
highly respected and well- funded university? What safeguards were operational? 
Were biosafety/ biosecurity good laboratory work practices, standard operating pro-
cedures, administrative controls, personnel management, record keeping, incident 
response planning, and biorisk management in place?

The CDC report of August 31, 2007, indicated that TAMU had an inadequate 
biosafety and biosecurity program—violations occurred with primary biosafety and 
biosecurity equipment, administrative controls (especially with regard to personnel 
management) and procedures, and personnel management. These violations to the 
select agent regulations (42 CFR 73) included over 25 institutional violations, as well 
as over 45 violations attributed to the specific principal investigator’s research, labo-
ratories, and employees. For example, safety equipment was not used properly: the 
Madison Aerosol Chamber used for animal studies opened directly into a research 
laboratory with no primary containment barriers, clearly highlighting the absence of 
a system that systematically evaluated the performance of the risk mitigation mea-
sures. TAMU was also cited for failing to report a release from containment.

TAMU had difficulty implementing mitigation measures that intersected pri-
mary controls and administrative controls. At least seven incidences of unauthorized 
access to select agents occurred because either the primary engineered access con-
trols did not work properly or the associated administrative controls for personnel 
management policies regarding who was authorized to have access were missing or 
not performing properly. Other specific administrative control failures documented 
by CDC included:

• Failure to obtain approval for select agent work prior to experiments being 
conducted with both Brucella spp. and nine Coxiella burnetii aerosoliza-
tion experiments. This was a clear failure to implement or verify perfor-
mance of administrative controls for work planning and authorization.

• Individuals with the greatest access to laboratories and animal rooms did 
not meet proper medical entry requirements. No effective medical surveil-
lance program was in place. This is another administrative controls failure 
regarding personnel management.
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• TAMU’s approved certificate of registration did not match the list of indi-
viduals provided by the PIs—yet another failure in the administrative con-
trols for personnel and work approvals.

• TAMU lacked training records for individuals with approved access and 
documentation on formal training programs for individuals who worked in 
the laboratories of the PIs. Documented performance for training and other 
administrative controls was insufficient or nonexistent.

• The security plan did not adequately address transfer of select agents or tox-
ins. There was no documentation that a security plan had been designed in 
accordance with a site- specific risk assessment. Assessment was critically 
absent from the development of the security administrative controls.

Clearly, TAMU did not use an AMP approach for developing and implementing 
procedures and practices. CDC cited TAMU for inadequate administrative controls 
for preventing exposure (SOPs, routine maintenance) and waste handling proce-
dures. CDC also noted inventory discrepancies and deemed institutional inventory 
oversight for select agents inadequate. Utilizing the assessment and performance 
components of the AMP model could have helped TAMU develop more appropriate 
SOPs for these key activities.

Each cited deficiency could have been avoided. Instead, TAMU had to pay $1 mil-
lion in fines for the violations (Schnirring 2008) so that the university could resume 
its biodefense research. The large monetary penalty set a new standard of account-
ability for all research institutions that conduct work on biological select agents. 
However, the most significant impact was related to the publicity the incidents gen-
erated for TAMU, which tarnished the university’s reputation and likely negatively 
impacted TAMU’s failed attempt to win approval for a major new federal laboratory: 
the National Bio and Agro- Defense Facility.

USING AMP TO STRENGTHEN MITIGATIONS

So, how can these types of negative impacts be avoided? And, how can the AMP 
model be applied to optimize the implementation of the mitigation measures— 
measures that can be adjusted after a facility is built as the science changes? 
Institutions must determine what primary engineering controls to employ, which 
people to perform what activities, what practices and procedures to implement, and 
what PPE to require. AMP is a simple tool to use to make these decisions, ensuring 
a holistic, strategic, cost- effective, and sustainable approach.

Primary EnginEEring Controls

Primary engineering controls are an integral component of biorisk management that 
can substantially mitigate biorisks, when used in accordance with a comprehensive 
risk assessment and a solid understanding of how the performance of these controls 
will be monitored and maintained. There is a critical interplay between the primary 
engineering controls, the procedures, and the personnel. As an example, we will 
discuss some of these relationships for the biological safety cabinet (BSC). The BSC 
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(Kruse et al. 1991) is a common and critical primary engineered control for reducing 
the risk of cross- contamination (product protection), reducing the risk to the worker 
of an aerosol or droplet exposure, and reducing the risk to the environment of an 
aerosol exposure—but only if it is installed, maintained, and used correctly. If there 
are air drafts from heating or air conditioning, personnel movements, doors opening 
and closing, or other sources of air drafts, the performance of the BSC will suffer. 
In fact, if a procedure that creates aerosols is being conducted in a BSC, the amount 
of aerosolized organisms that escape from the BSC is directly proportional to the 
velocity of the cross- draft (Rake 1978). Some types of BSCs must be hard ducted to 
the building exhaust, while others can be installed without any connection into the 
facility ventilation system. It is important to understand these differences since they 
impact laboratory procedures, including when the BSC is not in use, handling failure 
modes, and the ability to work with any chemicals.

The National Sanitation Foundation (NSF)/American National Standards 
Institute (ANSI) Standard 49 establishes independent performance criteria for BSCs 
(NSF/ ANSI 49). The US Biosafety in Microbiological and Biomedical Laboratories 
(BMBL) (US Department of Health and Human Services 2009) recommends that 
laboratories certify their BSCs against this standard before being placed into service, 
after being relocated, and annually to ensure proper functioning of this critical pri-
mary control for biohazard risks in most laboratories. However, Kruse et al. (1991) 
document examples of improperly certified BSCs, and how these primary controls 
did not perform as intended and inadvertently failed to mitigate the risks in the ways 
the facilities assumed. In one example, the protective covering of the filter for ship-
ping of the BSC had not been removed, so air was not filtered and exhausted prop-
erly. Instead, air blew out of the front of the BSC into the worker, yet the BSC had 
been tested and certified four times over several years (Kruse et al. 1991). To address 
this personnel competence failing of the certifiers, NSF started a program to accredit 
BSC certifiers in 1993 (US Department of Health and Human Services 2009).

The level of protection depends on the mechanical performance of the primary 
engineering control device as well as good laboratory work practices (Kruse et al. 
1991). If the personnel who use the BSCs do not understand and follow the correct 
procedures for conducting work inside the BSCs and decontaminating the BSCs 
afterwards, the BSCs will likely not mitigate the risks properly, even when the 
BSCs are properly selected, installed, and functioning correctly as verified by certi-
fication. Poorly trained workers often use the air intake grill of a BSC as part of the 
work surface, covering the grill with an absorbent pad, microfuge tube holders, or 
other equipment in use in the cabinet. These items disrupt the protective airflow. In 
this case, the worker may assume that certain protection is offered, does not attempt 
to augment the protection with additional PPE, and performs the procedure. If the 
worker were aware that the containment aspects of the BSC were hindered, he or she 
might choose to find an alternate mitigation strategy or choose not to perform the 
procedure. There are many other best practices for working in a BSC that a worker 
must be willing to follow if the risks are to be mitigated as planned even if, in doing 
so, additional time is required.
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standard oPErating ProCEdurEs

Despite the plethora of engineered controls available to a bioscience institution, the 
success of these controls depends primarily on individual workers using the controls 
as designed. Standard operating procedures (SOPs) are the primary tool to achieve 
this outcome. These instructional documents are designed to guide “different people 
doing one thing the same way and achieving the same outcome” (Kaufman 2009). 
SOPs generally aim to achieve a single or small outcome (e.g., how to correctly 
wash hands). Examples of SOPs one might expect to see in a bioscience laboratory 
include, but are not limited to: (1) entering/ exiting laboratory, (2) donning/ doffing 
PPE, (3) instrument operating procedures (PCR, centrifuge, autoclave, etc.), (4) use 
of biosafety cabinets, (5) emergency response, (6) hand washing, (7) waste segrega-
tion, management, and disposal, (8) inventory control, and (9) experiment- specific 
activities. These SOPs should be based upon a robust risk assessment of the activi-
ties being conducted, the biological agent(s) involved, and the specific primary and 
secondary engineering controls that are in place for the given facility.

The BMBL and WHO Laboratory Biosafety Manual (LBM) list specific practices 
and procedures by biosafety level (US Department of Health and Human Services 2009; 
WHO 2004). Yet, practices and procedures are the mitigation measures that can be the 
most responsive to changing risks; thus, default practices and procedures tied to bio-
safety levels should not automatically be used. In 2004, while severe acute respiratory 
syndrome (SARS) virus was still quite new and had not appeared in Belgium, Herman 
and colleagues (2004) analyzed the laboratory- acquired infections in Singapore and 
China to inform a risk assessment for different diagnostic protocols. They then used 
these data to guide the establishment of SOPs, including work with inactivated clinical 
specimens, because such specimens might still contain infectious RNA, and for stor-
age of positive clinical samples. They also developed other risk- based recommenda-
tions for a series of other practices and procedures for handling SARS virus.

Practices and procedures should be accessible to all relevant laboratory staff, and 
these must be evaluated and validated to ensure that individuals understand and can 
physically accomplish the procedure. As with other elements of the biorisk manage-
ment system, the performance of all practices and procedures should be reviewed 
regularly and when changes occur. To consistently measure the ongoing effective-
ness of a practice or procedure, systematic observation of behaviors by coworkers 
and biorisk management officers can be used in addition to self- reporting or report-
ing by coworkers.

Gidley Amare (2012) argues that SOPs are fundamental elements of an effective 
management system that “help cultivate transparent functions, implement error pre-
vention measures and facilitate corrective actions, and transfer knowledge and skill.” 
Although practices and procedures should define how personnel actions fit into the 
biorisk management framework, persuading individuals to implement standard prac-
tices and procedures can be challenging. Amare (2012) explains how some personnel 
feel that standardization of procedures and practices “diminishes their importance 
at work and so are unwilling to share their knowledge and skills…. Some workers 
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feel insecure in their position if everybody knows their skills and knowledge.” The 
potential perceived impact of SOPs on job status and job security highlights the 
importance of the people—the scientists, technicians, administrators, support staff, 
and others—in the biorisk management system.

PErsonnEl

How should management encourage appropriate behavior among the staff toward 
biorisk management? How should management monitor personnel reliability? 
Personnel management throughout the life cycle of the employee is often discon-
nected from the biorisk management program, yet it should be an integral part of the 
system. Institutions need to recruit the appropriate individuals who have the neces-
sary technical skills and right attitude, but also need to create an environment where 
the staff members embrace biorisk management. Every member of the workforce 
should support the biorisk management vision demonstrated and communicated by 
the institution, including management, biorisk management advisors, and principal 
investigators. Universal support of this vision can and will influence adoption of 
biorisk management practices. But, Burman and Evans (2008) argue that fundamen-
tally, leadership is the key to affecting a safety culture. From the authors’ personal 
experience, when a director attends a biorisk management training course with the 
workforce, instead of just mandating it for subordinates, he or she demonstrates lead-
ership’s commitment and vision better than a memo could ever communicate. The 
UK Health and Safety Executive identified five indicators of safety culture from 
the investigation of rail accidents (Human Engineering 2005), including leader-
ship, two- way communication, employee involvement, learning culture, and attitude 
toward blame. We believe these same factors are fundamental elements in creating a 
resilient biorisk management culture.

If an institution is successful in creating an impactful biorisk management cul-
ture, employees will not feel threatened by the institute’s administrative controls, such 
as SOPs, will accept the need for and not circumvent the engineered controls, and 
will understand the purpose for not conducting work before receiving authorization. 
Institutional management needs to assess positions to define the reliability and skills 
needed, and the subsequent recruitment practices should be commensurate with that 
assessment and level of risk. Institutions must make decisions about new and current 
employees’ reliability for the position. This can include evaluating trustworthiness, 
physical competence, mental competence, emotional stability, financial stability, and 
the ability to uphold obligations to safety, public health, national security, and sci-
entific integrity.

Once an individual is hired, the risk- based approach to personnel management 
must extend to training (see Chapter 6), support, and career development. The 
American Association for the Advancement of Science (AAAS) published a report 
(Berger and Roderick 2014) that discusses strategies for mitigating personnel secu-
rity risks that touch on all aspects of the employee life cycle, such as hiring, access, 
employee behaviors, training, personnel actions, and visitors. The report encour-
ages bioscience institutions to rely on performance goals for employees to encour-
age ownership and a sense of individual responsibility and other mechanisms to 
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build trust and transparency, in addition to more traditional background screening 
methods and employee assistance programs. In this report, AAAS articulates the 
elements of personnel security as adherence to security protocols, technical com-
petence, adherence to safety, scientific responsibility, and occupational health and 
well- being. When human behaviors depart from these norms, personnel can pose a 
safety or security concern from either malice or disregard (Greitzer and Ferryman 
2013). In most cases of betrayal or attack by an employee, that employee exhibited 
serious personnel problems in the preceding months or year; thus, proactive action 
to address the anxiety or stress may have prevented the incident (Shaw and Fischer 
2005). Additionally, missteps in an employee’s scientific responsibilities can nega-
tively impact an institute’s reputation and funding. They may also be indicators of 
the potential for additional misconduct that could lead to safety or security problems. 
In one of the most comprehensive analyses of scientific misconduct, Daniele Fanelli 
(2009) determined that “on average 2% of scientists admit to have falsified research 
at least once and up to 34% admit other questionable research practices.” Individuals 
with admittedly questionable practices in research may disregard the biorisk man-
agement practices and pose a risk to the institution and others.

The challenges of personnel, engineering controls, and procedures also converge 
for visitors. Whether it is the certifier for the BSC or an employee’s family member, 
an institution must assess the risks, develop specific mitigation measures (typically 
procedural), and validate those measures before admitting any visitor into the insti-
tution. The maintenance of laboratory equipment may require visiting technicians 
to enter the laboratory. Granting access to these technicians may increase the likeli-
hood for theft of material, and also increase the biosafety risk to the individual or 
environment. Institutions should establish a process to verify the visitor’s credentials, 
ensure material is secured, escort visitors so they are monitored, and decontaminate 
the laboratory or equipment to be serviced. Equally important is requiring visitors to 
check out when they leave for the day to ensure accountability for all persons within 
the facility. For any persons who may require extended access to perform work, 
additional controls should be enforced, as with employees, including verification of 
the person’s knowledge, skills, and abilities, and employment and education history.

Eliminating safEty and sECurity ConfliCts

Verifying performance of the system used to mitigate the identified risks will also 
ensure that conflicts between biosafety and biosecurity are resolved. Do primary 
engineered controls for security interfere with life safety? Security bars on windows 
may eliminate an emergency exit route if they do not have emergency release devices 
installed that allow the bars to be opened from the inside. Personnel also need to be 
aware of and understand how to use the release devices. Do the access controls oper-
ate correctly under the relevant procedures? Primary engineered controls for access 
can include lock and key, badge swipe, fingerprint reader, or retinal scanner, among 
others. However, a worker who is wearing gloves cannot use a fingerprint scanner. 
A physical key or badge may need to be decontaminated if these items are used in a 
setting where they could become contaminated. Goggles or face shields can interfere 
with some types of eye scanners. In these cases, the point of access control could be 
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moved, depending on the facility layout and workflows, or a different type of access 
control equipment could be utilized. It is crucial to consider and balance both bio-
safety and biosecurity aspects when making decisions about how to mitigate the iden-
tified risks. Furthermore, appropriate mitigation measures need to be based on what 
the infrastructure can support and sustain. For example, personnel can get trapped in 
the laboratory if the power goes out and there is not an alternate mechanism to open 
the door or reliable uninterruptible power supply for the locking mechanism.

CASE STUDY: DIFFERENT SOLUTION PATHS 
TO WORKING WITH EBOLA VIRUS

Since its discovery in 1976 as the causative agent of an outbreak in what is now the 
Democratic Republic of the Congo, Ebola virus has been designated a risk group 4 
agent by WHO, the European Centers for Disease Control, and the US CDC, among 
others. As a result of this designation, researchers traditionally only handle Ebola 
virus in a biosafety level 4 laboratory. However, an outbreak that began in Guinea in 
December 2013 mushroomed into the largest outbreak of Ebola virus disease to date, 
with active transmission in Guinea, Liberia, and Sierra Leone (as of October 2014). 
Travelers imported isolated cases into Mali, Nigeria, Senegal, Spain, and the United 
States (as of October 2014). The magnitude of the outbreak coupled with concerns over 
the possibility of additional exported cases led several leading public health agencies to 
release updated guidance for handling specimens suspected of containing Ebola virus 
to provide recommendations to nonbiosafety level 4 laboratories to safely handle Ebola 
virus (WHO 2014; PHAC 2014; US Centers for Disease Control and Prevention 2014a).

The new guidelines have many commonalities that focus on implementing spe-
cific mitigation measures to match specific facets of the risks associated with handling 
Ebola virus samples. These guidelines all focus on mitigating the risks of exposure and 
emphasize the need for risk assessments to identify all possible sources of sprays, drop-
lets, and splashes. The CDC interim guidelines suggest laboratory staff test specimens 
in a “certified class II Biosafety cabinet or Plexiglass splash guard with PPE to protect 
skin and mucous membranes” (US Centers for Disease Control and Prevention 2014a). 
This recommendation combines primary controls to contain droplets created during 
laboratory procedures with the usage of PPE to mitigate the risks of splashes and other 
releases from the primary controls. They highlight the risk associated with having 
laboratory staff work in unfamiliar PPE, which could inadvertently result in exposure 
during doffing (US Centers for Disease Control and Prevention 2014b). Personnel must 
be evaluated for their ability and comfort level in executing new protocols to handle 
Ebola virus. The Public Health Agency of Canada suggests designating specific per-
sonnel for work with suspected samples and limiting access to those individuals only 
(Public Health Agency of Canada, 2014). Notably, the new guidelines for working with 
Ebola virus do not instruct laboratories to physically change their facilities, but rather 
to review and adjust their primary controls, administrative controls, personnel, and 
PPE to handle the potential new risk of a suspected Ebola virus sample.

In a set of questions and answers for “How U.S. Clinical Laboratories Can Safely 
Manage Specimens from Persons under Investigation for Ebola Virus Disease,” the 
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CDC describes why following protocols for bloodborne pathogens will sufficiently 
address the risks of clinical labs that handle Ebola virus—even though the CDC 
itself only works with Ebola virus in a biosafety level 4 laboratory (US Centers for 
Disease Control and Prevention 2014b). The CDC explains this difference in terms 
of the risks associated with the different activities conducted since CDC’s Ebola 
researchers grow large quantities of viral stocks for subsequent testing of potential 
vaccines and treatments, while clinical laboratories primarily process small amounts 
that are inactivated early in the testing process.

CONCLUSION

In this chapter, we maintain that it is not sufficient for bioscience institutions to 
simply rely on technical documents such as the US Biosafety in Microbiological and 
Biomedical Laboratories (US Department of Health and Human Services 2009), 
the WHO Laboratory Biosafety Manual, and the WHO Biorisk Management: 
Laboratory Biosecurity Guidance (WHO 2006) for choosing appropriate mitiga-
tion measures. To optimize the use of risk mitigation measures, institutions need to 
embrace flexible, creative thinking about using tools from across the hierarchy of con-
trols to address their specific risks with appropriate biosafety and  biosecurity—both 
in implementing their day- to- day mission and in adapting to disease outbreaks and 
other mission or situational changes. As the TAMU case illustrates, even a sophisti-
cated institution can encounter serious gaps in its mitigation measures because of a 
compliance mindset that fails to examine the assessment and performance of chosen 
mitigation measures. The Ebola outbreak shows how a facility may need to adapt 
its risk mitigation measures without the luxury of building a new secondary barrier 
(laboratory). Elimination and substitution of the hazards should be first consider-
ations in any mitigation strategy. In many cases, innovative use of elimination and 
substitution can also greatly improve the science. The risk of testing for HIV has 
been significantly reduced through the development of dried blood spot tests that do 
not need viable virus. At the same time, this advance in technology has improved the 
ability to conduct HIV surveillance in developing countries since a cold chain is no 
longer required for the samples (Solomon et al. 2002). However, elimination or sub-
stitution may not always be feasible to achieve the scientific mission; the applicabil-
ity of these control measures needs to be reevaluated regularly as the scientific state 
of art advances. But, when elimination or substitution is not appropriate or sufficient, 
facilities can adjust their primary controls, administrative measures, procedures, and 
PPE to develop multiple strategies to mitigate their biorisks.
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6 Biorisk Management 
Training

Lora Grainger and Dinara Turegeldiyeva

ABSTRACT

This chapter will introduce bio risk management (BRM) training in the context of the 
CEN Workshop Agreement 15793—Laboratory Biorisk Management as a common 
risk mitigation strategy. The chapter will also address how effective BRM training 
can be used to address gaps identified in a risk assessment. This section of the chap-
ter will discuss the ADDIE training development model, which provides a frame-
work for identifying training objectives that should always be directly linked to the 
risk assessment. This section will clearly show the importance of identifying who to 
train, ways of delivering training, and what to train in order to achieve the desired 
knowledge, skills, and abilities. The chapter will end with a consideration of the 
various types of training strategies, including their advantages and disadvantages.

INTRODUCTION

Understanding the risk associated with working with biological materials is funda-
mental to personal, community, and environmental safety and security. The goal of 
bio risk management (BRM) training is to equip laboratory managers, administra-
tors, scientists, and other workers with an understanding of the factors that con-
tribute to risk so that risk can be mitigated appropriately. Conventional biosafety 
training approaches have relied heavily upon memorization of risk categories or lev-
els that depict the risk according to pathogen characteristics or predetermined com-
binations of mitigation measures. Although these approaches provide an awareness 
of the risk associated with biological activities, they fall short in providing an oppor-
tunity to critically assess the risk. Generally, in the United States, the nomenclature 
states that laboratories that work with more dangerous agents have a higher biosafety 
level (such as BSL3 or BSL4) designation (US Department of Health and Human 
Services 2009). In contrast, in Russia and the former Soviet Union (FSU) countries, 
micro organ isms are classified according to pathogen characteristics, where the most 
dangerous pathogens are attributed to the lower first class and the least dangerous 
pathogens to the higher fourth class (Russian State Committee for Sanitation and 
Epidemiological Oversight 1994). This simple example shows that caution must be 
taken when assigning numerical nomenclature or applying external risk assessment 
parameters. More importantly, without fully understanding the situation or other fac-
tors that contribute to risk, important risk mitigation decisions may be overlooked.
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Risk classifications are valuable sources of information; however, it is clear that 
they cannot be the only source of information. The active process of performing a 
risk assessment (Chapter 3), including evaluating pathogen characteristics, potential 
routes of exposure, and local circumstances and risk mitigation measures, is abso-
lutely necessary because the risk in any situation will vary. Many guidelines are 
specific to a certain institute, country, or region, and may not apply to every situ-
ation. Currently, the nature of life science is changing rapidly with new advances 
in technology. Therefore, there is a demand for more information to appropriately 
assess risk in real time.

A common drawback of relying exclusively on risk classifications is that situation- 
specific risk mitigation measures are overlooked. These measures are often identified 
following an incident where, unfortunately, hindsight cannot reverse any damage 
that has already been done. More broadly, advancing bio risk management relies on 
a continual risk assessment process to collectively build the BRM knowledge base. 
Simply put, encouraging and training laboratory staff to inquire and probe deeply 
about risks and risk assessment will ultimately strengthen the bio risk management 
system. A strong foundation in risk assessment will encourage the development and 
use of more effective mitigation and performance measures.

BRM training aims to transfer knowledge, support, skills, and abilities to criti-
cally assess risk before incidents occur. By providing opportunities to carefully 
evaluate the factors that contribute to risk, and effectively ask the right questions, 
BRM training can empower people to take responsibility for their own health, and 
the well- being of others and the environment. Ideally, BRM training allows for 
improved understanding of risk and better management of risk over time.

AN INTERNATIONAL AND HISTORICAL PERSPECTIVE

In Central Asia, the former Soviet Anti- Plague System (APS) laboratories often 
struggle with the best way to implement and train staff to follow the former Union 
of Soviet Socialist Republics (USSR) guidelines, which are still applicable to coun-
tries in the former Soviet Union (FSU). These guidelines consist of a wide set of 
sanitary regulations, laws, instructions, and other legal documents that ensure safety 
while working with especially dangerous pathogens (USSR Ministry of Health 1978, 
1979), and closely resemble those adopted by Russia (Russian State Committee for 
Sanitation and Epidemiological Oversight 1994). They were initially established after 
a tragic accident where the deputy director of the Anti- Plague Institute of Saratov 
“Microb” became infected at work, and then traveled to Moscow for a business trip, 
infecting those with whom he came in contact.

The guidelines describe strict rules of working with dangerous pathogens, includ-
ing detailed procedures for how to collect samples, the use of personal protective 
equipment, and proper disinfection, among other measures. The former Soviet repub-
lics still rely upon the information within the guidelines, although they are quickly 
becoming outdated with the advent of new biosafety equipment and best practices 
(Turegeldiyeva 2014). This poses a problem, as many of these guidelines are solidi-
fied into national law, and violating them results in strict penalties. As a result, a 
number of former Soviet republics are in the process of revising their legislation to 
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include many norms and regulations from the West (Bakanidze et al. 2010; Republic 
of Kazakhstan 2012a, 2012b). However, this process takes time and unfortunately 
may not be able to provide protection to those who need it now.

The FSU countries are not alone in their drive to ensure adequate training accord-
ing to current best practices and inclusion of biosafety into the legislative framework 
amid advances in biotechnology or challenges in infrastructure (Mtui 2011; Wang 
2004). In Malaysia, biosafety education is a high priority because of the increas-
ing prevalence of genetically modified products for which safety is a primary con-
cern (Rusly et al. 2011). In the developing world, laboratories often struggle with 
a safety system dominated by engineered solutions that rely on constant electrical 
power, which is not always available (Heckert et al. 2011). These situation- specific 
challenges for bioscience facility operations translate into bio risk management 
training challenges. To address these challenges, laboratory managers should use a 
BRM training program that explicitly embraces the AMP (assessment, mitigation, 
 performance) model and serves to specifically mitigate identified, local risks. For 
these reasons, BRM training must be deeply rooted in a solid foundation of risk 
assessment, and advancing this approach broadly will bolster positive outcomes and 
significantly reduce risk worldwide.

BRM training is essential to addressing increasing concerns about the effective-
ness of good laboratory practices and incident reporting in laboratories given the 
growing number of high- containment laboratories around the world (Chamberlain 
et al. 2009; Ehdaivand et al. 2013). To increase BRM capabilities, various organiza-
tions have prioritized training not only to address fundamental biosafety and bios-
ecurity issues, but also to promote an understanding of dual- use biological research 
(US Department of Health and Human Services 2007) and advocate for a culture 
of security to prevent an adverse event (Graham et al. 2008). Given this state, BRM 
training must create a biosafety and biosecurity culture that promotes far- reaching 
changes of BRM perspectives and behaviors. Therefore, we propose a BRM training 
paradigm shift—away from reliance on predetermined risk characterization strate-
gies and to critical thinking training that includes a thorough risk assessment. This 
risk- based approach to BRM training will secure knowledge, skills, and experience 
in risk analysis so that individuals will make confident decisions to reduce risk, espe-
cially as biotechnology advances, new diseases emerge, and interdisciplinary work 
grows to meet the demands of an advancing society.

USING ADDIE FOR BRM TRAINING

This chapter will describe how recognized BRM training best practices and experi-
ences from around the world can be used effectively to reduce risk. To demonstrate 
the implementation of risk- based BRM training, this chapter is structured around 
some core questions that are organized into a well- known instructional system design 
(ISD) model that incorporates five primary elements: analyze, design, develop, 
implement, and evaluate. This model is known as the ADDIE model (Hodell 2006) 
and is shown in Figure 6.1 and described in Table 6.1 in relation to BRM training. 
This model describes a general instructional systems design process for any training 
program or event. ADDIE is routinely used in various instructional settings, and has 
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shown marked success in the implementation of biosafety training programs in the 
Ukraine, Central Asia, Kazakhstan, and Georgia (Delarosa et al. 2011).

It is important to note that the ADDIE instructional systems design model can 
be applied to many different instructional delivery systems. This may include face- 
to- face training, distance or remote training, delivered training, or any combination 
of face- to- face and interactive web- based training, commonly referred to as blended 

Analyze

Design

DevelopImplement

Evaluate

FIGURE 6.1 ADDIE cycle.

TABLE 6.1
ADDIE Cycle Components as They Relate to BRM Training

Analyze Design Develop Implement Evaluate

What is the first 
step to initiate 
BRM training? 
How are BRM 
training needs 
identified?

Training Needs 
Assessment 

What is the next 
step to initiate 
BRM training? 
Are there 
general 
strategies for 
BRM training 
implementation?

Incorporating Risk 
Assessment

How can BRM 
training be 
retained?

Incorporating 
Instructional 
Design

Where should 
BRM training 
take place?

Focus on the 
Learning 
Environment

What to teach?
Identifying, 
Compiling, 
and 
Organizing 
Training 
Content

Who is involved in 
BRM training?

Understanding 
Student and 
Instructor 
Characteristics and 
Interactions

What else is 
needed to execute 
BRM training?

Other 
Considerations for 
Successful 
Training

Was the 
training 
effective?

Measuring 
Training 
Performance 
and Success
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training. With the focus on training systems, instructional design takes into account 
the specific knowledge, skills, and abilities that the students have before and will 
acquire during the training. In other words, the ADDIE model helps ensure that the 
core goals and objectives of the training are met systematically regardless of the 
instructional delivery media.

Training Needs Assessment
The first step to initiate BRM training is to gather information about the training 
needs: ask questions to identify specific gaps in knowledge, understanding, skills, 
and abilities for a group of individuals. A training needs assessment should identify 
specific deficiencies or gaps in understanding or application of BRM principles that 
could contribute to the likelihood or consequences of an adverse event. Information 
may come from a number of sources, including those listed in Table 6.2. Many of the 
same tools used for risk assessment will also identify training needs if the informa-
tion is tailored toward a training perspective. One particularly useful method is to 
analyze job descriptions or responsibilities within an institute. For BRM to be most 
effective, everyone must perform his or her duties effectively. Therefore, a work-
force analysis can help identify those individuals who have specific roles, or specific 
knowledge, skills, and abilities necessary to achieve BRM goals and objectives. This 
is a fairly simple way to determine where training could be directed.

For example, using international guidance as a starting point, Delarosa et al. 
(2011) divided up all the relevant skills necessary to perform a biosafety- related job 
into tasks and subtasks. Then, they assessed each position’s biosafety proficiency 
using performance metrics (Figure  6.2). This information became the basis for 
implementing biosafety training programs. Similarly, the guidelines for biosafety 
competency, drafted by the CDC, can be used to align BRM training efforts to 
objectives that are common to many organizations’ safety programs (US Centers 
for Disease Control and Prevention 2011). The competencies are divided into four 
domains with specific topics and skill levels (entry, mid, senior). These guidelines 
are an excellent resource not only to assess current training, but also to help direct 

TABLE 6.2
Information Sources for a Training 
Needs Assessment
Risk assessment

Job description analysis

Root cause analysis

Surveys

Interviews

Historical data

Behavioral observation data

Laboratory inspection

Drills
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and develop training programs. This approach for assessing training needs should be 
directly linked to the risk assessment. Surveys are another powerful training needs 
assessment tool that can be easily customized for a variety of training situations. 
Some examples of how surveys have been used to gather information to better under-
stand training needs are included in Table 6.3 (Ehdaivand et al. 2013; Kahn 2012; 
Nasim et al. 2012).

Whatever method is used, the information obtained from a training needs 
assessment should be cross- referenced with an institution’s overall risk assessment. 
Integrating performance indicators and regular testing into the training needs assess-
ment ensures that the results can be easily measured over time and documented 
to demonstrate risk reduction. These examples highlight the advantage of directed 
BRM training, which targets the root cause of the risk compared to general, nonspe-
cific biosafety training.

Other factors, such as national and international guidance, or regulatory or legal 
requirements, can also shape BRM training. High- level policy decisions will often 
shape BRM training requirements for an institute, laboratory, or in some cases, a 
country. International BRM guidance from the CWA 15793 and CWA 16393 docu-
ments outlines general components of a bio risk management system and implementa-
tion guidelines, respectively (European Committee for Standardization 2011, 2012). 
See Table 6.4. The CWA 15793 has also been used successfully as a gap analysis 
tool to identify BRM needs, including training (Rengarajan 2010; Sundqvist et al. 
2013). Additional guidance documents from the World Health Organization (WHO), 
the US National Institutes of Health (NIH), the US Centers for Disease Control and 
Prevention (CDC), and other institutions are included in Table 6.5. A thorough review 
of the literature is often a good starting point to shape BRM training policy.

The consequences of not having a BRM training program may be noncompli-
ance depending on the guidelines and legal requirements of a laboratory, institute, 

Biosafety Instructor Skills

Biosafety Management Skills

Basic Biosafety Skills

Number of Subtasks

Technician

Scientist

Laboratory
Manager

Biosafety
O�cer

0 20 40 60 80 100

FIGURE 6.2 Needs assessment tools—focus on job description analysis. (Data from 
Delarosa et al., Applied Biosafety: Journal of the American Biological Safety Association, 
16, 2011.)
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locality, or country. Knowledge and understanding of specific legislation are essen-
tial for any BRM training program.

Currently, there are no internationally recognized BRM training standards or cer-
tified BRM professionals, although national biosafety associations, such as ABSA, 
offer biosafety credentials. In addition, the International Federation of Biosafety 
Associations (IFBA) is in the process of creating an internationally recognized BRM 
professional certification (International Federation of Biosafety Associations 2012). 
Commonly, each institute, in conjunction with its institutional biosafety committee 
and biosafety professional, will work to establish its own training standards. Exactly 
how these policies, guidelines, recommendations, and standards are incorporated 
into BRM training is often the role of the institute’s management and leadership in 
association with a biosafety advisor or other BRM training professionals.

The training needs assessment should be continually updated. Revision should 
occur whenever there is new information, such as results from a previous BRM train-
ing event, or if the conditions or situation in the facility changes. For example, if a 
new laboratory, new person, new piece of equipment, or even a new responsibility is 
added to the work environment, the training needs should be reevaluated. Overall, 
the process of reducing risk through training is a moving target that needs continual 
assessment to determine how biosafety and biosecurity training can most effectively 
be used to reduce risk.

TABLE 6.3
Needs Assessment Tools—Focus on Surveys

Description Outcome Country Reference

Survey of laboratory practices along 
with a review of current laboratory 
guidelines to understand if 
biosafety practices in anatomical 
pathology laboratories are 
sufficient.

Favorable perceptions of 
adequate biosafety training 
did not reflect daily practices 
or current guidelines.

United States Ehdaivand 
et al. 2013

Survey of graduate students and 
postdoctoral fellows from large 
public and private universities to 
assess students’ education, 
experiences, and attitudes regarding 
biosecurity in comparison to 
bioethics or biosafety.

The concept of biosecurity 
was new to many 
respondents compared to 
bioethics and biosafety. 
There is a lack of biosecurity 
training opportunities. 

United States Kahn 2012

Survey of laboratory technicians 
from clinical laboratories in public 
and private sector hospitals to 
determine biosafety perception and 
practices.

The majority of laboratory 
technicians had not had any 
formal biosafety training and 
lacked awareness of good 
laboratory practices and 
biosafety measures amid 
poor resources. 

Pakistan Nasim et al. 
2012
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TABLE 6.4
BRM Training Guidance

CWA 15793:2011
4.4.2.4 Training

“The organization shall ensure that requirements and procedures for bio risk- related training of 
personnel are identified, established, and maintained.

NOTE Procedures should address:

 a) definition of bio risk training needs;

 b) provision of required bio risk training;

 c) determination of effectiveness of bio risk training;

 d) provision of refresher bio risk training;

 e) restrictions on personnel to ensure they do not perform tasks for which they are not trained;

 f) maintenance of adequate records.

Training should include raising personnel awareness of bio risk issues including the relevance of 
human factors in bio risk management.”

CWA 16393:2012
4.4.2.4 Training

“The organization should design, establish, maintain, assess and monitor a robust bio risk- related 
training programme appropriate to all levels of personnel. The training should include raising 
personnel awareness of bio risk issues including the relevance of human factors (e.g. behaviour, 
reliability, errors) in bio risk management.

The result should be a training programme that provides staff with the knowledge and skills to reduce 
risk, with measurable markers of success that can be reported to management.

In order to design a training programme the organization should consider—apart from the ones already 
given:
• definition of employees duties and their training needs related to bio risk (e.g. analysis of 

employees past performance);
• bio risk policies and objectives;
• safety and security competencies that are required at different levels of the organization;
• provision of required bio risk training;
• frequency of training;
• awareness programmes for contractors, temporary workers and visitors;
• determination of effectiveness of bio risk training;
• choice of the appropriate method for conducting the training (e.g. web based, instructor led, 

hands- on training);
• restrictions on personnel to ensure they do not perform tasks for which they are not trained; and
• documentation and maintenance of adequate records of training that include attendance and 

content of training.

Training programmes should equip staff with the knowledge and tools to identify hazards, manage 
risk, and put into place measurable markers of success that can be reported to and used by 
management.”

Source: European Committee for Standardization, “CEN Workshop Agreement (CWA) 15793: 
Laboratory Biorisk Management,” 2011; European Committee for Standardization, “CEN 
Workshop Agreement 16393:2012: Laboratory Biorisk Management—Guidelines for the 
Implementation of CWA 15793:2008,” 2012.
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Incorporating Risk Assessment
Using BRM training as a risk mitigation measure assumes an understanding of the 
risk and how training will address that risk. In other words, the results of the risk 
assessment should be used to draft specific BRM training goals and objectives, 
and the focus should be on reducing unacceptable risks. Goals should be broad in 
scope and incorporate the various elements of the AMP model. BRM objectives 
should define more specific, action- oriented outcomes for a particular BRM training. 
Depending on the organization, the terminology for goals and objectives may vary. 
Table 6.6 includes an example of training goals and objectives derived from training 

TABLE 6.5
Sources for BRM Training Guidance

Source Description Website

CDC Centers for Disease Control 
and Prevention

Guidelines for laboratory 
competency

Select agent guidance

http://www.cdc.gov/ biosafety/
http://www.cdc.gov/ mmwr/ pdf/ other/ su6002.pdf
http://www.selectagents.gov/ resources/ Guidance_
for_Training_Requirements_v3-English.pdf

CWA 15793 CEN Workshop Agreement, 
2011

ftp://ftp.cenorm.be/ CEN/ Sectors/ TCandWorkshops/ 
Workshops/ CWA15793_September2011.pdf

CWA 16393 CEN Workshop Agreement,
2012

ftp://ftp.cen.eu/ CEN/ Sectors/ List/ ICT/ Workshops/ 
CWA%2016393.pdf

CDC/ NIH Biosafety in microbiological 
and biomedical laboratories

http://www.cdc.gov/ biosafety/ publications/ bmbl5/
bmbl.pdf

NSABB National Science Advisory 
Board for Biosecurity

http://osp.od.nih.gov/ office-biotechnology-activities/ 
biosecurity/ nsabb

NIH National Institutes of Health http://osp.od.nih.gov/ office- biotechnology- activities/ 
 biosafety

NBBTP National Biosafety and 
Biocontainment Program

http://www.nbbtp.org

OSHA Occupational Health and 
Safety Administration

https://www.osha.gov/ SLTC/ laboratories/ index.html

CLSI Clinical Laboratory Standards 
Institute

http://clsi.org

WHO World Health Organization—
Biosafety Manual: 
Laboratory Biosecurity 
Guidance

http://www.who.int/ csr/ resources/ publications/ 
biosafety/ WHO_CDS_CSR_LYO_2004_11/en/

http://www.who.int/ csr/ resources/ publications/ 
biosafety/ WHO_CDS_EPR_2006_6.pdf

SNL Laboratory Biosecurity 
Handbook

Salerno and Gaudioso 2007

IHR International Health 
Regulations, 2005

http://whqlibdoc.who.int/ publications/ 2008/ 
9789241580410_eng.pdf

ASM American Society for 
Microbiology—Guidelines 
for Biosafety in Teaching 
Laboratories

http://www.asm.org/ images/ asm_biosafety_
guidelines- FINAL.pdf

http://www.asm.org/ images/ Education/ FINAL_
Biosafety_Guidelines_Appendix_Only.pdf
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TABLE 6.6
Example of a Learning Outcomes Approach in Egypt

General Goals 
Addressed

Specific Learning 
Objectives/ Outcomes

Types of Assessments 
That Measure 

Objective

Activity That 
Accomplishes a 

Specific Objective

Participants will be 
advocates for 
teaching 
responsible conduct 
of research and 
practice of science.

Develop a teaching 
module to illustrate the 
use of the concepts of 
responsible conduct of 
research.

Develop an assessment 
instrument that will 
demonstrate the 
student’s ability to 
use the concepts to 
solve practical 
problems.

Use a historical case 
study to engage 
students and deepen 
awareness of the 
various issues. 

Present your approach 
to your colleagues in 
the institute and 
obtain their feedback.

Participants will have 
an awareness of 
hazards in the 
laboratory and 
know how to bring 
that awareness to 
others.

Identify the difference 
between chemical and 
biological hazards.

Be able to describe 
biosafety guidelines 
and standards of 
practice to prospective 
trainees. 

Tested knowledge, 
pre- and 
post- assessment.

Offer a problem and 
ask students to 
describe any obvious 
hazardous situations.

Group activities, small 
group discussions, 
clicker questions.

Expertise sharing (own 
experiences of best 
practice, own stories 
of poor practices).

Participants will 
appreciate the 
ethical, legal, and 
social 
responsibilities of 
life scientists.

Identify policies and 
guidelines and 
regulatory statements 
of both international 
and local bodies and 
critique the 
applicability of these 
statements.

Be able to write 
standards of practice 
for their own 
institution, department, 
or laboratory.

Convey these policies 
to their peers/ 
colleagues in their 
native language.

Critique and discuss 
how these apply to 
participants’ own 
experience, 
laboratory, 
institution, or 
country.

Locate and read/ 
discuss these 
guidelines with the 
group.

Discuss cases from 
historical examples 
(e.g., Thomas Butler).

Discuss case studies 
specific to the group 
itself (e.g., based on 
personal experience).

Source: National Research Council, Research in the Life Sciences with Dual Use Potential: An 
International Faculty Development Project on Education about the Responsible Conduct of 
Science, National Academies Press, Washington, DC, 2011.
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initiatives that focused on the responsible conduct of research in Egypt (National 
Research Council 2011). Training development should always take into account the 
various institutional, student, and instructional training goals and objectives. It is a 
natural tendency for instructors to want to deliver as much information as possible. 
However, if some information does not directly correlate to the goals and objectives, 
including it may dilute the specific risk mitigation benefits of the training.

Understanding the scalable nature of BRM training goals and objectives allows 
the training to be implemented for a number of different roles and organizational lev-
els in a way that can have far- reaching effects on risk reduction. The goals and objec-
tives for BRM training must acknowledge preexisting knowledge, skills, and abilities 
of the students and their functional roles. All personnel roles, whether they are top 
management, policy makers, representatives of funding organizations, students, labo-
ratory workers, security staff, or the cleaning crew, can influence and impact bio risk 
management. BRM training goals and objectives should focus on augmenting the 
specific knowledge, skills, and abilities of specific personnel to enhance their ability 
to mitigate the risks identified in the risk assessment.

There are a number of training strategies that can be used to achieve BRM 
training goals and objectives. Many of these strategies will depend on the insti-
tute and the context of the training. For example, biosafety training programs in 
high- containment laboratories are often structured to transfer knowledge through 
a mentor- apprentice relationship. Through one- on- one training and experience, the 
student gradually achieves greater independence (Gronvall et al. 2007). Mentorship, 
as with other training strategies listed here, has inherent advantages and disadvan-
tages (Lee et al. 2007; Walker et al. 2002). The training strategy may be topic spe-
cific, role specific, or country specific. There are a number of examples from the 
literature where various training strategies have been implemented, such as devel-
oping responsible  science teaching capacities in the Middle East and North Africa 
(National Research Council 2013), strengthening research capacity for infectious 
diseases in Honduras (Sanchez et al. 2012), or preparing hospital staff to treat poten-
tial exposures from a high- containment lab in the United States (Risi et al. 2010).

The literature describes the successes and failures of many previous training ini-
tiatives. Each strategy has advantages and disadvantages that should be considered 
prior to initiating any training, which is a key component of the analyze step in 
ADDIE. It is also important to be aware that there may be cultural considerations 
that would favor one training strategy or approach over another.

IncorporatIng InstructIonal DesIgn

It is well understood that learning does not happen instantly; instead, learning must 
be built upon a foundation of knowledge and experience. This progression is best 
described in Bloom’s taxonomy (Anderson and Krathwohl 2001; Bloom 1956), 
which is depicted in Figure 6.3. In this model, learning occurs in five stages, starting 
from a basic foundation of information and progressing to more advanced thought 
processes: know, learn (comprehend), apply, analyze, evaluate. Bloom’s taxonomy 
is useful to clearly define BRM training goals and objectives and to design train-
ing accordingly. This model has been used frequently in structuring science and 
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medical professional training (National Research Council 2011, 2013; World Health 
Organization 2006). Most introductory and BRM awareness training falls into the 
know to apply stages. Higher- order cognition, in the analyze and evaluate stages, 
often targets bio risk management professionals, who have responsibility for imple-
menting a complete bio risk management system. Generally, it is not reasonable to 
expect a student to progress more than one taxonomy level in any one training ses-
sion. In some cases, it may take multiple training sessions or courses for students to 
advance to the next level.

The Centers for Disease Control and Prevention uses an outcome- based training 
model that relies upon specific roles and competencies to drive public health train-
ing initiatives (Koo and Miner 2010). This so- called Dryfus model complements 
BRM training because many of the training objectives of public health institutes 
overlap with core biosafety and biosecurity principles. The focus in designing BRM 
training should be on framing the content in a way that will result in an effective 
learning experience.

Advancements in human cognition and learning research have resulted in a deeper 
understanding of how people learn. Furthermore, the scientific disciplines rely upon 
a deep understanding of a topic, rather than just basic knowledge. Therefore, over 
the last quarter century, science education has pushed for teaching pedagogy that 
capitalizes upon how people learn naturally (e.g., learning to walk, speak, ride a 
bicycle, or play a musical instrument) to achieve deep understanding of scientific 
topics (National Research Council 2000; Tanner and Allen 2004). Variations of indi-
vidual student learning styles explain why some learners understand best if infor-
mation is shown, demonstrated, or performed, while others may understand best if 
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*Bloom 1949
**From NRC “Developing Capacities for Teaching Responsible Science in the MENA Region” 2013
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FIGURE 6.3 Active learning models and strategies: Bloom’s taxonomy (from Bloom, 
Taxonomy of Educational Objectives: The Classification of Educational Goals, 1st ed., 
Longmans, Green, New York, 1956; National Research Council, Developing Capacities 
for Teaching Responsible Science in the MENA Region: Refashioning Scientific Dialogue, 
National Academies Press, Washington, DC, 2013).
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key information is heard or read (Freeman et al. 2014). Recent research challenges 
traditional lecture- style learning environments to become more student centered 
and interactive in nature. Interactive learning includes visual or physical demon-
strations, videos, case studies, role- playing, group activities, problem solving, and 
games. Active learning has been proven to increase student performance in science, 
engineering, and mathematics (Freeman et al. 2014).

Traditional learning theory promotes a content- and instructor- driven approach in 
which information is primarily explained or shown to students by the instructor. In 
this situation, students have the responsibility to retain the information provided by 
the instructor. However, in association with advances in understanding human cog-
nition, learning theory has evolved to a more facilitated- and learner- based approach 
where content is paired with carefully designed learning aids, activities, environ-
ments, and situations. In this approach, it is the responsibility of the instructor to 
guide student inquiry along a path of information self- discovery (National Research 
Council 2000). Generally, learner- based approaches, also known as facilitated learn-
ing, utilize more of a dynamic, interactive type of knowledge transfer.

A primary driver for the shift to a learner- based approach is an advanced under-
standing of how learning and memory are interconnected, as well as the observa-
tion that students exposed to active learning outperform students taught with more 
traditional methods (Freeman et al. 2014). Furthermore, undergraduate university 
professors and administrators are taking note that active learning correlates to not 
only increased student performance, but also increased instructor interest and satis-
faction (Armbruster et al. 2009).

There are a number of learning models that support the learner- based approach, 
including the principles of learning (Figure 6.4) and Jensen’s model (Figure 6.5). The 
principles of learning lists strategies to design and deliver training in a memorable 

Readiness

Exercise

E�ect

Primacy Requirement

Freedom

Intensity

Recency

FIGURE 6.4 Active learning models and strategies: Principles of learning (from Thorndike, 
The Fundamentals of Learning, Teachers College Press, New York, 1932).
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way, encouraging instructors to incorporate proven learning design features into cur-
riculum development (Thorndike 1932). Key definitions for the principles of learn-
ing are:

 1. Readiness: Students learn best when they are mentally, physically, and 
emotionally ready to learn, including having a strong motivation to learn.

 2. Exercise: Students will remember key points if they are repeated.
 3. Effect: Learning is strengthened by a positive and impactful learning 

experience.
 4. Primacy: The material learned first is often remembered.
 5. Recency: The material most recently learned is often remembered.
 6. Intensity: Intense and stimulating material, which may include activities, 

demonstrations, etc., is more likely to be retained.
 7. Freedom: The student will invest effort in learning items that he or she 

chooses.
 8. Requirement: Students learn best when starting from a common point.

The Jensen model categorizes the training effort so that instructors can focus atten-
tion, resources, and design to favorably impact learning, memory, and retention 
(Jensen 2005, 2008; Hodell 2006). This model relies heavily on the dynamic interac-
tions between the student and the instructor during instruction to frame and elabo-
rate upon the key messages. During this process, the students acquire knowledge 
through engaging learning experiences that allow them to connect the messages to 
other information, so that the content is retained. Taken together, both the principles 
of learning and Jensen’s model give instructors resources to build upon tendencies in 
human cognition to make the most of instructional time and effort.
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ENGAGE learners by getting them vested emotionally
FRAME learning to make it relevant, important, and compelling
ACQUIRE knowledge, skills, values, experiences
ELABORATE and deepen the learning through trial-and-error
time with feedback and active processing
CONNECT learning to other content, processes, and self

10%

A
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r SETTLE the learning with time for passive processing
REHEARSE & INCORPORATE by revising learning and using it

Jensen, Eric. 2005. Teaching with the brain in mind, 2nd edition. Association
`for Supervision and Curriculum Development (ASCD): Alexandria. Virginia

FIGURE 6.5 Active learning models and strategies: Jensen’s model (from Jensen, Teaching 
with the Brain in Mind, 2nd ed., Association for Supervision and Curriculum Development 
(ASCD), Alexandria, VA, 2005).
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The traditional learning methodology based on strict lecture, while definitely 
informative, often requires students to integrate knowledge and skills outside of 
the classroom—an expectation that is often not realistic for BRM training given 
time, resources, and other constraints. A perceived drawback to facilitated learning 
is that more time is spent on teaching only a few key messages, whereas in tradi-
tional instructor- based approaches, many more key messages can be conveyed in the 
same amount of time. However, evidence shows that when memory and retention 
are challenged, overall learning in active learning environments is greater than in 
instructor- based settings (Freeman et al. 2014). These learning models help instruc-
tors to understand that smaller amounts of meaningful and relevant information will 
achieve more learning and retention than large quantities of information on any par-
ticular subject.

A distinct advantage of facilitated learning, especially for BRM training, is 
that it provides information about the students to the instructor. In this way, the 
instructor may identify additional BRM training needs or other gaps that need to be 
filled or incorporated into the risk assessment. With one- way communication only 
from teacher to student, this is not possible. Furthermore, facilitated learning pro-
motes camaraderie between the students and the instructor because everyone works 
together to achieve common goals, such as improving BRM. As a result, the group 
can collectively bring different perspectives, experiences, and abilities to the learn-
ing environment to help improve biosafety and biosecurity.

Focus on the Learning Environment
BRM training can take place anywhere, although there are settings and consider-
ations for the learning environment that can impact the training event and, conse-
quently, student learning. For example, Maslow’s hierarchy of needs (Maslow 1943) 
states that basic physiological needs (oxygen, water, food, sleep) and safety (security, 
job, family, health, property) must be met before learning can take place. Taking this 
information into account can help an instructor maximize the learning environment, 
including the student’s motivation to learn (Raffini 1993). For example, if students 
are extremely hungry, tired, or even uncomfortable, they will not be able to absorb 
the key messages of the training. Therefore, allowing time for coffee breaks, snacks, 
and even a chance for students to quickly check their email will increase learning, 
and also help the students to enjoy the training more.

Similarly, an awareness of the student’s culture and the region of the world where 
the training is being conducted will help the instructor plan the training according 
to local customs and expectations (National Research Council 2000). In addition, 
effective BRM training relies heavily on communication to convey key messages; 
therefore, extra effort must be made to ensure that proper translation and interpreta-
tion are available when warranted. Also, it is critical to understand that the words for 
biosafety and biosecurity may be similar or even the same word in some languages, 
or the concepts may be completely new. As a result, extra time may be needed to 
clarify key terms and definitions before more advanced topics are covered. Ideally, 
international BRM training fosters cross- cultural exchange of BRM best practices 
that benefit the BRM community as a whole.
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Besides creating an optimal training environment and accounting for cultural 
and language issues, BRM training must consider the venue. Arguably, the most 
effective BRM training is done in the environment where the hazard is located. This 
is often a laboratory, but it may be in a field environment, a hospital, or even an 
infectious substances transport system. For example, the laboratory network Biotox- 
Piratox used a series of exercises to assess the bio- preparedness and the training of 
French hospital laboratories in the event of a biological threat. Their methodology 
focused around four exercises between 2007 and 2011, where correct diagnostic and 
reporting procedures were tested (Merens et al. 2012). Even though these exercises 
were not specifically for training purposes, drills and other real- world simulations 
can have a profound impact on learning. This has been coined experiential learning 
(Kolb et al. 1984). Kaufman and Berkelman (2007) show an example of experiential 
biosafety learning in the high- containment environment, using a mock laboratory.

Such hands- on training gives students the ability to actively assess and mitigate 
risks, and apply performance evaluations. Unfortunately, resources, time, and other 
constraints often limit the extent to which this learning environment can be utilized. 
Informal learning contexts can be great alternatives. For example, a panelist session 
can be arranged during lunch where experts can share their knowledge and exper-
tise on a particular subject. BRM training in other learning environments, such as 
in social media (Facebook, Twitter, Weibo, or LinkedIn), can also be effective if it 
incorporates design and development elements that promote memory and learning.

IDentIfyIng, compIlIng, anD organIzIng traInIng content

The next step is to consider what BRM content would be best suited to mitigate the 
identified risk. At this stage, the instructor should draft key messages that align with 
the overall goals and objectives of the training. The process of drafting key mes-
sages requires reviewing the relevant information and literature, and then correlat-
ing that information to the training objectives that were initially established. Other 
considerations regarding BRM training design should be accounted for so that time 
is focused on developing activities and learning experiences that target the most 
relevant key messages. The act of drafting key messages will direct the acquisition, 
processing, and development of the training materials and content in a way that not 
only facilitates instructor knowledge and breadth, but also provides a solid founda-
tion for training design, delivery, and development.

Key messages are often specific to a particular BRM topic. They may fall in cat-
egories such as infectious substance shipping and transport, incident response, proj-
ect management, equipment and engineering controls, laboratory design, laboratory 
operations, and maintenance, to name just a few. There are a number of excellent 
resources for BRM content. Some of these are listed in Table 6.7. These resources 
can be used to build a reference library from which BRM training content can be 
developed over time to address changing BRM needs. There are a number of efforts 
within the biosafety community to collect training material in a central location. 
However, it is important to note that no single source of BRM content will fit all 
BRM needs.
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As much as possible, it is good to integrate locally relevant and situation- specific 
information when developing the content for a training event. Often local informa-
tion is not readily available in written form. It may come from direct or indirect 
experience of working in a local laboratory. Utilizing local risk assessments as the 
basis for BRM training is often the best method for developing training that reflects 
the unique aspects of a particular laboratory.

Perhaps the greatest challenge in creating BRM content is balancing between 
high and low containment settings, high and low resource environments, fieldwork 
and laboratory work, and even biosafety and biosecurity. Although this book refer-
ences international best practices frequently, published best practices cannot account 
for every conceivable situation. The AMP model, however, applies to all biosafety 
and biosecurity scenarios, and should always be the basis of training design.

Once the BRM training content is finalized, the content needs to be organized in a 
way that is meaningful for the student. It should have a consistent flow and a good mix 
of activities and opportunities for the students to learn effectively. Rather than only 
focusing on theory, the content should include class time for work to develop specific 
deliverables. The type of deliverable should correspond with the desired Bloom’s tax-
onomy learning level for the training (Bloom 1956). The quality of these deliverables 
may also serve as an element of evaluation to determine the extent of learning.

Organizing the flow and delivery of the content is the last step to finalize the 
materials for the course. This will blend together elements from both the design 
and develop stages of ADDIE to form a clear lesson plan and instructor guide, 
which includes relevant background information, reference material, and expected 
responses from facilitated group activities. Documenting this information will help 
novice instructors to prepare to teach the material. Also, organizing the course mate-
rial will structure the training in a way that keeps the content on track. Finally, this 
documentation will serve as a foundation for continual improvement of the course 
materials. After developing a training course for the first time, the instructors should 
conduct pilot testing of the course to make sure that all elements of the training work 
together to meet the desired objectives.

TABLE 6.7
Additional Sources for Biorisk Management Content

Description Website

CDC laboratory training resources www.cdc.gov/ labtraining/ index.html

American Biological Safety Association 
training tools

http://www.absa.org/ trainingtools.html

University of Texas Medical Branch National 
Biocontainment Training Center

www.utmb.edu/ nbtc/

Sandia National Laboratories, Global Biorisk 
Management Curriculum

http://www.biosecurity.sandia.gov/ gbrmc/ index.html

American Society for Microbiology http://www.asm.org/ index.php/  educators/ 
 curriculum- guidelines
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Understanding Student and Instructor Characteristics and Interactions
Students
Although many people inside and outside of an institute can benefit from BRM train-
ing, those who work with potentially dangerous pathogens should be the primary 
targets of BRM training. Typical roles include laboratory workers, lab managers, 
principal investigators, students, and even law enforcement officials, emergency 
responders, and visitors to the laboratory. Executive management at an institute 
should also receive training to help direct bio risk management policy decisions. 
Each person may have a unique background and a different level of risk aversion or 
tolerance, which may influence his or her level of interest in the training.

Especially when teaching adult learners, the instructors should ask students about 
their experience, role, interests, and current knowledge of BRM. This engagement 
will help to align the targeted audience with the most beneficial coursework (National 
Research Council 2000). Ideally, this information should be gathered before the 
training begins in a training needs assessment. It can also be gathered at the begin-
ning of a training using a pretest or by interviewing the students alone or in groups. 
What do they do? Why are they taking the training? What do they want to learn? 
This strategy helps to manage expectations between the students and the instructors 
before the class begins, which allows both parties to adjust accordingly. This is espe-
cially important in settings where professional networking or self- selection drives 
participation. In general, it is much more effective to identify the gaps in the BRM 
system, and then select students based on their roles and responsibilities.

Instructors
BRM is most effectively taught with an experienced instructor who can manage all 
the aspects of the ADDIE cycle and also has a comprehensive understanding of bio-
risk management. Other important instructor characteristics include the following: 
respectful, flexible, culturally aware, able to convey information and answer questions 
clearly, interesting, fun, and sympathetic (Marsh 1980). A well- rounded instructor 
can take years to develop. Large institutional BRM programs should invest signifi-
cant resources in developing effective BRM trainers. BRM training performance 
metrics can help track instructor qualifications and experience, and student evalu-
ation feedback can help determine an instructor’s strengths and weaknesses. Less 
experienced instructors can be teamed with more experienced instructors as often as 
possible to constantly grow the cadre of an institution’s trainers.

In general, the responsibility for conducting BRM training falls upon the shoul-
ders of an institutional biosafety professional or a laboratory manager. Regardless of 
who conducts the training, the instructor must have a comprehensive understanding 
of the risk assessment results. At a minimum, the BRM trainer needs to be knowl-
edgeable in risk assessment and the facility operations.

The instructor needs experience in classroom management and facilitating learn-
ing, especially in the dynamic environment of experiential learning activities. In 
learner- centered approaches, the students take control of their own learning and they 
will need time to work through activities, questions, or problems, with the instructor 
guiding them along the way. This is especially effective in BRM training, as many 
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skills require critical thinking abilities to evaluate different scenarios in the class-
room. Unfortunately, there are not many opportunities to develop learner- centered 
types of facilitation skills besides practice and co- teaching with a more experienced 
instructor. A few funding organizations, such as the World Health Organization 
(WHO), the US Department of State’s Biosecurity Engagement Program (BEP), 
the US Cooperative Biological Engagement Program (CBEP), the American 
Biological Safety Association (ABSA), and the International Federation of Biosafety 
Associations (IFBA), have promoted this type of BRM learning internationally, and 
offer learning opportunities specifically for BRM instruction.

At present, there are no internationally recognized BRM instructor credentials or 
certifications. Instead, management and leadership at individual institutes or organi-
zations determine BRM trainer qualifications. The CDC biosafety core competencies 
identify knowledge that an instructor should have about biosafety topics, but these 
competencies may not be universal (US Centers for Disease Control and Prevention 
2011). This is important to understand when developing institutional training pro-
grams or obtaining BRM training from an outside organization.

Other Considerations for Successful Training
A common statement is: “If we had more time and resources, we would increase the 
amount of training we would provide to our employees.” Therefore, focusing BRM 
training to address priority items identified within the risk assessment is the best use 
of limited resources. Time and budget should be seriously considered in the initial 
planning stages of BRM training to scope the goals and objectives of the training 
program or training event. Careful planning to match the training audience with the 
appropriate subject matter, combined with a delivery designed for high student reten-
tion, can address most time and budget constraints.

measurIng traInIng performance anD success

Evaluation is critical for determining if the training was effective or not. There are 
many levels, options, and strategies for measuring BRM training success. Creating 
student and course evaluations that focus on the key messages is an effective way to 
determine if the learning objectives were achieved. For example, BRM training may 
incorporate a pre- and post- test, just a post- test, a survey, a homework assignment, 
rubrics, or even behavioral observation data as a way to determine if the training 
was effective.

Overall, there is not a standard approach to evaluate training, yet it is important to 
recognize that this evaluation data can have a significant impact on BRM as a whole 
for an institute. Training programs in other fields rely extensively upon four levels of 
evaluation proposed by Kirkpatrick (2007) and depicted in Table 6.8. Hodell (2006) 
addresses how these levels are easily integrated into instructional systems design for 
a training program. Generally, the first level measures student reaction to a training 
course in terms of likes and dislikes (e.g., Did the course meet my expectations? 
Was the training environment adequate? Was the instructor knowledgeable?). The 
second level focuses on learning, more specifically: Were the learning objectives for 
the course met? At this level, the objectives themselves may serve as the media for 
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evaluation. For example, for a course on personal protective equipment (PPE) use, 
an objective may be “Students will be able to select appropriate PPE based on route 
of exposure of a micro organ ism.” Completion of this objective may be asked from 
either or both the student’s and instructor’s perspective using a Likert scale, or other 
means, and then analyzed. The third level measures behavior. This typically includes 
how much of the training is transferred to the workplace and can be measured using 
surveys, observations, interviews, or other means designed specifically to the con-
text and application of the training. For example, for PPE training this may include 
a laboratory site visit where behavioral observation data are used to determine the 
number of staff who wear the appropriate PPE. The fourth level is results, or orga-
nizational change at the institute level. At this level, the bottom- line results are mea-
sured. For BRM, this is risk reduction, which, arguably, is hard to measure. When 
used in combination with institute performance measures, and risk assessment data 
over time, this risk reduction question can be answered.

Unfortunately, in many institutions, evaluation and performance metrics do not 
exist or are incomplete. Monitoring BRM training performance is critical for deter-
mining what topics need further training and what teaching methods were most 
effective. Having a complete record that tracks who received training, what they 
were taught (according to the objectives), and if the objectives were achieved will 
help determine how much training contributes to reducing an institute’s risks. It is 
also useful to collect evaluation data from a number of different perspectives. Input 
and feedback about BRM training from the instructor, students, management, fund-
ing partner, observers, and independent stakeholders should all be considered.

In the event that the post- event analysis shows that the training objectives were not 
met, then it is necessary to determine exactly why. Sometimes it may be due to the 
timing of the course, the instructor, the environment, the course material, the activi-
ties, or even the audience. Identifying the precise reasons why the objectives were 
not met will help focus and improve future training. Moreover, documenting training 
results over time allows for trend analysis, which will improve future course design 
and implementation. Therefore, understanding how BRM training can affect BRM 
culture can dramatically reduce the number of laboratory- acquired infections, losses, 
thefts, and diversions from the laboratory. The continuous analysis of BRM training 
effectiveness should also be a factor specifically considered by institution risk assess-
ments. In this way, BRM training can have a direct impact on risk reduction.

TABLE 6.8
BRM Training Evaluation
Level 1 Was the student happy with the course?

Level 2 Did the student learn?

Level 3 Over time, did the student’s behavior change to meet the desired objective?

Level 4 Over time, did the organization see improvement in bio risk management?

Source: Kirkpatrick, The Four Levels of Evaluation: Measurement and Evaluation, 
Alexandria, VA: American Society for Training & Development, 2007.
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CONCLUSION

BRM training is often considered one of the more sustainable risk mitigation mea-
sures because knowledge, skills, and abilities can be passed from one person to 
another. In addition, BRM training is cost- effective compared to other risk miti-
gation measures, such as large- scale engineering controls or facility equipment. 
BRM training has recently been the beneficiary of a growing network of formal and 
informal resources that have been used to better understand bio risk and direct BRM 
training efforts. Within the last 10 years, BRM has become a more prominent topic 
in undergraduate and graduate curricula around the world, suggesting that the BRM 
knowledge base will continue to grow. In contrast to other scientific disciplines, 
BRM is not an established research- based or degree- based field. Fortunately, there 
are a few international, regional, national, and local organizations, regulatory bod-
ies, and experts with a vested interest in promoting BRM and providing resources to 
supplement efforts for BRM training. As the community of skilled BRM profession-
als grows, the number of people who will have an opportunity to take advantage of 
effective BRM training will also grow.

The future BRM landscape must inevitably tackle a number of safety concerns 
associated with advances in biotechnology and interdisciplinary scientific work. 
While these fields have the promise of advancing society in ways never imagined, 
there is always the possibility that this same technology could be misused acciden-
tally or intentionally. A continuous dialogue on biosafety and biosecurity as new 
technology is developed will minimize this possibility. BRM training and awareness 
raising can, and should, play a lead role in influencing future decisions regarding 
ethics, safety, and security of a rapidly evolving scientific field.
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7 Operations and 
Maintenance Concepts

William Pinard, Stefan Breitenbaumer, 
and Daniel Kümin

ABSTRACT

The goal of this chapter is to outline the necessary elements of a proper maintenance 
system. While the focus appears to be on maintenance, many of the activities under-
taken are routine operational activities, thus combining the two topics as a seamless 
activity. This chapter will provide an overview of the types of maintenance, explain 
the impact the lab environment can have on maintenance, and the impact that the 
maintenance can have on the lab environment. It will discuss maintenance documen-
tation, frequency, and roles and responsibilities.

INTRODUCTION

Historically, the requirements for keeping a new building in peak working condition 
were often not taken into account during the design and construction of the building. 
This resulted in the deterioration of the building’s integrity, and limited the ability of 
the organization to confidently perform its mission. Maintenance programs focused 
primarily on fixing equipment and building parts that were broken (Sullivan et al. 
2010). Not surprisingly, it was often difficult to anticipate maintenance costs, and to 
maintain efficient building operations.

These issues are compounded when trying to operate and maintain a biological lab-
oratory. Beyond the usual maintenance requirements, the maintenance plan in a bio-
science facility must include unique elements, such as limited access to the equipment 
and working in areas where there are potentially dangerous pathogens. Traditionally, 
maintenance plans have addressed this by developing separate plans for each of the 
biosafety levels. As a result, the facility strategy was a combination of many differ-
ent—often independent and occasionally conflicting— maintenance plans.

This chapter introduces a risk- based approach for developing a comprehensive 
maintenance system. This system utilizes the principles of bio risk management dis-
cussed throughout this book, which includes risk assessments, implementation of 
proper mitigation strategies such as practices and procedures or training, and the 
development of performance metrics. This operation and maintenance approach takes 
into account the spectrum of risks involved in working in a biological laboratory, as 
well as the level of disruption expected while completing repairs. The chapter intro-
duces the four primary maintenance strategies: reactive, preventive, predictive, and 
reliability- centered maintenance. It discusses the personnel responsible for various 



126 Laboratory Biorisk Management

aspects of maintenance, and concludes with a risk- and disruption- based approach. 
While the disruptive effects maintenance has on the facility may not directly impact 
the biological risk, it is still a critical component of the overall facility risk, and man-
agement must account for these issues. Properly planning for a disruption will allow 
for less impact on the mission of the facility, and enable the facility to continue to 
meet its production, diagnostic, research, or other needs.

Some maintenance strategies will be more effective in certain laboratory settings 
than others. For instance, an inoperable laboratory because of maintenance can be 
either acceptable with few consequences, such as in a research laboratory, or of high 
consequence, such as in a diagnostic laboratory, where the mission does not allow 
for a shutdown without careful planning. These issues need to be considered when 
developing a maintenance plan.

Foot- and- Mouth disease Virus release

Operations and maintenance have been shown to be critical in preventing the release 
of biological agents. One example occurred in September 2007, when an outbreak 
of foot- and- mouth disease (FMD) virus was identified on two farms near Pirbright, 
Surrey, England. The outbreak was traced back to a nearby facility, the Institute for 
Animal Health and Merial Animal Health Limited (Spratt 2007).

Although an independent investigation did not conclusively determine the root 
cause, several possible causes were identified. The report, known as the Independent 
Review of the Safety of UK Facilities Handling Foot- and- Mouth Disease Virus, also 
known as the Spratt Report, focused on the integrity of the effluent pipes that led 
from the facilities to the final waste treatment. Inspectors noted that the pipes were 
not frequently inspected, and proper funding for maintaining and replacing the old 
system was not available. The effluent system itself was not even well understood: 
both its composition and age were not known (Spratt 2007).

A full survey following the outbreak concluded that the effluent treatment pipes 
did not maintain containment. The final report recommended that “as a matter of 
urgency, [Department for Environment, Food and Rural Affairs] should require that 
actions are taken to ensure the effluent drainage system at the Pirbright facility is 
fully contained and its continuing integrity confirmed by regular inspections. In the 
interim, we advise that work with the infectious virus should only be allowed if 
effluent released into the pipes has first been completely inactivated” (Spratt 2007). 
A separate report by the UK Health and Safety Executive concluded that “weak-
nesses were identified in the containment standard of the effluent drains across the 
Pirbright site. These included displaced joints, cracks, debris build- up and tree root 
ingress. For a bio security- critical system, record keeping, maintenance, and inspec-
tion regimes were considered inadequate” (Health and Safety Executive 2007).

By properly maintaining the facility and integrating an operation and mainte-
nance program under the umbrella of a bio risk management system, facility manag-
ers could identify and promptly repair breaches in the system. An outbreak of FMD 
virus in the UK in 2001 resulted in 4 million animals slaughtered, an economic loss 
of $11.7 billion (Pendel et al. 2007), public outrage, and a rise in depression and sui-
cides among farmers (Knight- Jones and Ruston 2013). Clearly, more comprehensive 
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measures should have been taken to prevent a recurrence of this level of economic 
and personal devastation. The risk assessment should have identified possible leak-
age through the effluent pipes, and the operations and maintenance program should 
have developed a plan to mitigate this risk.

MAINTENANCE STRATEGIES

oVerView

Any piece of equipment has a certain likelihood of failure. Depending on the type 
of equipment, it may have a failure rate that is highest immediately after purchase 
because of manufacturing defects, or late in its designed life span. Between these 
two peaks lies an area of low likelihood of failure (Sullivan et al. 2010; Sondalini 
2004). Other equipment’s failure curves will have a high early onset mortality fol-
lowed by a stabilized likelihood of failure, minimal early onset mortality with rapid 
wear- out, constant failure rate over time, rapid end- of- life increase in failure, or 
steadily increasing likelihood of failure. See Figure 7.1 for illustration of these fail-
ure curves. The goal of any maintenance strategy is to extend the low likelihood of 
failure period for as long as possible.

There are four primary maintenance strategies, each of which has its own advan-
tages and disadvantages. Depending on the situation, it may be best to utilize a 
variety of strategies. This chapter discusses four maintenance strategies: reactive, 
preventive, predictive, and reliability- centered maintenance. The reliability- centered 
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FIGURE 7.1 Failure curves. Failure curves A– C indicate failures based on time- dependent 
factors. Failure curves D– F indicate failures independent of time.
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maintenance strategy was developed by the airline industry in the 1970s to create 
higher standards for maintenance requirements (Nowlan and Heap 1978); it is a com-
bination of the other three strategies, incorporating the advantages of multiple strate-
gies while minimizing the disadvantages.

While this chapter describes all four maintenance strategies, it recommends 
reliability- centered maintenance as the preferred method. The other three strategies 
are described to highlight their individual insufficiencies, and to demonstrate how 
they can fit in as a part of a combined maintenance strategy.

reactiVe Maintenance (eVent- oriented Maintenance)

From a bio risk management perspective, reactive maintenance lacks critical compo-
nents to adequately address the needs of a risk- based system. Reactive maintenance his-
torically has been the most commonly used maintenance strategy (Sullivan et al. 2010). 
It is often referred to as the “run until it breaks” strategy. The International Facility 
Management Association (2014) describes this strategy as “corrective action taken upon 
failure or obvious threat of failure.” In theory, this can be an attractive method. Early 
in the operation of the building, there is generally little to no cost for maintenance or 
loss of productivity because of nonfunctioning equipment. Reactive maintenance also 
maximizes the use of any single part since it is used for its complete life span.

While on the surface this seems to be an effective strategy, using only reactive 
maintenance can lead to unpredictable failures. It is a system that relies on failure to 
initiate action. Operational risk of failure is not considered. In some instances, failure 
could result in little to no risk, while other times it could result in a breach of con-
tainment and the release of a potentially dangerous pathogen. Additionally, because 
a failure is not predicted, the equipment will likely be inoperable until the appropri-
ate parts can be procured. In that case, the laboratory may require an unscheduled 
shutdown until the equipment is repaired or replaced. These factors can also inflate 
the costs associated with replacing the equipment because of short notice needs, expe-
dited delivery, and possibly overtime wages for personnel to replace the equipment if 
it is considered mission critical or required for the proper function of the facility. In 
addition to the single piece of equipment, there is a risk that the failure of a piece of 
equipment may damage other related parts or nearby equipment (Sullivan et al. 2010).

If an institute does not perform any maintenance until equipment breaks, the 
length of time a piece of equipment can function properly is reduced. Also, the likeli-
hood of failure can prematurely increase. Over the life of the facility, costs will greatly 
increase because the facility will replace or repair more parts and more equipment 
than the factory specifications predict if active inspections or other maintenance 
strategies were performed regularly. Reactive maintenance fails to embrace any 
aspect of risk management, and thus should not be utilized by bioscience facilities.

PreVentiVe Maintenance

Preventive maintenance programs are designed to extend the life span of equipment 
and to increase reliability. Preventive maintenance is “the periodic and planned 
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actions taken to maintain a piece of equipment within design operating conditions 
and extend its life and performed before equipment failure or to prevent equipment 
failure” (International Facility Management Association 2014). In other words, it is 
maintenance that is performed according to a predetermined time interval, number 
of utilizations, or total hours used. This strategy replaces parts before they break. 
Unfortunately, in most facilities, time- based failures represent a small percentage 
of all failures (Sondalini 2004), making this strategy inappropriate for a bio risk 
management system because it does not take into account the likelihood and conse-
quence of failure in a specific situation.

There are many reasons to implement a preventive maintenance plan. Setting up a 
maintenance schedule allows for greater predictability and flexibility in determining 
when the equipment is inoperable. Laboratory shutdowns can be planned in advance. 
It will also expand the life span of the equipment while reducing the likelihood of 
the equipment failing (Sullivan et al. 2010). Having a predetermined plan allows for 
predictable costs and maintenance schedules by arranging for the parts and labor 
ahead of time.

While preventive maintenance lowers the likelihood of failure, it does not elimi-
nate the possibility of catastrophic failure (Sullivan et al. 2010). A preventive main-
tenance plan does not consider the current condition of the parts, and if the parts 
are not replaced in a timely manner, the parts have a higher chance of failing. Other 
disadvantages of using a preventive plan are that the parts are not used for their full 
life span, and that different parts in the same piece of equipment can have highly 
variable life spans and maintenance needs. While long time intervals can increase 
the likelihood of failure, too short of a time interval will result in higher costs and 
more inoperable time. The development of maintenance schedules through preven-
tive maintenance will consider the generic risk of failure by using factory- provided 
schedules, specifications, and quality testing data. This makes preventive mainte-
nance more appropriate for use in a bio risk management system than reactive main-
tenance, but still inadequate because the actual risk based on the condition of the 
equipment is not taken into consideration.

Many of the disadvantages will become issues if the preventive plan is not exe-
cuted properly. When the schedule is properly designed, a preventive maintenance 
strategy can decrease the overall cost of maintenance in the facility by an average of 
12–18% over a strictly reactive strategy (Sullivan et al. 2010). This savings is difficult 
to estimate, as the types of costs are so different between the two strategies. The 
preventive strategy consists of routine replacement parts and labor costs at a constant 
but low level, whereas the reactive strategy relies on infrequent replacement but high 
costs for parts and labor.

However, if the equipment is not used in the ideal conditions established by the 
manufacturer, then the condition and wear can change, thus changing the timetable 
for repair. The facility- specific risks of equipment failure are not specifically built 
into the system. Although a preventive maintenance system is better than a reactive 
system, it is not appropriate for applying the risk analysis necessary for a bio risk 
management system.
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PredictiVe Maintenance (conditional Maintenance)

Predictive maintenance is the use of measurements to quantify the level of degrada-
tion within a piece of equipment or system. Predictive maintenance consists of those 
activities involving continuous or periodic monitoring and diagnosis to forecast com-
ponent degradation so that as needed, maintenance can be scheduled (International 
Facility Management Association 2014). The primary difference between preventive 
and predictive maintenance is how to determine when a piece of equipment needs to 
be replaced. Both strategies strive to extend the low likelihood of failure period for the 
equipment by replacing parts that wear out over time. While preventive maintenance 
is based on predetermined time intervals, predictive maintenance uses various meth-
ods to determine equipment fitness. Since predictive maintenance uses more in- depth 
risk assessment methodologies than either preventive or reactive maintenance to 
determine repair timelines, it is better suited for use in a bio risk management system.

Predictive maintenance programs can use different methods for measuring and 
quantifying the level of degradation of specific equipment. One method for deter-
mining equipment fitness is called performance measurement, which involves track-
ing the equipment’s ability to function properly, and identifying deviations that could 
be indicative of the need for calibration or repair. A second method is direct inspec-
tion of the individual parts, such as looking for wear and damage to the equipment. 
As wear increases, management can decide to replace the part before it reaches a 
critical point of failure (Sullivan et al. 2010).

There are several advantages to a predictive maintenance strategy. Similar 
to preventive maintenance, there is a reduction in the likelihood of failure, and a 
lengthening of the lifetime of the equipment. By determining the actual state of 
degradation, the institute can achieve the full life span of the parts. The more data 
that the institute can collect, the more predictable the maintenance and the costs 
can be over time. However, continual monitoring is necessary to acquire all of the 
requisite data. Such continual monitoring requires substantive human and financial 
resources. Management must be willing to allocate these resources, establish a con-
tinual monitoring culture, and train employees. Often, management is unwilling to 
make the necessary commitment for a predictive maintenance program. Although 
the cost savings are not readily apparent, a properly functioning predictive main-
tenance program can save 8–12% compared to a preventive maintenance program 
(Sullivan et al. 2010). An additional challenge with predictive maintenance is that 
scheduling repairs based on the condition of the parts results in frequent and often 
unscheduled maintenance interventions. As a result, a predictive maintenance pro-
gram may inhibit the facility’s operation more than other maintenance strategies.

By collecting the data and making decisions based on the actual conditions, pre-
dictive maintenance addresses many of the questions that an assessment of the risk 
of equipment failure should ask. For instance, monitoring the changes in a refrig-
erator’s temperature allows for predicting when one of its parts may need to be 
repaired —before the refrigerator fails. However, a predictive maintenance strategy 
generally fails to consider the risks of exposure, illness, or release: What happens 
if the refrigerator fails? Is it acceptable for the refrigerator to fail? These types of 
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questions are not asked in a predictive maintenance system. The value of any single 
piece of equipment is not evaluated within the larger context.

reliability- centered Maintenance

The US National Aeronautics and Space Administration (NASA) defines reliability- 
centered maintenance as “the process that is used to determine the most effective 
approach to maintenance. It involves identifying actions that, when taken, will 
reduce the probability of failure and which are the most cost effective. It seeks the 
optimal mix of Condition- Based Actions [predictive], other Time- or Cycle- Based 
actions [preventive], or Run- to- Failure [reactive] approach” (International Society of 
Automotive Engineers 1999). This strategy looks at the holistic system to determine 
relative risk, recognizing that some equipment is more important than others, and 
some failures will not compromise safety and security.

Thus far, this chapter has discussed time- dependent types of maintenance. While 
this holds true for some equipment, there are several other failure curves to con-
sider, as seen in images D– F of Figure 7.1. By analyzing the risks of each piece of 
equipment and its parts, management can determine if the equipment is mission 
critical, the relative risk of a specific part failing, and the priority in which it should 
be repaired or replaced. Many organizations suggest flowcharts and questions for 
determining this schedule. One such example can be found in the Whole Building 
Design Guide from the National Institute of Building Sciences (Pride 2010). This 
guide recommends asking the following questions:

 1. What does the system or equipment do? What are the functions?
 2. What functional failures are likely to occur?
 3. What are the likely consequences of these functional failures?
 4. What can be done to reduce the probability of the failure(s), identify the 

onset of failure(s), or reduce the consequences of the failure(s)?

This strategy allows for the allocation of limited funds and manpower to the most 
critical maintenance issues. The strengths and weaknesses of a reliability- centered 
maintenance system are most similar to the predictive maintenance strategy. The 
advantage that reliability- centered maintenance has over predictive maintenance 
is the recognition that while monitoring certain equipment is critical, some other 
equipment needs less surveillance. This is the strongest maintenance strategy for use 
within a bio risk management system because it considers the actual use of specific 
equipment within the entire system, and it adjusts maintenance strategies based on 
these new data points.

An example of a rudimentary reliability- centered maintenance system is automo-
bile maintenance. Different parts of the vehicle require varying degrees of attention. 
Some parts, such as the headlights, radio, and other nonessential components, can 
be ignored from a maintenance perspective until they break and need repair. Other 
components, such as engine oil, should be replaced on a regular basis because it is 
critical, and the maintenance is inexpensive enough that changing the oil prematurely 
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will have little financial impact. Finally, monitoring the tread on tires regularly max-
imizes the life span of the tires without sacrificing safety.

There are many advantages to such a strategy. First, because this strategy is a 
combination of the other three, it is able to capitalize on the benefits of each, creating 
an efficient maintenance program. By eliminating unnecessary repairs, minimiz-
ing short turnaround maintenance, lengthening the time between repairs, and creat-
ing an efficiently functioning system, an institute can reduce costs to a fraction of the 
previous costs for strictly reactive, preventive, or predictive maintenance (Sullivan 
et al. 2010). Unfortunately, these cost savings are not readily apparent to manage-
ment, especially because reliability- centered maintenance start- up costs for training, 
equipment, and planning can be significant.

As this section demonstrates, no one strategy is perfect. Each has disadvantages. 
The reactive and preventive maintenance strategies do not adequately take risk 
assessment into account. Predictive maintenance characterizes some, but not all, of 
the relevant risks. Reliability- centered maintenance can help address the shortcom-
ings of each of the other strategies.

Reliability- centered maintenance utilizes an approach that combines predictive, pre-
ventive, and reactive maintenance strategies, and relies on a risk assessment to develop 
appropriate mitigation measures. In this case, conducting a risk assessment determines 
the likelihood of failure of any piece of equipment or system and the consequences asso-
ciated with such a failure. The consequences include those associated with pathogen 
exposure, economic ramifications, production loss, repair times, and costs. Using this 
characterization, an evaluation and categorization of the various identified risks should 
be completed to determine the level of attention each system or piece of equipment will 
require. By using this method in combination with the AMP model, management can 
design an operation and maintenance schedule that will support a bio risk management 
program. The reliability- centered maintenance strategy offers the best opportunity to 
align the safety, security, and maintenance objectives of a bio risk management system.

DEVELOPING A TIERED MAINTENANCE SYSTEM

systeM layout

Developing and implementing a facility- wide maintenance system can save a signifi-
cant amount of time, money, and personnel resources. Thorough preplanning forms 
the basis of a good maintenance system. This not only includes the planning of the 
maintenance work to be performed, but also considers what should be done before 
any maintenance work is completed, thus limiting the number of unnecessary equip-
ment failures or breakages.

Such a system is dependent on comprehensive documentation, which articulates 
what equipment exists, and the maintenance requirements of each item. Furthermore, 
all the maintenance work—what piece of equipment went through maintenance, 
what exactly was done, when it was performed, etc.—must be clearly documented. 
Also, equipment failures should be documented to help influence future decisions on 
maintenance or replacement strategies.
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As discussed in the previous chapters, an institute should always utilize its physi-
cal infrastructure and engineering controls to their full potential. A laboratory should 
be designed to accommodate the users’ needs while streamlining work processes. 
But the maintenance requirements should be included in the laboratory design. For 
example, equipment should be placed and used in such a way to minimize the haz-
ards and maximize the efficiency of workflow. Efficient lab layout can discourage 
lab workers from creating workflow solutions that are counter to the equipment’s 
proper use, which could lead to equipment damage. Such steps will limit damage to 
the equipment and thus achieve cost savings.

A failure of a piece of equipment in one area of the laboratory may indicate a possi-
bility of a failure elsewhere of similar equipment. If a piece of equipment has frequent 
failures or problems, it is important to address the issue, notify staff of the potential 
for this error, and monitor similar equipment for that failure. For instance, if a door 
hits a piece of equipment every time the door is opened, it will cause damage. This 
damage could be prevented by attaching rubber barriers on the door or the equipment, 
or by moving the equipment to a different location. Solutions from other sectors may 
be adapted to specific needs in a laboratory, such as specialized mounts to secure 
bench tops, minimizing damage due to stress on fixed points, or the use of hands- free 
sensors to prevent constant wear from physical touch. Developing tailored solutions to 
prevent damage in each specific situation will better protect the equipment.

roles and resPonsibilities

Overview
In order for any maintenance activity to be performed successfully, regardless of 
the complexity of the task, several roles and responsibilities must be defined. All the 
responsible people involved in maintenance must coordinate with each other. This 
section describes the roles required for a maintenance program, and outlines certain 
responsibilities these people should have.

Executive/ Mid- Level Management
Ultimately, the successful operation of any laboratory requires the full support of 
both executive and mid- level management. Management must acquire and provide 
the financial means to run a program. Management must also obtain enough finan-
cial resources to pay for repairs, spare parts, the exchange of parts or whole machin-
ery, as well as to pay for personnel to perform the maintenance. Without this support, 
a maintenance program cannot be successful.

Every institution is organized differently, and may have different hierarchical 
structures. Regardless, effective and efficient communication is a characteristic of 
any good organization. For instance, the engineering manager must work with lab-
oratory leadership to set timelines for operational stoppages, and establish proper 
roles and responsibilities within the entire laboratory. It is the responsibility of man-
agement to make sure all groups involved communicate with each other regardless 
of what part of the institution they work for.

  



134 Laboratory Biorisk Management

Furthermore, management must understand the time requirements for mainte-
nance. This includes not only the time required for the actual maintenance work to 
be performed, but also the planning beforehand and the necessary tests that must 
be run following completion of the work. In some cases, training of staff may also be 
required prior to any maintenance work, and this training may require a significant 
investment of time and financial resources.

Maintenance Personnel
Clearly, maintenance personnel play the most important role in any maintenance pro-
gram. They are involved in planning the maintenance activities, undertaking the work, 
and ensuring that the facility runs within the specified parameters following these 
activities. In addition to a thorough knowledge of the facility features, maintenance 
personnel must understand how the different parts act together to achieve the smooth 
and safe operation of the facility. In other words, the maintenance personnel need to 
understand how engineering supports all aspects of the bio risk management system.

Maintenance personnel generally have a background in engineering. However, 
they often lack a familiarity with the biological hazards possibly encountered in a 
laboratory or a plant room that supports the laboratory. Depending on what main-
tenance work individuals perform, they may require additional training in basic 
microbiology to understand the biological risks involved with their work. In a low 
hazard environment, that training may be rudimentary because the risks posed by 
organisms in that environment may be easily controlled. However, should mainte-
nance staff be required to enter an extreme hazard environment, that training should 
be very extensive.

Training of staff is an important factor in any maintenance program. In addition 
to basic microbiology, maintenance staff should also be trained in the use of certain 
equipment, such as special tools or personal protective equipment (PPE). They also 
need to be aware of the context a certain part plays within the whole system, and 
what the consequences of a failure of that part may be regarding biosafety or bio-
security. If chemicals such as decontaminants are used, maintenance staff should 
also receive training in chemical safety. In general, training for maintenance staff 
must be as carefully considered as it is for anyone else who works in the facility.

Depending on the complexity of a facility, it is important to make sure that all 
necessary trades are covered. Most large facilities employ at least one electrician and 
one mechanical engineer. In some cases, it may be necessary to employ specialists 
in HVAC and plumbing/ wastewater treatment systems. If the facility is particularly 
complex, then a member of the staff should have expertise in building management 
systems. If a facility does not have maintenance personnel on staff, outside contrac-
tors can be used. Additional considerations must be made to ensure proper safety 
training and responsibilities are clearly defined in the business agreement or contract.

Biorisk Management Professionals
The bio risk management professional provides the link between the laboratory and 
the maintenance personnel. He or she should be able to facilitate communication 
between scientists and the engineers, and thus make sure both sides understand 
the purpose of each other’s work. Also, the bio risk management professional must 
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ensure that the environment is safe for the maintenance staff to perform their work. 
Following any maintenance work, the bio risk management professional, together 
with the responsible engineer, should review the work performed and determine 
whether the facility can return to normal operations. In order to best perform these 
tasks, the bio risk management professional should understand basic engineering 
principles and the specifics of the equipment maintenance strategy and program.

Laboratory Personnel
Laboratory personnel play an important role in any maintenance strategy. Simply by 
using the laboratory equipment properly—based on recommendations from manu-
facturers, the engineering staff, and the bio risk management staff—laboratory per-
sonnel can drastically reduce the amount of time the facility is out of operation for 
equipment maintenance. For example, if laboratory personnel use bleach to decon-
taminate the stainless steel surfaces of a biosafety cabinet, those surfaces will cor-
rode prematurely unless additional cleaning follows decontamination.

Laboratory personnel may also provide valuable support by collecting data about 
their equipment for predictive maintenance. They can monitor equipment perfor-
mance, which will help plan maintenance work. Where appropriate, laboratory staff 
may also handle simple maintenance work to minimize interruptions by the main-
tenance staff. Finally, staff is responsible for the prompt notification of proper indi-
viduals in the event of an equipment problem that they cannot resolve.

Environmental Health and Safety
Most large facilities have an environment, health, and safety (EH&S) group. In a bio-
science facility, the health of the maintenance staff is a critical factor that may need 
to be monitored. For example, it may be necessary to assess the need for engineering 
staff to be vaccinated prior to undertaking any maintenance work. While it is obvi-
ous that laboratory staff undergo preventive medical programs, engineering staff 
and outside contracting personnel are often overlooked. Some maintenance work 
may be required to take place during normal operations, and thus engineering staff 
should be included in established preventive medical programs.

EH&S personnel may also be required to address other hazards that are present 
in the laboratory in addition to the biohazardous considerations. For example, main-
tenance workers need to be informed of both the physical and chemical hazards that 
are present in the laboratory to avoid injury.

Maintenance context

Overview
All work involving biological agents should be based on a proper risk assessment. 
The same holds true for any maintenance work, especially when it is to be performed 
in a laboratory environment. In addition to the agent- based risks, the institute must 
evaluate the impact that maintenance requirements will have on facility operations 
and the scientific program. Here, we outline three levels of hazards that should be 
incorporated into a risk assessment specific to maintenance systems: low, high, and 
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extreme. While the following section outlines distinct levels, they are only meant to 
be a guide and a way of thinking about the hazard—not a dogmatic, tiered list.

Low Hazard
Low hazard environments may be characterized as follows:

• Access possible at all times to the laboratory equipment and systems
• No special safety measures
• Maintenance work relatively unhindered by operational environment
• Low constraints for disposal
• Low requirements for preparing equipment and space to be safely accessible
• Both planned and unplanned stand- downs possible

In situations where only low risks are present and where access is possible at 
all times, the laboratory should rely on a combination of preventive and predictive 
maintenance strategies. It is always sensible to plan maintenance work, but it may 
not always be possible. However, if maintenance work is planned in advance and 
communicated to other involved staff properly, this will most certainly reduce staff 
stress and help to promote a better working environment.

High Hazard
High hazard environments may be characterized as follows:

• Limited access to laboratory equipment and systems
• Special safety and security measures and considerations
• Maintenance work limited in scope during laboratory operations
• Complex procedures for entry and exit of materials
• Significant requirements for preparing equipment and space to be safely 

accessible
• Require prior planning for any stand- downs
• Alternate sample processing may be necessary (outsourcing to other labo-

ratories or facilities)

In a high- risk environment, maintenance work should only be performed during 
predetermined maintenance intervals. Thorough planning of all maintenance work 
will allow for limited stand- downs or disruptions to the operation of the facility. 
This is important for several reasons. It may be time- consuming to “take down” or 
close the facility for maintenance work, and it may be equally time- consuming to 
return the facility to normal operations. A lengthy laboratory shutdown may make 
it necessary to implement contingency plans, such as outsourcing certain activities, 
for laboratory operations.

Extreme Hazard
Extreme hazard environments may be characterized as follows:

• Access strictly limited to laboratory equipment and systems
• Specialized protective suits and procedures
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• Maintenance work very limited during laboratory operations
• Complex procedures for entry and exit of materials, may even be impos-

sible to bring certain equipment for maintenance use
• Require prior planning for any stand- downs
• Alternate sample processing may be necessary (outsourcing to other labo-

ratories or facilities)

All maintenance work should be performed during predetermined maintenance 
intervals only. Only very limited, if any, maintenance work should be done during 
normal laboratory operations. Most maintenance staff are not trained to enter these 
facilities or areas during normal operations, and a complete stand- down of the facil-
ity is thus required for most, if not all, maintenance work. Because these facilities 
are often quite complex, it requires considerable time to completely shut down opera-
tions, and then return the laboratory to normal operations. Thus, all maintenance 
work should be planned well in advance. Also, contingency plans for any laboratory 
work to be performed during maintenance will need to be put in place.

Maintenance categories

Overview
As mentioned previously, prior planning of maintenance work helps extend the life 
span of equipment parts and facilities, limits the amount of facility downtime, and 
facilitates coordination between laboratory and engineering staff. Similar to the 
hazard categories, the following maintenance categories are a way to organize the 
information and should not be taken as absolute levels. The four categories are based 
on the following requirements:

• Impact on operational safety and security
• Impact on laboratory operation (users)
• Impact on availability of laboratory infrastructure (acceptance of samples)
• Timely influence (expected stand- down times)
• Planning horizon
• Returning to normal operations
• Need for fumigation

Maintenance frequency depends on the type of equipment used, run times of the 
equipment, mission criticality of the facility, and results of inspections performed 
on the equipment. When defining maintenance strategies and frequencies, one also 
needs to consider necessary lead times for certain parts. For example, certain parts 
may need to be ordered well in advance because they may not be readily available 
or may be manufactured only following placement of an order. Thus, certain critical 
parts should be stored on site in order to provide full engineering support to the insti-
tution. The maintenance staff should define critical parts for a piece of equipment 
together with the manufacturer, determine what parts may need to be held in stock 
on site, and define their use over time. In general, these parts will be used during the 

  



138 Laboratory Biorisk Management

next maintenance activities and be immediately replenished. For an overview of 
the proposed maintenance categories, see Table 7.1.

Category A: Low to No Impact on Facility Operations
Maintenance category A includes activities that do not impact personnel safety or 
security, or the availability of the facility. Tasks include inspection and service work 
that do not require shutting down the facility. Work is usually performed outside 
of containment, and thus there is no need for fumigation. Simple inspections inside 
containment may also be performed by users (scientific personnel).

Examples include:

• Observation of facility values
• Performance measurements (e.g., air pressures or refrigerator temperatures)

TABLE 7.1
Overview of Maintenance Categories and Their Characteristics
Category A B C D

No impact on 
safety and 
availability 

Impact on safety and availability

Type of 
maintenance 
work 

Inspection and 
small services

Shorter, less 
extensive 
activities with 
maintenance 
interval ≤ 1 year

Extensive work 
on important 
systems with 
maintenance 
interval ≥ 1 year

Very extensive 
work on whole 
facility

Stand- down timea None Days to weeks Several weeks Months

Planning horizon None Months 1 year Several years

Implementation 
of maintenance 
work

Continuously At predetermined 
intervals, once 
every 
3–6 months

At predetermined 
intervals, 
1× per year

As needed

Time needed to 
return to normal 
operations

N/ A Possibly 1 day Several days Time- consuming, 
functionalities 
may be newly 
defined

Analysis possible Yes Only if lab still in 
operation 

No No

Examples Observe system 
parameters, 
refilling working 
materials, 
exchange wear 
parts 

Periodic controls, 
service/ repair of 
lab equipment, 
cleaning 

Maintenance 
HVAC, ETP,b 
autoclaves, 
breathing air 
supply

Rare, larger 
modifications 
and renewal

a Not including time for prior decontamination.
b Effluent treatment plant.
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• Small cleaning and lubrication work
• Exchange of worn parts (only those that may be exchanged during operations)

Category B: Low to Moderate Impact on Facility Operations
Activities performed in category B maintenance work may have an impact on per-
sonnel safety and security, and facility availability. This includes mostly laboratory 
equipment and plant parts that require maintenance intervals of less than one year 
and thus cannot be maintained during yearly maintenance periods.

Tasks include mostly shorter and less extensive maintenance work on equipment 
and parts. Typically, several months are needed to plan in advance for category B 
maintenance. Stand- down time ranges from days to weeks. Activities can be planned 
for predetermined intervals (every three to six months). Returning to normal opera-
tions is not particularly elaborate and may only take one day.

Examples include:

• Maintenance of Class II or III biosafety cabinets
• Periodic controls and performance tests
• Filter tests and exchange
• Repair of lab equipment

Category C: Moderate to High Impact on Facility Operations
Category C includes maintenance work that has a moderate to high impact on safety, 
security, and facility availability. For this type of category, whole systems need to be 
turned off, possibly including the fumigation of rooms or filter housings, for exam-
ple. A thorough decontamination of potentially contaminated parts will be neces-
sary prior to commencement of maintenance work.

Work is performed at predetermined intervals (e.g., once a year). Because these 
activities can be labor- intensive, it may be necessary to plan for several months or up 
to one year prior to the commencement of maintenance work. The facility may be shut 
down (at least partially) for several weeks. Furthermore, returning the facility back 
to normal operations may take several days. In most cases, systems must undergo a 
number of tests following maintenance before they can be used by laboratory staff.

Examples include:

• Periodic checks and performance tests (e.g., emergency, fire, air lock controls)
• Maintenance of chemical showers or effluent treatment plant (ETP)
• Maintenance of breathing air system or autoclaves
• Replacement of lab equipment
• Extensive lab cleaning
• Complete HVAC revision

Category D: High to Extreme Impact on Facility Operations
Category D is reserved for extensive work on complete systems or facilities. These 
activities have a significant impact on the safety, security, and availability of the 
facility. Decontamination of parts, or even the whole facility, will be necessary 
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prior to commencing maintenance work. Because these activities are very elaborate, 
they need to be planned well in advance (several years) and performed as required. 
Returning the facility to normal operations following completion of maintenance 
work will be time- consuming, as certain functionalities will be newly defined.

Examples include:

• Complete renewal of important systems, such as HVAC.

Unplanned Repairs
Not everything can be planned for; unforeseen events will always occur. Preparing 
for these is very difficult, but an institute must be ready for any unplanned failures 
and necessary repairs. Every bioscience facility should have plans in place to address 
unplanned repairs. A generic plan may include:

• Precise analysis of problem
• Develop hypothesis, search for cause
• Define possible approach
• Risk assessment by bio risk management professionals and engineers
• Decision of bio risk management professional/ head engineer regarding fur-

ther actions
• Solve problem immediately or leave until next maintenance period

Regardless of what plans may be instituted, one crucial question should always be: 
Has there been or will there be a breach of containment? If a breach of containment 
is not imminent, the situation can be thoroughly analyzed and the necessary counter-
measures defined precisely. In other cases, there may be the need for immediate 
measures to be implemented. These measures can be predefined based on described 
emergency scenarios for the institute. Following maintenance, the facility must be 
returned to normal operations. The facility must clearly define who in management 
will approve a return to normal operations. Finally, simple repairs are usually per-
formed immediately following consultation with the bio risk management profes-
sional. Once again, this shows that close collaboration between the head engineer and 
the bio risk manager is crucial and will provide for smooth operations of the facility.

IMPLEMENTATION

Maintenance Planning

Thorough planning of the maintenance program is critical and will help to make sure 
that everything runs smoothly. This can be done in two different ways:

 1. Use special maintenance software, which is either commercially available 
or developed locally using available resources.

 2. Use a hardcopy or file card system, including all the necessary information.

Commercial software systems allow you to create maintenance tasks in a way that 
reflects the maintenance plan of the overall facility. Usually, tasks will be captured 
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with their room number and facility system affiliation. Additional data included are 
outlined in the following section. Based on recommended maintenance intervals, 
activities can be planned. These software systems create order forms for each mainte-
nance activity with a due date. These forms can be signed and reported back following 
completion of work. In this way, all work is accounted for and completely documented.

Any nonelectronic system used may incorporate these same principles. The dif-
ficulties lie in time management and scheduling of work. Automatic notifications are 
not possible. However, a calendar system may work just as well, simply requiring the 
user to check calendar entries on a regular basis.

list oF Facility systeMs

Every facility should have a comprehensive, up- to- date list of plant systems. This 
list should include all the equipment in the plant, and pertinent information about 
that equipment and its spare parts. This list can be administratively or electronically 
controlled. The data on this list may include the following:

• Precise description of part (name, article number, manufacturer, unique 
identifier, etc.)

• Purchase (supplier, alternative supplier, delivery time)
• Life span
• Recommendations for storage
• Necessary documentation for installation and removal
• Location

Maintenance actiVities

To ensure that maintenance is performed completely, the institute should document 
all necessary and recommended maintenance information for every system ( including 
components and inspection points). This information may then be organized based on 
maintenance intervals and who can perform them. In effect, the facility should have 
an easily accessible resource that contains all the required information for any given 
maintenance object on any given date. In addition, this document should include legal 
requirements and possible hazards. Table 7.2 is an example of such a list.

arrangeMent into Maintenance categories

Usually, the head engineer of a facility is tasked with separating maintenance activi-
ties into specific maintenance categories. For this, the engineer may need to enlist 
help from the design and construction team of the facility, manufacturers, and the 
bio risk management staff. Generally, the aim is to perform as many activities as 
possible outside containment or in areas that have been approved as safe following 
decontamination. Maintenance activities should fall into normally scheduled main-
tenance periods, and meet the desired maintenance strategy (see Table 7.2). Clearly, 
not all maintenance requirements fall under the same category, nor does every 
piece of equipment have the same legal or engineering requirements. Thus, a major 
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challenge is to correctly define the right category for every piece of equipment. The 
following criteria may help in arranging equipment into maintenance categories:

• Legal requirements
• National or international standards
• Good practices
• Manufacturer’s recommendations (maintenance intervals, parts to be 

changed, life span, etc.)
• Maintenance/ repair history of a piece of equipment
• Required availability for scientific staff
• Stress factors (temperature changes, mechanical stress, liquids, etc.)
• Run times
• Relationship with/ connection to other plant systems (e.g., failure of one piece 

of equipment may cause damage to another)

CONCLUSION

Explicitly integrating an operations and maintenance strategy into a bio risk manage-
ment system will significantly reduce the risk of an accidental or intentional release 
of a dangerous organism. As was shown by the FMD example, lack of routine main-
tenance resulted in a release of FMD into an environment where the virus did not 
occur naturally. Proper maintenance and repair of the effluent system could have 
safeguarded the local environment, livestock, and farmers. If the risk assessment 
had substantively considered the operations and maintenance of the facility’s effluent 
system, that incident likely could have been avoided.

Using reliability- centered maintenance and properly designing a maintenance plan 
will reduce the likelihood of equipment failure throughout a facility while minimizing 

TABLE 7.2
Possible Maintenance Activity Overview
This table shows an exemplary overview of maintenance activities and how they may be set up. In its 
electronic form, further information, such as legal requirements, may be linked to the document, thus 
incorporating all necessary information in one place.

System 
Number Name

Regulatory 
Requirements Activities Interval

Realization 
Internal/ 
External

Time 
Required

Maintenance 
Category

J01 Lift Yes Periodical 
service

3 monthly Elevator, 
Inc.

1 day —

I59 Autoclave 
BL-43

No Cleaning 
of seals

Weekly Internal 1 hour A

I59 Autoclave 
BL-43

No Functional 
checks

Before 
every use

Internal 5 minutes A

I59 Autoclave 
BL-43

No Periodical 
service

Yearly Sterile Ltd. 5 day C

I66 BSC 
Class III

Yes Periodical 
service

Half 
yearly

Glovebox, 
Inc.

3 day B
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the long- term costs of the maintenance system. Reliability- centered maintenance 
will also minimize the impact on the operations of the facility caused by unexpected 
stand- down times for repairing critical equipment. Substantive organizational plan-
ning by all those involved, including maintenance personnel, bio risk management 
professionals, environmental health and safety professionals, and management, will 
ensure that the workers who conduct the maintenance, the laboratory workers, and 
everyone else in the facility will remain safe. A robust maintenance program will, in 
turn, reinforce the technical systems that support the other elements of a bio risk man-
agement program discussed in this book. Without a reliability- centered maintenance 
program, the laboratory is likely to spend larger amounts of money on a less reliable 
strategy, resulting in increased risk to all personnel and the surrounding environment.
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8 Evaluating Biorisk 
Management 
Performance
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ABSTRACT

A biorisk management system functions to control risks associated with handling, 
storage, and disposal of biological agents and toxins. The AMP (assessment, mitiga-
tion, and performance) model for biorisk management requires that control measures 
(mitigation) be based on a substantive risk assessment (assessment) and also that the 
effectiveness and suitability of the control measures be evaluated (performance). 
Although performance is generally evaluated after mitigation is implemented, 
designing appropriate performance indicators must be part of the planning process. 
Common strategies used currently to measure performance often rely on failure data 
and may benefit by utilizing additional indicators that measure more proactive activi-
ties and outcomes. Using the results from performance measurement is imperative to 
make effective changes or improvements to the system, and a continually improving 
system is a hallmark of an effective biorisk management program.

INTRODUCTION

The English word performance first came into use in the 1530s, and in that early 
context, it meant to carry out or see through a promise or duty (Harper 2014). This 
original intent of the word applies well to the concept of biorisk management per-
formance—which is carrying out the duty of biorisk management. A management 
system is the framework of processes and procedures used to ensure that an orga-
nization can reliably fulfill all tasks required to achieve its objectives (Wikipedia 
2013). Performance, then, is a hallmark of a management system—assuring, in a 
cyclical and ongoing fashion, that implemented measures actually address the objec-
tives established.

As has been seen throughout this book, a biorisk management system can be 
divided into three primary functions—assessment, mitigation, and performance 
(AMP). In the context of the AMP model, biorisk management performance mea-
surements provide evidence that the organization can reliably fulfill all the tasks 
required to conduct substantive, transparent, and comprehensive biorisk assessments 
and to implement appropriate biorisk mitigation strategies to reduce or eliminate the 
identified risks.
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Table 8.1 lists common performance tools often cited to measure biorisk man-
agement performance. These tools, while providing some value in measuring 
performance, are limited—especially when used in isolation and in a reactive man-
ner. Although important to ongoing function and continual biorisk management 
improvement, these limited provisions rarely appear proactively in current biorisk 
management plans, and if they do, they are almost never fully executed. This lack of 
continual attention and follow- through leaves biorisk management efforts vulnerable 
to criticism, pushback, deterioration, and at worst, unforeseen failure.

The process described in this chapter advocates more thoughtful performance 
measurements using actual data to support and develop programs that reduce risk. 
This, in turn, builds confidence and promotes buy- in at all levels. A carefully planned 
and fully executed biorisk management system that uses the AMP model provides 
workers, managers, biorisk management advisors, and institution leadership with 
documented, risk- based, cost- effective, and locally relevant risk reduction strategies.

Making the shift to an effective, performance- based biosafety and biosecurity 
program requires three primary actions:

 1. Establish performance indicators during the planning stage—concurrently 
with the process of setting goals and objectives and assigning roles and 
responsibilities for each new project or program.

 2. Involve persons at every level and function of an organization to conduct 
biorisk management performance measurements.

 3. Evaluate and use existing data to create and expand performance 
measurements.

Controlling “risks associated with the handling or storage or disposal of biologi-
cal agents and toxins in laboratories or facilities” defines the purpose of a biorisk 
management system, according to Section 1 of the international consensus document 
CWA 15793:2011 (European Committee for Standardization 2011). Section 4.5.1 
of CWA 15793 describes performance measurement and analysis of data, stating: 
“The organization shall ensure that appropriate data are determined, collected and 
analysed to assess the suitability and effectiveness of the biorisk management system 
and to evaluate where continual improvement of the system can be made.” Using 
these two provisions together, measurement and evaluation of a biorisk management 
system should then focus on the activities associated with reliable control of the risks 
associated with the handling, storage, or disposal of biological agents and toxins, 
and the extent to which that control has been put into place and can be demonstrated.

THE IMPORTANCE OF PERFORMANCE TO BIORISK MANAGEMENT

Measurement and evaluation of biorisk management performance serves several 
functions. First, and perhaps most obvious, performance should evaluate that exist-
ing biorisk assessments are accurate and that biorisk mitigation measures are suitable 
to control, reduce, or eliminate the identified risks. Well- designed performance mea-
surements can provide an indication of where some biorisk management strategies 
are not operating as intended or are deteriorating over time. If metrics are designed 
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TABLE 8.1
Tools That Have Been Cited and Utilized as Performance Indicators 
for Biorisk Management

Tool Description
Advantages as 

Performance Tool
Disadvantages as 
Performance Tool

Audits Planned and documented 
activity by qualified 
personnel to determine 
by investigation, 
examination, or 
evaluation of objective 
evidence the adequacy or 
compliance with 
established procedures or 
documents and the 
effectiveness of 
implementation.

• Comprehensive system 
review.

• Too infrequent to identify 
system deterioration.

• Focus on compliance 
rather than ensuring that 
the system is delivering 
desired outcomes (OECD 
Environment Directorate 
2008).

• Complex.
• Time- consuming.

Inspections Organized examination or 
formal evaluation 
exercise. Results are 
usually compared to 
specified requirements 
and standards. 
Inspections can be part, 
but not all, of an audit.

• Immediate assessment.
• Focused on a specific 

aspect.

• Generally focused on 
specific aspects of worker 
safety rather than on 
overall system function 
(OECD Environment 
Directorate 2008).

• Planned inspections may 
not reflect actual 
conditions.

• Unplanned inspections can 
cause unusual responses 
due to stress and surprise.

Questionnaires Instrument consisting of a 
series of questions and 
other prompts for 
purposes of gathering 
information from 
respondents.

• Standardized responses 
help in compilation and 
comparison of data.

• Inexpensive.
• Perception has been 

demonstrated to be a 
particularly effective 
indirect measurement of 
system performance 
(Choudry et al. 2007; 
DeJoy et al. 2004; 
Gershon et al. 2000; 
Turnberg and Daniell 
2008).

• Not always designed for 
statistical analysis of 
results.

• Low return rates.
• Questions can be poorly 

designed.
• Generally completed by 

persons who are either 
very pleased or very 
displeased.

continued
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TABLE 8.1 (continued)
Tools That Have Been Cited and Utilized as Performance Indicators 
for Biorisk Management

Tool Description
Advantages as 

Performance Tool
Disadvantages as 
Performance Tool

Interviews An interview is a 
conversation between two 
or more people where 
questions are asked by 
the interviewer to elicit 
facts or statements from 
the interviewee.

• Focused on individual 
interviewee and his or 
her opinion.

• Interviewer can 
introduce flexibility into 
conversation.

• Can derive depth of 
detail from the 
interviewee.

• Time- consuming and 
resource- intensive.

• Very difficult for 
interviewer to assure that 
he or she has captured all 
the information.

• Quantitative analysis is 
difficult.

• Difficult to compare 
populations.

Training 
evaluations

Training evaluations are 
most commonly known 
as questionnaires for 
students to provide 
immediate feedback 
about the instruction of a 
course or training event. 
Three additional levels of 
training evaluation have 
been identified by 
Kirkpatrick and 
Kirkpatrick (1994) that 
involve other mechanisms 
than a written 
questionnaire.

• For level 1 and level 2 
evaluations, an 
immediate assessment 
of student satisfaction 
and initial instructor 
assessment of learning 
is generated 
(Kirkpatrick and 
Kirkpatrick 1994).

• If all levels of the 
Kirkpatrick model are 
used, satisfaction, 
learning, behavior 
changes, and 
organizational changes 
are all documented.

• Behavior and 
organizational changes are 
best measured 3–6 months 
beyond training 
(Kirkpatrick and 
Kirkpatrick 1994). Due to 
this time gap, this type of 
evaluation often does not 
occur.

Incident 
reports

A form completed to 
record details of an 
unusual event that occurs 
at a facility. The purpose 
is to document exact 
details while they are still 
fresh in the minds of 
those involved.

• The report of a defined 
incident indicates a 
failure in the system.

• An accurate report can 
clarify liability issues 
stemming from the 
incident.

• Near- miss reports can 
show problems with the 
system before failure 
occurs.

• Investigation of the 
cause of the incident 
can help pinpoint areas 
for closer review.

• Measuring the numbers of 
reports may not discern 
the difference between 
successful reporting and 
incident occurrence 
(Choudry et al. 2007; 
Glendon and Litherland 
2001).

• Using declining incidents 
may be a disincentive to 
reporting.

• Success of biorisk 
management cannot be 
determined by levels of 
system failure.

• Reports can be of dubious 
accuracy—especially if 
reportees expect punitive 
action.
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to provide an early warning, this will allow preventive action to be put in place 
before a damaging incident occurs—a release, injury, or mishandling of biological 
materials. The reliance on more proactive performance measurements, rather than 
on failure data, avoids discovering weaknesses in the system through costly inci-
dents (Choudry et al. 2007; Fernandez- Muniz et al. 2007; Glendon and Litherland 
2001; OECD Environment Directorate 2008).

In addition to affirming the control, reduction, or elimination of biorisks, mea-
surement and evaluation of biorisk management performance provide an opportu-
nity to further refine and improve the system by revising goals and objectives, and 
allocating resources where they will provide the most benefit. Identifying obsolete 
or ineffective control measures allows reallocation of resources to other strategies. 
Ongoing system performance assessments allow for continuous improvement of 
the biorisk management system to identify and address new knowledge and chang-
ing needs.

Although performance measurements have not historically been established for 
biosafety and biosecurity, other industries routinely use safety performance mea-
sures (see Chapter 1). Safety science literature contains reports and studies on what 
types of performance measurements are most indicative of safety performance. 
Organizations that measure performance for safety or security report that due to the 
focus on reliable risk management, they have protected their reputation and been 
able to demonstrate documented suitability of their risk control systems. In addi-
tion, these organizations have found that they were better able to use information 
that was being collected for other purposes (OECD Environment Directorate 2008). 
Industries reporting these benefits include the construction industry (Choudry et al. 
2007), healthcare (DeVries et al. 1991), aviation (Eherts 2008), chemical industrial 
areas (Reniers et al. 2009), and university and college laboratories (Wu et al. 2007), 
among others.

One of the most comprehensive documents that describes the value and thought 
behind safety performance indicators was published by the Organization for Economic 
Cooperation and Development (OECD) in 2008: Guidance on Developing Safety 
Performance Indicators Related to Chemical Accident Prevention, Preparedness 
and Response (OECD Environment Directorate 2008). Although this international 
best practice document describes safety performance indicators for the chemical 
industry, these processes can easily be transferred and utilized for biorisk manage-
ment systems. Figure 8.1 outlines the steps described in the OECD publication to 
systematically develop, implement, and evaluate safety performance indicators.

ESTABLISHING BIORISK MANAGEMENT 
PERFORMANCE MEASUREMENTS

To follow the steps in Figure 8.1, some basic definitions and processes are necessary. 
This section identifies the concepts, terms, and basic examples—primarily derived from 
the OECD safety performance indicator document (OECD Environment Directorate 
2008), with added illustrations relevant to biorisk management. The following sections 
will use these steps in more specific and detailed biorisk management examples.
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Because establishing performance measurements should occur during the plan-
ning phase, the lead person responsible for setting the biorisk management system 
goals and objectives should also be responsible for assuring that performance mea-
surements have been clearly defined and identified, and the roles and responsibilities 
for gathering those measurements have been appropriately assigned to knowledge-
able personnel. However, as is the case for nearly all aspects of biorisk manage-
ment, appropriate measurements are best established with input and support from all 
levels—management, technical experts, and employees with hands- on knowledge of 
the affected work.

Step 1: IdentIfy the Key ISSueS of ConCern

Choosing What to Measure
Measuring performance is most critical where:

• Risk is the greatest
• Controls are the most vulnerable to deterioration over time
• Safety or security problems have occurred in the past
• Gaps in safety or security have been identified
• Newer, more untested mitigation strategies are being implemented

Although tempting, performance indicators should not be chosen merely because 
they are easiest to measure (e.g., counting the number of days without an incident) 
or because they make the organization appear successful. Similarly, performance 
indicators should be developed for what should be measured, not for what can be 

Identify the Key
Issues of Concern

De
ne OUTCOME
Indicators and

Metrics

De
ne ACTIVITIES
Indicators and

Metrics

Act on Findings
from Performance

Indicators

Collect Data and
Report Indicator

Results

Evaluate and Re
ne
Performance

Indicators

FIGURE 8.1 Steps for implementing safety performance indicators.
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measured. Limiting the number of performance evaluations to those of the highest 
priority allows resources to be focused and used more effectively. Over time, more 
indicators may be implemented, as earlier goals are achieved or as measurements 
become more routine.

StepS 2 and 3: defIne outCome and aCtIvIty IndICatorS and metrICS

Basic Definitions for Performance Indicators
A performance indicator has two parts—a definition and a metric. The definition 
describes what success would look like. The metric describes the measurement to be 
taken to detect that success. For example, in training, a defined performance indica-
tor might be: Are students able to recall key messages from the training? One metric 
to measure success could be the score from a quiz given after the training to test 
student recall of the key messages.

Metrics do not always result in actual numbers. The simple binary yes or no serves 
an extremely valuable purpose in performance measurements in a system. There are 
(at least) three categories of metrics:

 1. Descriptive metrics: A condition measured at a certain point or time, 
including, but not limited to, sums, percentages, and composites. Yes or no 
is a descriptive metric. A descriptive metric for the training indicator given 
above is the average score from students who took the quiz.

 2. Threshold metrics: Compares descriptive metrics to threshold or tolerances, 
where they exist. A threshold metric could be the number of students scor-
ing a 90% or higher on the quiz.

 3. Trended metrics: Changes in descriptive metrics over time. Changes in 
training recall could be measured using a trended metric of the score of the 
same students on the quiz (1) immediately following the training, (2) two 
weeks following the training, and (3) three months after the training.

All of the example metrics provide a measurement for the indicator “Are students 
able to recall key messages from the training?” However, each metric demonstrates 
a different way of looking at that indicator. Choosing a metric is as important as 
defining the indicator.

Types of Performance Indicators
The OECD publication describes two types of performance indicators—outcome 
and activity indicators. Outcome indicators are designed to define and measure the 
extent to which the system component achieves the desired results (e.g., meeting 
the outcome). Activities indicators measure whether the organization demonstrates 
the intent to develop and implement necessary policies, programs, and procedures 
(e.g., implementing activities) to support the system components that are in place. 
These two types of indicators are termed leading and lagging in other safety sci-
ence literature (Jovasevic- Stojanovic and Stojanovic 2009; Neal and Griffin 2006). 
However, the terminology is less important than the concept that certain activities 
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must be in place (activities/ leading) for desired outcomes to be measured and ulti-
mately achieved (outcome/ lagging).

A difficulty in establishing biorisk management performance measurements is 
that biorisk management is, for the most part, a large and intangible concept, and 
success is measured by the absence of incidents or problems—however, there is 
a distinct difference in the probability of future incidents between a lucky lab and a 
prepared lab. When biorisks are being managed properly, workers, the community, 
and the environment are safe and pathogens are secure from accidental or inten-
tional release. Establishing observable measurements for the concepts of safety and 
security requires careful thought as well as clear documentation of the planning and 
preparation that goes into a successful biorisk management system.

Step 2: Define Outcome Indicators and Metrics
Outcome indicators are best determined before activity indicators. An outcome indi-
cator is a demonstration that the outcome has occurred. If the desired outcome is 
that all personnel are competent in a certain procedure, one indicator may be that 
all personnel have completed training on how to properly perform the procedure. 
The accompanying metric would be the number of workers trained compared to the 
number untrained. Another desired outcome for biorisk management may be that a 
biorisk management committee has been established. An outcome indicator for this 
goal may be that the biorisk management committee has held meetings, and the met-
ric can be the number of meetings held in a specified time period. Further indicators 
and metrics are required, of course, to measure if the committee is meeting the roles 
and responsibilities assigned.

Step 3: Define Activity Indicators and Metrics
Once outcome indicators are established based on goals and desired outcomes, activ-
ity indicators measure the existence of activities that have been put into place to 
assure the outcome. For example, to match the outcome indicator that workers are 
trained in a given procedure, the activity indicator could be that a training program 
for that procedure is established and available to all personnel. The metric may be a 
simple “Yes—the training program is available to all personnel” or “No—the train-
ing program is not available to all personnel.” In the case of the biorisk management 
committee, an activity indicator might be that potential committee members have 
been invited to participate. The metric may be the affirmation (yes or no) that invita-
tions have been sent to identified candidates. The value of pairing activity indicators 
with outcome indicators is that activity indicators are more often the responsibility 
of management rather than the workforce; thus, activity indicators hold leadership 
equally accountable for biorisk management as those working directly with patho-
gens or toxins. This parity of direct responsibility across all roles is a distinguishing 
characteristic of a biorisk management system.

Step 4: ColleCt data and report IndICator reSultS

As mentioned above, identifying the mechanisms for data collection and report-
ing should be pursued concurrently with indicator selection (outcome or activity 
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indicator). However, merely deciding what indicators and metrics are needed does 
not assure that data is collected and reported in a manner that allows performance to 
be evaluated. Primary consideration in data collection involves determining who the 
data will be collected by, where it is to be collected, and when it is to be collected. 
Similarly, reporting procedures consider to whom the data will be reported, when 
it will be reported, and the mechanism by which the report is made. Care must be 
taken to assure that the collected and reported data is relevant and useful. Those to 
whom data is reported must have a clear understanding and use for that information 
relative to overall biorisk management system performance. For example, a worker 
may routinely log a reading from a piece of equipment to determine that work may 
safely and securely proceed. This same reading, in aggregate over time, may be used 
by program managers to assess equipment performance over time. The mechanism 
to allow the daily reading to be reported and to whom must be identified and in place 
so that it may be evaluated at the program level.

Some indicators require comparison to thresholds or tolerances, established by 
industry or organization best practices. A process and responsibility for obtaining 
these thresholds must be identified as part of the process for collecting data and 
reporting indicator results.

Step 5: aCt on fIndIngS from performanCe IndICatorS

Evaluating the results of performance indicators will require a response or action. 
Examples of the determinations to be made include:

• Which results meet expectations, exceed expectations, or fail expectations 
(or similar categorization), based on preestablished goals and objectives?

• Are results relevant to the preestablished goals and objectives?
• Are less than ideal results due to an unrealistic indicator or metric?
• Do results demonstrate an unanticipated but relevant result?
• Does any result require immediate corrective action (stop work, emergency 

procedures, retraining, etc.)?
• Does any result require preventive action (changes in assessment or mitiga-

tion strategies)?

Allowing a process to move forward as designed is a valid response if the per-
formance indicators show that the desired outcome has been met or that satisfac-
tory progress toward the desired outcome has been demonstrated. However, when the 
results from performance indicators show deviations from expectations, more signifi-
cant action may be required. This is where the paired outcome and activity indicators 
are most helpful. For example, perhaps the outcome indicator shows that an unaccept-
ably low number of personnel have been trained in a specific procedure. This could 
be due to personnel not attending a training session, or the accompanying activity 
indicator may show that a process to give all personnel access to the training has not 
been established or has deteriorated. This finding suggests that managers may need to 
evaluate and implement different training options or to increase training accessibility, 

  



154 Laboratory Biorisk Management

or both. An evaluation of outcome- activity indicator pairings helps to determine the 
cause of the problem, but also helps to determine an appropriate response.

Step 6: evaluate and refIne performanCe IndICatorS

Any system must include a periodic review of work procedures, processes, and other 
system functions to maintain reliability. In the case of performance indicators, sev-
eral aspects must be reviewed by asking the following questions:

• Are current priorities still valid?
• Are the established indicators still needed (e.g., indicators may have shown 

that a goal has been reached, is satisfactorily being addressed, or even that 
the original priority may not be as important as previously thought)?

• Have established indicators provided the measurements necessary to dem-
onstrate reliability?

• Do indicators provide the precision necessary to detect the performance 
desired? For example, does compliance in training translate to actual pro-
ficiency by users?

• Should additional indicators be added for new priorities or for previously 
identified priorities?

• Does new or emerging information or best practices shared from others 
need to be considered for incorporation in order to pursue continuous 
improvement of the system?

Once these questions are answered, the currently used performance indicators 
may require refinement. The same step- by- step process outlined above can be used 
to establish new, more appropriate indicators or to refine existing measurements.

SPECIFIC BIORISK MANAGEMENT EXAMPLES

The six steps presented above provide a framework for initiating and maintaining 
performance measurements as part of a biorisk management system. This section 
presents biorisk management examples based on the three key actions for imple-
menting effective biorisk management performance indicators presented previously. 
These actions are repeated here:

 1. Establish performance indicators during the planning stage—concurrently 
with the process of setting goals and objectives and assigning roles and 
responsibilities for each new project or program.

 2. Involve persons at every level and function of an organization to conduct 
biorisk management performance measurements.

 3. Evaluate and use existing data to create and expand performance 
measurements.

This section serves only as an example and is not fully inclusive of the vari-
ous options available for use in performance indicators and metrics within a biorisk 
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management system. The indicators and metrics listed in Tables 8.2 through 8.5 may 
or may not be relevant to every biorisk management system. Readers are encour-
aged to use the six steps outlined above and the examples given below as a starting 
point to develop their own indicators and metrics relevant to their facility. There is 
no shortcut or checklist for this work—going through this process will assure that 
performance measurements are more relevant to the program, which in turn will 
strengthen the biorisk management system.

For the first two examples, a biorisk management goal was chosen, using the 
provisions of the CWA 15793:2011 (European Committee for Standardization 2011) 
as a starting point. Objectives were designed to take steps toward meeting the goal, 
and in each example, performance indicators and metrics were developed to measure 
whether the stated objectives had been addressed and if, as a result, the overarching 
goal was closer to being achieved.

In Example A, the steps for including performance indicators as part of the plan-
ning process are shown. Example B builds on Example A, showing the possible 
expansion of performance measurements across an organization—at the lab, pro-
gram, and organization levels.

Example C takes a common existing data collection procedure—the reading of a 
magnahelic gauge—and demonstrates how this single measurement might be used 
for different performance indicators across the organization, thus meeting different 
goals and objectives at different levels.

The last example, Example D, takes performance measurement out of the lab and 
into the field, listing some possible performance indicators for various field investi-
gations. This example is included to demonstrate, along with other examples in this 
book, that biorisk management and the AMP model, specifically performance in 
this example, are relevant and applicable beyond the laboratory setting.

example a: SettIng BIorISK management performanCe 
IndICatorS durIng the plannIng Stage

Example A, as outlined in Table 8.2, focuses on the critical function of a biorisk 
management system that includes the physical security of biological materials. One 
mechanism to achieve security is to assure that only authorized workers access these 
materials. A risk assessment should identify the materials and facilities for which 
strict authorized access is most critical. Mitigation strategies for implementing 
access controls include individually assigned keys, keycards, proximity or magnetic 
cards, or even biometric sensors (iris scan, hand geometry, fingerprint, etc.).

In the planning phase, where these risk assessments are completed and risk- based 
mitigation strategies are identified and proposed, performance indicators must also 
be established to provide documented assurance that the assessment is accurate and 
the mitigation is appropriate and effective. Figure 8.2 shows the basic flow of the 
plan- do- check- act aspects of a biorisk management system. Note that performance 
indicators are established during the planning phase and that they are based on the 
goals, objectives, roles, and responsibilities of a biorisk management system. The 
CWA 15793:2011 document (European Committee for Standardization 2011) is a 
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good starting point for biorisk management system goals. In addition, CWA 16393: 
Laboratory Biorisk Management—Guidelines for the Implementation of CWA 
15793:2008 (European Committee for Standardization 2012) provides further guid-
ance on the implementation of a biorisk management system.

For Example A, the stated goal is based on CWA provision 4.4.4.8.4 and is para-
phrased as “controls are established, based on biorisk assessment, for the physical 
security of cultures, specimens, samples, and potentially contaminated materials or 
waste” (European Committee for Standardization 2011). The objective, based on 
the notes section of the same provision, “assure that facilities and equipment (where 
valuable biological materials (VBMs) are used, stored, or disposed) are accessed 
only by authorized (screened, trained, and assigned) workers,” is one step that can be 
taken to meet the goal. Both the goal and objective(s) can be listed as part of:

Step 1: Identify key issues and concerns. A further refinement is to state 
the purpose of the indicators. In this example, the purpose is “to deter-
mine if unauthorized persons are gaining access or attempting to gain 
access to VBMs, potentially increasing the risk of theft, misuse, or acci-
dental release.”

Step 2: Define the outcome indicators and metrics. A potential desired out-
come for achieving the goal and objective would be the detection of unau-
thorized access or attempts. That outcome could be measured by reports of 
observed unauthorized access or access attempts, or recorded by electronic 
logging devices that monitor access or access attempts.

External: Legal,
Community

Internal:
Mission

Policy
(Commitment

and Intent)

Gap
Analysis

Goals

Gap
Analysis

Objectives
Roles and

Responsibilities

ReviseReviseReviseRevise

Legend:

Plan

Do

Check

Act

Establish
Actions and
Performance

Indicators

Implement,
Including Provisions for
Measuring Performance

Collect, Report, and
Evaluate Results

and Metrics

FIGURE 8.2 Plan- do- check- act flow in biorisk management performance.
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Step 3: Establish the activity indicators and metrics. In Example A, activ-
ity indicators would reflect an organizational process for detecting unau-
thorized access or attempts. This might be represented by the presence of 
a standard operating procedure (SOP) that requires reporting of observed 
unauthorized access or attempts.

Step 4: Collect data and report indicator results. Step 4 lays out the mech-
anisms by which data is collected, and to whom and how it is reported. 
For Example A, authorized lab workers are those who are in a position to 
observe attempts at unauthorized access. These attempts would be observed 
on a continuous basis during work hours at facilities or equipment where 
valuable materials are used, stored, or disposed. Any report of observed 
unauthorized access or attempts must be made verbally to the laboratory 
director immediately following the observation followed by a written report 
(using a form that, presumably, is included in the SOP). The activity indica-
tor data—the confirmation that organizational processes are in place (or 
are lacking) to require reporting of observed unauthorized access—can be 
collected and reported on a periodic basis (in Example A, an annual review 
is suggested), unless an incident prompts review.

Step 5 (act on findings from performance indicators) and step 6 (evaluate and 
refine performance indicators) cannot be presented here without reported data, 
and thus are not listed in the table. However, once data is collected from outcome 
and activity indicators, the person who receives the reports (in Example A, this is 
the laboratory director—this will vary at actual institutions) must review the reports 
to determine if results match the desired outcomes and if defined activities are in 
place. Results not matching expectations may require corrective or preventive action. 
No change may be necessary for results that indicate satisfactory progress. As with 
mitigation strategies, no single performance indicator is adequate for monitoring 
performance. Multiple indicators increase the coverage of the different factors that 
influence the success, or lack of success, of mitigation strategies.

If results indicate that the system for assuring unauthorized access is function-
ing as desired, decreases in the frequency of measurement or reporting might be 
acceptable or the measurements can be left in place. Alternately, additional indica-
tors or more stringent outcomes should be put in place to further mitigate identi-
fied risks. If the measurements do not appear to be the correct measurements to 
detect unauthorized access, the indicators should be changed or refined to better 
indicate performance.

example B: expandIng BIorISK management performanCe 
IndICatorS durIng the plannIng Stage

Example B is shown in Table 8.3. Example B uses the same biorisk management 
scenario as Example A—the physical security of biological materials with the same 
goal and objective, assuring only authorized access—but because biorisk manage-
ment responsibility exists in every level and role of an organization, Example B 
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expands performance measurements across the broader organization. The first indi-
cator purpose—targeted at the lab level—is the same as in Example A and is there-
fore duplicated from Table  8.2. Two additional purposes are defined to meet the 
same objective, but these are targeted toward program (often managed by a biorisk 
management advisor) and organization (managed by organization directors) levels. 
The same four steps as defined in Example A are used; however, because of the dif-
ferent level and roles, different outcomes and activities are identified.

For indicators typically measured by and assigned at the program level (e.g., bio-
risk management advisor, biorisk management advisory committee, security office, 
safety office), the purpose of the indicator is the determination of which labs, based 
on the biorisk assessment, require more stringent access controls. The indicators 
focus, at this level, on biorisk assessments. Have they been performed? At which 
labs? Does an organizational process and requirement for conducting biorisk assess-
ments exist? Which labs, based on the biorisk assessment, require more stringent 
access controls? Is there an organizational process to assign and install appropriate 
access controls based on the biorisk assessment?

For the organizational level, the focus shifts to personnel. Personnel issues are gen-
erally handled through offices that report to top management (e.g., human resources), 
and biorisk management indicators that focus on personnel are thus appropriately 
assigned to those top managers. At this level, indicators focus on whether personnel 
are evaluated to determine their suitability for access (screened and trained), and if 
they are appropriately assigned to “matching” access levels.

All three levels contribute significantly to meeting the stated objective (under 
step 1) of assuring that valuable biological materials are accessed only by authorized 
persons. This objective, in turn, contributes to meeting the goal of establishing con-
trols for the physical security of those materials. Obviously, there are many other 
goals, objectives, and performance indicators that can be used in combination (or 
alternately) with these first two examples, but these provide a snapshot of what a 
performance measurement initiative might look like.

example C: utIlIzIng exIStIng data to Create 
or expand performanCe meaSurementS

Example C is shown in Table  8.4. This example focuses on utilizing data that is 
already being collected for other purposes and applying it to provide performance 
information across the whole organization. In this example, the existing informa-
tion is the reading on the magnahelic gauge found on most biological safety cabi-
nets (BSCs). This gauge measures the pressure difference across the high- efficiency 
particulate air (HEPA) filters between the work space and the inner plenum of the 
cabinet. Changes in readings over time can indicate a problem with the HEPA filter, 
which can result in improper function of the BSC. Most lab workers are trained 
to check the magnahelic gauge before beginning work to assure that the filter and 
BSC are working within specifications. The data from this simple reading, how-
ever, can be used for many other performance measurements within the institution 
depending on who uses the data. Table 8.4 provides examples of using this data for 
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programmatic and organizational performance assessments. The program level can 
use aggregated data from individual readings to determine whether HEPA filters 
are nearing their end of life. This requires that the data associated with each device 
be recorded and reported, in some fashion, to the program level for aggregation 
and review. Evaluating the program- level outcome indicators also requires that some 
process for determining end- of- life thresholds is in place; this is one type of activity 
indicator that could be established and measured. The data aggregated and evaluated 
by the program level can, in turn, be reported to the organizational level to assure 
that budgets are in place for expected HEPA filter replacement.

This example is just one of many where existing data can be used to improve 
biorisk management system performance. Evaluating and employing existing data 
sources for their utility beyond their current use may allow an organization to see 
larger- picture results.

example d: uSIng BIorISK management funCtIonS 
and performanCe IndICatorS outSIde of laBoratorIeS

The concept of biorisk management is most often associated with the activities 
of laboratories where biological agents and toxins are used, stored, or disposed. 
However, there are many other settings where biological agents and toxins may be 
encountered and the pillars of biorisk management—assessment, mitigation, and 
performance—are equally applicable in these settings.

Example D is shown in Table 8.5. This example focuses on an activity common to 
the field collection of samples: safe and secure transport. Samples collected outside 
of laboratories from farm animals or wildlife or from rural human populations are 
often collected in settings with little containment infrastructure and then are trans-
ported from the sample site to a laboratory for analysis. During transport, the samples 
may be transferred to several different carriers. In this scenario, assuring safe and 
secure transport focuses on also assuring that the documentation that accompanies 
the sample is accurate and authentic, and that those who participate in transport are 
authorized to do so. Table 8.5 is formatted identically to the previous tables using 
the steps for establishing and implementing performance indicators. The purpose of 
the example indicators is to verify sample identity during field collection and trans-
port. The outcome indicators measure the validity of documentation that accompanies 
the samples, as well as visual affirmation that the sample matches expected appear-
ances (blood, tissue, swab, etc.). The activity indicators measure that processes are in 
place to require documentation and to verify authorized transport and carriers. Note 
that the outcome indicators, for this example, are measured at the point of transfer, 
not at the laboratory (unless the lab is at a point of transfer). In another situation, the 
outcome could be the condition of the package and sample in the receiving area.

CONCLUSION

Measuring biorisk management system performance is critical to assuring that patho-
gens and toxins are handled safely and securely in any setting. Currently, biorisk 
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performance measurements are rarely executed, or they are used only after an inci-
dent occurs. Relying on failure data is inappropriate, ineffective, and may signifi-
cantly impact the lives and welfare of employees and others. The implementation of 
thoughtful performance indicators requires careful planning, but the measurements 
themselves need not be difficult to gather or costly. Performance measurements 
must be established during planning concurrently with goals, objectives, roles, and 
responsibilities. The six steps to establishing effective performance indicators dur-
ing this planning period are: (1) identify the key issues of concern, (2) define out-
come indicators and metrics, (3) define activity indicators and metrics, (4) collect 
data and report indicator results, (5) act on findings from performance indicators, 
and (6) evaluate and refine performance indicators.

All levels and roles within an organization are responsible for biorisk manage-
ment, including measuring performance. Different roles and responsibilities require 
different types of indicators to assure biorisk management performance. The use of 
both outcome and activity indicators helps to identify both top- down and bottom- up 
successes or weaknesses. One of the first steps in establishing a biorisk manage-
ment performance initiative is to evaluate and exploit, if appropriate, existing data 
sources. Rather than being overwhelmed by setting performance measurements for 
all aspects of biorisk management, managers should focus on a few key areas first, 
and then gradually add more areas. Success in both establishing indicators and met-
rics and also in measuring positive performance will breed further success and posi-
tive performance. This positive performance will further reinforce risk reduction 
strategies and support a safe and secure workplace.
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9 Communication for 
Biorisk Management

Monear Makvandi and Mika Shigematsu

ABSTRACT

This chapter discusses hazard, risk, and crisis communication within the context 
of biorisk management. Several main aspects exist when delivering hazard, risk, 
and crisis communication: the type of information communicated, the urgency of 
the communication, and the media used for the communication. Communication 
goals should be identified based on the audience, the content of the message, and 
the nature of the hazard, risk, or crisis. There may be multiple audiences with dif-
fering information needs for the different types of message (hazard, risk, or crisis). 
The messages should be created to address the different audiences’ needs and how 
well the audience understands the hazard, risk, or crisis that needs to be commu-
nicated. Many audiences will internalize the information subjectively, and if their 
particular concerns are not addressed in the message, they may presume a worst- 
case scenario even when presented with complete information. Failure by institu-
tions to incorporate value judgments into communication about hazards, risks, and 
crises can distract from and skew the message’s original intent—which could range 
from threshold hazardous biological substance reporting to a full- scale alert in the 
event of a dangerous release. Including the public as a target audience and a source 
of biorisk management information, such as information on threats for assessment 
purposes or contamination for performance measures, is often overlooked during the 
risk assessment process. Biorisk management systems should incorporate a struc-
tured communication process to discuss and evaluate hazards, risks, and crises to 
mitigate consequences of negative public perception of the risk that the facility and 
the hazards contained therein pose to the community.

A CASE STUDY

In the aftermath of the September 11, 2001, terrorist attack against the United States, 
the anthrax letter mailings (Amerithrax) that targeted US media and government 
workers, killing 5 people and sickening 17, raised the worldwide fear of biologi-
cal terrorism. The United States and other countries had renewed concerns about 
the misuse of biological agents, expertise, and materials and brought these issues 
to the forefront of national and international security organizations. One outcome 
of the investigations into Amerithrax was the recognition that the world, and the 
United States in particular, lacked available and adequate research facilities to study 
emerging infectious diseases (National Institute of Allergy and Infectious Diseases 
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2004). The National Institute of Allergy and Infectious Diseases (NIAID) and a fed-
eral independent panel of experts developed a strategic plan for biodefense research 
aimed at developing new and improved diagnostics, vaccines, and treatments for 
diseases caused by infectious agents to address this research gap (National Institute 
of Allergy and Infectious Diseases 2007).

To address the national shortage of containment and high- containment laboratory 
space, the strategy included plans to construct and renovate laboratories across the 
country that were located in areas where cutting- edge scientific research and devel-
opment was already occurring and where scientific research communities already 
existed and collaborated. The National Emerging Infectious Diseases Laboratories 
(NEIDL) was one of four new construction projects, and in 2003, the Boston 
University and Boston Medical Center site was selected in a nationwide selection 
process (National Institute of Allergy and Infectious Diseases 2010). However, what 
happened after site selection involved a series of missteps by the technical commu-
nity in communicating the justification and need for the NEIDL facility, and misun-
derstanding the community perception of the planned work, the inherent safety and 
security, and the selection process.

Groups opposed to operating a high- containment laboratory in a congested urban 
area have focused on a lack of government transparency, work with deadly diseases 
that have no known cures, and structural violence against marginalized populations. 
Among the earliest arguments regarding social justice was the decision to site the 
laboratory in the South Boston neighborhood. The NIH expert panel evaluated the 
environmental justice based on three federal criteria and determined that it met 
two of these three criteria (National Institute of Allergy and Infectious Diseases, 
NIH 2005).

More recently, a second social justice argument was raised that emphasizes that 
the facility’s mission does not address existing public health concerns within the 
South Boston neighborhood. Instead of researching diseases of local concern (per-
haps HIV/ AIDS and hepatitis), the new facility plans to conduct research on dis-
eases of global concern, such as Ebola, Hendra, anthrax, severe acute respiratory 
syndrome (SARS), and novel viral agents, all diseases that are not endemic in the 
local population, and therefore do not immediately threaten the health security of the 
community. The community is concerned that the nonendemic diseases, if released, 
would introduce new health concerns capable of harming or possibly decimating 
the local population; social justice advocates further argue that the community will 
receive no benefit from the scientific advances generated by this type of research. 
Instead of addressing local diseases of concern, the argument faults the laboratory 
for its intended focus on the exotic diseases that are not endemic and do not immedi-
ately threaten the health security of the community. Opponents of the research refer 
to the lab disparagingly as the Boston bioterror lab; they evoke a menacing image of 
a laboratory shrouded in secrecy that would create offensive biological weapons and 
resurrect the long- abandoned practice of utilizing vulnerable local populations as 
test subjects without informed consent (Cedrone 2012). NEIDL has stated that first, 
bioweapons work is illegal, and second, there will be no classified work conducted at 
NEIDL (Boston University Medical Campus National Emerging Infectious Diseases 
Laboratory, n.d.).
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In designing and evaluating the lab, including the work of several environmen-
tal impact and blue- ribbon panels that assessed the potential risk of the facility to 
the South Boston neighborhood, the negative public perception was not considered 
as a hazard that could affect the normal operations. Failure to recognize the pub-
lic perception problem—not a lack of available scientific risk assessment data and 
the related safety and security mitigation measures—means the laboratory is still 
engaged in a public relations campaign that seeks to dispel the negative views that 
the new lab is unsafe. This campaign has included tours, demonstrations of safety 
and security features, creation of a public liaison community group, multiple risk 
assessments that focus on accidental release of an agent, and recommendations for 
mitigation measures that address the risk of release of an agent. In addition, the 
NEIDL has received certification by not only the NIH Environmental Safety Review, 
but also the Boston Public Health Commission and other agencies.

After a long legal battle, in January 2013, the Boston Health Commission approved 
work to start in the BSL3 labs. Subsequently, in September 2013, federal courts ruled 
that the Final Supplementary Risk Assessment prepared by experts on behalf of 
the National Institutes of Health (NIH) analyzed the risks associated with patho-
gen research in BSL3 and BSL4 laboratories adequately and that the research could 
be conducted safely at the NEIDL site. Massachusetts State Court also ruled that 
the Supplemental Final Environmental Impact Report complied with Massachusetts 
Environmental Policy Act and dismissed a suit (Boston University Medical Campus 
National Emerging Infectious Diseases Laboratory, n.d.).

Despite volumes of scientific evidence and a detailed, risk- based approach to 
safety and security, the NEIDL faces an uphill battle to occupy and operational-
ize the containment and high- containment research suites (National Academies 
2010). There have been several lawsuits and proposed city ordinances to ban all 
high- containment research in Boston. When the scientific argument demonstrating 
adequate safety and security failed to convince community members opposed to the 
laboratory, proponents for opening NEIDL turned their messaging focus to highlight 
the beneficial economic impacts, including jobs and how growth of the laboratory 
could offer benefits, such as in the local community. Both of these public relations 
strategies failed to address the social justice concerns and perceived risk by those 
opposed to the lab’s high- containment operations.

The disconnect between the technical evidence demonstrating safety and security 
and the stalwart position from those opposed lies in risk perception. The proponents 
must address the perceived risks in a manner that addresses the drivers of perception 
instead of repeating the refrain, “Trust us, we’re the experts.”

Laboratory facilities should consider the risk that negative community perception 
poses to the laboratory’s ability to operate safely and securely in its baseline risk 
assessment (violent protests, sabotage, etc.), rather than only evaluating the risk the 
laboratory itself poses to the environment and community. In the case of NEIDL, 
a portion of the community views the laboratory as an unacceptable hazard. One 
mitigation strategy to address the risk of negative community perception on the 
capability of the facility to conduct safe and secure laboratory operations is a com-
munication plan based explicitly on risk assessment that is incorporated into the 
facility biorisk management system.
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BACKGROUND

Members of society require communication to build good human interactions. Risk 
communication was initially developed as a means to investigate how the best expert 
assessments could be communicated to the public in order to bridge the conflict 
between public perceptions and expert judgment on the risks (Golding et al. 1992). 
Risk communication serves to educate others about the risks, and can help change 
attitudes. Even though the initial intent was to educate the public, in reality, advo-
cacy or announcement is often the last purpose of risk communication. Biorisk man-
agement systems need to consider the public as part of the system of risks to mitigate. 
No matter how carefully crafted, the one- way communication process of conveying 
a message to the public in persuasive language produces little effect (Leiss 2004). 
Good risk communication can help to alleviate fears regarding a risk, or inversely, 
can help to demonstrate that a risk is unacceptable. Risk communication should 
become part of a structured risk assessment process.

When communication on the risks is initiated, the process starts with the core 
message about risk that will explain both the added values and the levels of risk that 
come with the project as interpreted by personal experience and perspective. The 
intent is to make it understandable for the public, other stakeholders, or a specific 
target audience. Once the message has reached the target audience, the sender has 
an obligation to verify with the audience if the message received is the same as the 
original message that the sender intended. This complex process often fails when 
irrelevant information, or noise, interrupts the communication channels, or because 
it is misunderstood by the receiver. Although the term communication denotes the 
idea of sending out messages to a particular audience, the more important elements 
of the communication are on the receiving end. The ability to receive and process the 
messages can be used as performance measures for the system’s ability to mitigate 
the perceived risks.

Understanding the audience is important in biorisk management systems, espe-
cially when communicating risks. One can know the audience and stakeholders by 
listening to their views, opinions, and problems, and collecting information from 
them. It is critical to learn where they see value prior to sending out messages about 
requirements or changes. Listening to the audience provides a baseline understand-
ing of what the perception of the hazard or risk is. It also enables the message to 
be understood in a way that avoids misinterpretation that could result from using 
words that have different meanings among the groups involved. It is also necessary 
to choose the right communication method to reduce the noise—distracting from the 
message’s point. In most cases, this means it is better to have direct communication 
with the intended audience (such as holding a stakeholder meeting with a question 
and answer session), but sometimes it is better to judiciously construct and deliver a 
written message (Beecher et al. 2005). If the message is not heard, or it is ignored, the 
actual risk is not communicated regardless of how transparent and timely it is. The 
choice to hear the message is in the hands of the audience, but the risk communicator 
has the responsibility and need to communicate, including verification the message 
was received as intended.
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The NEIDL risk communication strategy has failed to address the public per-
ception gap; this gap is the space between the audience’s risk perception and exag-
gerated fear of a hazard, and the rational, scientific facts of that hazard. The public 
perceived the risk of conducting biodefense research in terms of the hazards and 
agents involved in the research, the history of past research for offensive biological 
weapons, and the popular information available about the diseases to be studied. 
Communication efforts have not focused on the difficulty of communicating infor-
mation on risk. When the public learns about the probability of a release of agents 
associated with the laboratory, the public immediately wants to know what would 
happen if the low- likelihood event occurred, not what mitigation measures have been 
implemented to reduce the likelihood further (Slovic 1980). Later in this chapter, we 
address lack of planning for catastrophic failure and crisis communication. The issue 
is raised here to illustrate that the information communicated may not address the 
audience’s perceived risk or concerns.

ROLES AND RESPONSIBILITIES

In general, all personnel in the facility should have a good factual understanding 
of the actual risks posed from the laboratory’s operations to both workers and the 
community; however, specific roles and responsibilities must be defined relative to 
the communication of hazard, risk, and crisis information. The following describes 
typical facility positions and community roles:

Biorisk management advisors: The individual in charge of biorisk manage-
ment relies heavily of frontline staff, management, and leadership to pro-
vide accurate technical feedback on identified hazards and the subsequent 
risks. These individuals act as the liaison and communicator to link hands-
 on, frontline laboratory workers and contractors to laboratory managers, 
directors, executive management, and other stakeholders. These people are 
often the primary risk assessors, who perform the role of consultants for 
management decisions on implementation of mitigation measures. This role 
is expected to have the most in- depth understanding of the results of the 
risk assessments.

Principal investigators/ scientists/ researchers: These individuals provide 
the information and data that form the basis of the risk assessments. They 
are expected to understand the rationale, policy, and priority of the assess-
ment, as well as the importance and practical execution of the mitigation 
measures. Their understanding and support of the risk assessment is crucial 
for effective biorisk management.

Security personnel: These individuals are security experts who may provide 
valuable insight into risk assessments. They may be involved in the imple-
mentation of biosecurity mitigation measures (e.g., providing security for 
key areas), or they may act as an inspector to check their functionality and 
performance. The need to prioritize a potential adversary’s means, motive, 
and opportunity to access the facility for the purpose of theft or sabotage is 
a particularly important role for the security professionals.
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Legal consultant or department/ labor safety officer: These individuals 
usually have no direct involvement with the risk assessment process, but 
their expert opinion is valuable when the message needs to be distributed 
to workers and the surrounding community to enhance their understanding 
and support. During the process of prioritizing risk or mitigation measures, 
their opinions may need to be considered. These individuals generally have 
unique backgrounds, and are often not intimately familiar with laboratory 
functions. Thus, the risk assessment team will need to ensure good com-
munication and understanding with these individuals.

Contractors and custodial staff: These individuals are in the directly 
affected population with possibly limited knowledge about the hazards to 
which they may be exposed. Communication needs to start with having 
conversations to understand their level of knowledge, hear their concerns, 
and establish trust to obtain their support for implementation.

Executive management: These individuals should be the decision makers 
and end users of the risk assessment results. They must have a substantive 
understanding of the results of the risk assessments so that they can make 
well- informed mitigation decisions. Resource allocation and financial sup-
port from this group are vital to establish biosafety and biosecurity miti-
gation measures. Often miscommunication of the results happens because 
this group may have inadequate understanding of the hazards and risks. 
Dialogue with executive management should be initiated in the early stage 
of the risk assessment, and by engaging and involving this group in the 
assessment itself. Translating the risk assessment results into general terms 
and practical steps will support executive management’s understanding and 
decision making. This group is ultimately responsible for public communi-
cation in conjunction with public information officers. For example, execu-
tives and institutional leaders often make public statements when events 
gather media attention.

Administration: These individuals have limited access to laboratory areas, 
but daily access to the people who work in the laboratory. In general, risk 
communications directed to individuals who are not directly involved with 
the lab’s technical work should be written for an audience with the assump-
tion that they have little or no biotechnical background; therefore, the text 
should omit unnecessary scientific details, and complex subjects should 
be translated into plain understandable language. Biosecurity measures 
may significantly affect administrative personnel, as these individuals will 
likely have primary responsibility for ensuring or overseeing the facility’s 
compliance with site- specific rules and regulations. This group should also 
understand the social justice impact of the facility’s operation on the com-
munity, and understand the differences in perception of the hazards and 
risks the facility introduces into the community.

Community stakeholders: In addition to the local community where the facil-
ity is located, the families of workers and visitors should also be considered 
in the stakeholder category. They need to be informed of the hazards and 
the inherent risks that relate to their level of interaction with the facility 
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and its staff. Additionally, certain community stakeholders, such as law 
enforcement and fire and medical responders, should be alerted to probable 
exposure risks for early detection purposes and incident response planning. 
The messages provided to community stakeholders and response groups 
should also incorporate a feedback loop so the facility can accurately 
address questions and clarify perceived risks and concerns.

Public and media relations/ public information officer: These individuals 
have responsibility for listening to community members, as well as under-
standing the general tone of the community and how it affects the perceived 
role of the facility in that particular community. Public and media relations 
also have responsibility for communicating the positive role the facility 
plays in the community, including the facility’s notable achievements and 
the contributions it makes to the community. Although they will not likely 
be directly involved in conducting the risk assessments, these individuals 
should be intimately familiar with the results of the risk assessments. Those 
results should be communicated to the community in a transparent way that 
continues to engender trust and support from the community, while protect-
ing the health, safety, and security of the staff and the assets of the facility.

COMMUNICATING BIORISK MANAGEMENT INFORMATION

General communication principles involve the exchange of information and opinions 
among risk assessors, risk managers, and other interested parties, ranging from com-
munity residents to facility staff.

The first important step is to understand that in biorisk management communica-
tion, hazards or threats are identified and communicated separately from risk. The 
hazard is the objects or materials present, the threat is the person or persons who 
may potentially cause harm to the facility, while the risk is the likelihood and con-
sequence of a specific event occurrence involving the particular hazard or threat.

Identifying potential problems that may occur in the laboratory during both rou-
tine work and unexpected emergencies is the first step in establishing a safe and reli-
able laboratory. Conducting a well- designed, thorough, and routine risk assessment 
for the laboratory’s operations provides the fundamental information to demonstrate 
the facility’s ability to operate safely and reliably. Appropriate safety and security 
measures, procedures, and mitigations in place provide the necessary trustworthi-
ness to confirm the facility’s capability to conduct well- managed day- to- day opera-
tions. It is important for the laboratory to be accepted by its local community and 
trusted to manage its operations professionally by demonstrating reliability, honesty, 
and good practices. To achieve this end, results of the risk assessment must be com-
municated to those who work at the facility and the surrounding community. The 
community must believe the risk assessment results to be valid and dependable (Reid 
1999). Unfortunately, in the bioscience community, risk assessments are often only 
an informal, even unwritten process among technical experts. The risk assessment 
results are rarely communicated to all staff, much less to community stakeholders.

Once the risk assessment identifies all of the current hazards and has calculated 
the associated risks, full cooperation of the workers and stakeholders is required in 
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order to control or reduce the risks efficiently. This requires a good understanding of 
the existing risks and how to best and most effectively mitigate them to an accept-
able level. The risk assessment results should provide reasons and explanation for 
the measures that are in place or need to be implemented. Without this knowledge, 
laboratory workers may see safety and security measures as disruptive requirements 
that have been arbitrarily implemented.

Everyone in the bioscience facility should consider it their responsibility to lis-
ten to and communicate with the larger community (Patterson et al. 2014). This 
type of community engagement is common in health outreach to design intervention 
programs and experienced by employees at large institutions that are often viewed 
by their communities as representatives of their institution. Transmitting accurate 
information to the public on hazards, risks, and the potential worst- case scenario 
outcomes should not be seen as an administrative function relegated to a single pub-
lic information officer who relies on talking points or sound bites. Instead, the com-
munication must be a substantive, rational consideration of shared risks with the 
communities in which they operate.

There is a useful corollary with a familiar numerical reference system to grade 
hurricane severity. The Saffir- Simpson hurricane categories rate the severity of sev-
eral factors to convey the potential damage from a hurricane (National Hurricane 
Center 2013). On the scale, the difference between a Category 3 and Category 4 
storm is the point at which people perceive a hurricane may affect them. By contrast, 
the method used to assign biosafety levels (BSLs) to laboratory features and the work 
conducted in the laboratory is not well understood by the public. Popular culture, 
movies, and other news media reports have sensationalized work conducted in BSL4 
laboratories: they are known as the repositories for dangerous, exotic pathogens 
that have no cure. While this portrayal is partially true, BSL4 labs are also used to 
research infectious diseases that are usually life threatening. However, the likelihood 
and consequences portrayed in popular culture, particularly the movie industry, have 
been grossly exaggerated for entertainment purposes.

Not explained by these media pieces are the redundant high- containment features 
designed to prevent releases of pathogens into the laboratory or the environment. 
Work at BSL2 is so common around the world that most do not specify the safety 
level of the laboratory, and instead concentrate their external communication on the 
work conducted in the space. Simply calling out the features of the laboratory that 
create a high- containment or BSL4 environment would not carry the same impact 
as naming it a BSL4 laboratory. The NEIDL has subsequently tried to differenti-
ate work in its BSL2 laboratories as focusing on “non- life threatening diseases like 
meningitis, tuberculosis, Dengue fever, and measles,” and described the work in the 
BSL3 and BSL4 space by emphasizing the safety and security features implemented 
to mitigate the risk of accidental release or theft (Friday 2012). Yet the public may 
think that meningitis, tuberculosis, Dengue fever, and measles are dangerous dis-
eases, and assume that the work in the BSL3 and BSL4 labs is even more dangerous.

Often communication about health risks and other scientific concerns is consid-
ered too complex for the lay public. There is a perception that the public needs the 
scientific community to explain complex topics, and the public should rely on the 
expert opinion of technocrats. Science is generally considered an open society, but 
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open to other scientists who have obtained formal training to understand such com-
plex topics. Inundating the public with facts in the hope that they become accus-
tomed to the facts as presented and change their opinion does not work (Golding 
et al. 1992). After determining the mitigation measures that are necessary to protect 
against the identified risks, the institute should convey that information both to its 
employees and to the public.

Drivers of Public PercePtion

It is crucial to remember that opinion based on personal experiences forms a large 
portion of an individual’s reaction to facts, and influences how others may commu-
nicate those facts. Some may distrust the source of the facts and believe they have 
their own set of facts. How information makes people feel and what they hear when 
provided with information will substantially influence reactions more than the tech-
nical merit of the argument. Most people outside of the risk assessment community 
approach risk and hazards from their “gut” and their perception of the situation. A 
person’s perception colors his or her view of reality, and if communication focuses 
solely on the technical facts without addressing the factors that create the audience’s 
perception, the message will be ineffective.

Perception is driven by many factors. Among these factors are:

Control: The ability and extent to which risks may be mitigated and reduced 
to levels that are more acceptable.

Reversibility: This term is borrowed from developmental psychology and is 
a process in which individuals begin to understand logic and can process 
information regarding changes in their environment. It is the ability to rec-
ognize that changed situations can return to their original state.

Familiarity: How common is the hazard or threat being discussed? More 
common hazards and threats are more familiar, and when people have 
experience safely navigating the hazard or threat, such as crossing a busy 
street and avoiding being hit by a car, they may be willing to tolerate higher 
risks, as opposed to when faced with exotic hazards, such as the Ebola virus 
(Leiss 2004).

History: Past performance can be predictive of future results. For example, 
drunk drivers often repeat their behaviors.

Fairness: The concept of a hazard or threat affecting a particular subset of 
a population or individuals rather than being shared with the community 
(Rayner and Cantor 1987).

Children: People react more emotionally when children are adversely affected.
Outcome: Outcomes, particularly health- related ones, are not regarded as 

equal. Deaths of large numbers of people in infrequent events, such as air-
line crashes, or the particular risk of exposure to nuclear radiation from a 
nuclear power plant safety system failure, create high levels of fear in popu-
lations. Additionally, dying from cancer or other infectious or degenerative 
disease is more dreadful than a sudden accident (Finkel 2008).
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One of the initial stages in crafting a message for the community is to listen 
and try to understand the perceptions, fears, and concerns in the community. Then, 
communicators must accentuate the level of control people may exert to address a 
risk. Ideally, this message will decrease the uncertainty and noise. Communication 
should be focused and specific, and outline the steps a person should take to mitigate 
the risk.

Biorisk management communication should incorporate appropriate messaging 
for all audiences, and the authors should consider the potential impact on psyche (the 
tone is as important as the content). It should address as many of the drivers of per-
ception outlined above as possible during the risk assessment process by communi-
cating results transparently and plainly. Then, biorisk management communication 
should address how specific mitigation measures control the risks, and reduce the 
likelihood or consequence of a catastrophic outcome.

Still, despite government agency determinations that specific high- containment 
labs—such as NEIDL—do not pose a high risk to the community, many people still 
adamantly oppose these labs being located in their communities. For example, South 
Boston resident and activist Klare Allen believes the 2,000-page risk assessment 
for NEIDL is flawed and does not prove the safety of the facility: “They have done 
some things, things that we’ve advocated for since 2002, but they haven’t proven our 
safety and they haven’t proven that the city of Boston is prepared” (Handy 2013). 
NEIDL failed to understand that only communicating how the risks were mitigated 
did not address the public concern. Instead, the communication should reflect the 
AMP model for biorisk management: these are the risks we evaluated, and how they 
are prioritized; these are the mitigation measures we have implemented to reduce 
those risks; and this is how we will monitor the performance of our control systems.

In the Boston example, people felt insecure and did not believe that the mitigation 
measures would adequately control the exotic hazards. They also felt that the risks 
they were concerned with were not well defined because of the general tendency to 
confuse the terms hazard and risk (Scheer et al. 2014). The communicators of the 
risk assessment failed to understand the audience perception, and what information 
the audience considered important, from the beginning stages of the assessment pro-
cess. The time delay and insistence that the audience was misinformed, and lacked 
the technical understanding to fully grasp all of the security and redundant safety 
features, did not change the community’s perceptions.

HazarD communication

In most cases, in clinical diagnostic laboratory settings, the infectious agent is ini-
tially unknown. Even in the research setting, practitioners may not be very aware of 
hazards and threats presented by advanced techniques. Identifying potential hazards 
in the laboratory is one of the first steps in performing a risk assessment. The pro-
cess of identifying the hazard in the laboratory needs to include information from 
a variety of sources. Methods to ascertain hazard information may include hand-
ling sample background information, benchmarking, conducting walkabouts and 
detailed inspections, holding interviews and incident reviews, performing workflow 
checks and process analysis, and developing a facility design revision. All of these 
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functions require well- documented communication. How requests are presented 
and explained to the personnel will affect the willingness of staff to share informa-
tion. Good communication around biorisks and shared interests in effective and safe 
laboratory work will enable assessors to obtain the data that are necessary for the 
risk assessment.

The risk assessment process should be dependable and reliable and have validity 
(Reid 1999). Confidence that the hazards and risks were assessed methodologically, 
and that the risk assessments are dependable, can reduce conflicts and misunder-
standing of risk assessment results. Risk assessments should be conducted by a qual-
ified team and recognized as valid by the various stakeholders.

Without the understanding and willingness of laboratory workers and others who 
have hands- on activities with the specific biorisks in the facility, the risk assessors 
cannot identify the data that address impact and probability of potential risks. As 
the risk assessors may not be lab workers or specialists in the area of interest, they 
need to gain everyone’s cooperation for collecting risk assessment data. Lab person-
nel need to trust that the risk assessors will openly share the outcomes, allowing 
for timely improvement without misunderstanding or misinterpretation about the 
assessment results. Also, good knowledge of the source of the information will make 
interpretation of the risk assessment results more valid and accurate.

While the media gives attention to scientific developments and messages in an 
ostensible attempt to increase the public’s access to scientific stories and data, their 
agenda may be predetermined, such as is often the case in politicizing climate change 
or medical stories (Mooney and Kirshenbaum 2009). Popularized by the medical 
disaster film Outbreak, a film filled with governmental secrecy and subterfuge, and 
the subject of alarmist news headlines when outbreaks occur, Ebola is a source of 
mystery that generates fear and concern—a perspective the media often emphasizes 
to boost their ratings. NEIDL experts dismissed the public’s concern about danger-
ous work on deadly untreatable pathogens like Ebola because Ebola does not spread 
as readily among the general public like measles, but instead requires close contact 
to bodily fluids and contaminated objects. Hunters in the African bush, healthcare 
workers, and those providing care or post- mortem rituals to Ebola- infected individu-
als are at greatest risk of exposure. Ignoring the community fear of organ liquefac-
tion, the NEIDL concentrated its external communications almost exclusively on 
the safety and security measures adopted by the laboratory to mitigate the risks 
of accidental and deliberate pathogen release. These mitigation measures included 
first aid training for high- containment staff, biometric scanners for access, bomb- 
resistant perimeter fencing, transportation security, and a two- man rule that pro-
hibits scientists from working alone. They addressed the wrong risk of concern to 
the community.

In this instance, knowledge of the safety and security measures of the facility 
does not mitigate the risks as perceived by the community. The public bases its 
perception of the risk of Ebola on the consequences of infection. The mitigation 
measures cited by the laboratory affect the likelihood of such an infection occurring, 
but do not affect the consequences. If the NEIDL staff had spent more time listen-
ing and understanding the nature of the community’s perception of risk, the NEIDL 
could have designed a communication strategy that would, first, acknowledge the 
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consequences of infection and demonstrate how these consequences could only 
affect someone with direct exposure to the agent in bodily fluids. The communica-
tion strategy could then go on to address the likelihood of the exposure is, of course, 
reliant on the activity one engaged (via personal contact or contaminated articles), 
and emphasize the world- class healthcare facilities that could provide ameliorative 
care. Boston’s tradition of high- quality medical care and access to world- renowned 
medical facilities and scientific researchers can provide supportive care and medi-
cal interventions to reduce the consequences of Ebola infection. The level of medi-
cal care in Boston far surpasses that available in Ebola endemic regions, and any 
infection or exposure would be managed extremely well. For example, in the 2014 
outbreak, several US healthcare professionals who contracted Ebola disease after 
caring for infected patients in West Africa were treated in US medical facilities with 
advanced care. At the time of this writing, all of the infected healthcare professionals 
treated in US facilities have fully recovered. In contrast, the low public health capac-
ity, poor underlying health status, reliance on traditional healers either preferentially 
over Western medicine or in conjunction with medical intervention, and lack of 
availability of personal protective equipment assist in perpetuating Ebola outbreaks 
in West Africa. Though a lower resourced area, South Boston does not experience 
all of these factors. After appropriately describing the public’s risk of exposure and 
explaining the consequences of infection, communication can describe the methods 
in place to eliminate the likelihood of both exposure and infection.

Hantavirus is similar to Ebola in that both diseases are fatal because of the lack 
of a vaccine or treatment. Like Ebola, the only available medical intervention is 
supportive care. When hantavirus cardiopulmonary syndrome (HPS), caused by 
Sin Nombre virus, first emerged in the southwestern United States, particularly in 
rural areas with indigenous deer mice populations, panic set in. As the outbreak 
progressed, and the clinical manifestation and disease pathogenesis became bet-
ter understood, critical care physicians used extracorporeal membrane oxygenation 
(ECMO) to reduce the 100% predictive mortality to a 67% survival and recovery 
rate (Wernly et al. 2011), which is only slightly better than that for Ebola. As more 
information on the nature of the disease transmission became available, the public 
health community pursued efforts to educate the population about the treatment suc-
cesses as well as the mitigation measures to reduce the likelihood of exposure (e.g., 
wearing protection when cleaning areas with rodent droppings and reducing dust 
with chlorine sprays). Today in New Mexico, when a physician suspects HPS, the 
patient is immediately transferred to a tertiary care facility with specialists to moni-
tor the patient’s medical status and provide ECMO if the patient’s condition worsens. 
Epidemiologists and public health nurses educate contacts and the local community 
on the behavioral modifications to reduce the likelihood of exposure.

communication of risk assessment finDings

Work with pathogens will always involve some level of risk, and the potential for 
human error always exists. Thus, institutes must specifically communicate the out-
comes of risk assessments to their employees to help those workers understand the 
risks in their own work environment, and how they can efficiently and effectively 
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reduce those risks on a daily basis without disrupting the objectives of their work. 
Risk assessment results, regardless of whether quantitative or qualitative, will pro-
vide some reference point that will help people understand the level of risk associ-
ated with each of their own activities. The results should also help in explaining why 
certain mitigation measures are necessary to reduce the risks, and why the perfor-
mance of those measures needs to be monitored.

Because of uncertainties or insufficient scientific data when the identity of haz-
ards in samples is unknown, risk assessments can be based on incomplete knowledge 
or information. Biological risk assessment in such a situation is mostly a subjective 
process that involves professional judgments; there will be inherent limitations and 
assumptions made in the process. Risk communication is even more important when 
the risk assessment relies on primarily subjective analysis. Risk communication 
should assist all stakeholders—from executive management to laboratory techni-
cians—to understand how the risks in the laboratory have been identified, analyzed, 
and prioritized, and the affected staff need to embrace the resulting risk manage-
ment decisions. Again, as with all risk communication, this interchange must be 
multidirectional, allowing all of the stakeholders to contribute to the risk assess-
ment process.

Even if the risk assessment depends on subjective interpretation, it should always 
be both formal and documented. If the risk assessment is not formally conducted, 
and the risks are not clearly communicated to the staff, the staff may not appreciate 
all of the risks that they contribute to the lab environment on a daily basis, and they 
will likely resist using any mitigation measure that introduces inconvenience into the 
system without substantive justification. Others may comply with the administrative 
requirements, but may do so without understanding the benefit of such processes 
half- heartedly or not believing the rationale behind the decisions. Action without 
acceptance of the rationale and overt resistance reflect the absence of a durable bior-
isk management culture, and hazard and risk communication arguably sits at the 
center of this problem.

Unfortunately, traditional biosafety messages tend to focus on only specific safety 
mitigation measures, such as using a biosafety cabinet or donning and doffing per-
sonal protective equipment. These messages also tend to be relatively generic: all 
of the employees in a certain facility, or even everyone who attends training from 
multiple institutes, are taught the same safety procedures. In a biorisk management 
culture, by contrast, the communication with the staff of an institute should empha-
size the risks that are unique to an individual laboratory, explain the prioritization of 
those risks, and then show how specific mitigation measures will reduce those risks 
to a level that management deems acceptable. The messages and the target audience 
would constantly vary depending on the specific work, the people involved in that 
work, and the location of that work.

In addition to transparent, internal communication about risk assessment, an 
institute has an obligation to communicate risk assessment outcomes to the external 
community. This communication could be preceded by a period of listening to the 
perspectives and perceptions of the community, such as focus groups. Risk assess-
ment results should be communicated to the community within the context of the 
community’s concerns. Since there will always be some level of risk for a bioscience 

  



182 Laboratory Biorisk Management

facility that works with pathogens, care should be taken in how those residual risks 
are communicated to the public. The communication should include both how the 
facility reduces the likelihood of those risks happening and how the consequences 
can be managed if an incident occurs. Most importantly, the communication should 
demonstrate the facility’s stewardship of safety and security, and its commitment 
to the health and well- being of its community. Managers and communicators must 
carefully listen to how the facility’s risk assessment message is received by the com-
munity, and be prepared to alter or augment the facility’s mitigation measures based 
on feedback from the community. Risk communication is not persuasion, advertise-
ment, or propaganda; rather, it is process designed to strengthen risk management 
and demonstrate that the facility is a valuable and responsible member of its local 
community and the broader society.

RISK COMMUNICATION IN A RISK GOVERNANCE FRAMEWORK

In 2005, the International Risk Governance Council (IRGC), an independent non-
profit organization focused on improved understanding of systematic risk, established 
a risk governance framework (International Risk Governance Council 2005), which 
identifies four phases of risk governance: preassessment, risk appraisal (assessment), 
tolerability and acceptance judgment, and risk management. The IRGC emphasizes 
that risk communication is an essential element of each of these phases. Although 
IRGC uses somewhat different terminology, these four phases are directly analogous 
to the elements of the risk assessment process of a biorisk management system: haz-
ard identification, risk assessment, risk tolerance and acceptability, and risk mitiga-
tion and evaluation. The following sections describe the communication that should 
occur during each phase of the risk governance framework.

Preassessment (HazarD iDentification)

The individual or team responsible for conducting the risk assessments must com-
municate frequently and substantively with those at the facility who work directly 
with hazards, including the principal investigators/ scientists/ researchers, contractors 
and custodial staff, and laboratory managers. In addition, the risk assessment team 
may need to communicate regularly with the administrative or technical personnel 
who have responsibility for facility inventories, and the security personnel who have 
responsibility for the facility access controls. The risk assessment team should col-
lect all relevant information about the hazards in the facility, how those hazards are 
used and stored, who has access to them, and what procedures are in place. At the 
same time, the risk assessment team must clearly explain the objectives and method-
ology of the risk assessment, engaging the stakeholders in the intellectual rationale 
for the activity. A close communication link between risk assessors, managers, and 
workers, particularly in this phase, is crucial for improving overall governance 
and performance based on mutual trust of each other.

Once the risk assessment team has identified the hazards, they must help to 
establish a communication vehicle for transparently describing those hazards. For 
example, a biological agent material safety data sheet (MSDS) describes the generic 
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characteristics of that particular agent; everyone who works with or has access to a 
particular agent should also be familiar with the MSDS for that agent. Although the 
MSDS characterizes a hazard, the MSDS is not a risk assessment.

During this phase, the risk assessment and risk communication teams should 
also be listening to those at the facility who do not work directly with the hazards, 
including executive management and the administrative and technical staff, as well 
as the local community. The risk assessment and risk communication teams should 
endeavor to understand the extent of knowledge about the facility’s hazards, and the 
perceptions of the risks involved with working with those hazards. Understanding 
the opinions and concerns of those who do not work directly with the hazards is 
another essential data gathering and data communication activity that must inform 
the risk assessment process.

risk assessment

Once the hazards have been identified, the risk assessment team must ask a simple 
question: “What can go wrong?” Answering that question reveals the risks. Risks 
involve not only hazards, but also the particular work with the hazards, the people 
who conduct the work, the equipment used for the work, and the location of the work. 
Communication between risk assessors and laboratory workers and managers is 
essential to identify all the risks. Once all the risks are identified, the risk assessment 
team must analyze the likelihood and consequences of each of the individual risks, 
and then prioritize those risks. Again, this risk assessment cannot be conducted in a 
vacuum, and must involve clear communication among those with expertise in risk 
assessment, those with intimate knowledge of the hazards and the specific work 
activity of the laboratory, and those familiar with the engineered, administrative, 
and procedural controls. Because a single meeting is generally insufficient for all 
of these stakeholders to participate fully in the risk assessment process, transpar-
ent communication is the glue that holds the risk assessment phase together. A risk 
assessment that does not successfully engage all of the relevant stakeholders is a fail-
ure that will significantly impact subsequent phases of the risk governance process.

During this phase, the risk assessment and risk communication teams should be 
listening to and communicating with those at the facility who do not work directly 
with the hazards, including executive management and the administrative and tech-
nical staff, as well as the local community. The risk assessment and risk communi-
cation teams need to be acutely aware of any change in sentiment, either internal or 
external, regarding the work at the facility, and how that might affect the technical 
risk assessment process. In addition, it is critical for those not directly involved with 
the hazardous work of the facility to understand that the facility exercises a rigorous 
and intellectually sound risk assessment system. The risk assessment methodology 
itself should be shared with these stakeholders.

tolerability anD accePtance JuDgment (risk tolerance anD accePtability)

The most important outcome or result from a risk assessment is the prioritization 
of the risks. In general, a risk assessment that considers only one risk is much more 
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difficult to interpret than one that compares multiple risks against each other. A 
single risk of moderate does not mean very much to those asked to review that risk 
assessment, but a single risk of moderate when all the other risks in that laboratory 
are either low or high suddenly becomes much more significant. In most cases, work 
with one pathogen in one laboratory will involve multiple risks, and the risk assess-
ment for that laboratory should reflect that reality.

During this phase, the risk assessment team must communicate the prioritization 
of the risks to the laboratory directors and executive management, clearly explaining 
why certain risks have been judged higher than others. The laboratory directors and 
executive management must use this information to decide which risks are accept-
able and which are not acceptable. A risk- tolerant management team will accept 
more risk than a risk- adverse management team—even if the risks are exactly the 
same. A high risk is not necessarily unacceptable, and a low risk is not necessar-
ily acceptable. At this point, communication between the risk assessment team and 
management must focus on whether the implementation of additional control mea-
sures could reduce the unacceptable risks to an acceptable level. Additional experts, 
such as those with knowledge of the technical work and the various safety and secu-
rity measures, should be engaged in the discussion. The management team should 
decide what additional control measures to implement for which specific risks, and 
how the performance of those controls will be measured. With these new control 
measures in place, management should believe that the previously unacceptable risks 
are now acceptable. If unacceptable risks remain, the work should not proceed. The 
final acceptable risks, including the respective mitigation measures and their perfor-
mance metrics, should be clearly documented under management’s signature.

The key step in this phase is to communicate management’s risk acceptance and 
required mitigation and performance measures to all of the relevant stakeholders. 
Ideally, the communication between management, the risk assessment team, and the 
relevant stakeholders has been frequent and transparent so that these decisions are 
well understood. Regardless, those who work directly with the hazards must fully 
accept the rationale for the use of the specified risk mitigation measures (Hance et al. 
1988; Lundgren 1994). Effective risk communication will enable an environment of 
trust for assessing and mitigating risks and related concerns within the institute, will 
foster tolerance for conflicting viewpoints, and provide the basis for their resolution.

During this phase, the risk assessment and risk communication teams again 
should be listening to and communicating with those at the facility who do not work 
directly with the hazards, including the administrative and technical staff, as well as 
the local community. The risk assessment and risk communication teams need to be 
acutely aware of any change in sentiment, either internal or external, regarding the 
work at the facility, and how that might affect the technical risk assessment process. 
Based on this information, the risk assessment and risk communication teams must 
determine how best to communicate the results of the risk assessment to the local 
community. This particular external communication is a fundamental element of a 
well- functioning biorisk management system.
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risk management (risk mitigation anD evaluation)

The risk management phase involves the implementation of the designated risk miti-
gation measures, and the continuous evaluation of the performance of those mitiga-
tion measures. It is the responsibility of everyone involved in the activities to ensure 
that the mitigation measures and performance metrics are used as intended in the 
risk assessment. Management must ensure that they communicate the risks, the risk 
assessment, the control measures, and the performance metrics to anyone new to 
the particular environment through training or other means. Even regular employ-
ees will need to be regularly retrained to ensure that they remain familiar with the 
entirety of the biorisk management system.

In addition to providing regular training for the staff, the risk assessment team—
as well as the laboratory directors, scientists, and technicians—must remain acutely 
aware of any changes to the research protocols, the equipment, or any other factor 
that could alter the risk assessment. Risk communication must continue throughout 
a research project so that the risk assessment can be revised whenever necessary.

Perhaps the most important role of internal risk communication during this phase 
revolves around the evaluation of the control measures. Many different stakeholders 
should be involved in monitoring the performance of the mitigation measures; those 
roles and responsibilities should be clearly articulated before the activity begins. It 
is critical that everyone involved in the work understands the specific performance 
metrics, and how those data will be collected throughout the duration of the project. 
The results of those performance evaluations need to be shared transparently and 
regularly with all of the relevant stakeholders. A communication protocol should 
be established so that mitigation measures that do not perform as anticipated can be 
modified immediately, or the risk assessment can be revised.

During this phase, the risk assessment and risk communication teams again 
should be listening to and communicating with those at the facility who do not work 
directly with the hazards, including the administrative and technical staff, as well 
as the local community. The risk assessment and risk communication teams need to 
be acutely aware of any change in sentiment, either internal or external, regarding 
the work at the facility, and how that might affect the performance of the designated 
control measures. Based on this information, the risk assessment and risk communi-
cation teams must determine how best to communicate any results from the perfor-
mance monitoring of the risk mitigation measures.

CRISIS COMMUNICATION

The largest difference between risk and crisis communication is that in a crisis, 
information is incomplete and evolving. Additionally, during crisis communication, 
human behavior and reaction to information are greatly affected by noise—or super-
fluous information. The concept of noise disrupts cognitive function when individu-
als are focused on basic needs, such as physiological (air, food, water, shelter), and 
safety and security (Maslow 1943). Noise can increase risk if those who receive a 
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message perceive a threat to their personal well- being. Alternatively, if a message 
reassures them that their basic needs will be met and they will be safe and secure, 
it is much more likely that they will select an appropriate response to the situation 
(Slovic 1980).

Most institutions fail to prepare for crisis communication because they fail to 
consider worst- case scenarios. There is often overconfidence or complacency that 
the system will function as engineered, and that it has been engineered to withstand 
a catastrophic system failure. Most institutions do not have emergency communica-
tion plans that articulate how to respond to a catastrophic system failure. Although 
it is human nature to focus least on events that are extremely unlikely, a substantive 
risk assessment process will compel an institute to consider everything that can go 
wrong, including low- probability events.

In a crisis, messages need to be distilled down to the most relevant informa-
tion transmitted in the simplest and most timely manner. The timeliness of ini-
tial communication often reflects the level of preparedness and anticipation of 
unintended consequences. The more rigorous a risk assessment, the more likely a 
facility will be able to identify potential vulnerabilities early and prepare for poten-
tially catastrophic events. In general, an institute that has established a reputation 
for dependable risk communication will transition much more smoothly and suc-
cessfully into crisis communication than an institute that has a poor track record 
in risk communication. Institutions can measure their performance and prepared-
ness by using tools such as annual drills and establishing a way to collect feedback. 
Monitoring the performance of the communications is important to guide and adjust 
future messages (Johansson and Harenstam 2013).

Crisis communicators—often the institution’s leadership—must demonstrate 
empathy, explain the known facts, acknowledge uncertainty, and clarify the steps 
being taken to mitigate the adverse outcomes. They should also focus on what 
people can control, and provide them with clear guidance. Frequent, well- prepared 
updates can develop trust between the communicator and the audience, and can help 
control rumors and manage expectations. Obviously, poorly prepared messaging can 
have a counterproductive effect.

risk anD crisis communication During Hurricane katrina

Hurricane Katrina, the deadliest Atlantic tropical cyclone during the 2005 sea-
son, which caused US$108 billion in damage (National Oceanic and Atmospheric 
Administration 2005), is a good example of where poor risk assessment led to poor 
risk communication, which, in turn, led to disastrous crisis communication. The 
risks associated with the hurricane protection system in New Orleans, Louisiana, 
were never quantified through a rigorous risk assessment process. No one considered 
whether the levee system would breach at the points it did. In fact, the failures in the 
levee system occurred where they were least expected even though the post- event 
investigation identified inadequate design and construction as the primary cause of 
the flooding. One particular risk of catastrophic levee system failure that was not 
included in the risk assessment was loss of life.
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Because of an inadequate assessment of the risks of the levee system, the risks of 
the levee system failing were never communicated to the public. As a result, those 
who lived in the shadow of the levee system were not aware that system failure might 
lead to death. They believed the levees and seas walls would protect them from hur-
ricanes and floods. They relied on historical experiences to make decisions despite 
the government’s instructions for preparedness and evacuation (Elder et al. 2007). 
This behavior is similar to interviews with individuals who survived other hurri-
canes and their decision- making process. Those individuals found the government’s 
warnings not to be credible because they had lived through many hurricanes in the 
past (Tierney et al. 1999).

Poor risk communication in New Orleans doomed the government’s ability to 
communicate during the crisis. The public had little confidence in the competency 
or knowledge of the government officials who had responsibility for crisis commu-
nication (Cordasco et al. 2007). Some perceived the warnings about the severity of 
the storm as scare tactics, and some feared accidents on the highway more than “a 
little water.” Additionally, the warnings to evacuate did not use the word mandatory. 
Many people interviewed after Katrina mentioned that the message did not convey 
the full risk posed by the storm; instead, it was a mixed message that anticipated a 
Category 5 storm, but included “if you can leave, please leave.”

In 2007, the American Society of Civil Engineers released a report about Katrina 
entitled “What Went Wrong and Why.” The report presented a series of recommen-
dations, including the creation of a rigorous risk assessment process to quantify the 
risks for the populations, and a substantive public risk communication plan. The 
report asserted that the state and local governments should aim to create an informed 
and engaged public, which means ensuring that the public is cognizant of the risks 
associated with worst- case scenarios (American Society of Civil Engineers 2007).

CONCLUSION

The Hurricane Katrina example demonstrates that the greatest communication fail-
ures usually happen during crises. For the NEIDL in Boston, the crisis started when 
the public organized a campaign to prevent the NEIDL from working with danger-
ous pathogens—well after building construction had begun, scientists and staff had 
been hired, and hundreds of millions of US dollars had been committed to the opera-
tion of the facility. But because the NEIDL’s proponents had not considered this risk 
in their risk assessments, and had not developed a sound, proactive risk communica-
tion plan, the NEIDL was poorly prepared for the crisis that ensued.

As this chapter discussed, risk communication must be based on and is required 
to facilitate a comprehensive risk assessment, which includes a consideration of 
everything that could go wrong. Part of that risk assessment must consider the risk 
perception in the community. Risk assessors and communicators must engage all 
stakeholders, including the public, early in this process, endeavoring to listen and 
understand everyone’s concerns and perspectives. A relationship must be built with 
all stakeholders before, during, and after the risk assessment and mitigation process. 
Risk communication will be much more successful if an institute can include the 
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public in many elements of the biorisk management system. Establishing transpar-
ent, positive, risk- based communication with the public before major or catastrophic 
events occur is one of the best ways to mitigate potential adverse reactions in the 
event of a crisis.
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10 Three Recent 
Case Studies
The Role of Biorisk 
Management

Reynolds M. Salerno

ABSTRACT

This chapter reviews three events that occurred at the US Centers for Disease Control 
and Prevention and the US National Institutes of Health in 2014. This chapter then 
analyzes how biorisk management systems could reduce the frequency of these types 
of events occurring in the future. 

INTRODUCTION

Three high- profile events took place during the first half of 2014. These events 
occurred at the US Centers for Disease Control and Prevention and the US National 
Institutes of Health, the two US government organizations that publish Biosafety 
in Microbiological and Biomedical Laboratories (BMBL), the document that most 
clearly articulates the current paradigm for biosafety in the United States (US 
Department of Health and Human Services 2009). As the introduction to this book 
explains, the United States bio science community has been slow to embrace the 
concept of biorisk management, which is fundamentally different than the views 
espoused by the BMBL.

This chapter reviews these three events, and the US government’s response to 
them. In addition, this chapter considers what elements of biorisk management may 
have been inadequately practiced or wholly absent, and suggests that comprehensive 
biorisk management systems may have either prevented these incidents or at least 
identified them much sooner.

We recognize that hindsight allows us to see things that were not obvious at the 
time. But we believe that it is important for the bioscience community to carefully 
evaluate choices that have been made in the past, and to consider if different manage-
ment decisions could have led to different outcomes.
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CASE STUDY 1: ANTHRAX MISHANDLING AT THE CDC

In June 2014, the CDC’s Bioterrorism Rapid Response and Advanced Technology 
(BRRAT) biosafety level 3 (BSL3) laboratory transferred Bacillus anthracis extract 
to the biosafety level 2 (BSL2) laboratories in the Bacterial Special Pathogens 
Branch (BSPB) and the Biotechnology Core Facility Branch (BCFB). Following this 
transfer, a scientist in the BRRAT laboratory determined that the B. anthracis that 
had been transferred out of the BSL3 laboratory had not been completely inacti-
vated. The incident was immediately reported to the CDC’s Environment, Safety, 
and Health Compliance Office (ESHCO) and the CDC’s Division of Select Agents 
and Toxins (DSAT). Eventually, after 11 days, ESHCO determined that at least 67 
CDC staff members and three CDC visitors may have been unwittingly exposed to 
viable anthrax cells or spores, and all reported to the CDC clinic and were placed 
on post- exposure prophylaxis with antibiotics and vaccine (US Centers for Disease 
Control and Prevention 2014a; Russ and Steenhuysen 2014).

Although it seems that no staff members became ill with anthrax, the official 
CDC report on the incident concluded that “this was a serious and unacceptable 
incident which should have never happened” (US Centers for Disease Control and 
Prevention 2014a). The work of the BRRAT laboratory was immediately suspended, 
and a moratorium was placed on the transfer of any biological material from a CDC 
BSL3 or BSL4 laboratory until improved measures could be implemented. In early 
July, contentious congressional hearings were held, and later that month Michael 
Farrell, director of the BRRAT laboratory, who had been reassigned in June, resigned 
from the CDC (Morgan 2014).

A Role foR BioRisk MAnAgeMent?

The official CDC report on this incident states that “the overriding factor contrib-
uting to this incident was the lack of an approved, written study plan reviewed by 
senior staff or scientific leadership to ensure that the research design was appropriate 
and met all laboratory safety requirements” (US Centers for Disease Control and 
Prevention 2014a). In the language of biorisk management, this particular experi-
ment lacked a comprehensive, documented risk assessment.

The concluding section of the official CDC report indicates that in the future, 
laboratories across the CDC should “use an approach that identifies the points in any 
project where potential mistakes would have the most serious consequences [and] 
that provides specific actions to avoid these mistakes.” In the language of biorisk 
management, this is exactly what an experiment- specific or activity- level risk assess-
ment should do. The failure of one of the most prestigious bioscience facilities in the 
world to systematically conduct risk assessments for its work reflects a deficiency in 
the current paradigm that is based on biosafety levels and biosecurity regulations.

As Chapter 3 explains, every experiment should have its own risk assessment 
that articulates everything that could go wrong (risks), and evaluates the likelihood 
and consequences of all of those risks. That document should be developed by those 
with the most knowledge about the work, as well as those who are not personally or 
professionally invested in the activity itself. The risk assessment should be reviewed 
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by an independent peer organization, such as an institutional biosafety committee, 
and approved by management. It seems that there was a lack of even an informal risk 
assessment process in the operations of this particular laboratory at the CDC.

Another fundamental aspect of any biorisk assessment should be documented 
familiarity with the peer- reviewed literature in the field under study. According 
to the CDC report, “a review of the literature would have found that filtration has 
been recommended for inactivation of B. anthracis…. Drevinek et al. (2012) con-
cluded that the formic acid method (as used by the BRRAT laboratory) did not ster-
ilize B. anthracis; they also used centrifugal filtration to remove viable particles 
( including spores) from B. anthracis preparations” (US Centers for Disease Control 
and Prevention 2014a). Lack of familiarity with the scientific literature represents a 
significant flaw in the risk assessment and management process.

Upon completion of a risk assessment, one of the first questions that should be 
asked is: Could the hazard be eliminated from this experiment, or could it be sub-
stituted for a lesser hazard? In this case, it seems that neither of these fundamental 
questions was ever considered. According to the CDC report,

The BRRAT laboratory supervisor instructed the laboratory scientist to use viru-
lent strains because of the possibility that avirulent strains might not yield the same 
MALDI- TOF profile. However, the instrument manufacturer states that the system 
identifies bacteria to only the species level and would not distinguish strains of the 
same species. The use of avirulent strains to develop protocols would have been appro-
priate, particularly when conducting a pilot study (US Centers for Disease Control and 
Prevention 2014a).

In fact, the concluding section of the CDC report suggests that, in the future, 
laboratories across the CDC should “promote the use of non- pathogenic organisms 
in research and training activities, whenever possible.” It is clear that experts at the 
CDC understand that elimination and substitution are the most effective biosafety 
risk mitigation measures, but the system in which they operate does not seem to 
prioritize this perspective.

As Chapter 5 explains, practices and procedures for every experiment should flow 
directly from the risk assessment process. In other words, the procedures should 
be explicitly designed to be part of the risk mitigation for the identified risk of that 
particular work. In this case, the BRRAT laboratory relied on a procedure that had 
been used by the BSPB laboratory for Brucella species. Although all of the BRRAT 
laboratory’s procedures with B. anthracis included a filtration step, in this case the 
BRRAT lab did not filter extracts because it was not part of the BSPB Brucella 
protocol. According to the CDC report, “since B. anthracis forms spores that are 
more resistant to inactivation by chemicals than vegetative cells, the BRRAT labora-
tory scientist’s assumption that the same treatment would apply to B. anthracis was 
incorrect…. The BRRAT laboratory’s SOP for assuring sterility was specific for 
DNA preparations, and SOPs for other materials do not appear to have been in place” 
(US Centers for Disease Control and Prevention 2014a).

In addition, the BRRAT laboratory did not have written, approved procedures 
to reliably ensure that organisms were no longer viable before removing them from 
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BSL3 containment. Although the lab SOP for DNA preparations indicated that ste-
rility check plates for B. anthracis should remain in incubation for up to 48 hours, a 
BRRAT scientist modified the methods from the BSPB laboratory and shortened the 
incubation period to 24 hours. The growth of B. anthracis on the sterility plates took 
place in the incubator sometime between day 1 and day 8.

One of the most striking aspects of this incident is that it was only accidentally dis-
covered. After the 16 sterility plates had been incubated for 24 hours, and no growth 
had been observed, the laboratory scientist planned to autoclave the plates and then 
discard them. “However, the individual had difficulty opening the autoclave door. 
As a result, the plates were returned to the incubator and left for seven additional 
days…. If the plates had been autoclaved after 24 hours, as planned, the event would 
never have been discovered” (US Centers for Disease Control and Prevention 2014a).

As Chapter 8 explains, a critical element of a well- functioning biorisk management 
system—but widely disregarded in most biosafety laboratories—is an explicit pro-
cess for continually evaluating the performance of the existing mitigation measures. 
The risk assessment should be the basis for establishing performance metrics for the 
risk mitigation measures in place for specific experiments or activities. According to 
the CDC report, “a written protocol to certify the sterility of the material to be trans-
ferred to BSL2 laboratories was not in place, and the BSL2 laboratories did not have 
an SOP that required receipt of written certification of non- viability for transfers 
prior to acceptance of microbiological material” (US Centers for Disease Control 
and Prevention 2014a). In this case, there should have been a specific testing proto-
col to demonstrate inactivation prior to any transfer of materials outside of the BSL3 
laboratory. Such a performance metric would effectively help to mitigate the risk of 
exposing individuals to the live agents outside of containment.

The conclusion of the CDC report identified the following conditions that allowed 
this event to occur: “failures of policy, training, scientific knowledge, supervision, 
and judgment on the part of this laboratory” (US Centers for Disease Control and 
Prevention 2014a). Lack of oversight and training seems to be particularly evident. 
The scientist in the BRRAT laboratory had not performed this specific procedure 
with a pathogenic agent before, and the scientist had no previous experience trans-
ferring select agent- derived materials, other than DNA preparations, from BSL3 to 
BSL2 laboratories. The scientist was not familiar with the current literature, and pre-
sumably, neither was the supervisor. The scientist should not have been instructed to 
proceed without submitting a complete protocol for review and approval. And such 
approval should not have been granted until the scientist had completed requisite 
training that demonstrated adequate knowledge of the documented procedures.

Although the CDC report implies that the primary blame for this incident lies 
with the BRRAT laboratory, it is clear that the absence of institutional policies, train-
ing, and oversight also contributed to this incident. For example, the report indicates 
that there is a CDC policy that requires each individual to swipe his or her own 
identification card key before entering a secured area, but acknowledges that there is 
a “practice of authorized staff piggy backing” or following an authorized colleague 
into a secured area. This practice, which management is responsible for failing to 
eliminate, significantly delayed the ability of CDC responders to determine who had 
been potentially exposed to the anthrax.
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As Chapter 6 discusses, an institution’s training program should be an explicit 
risk mitigation function. In other words, a management system should be in place 
that translates the outcomes of the risk assessment into an activity- specific and con-
tinuous training program. One of the key aspects of designing a training program is 
understanding and documenting who needs training, and their current knowledge, 
skills, and abilities. Then, based on an analysis of the gaps between current knowl-
edge and required knowledge to reduce the identified risks, a training program can 
be designed and implemented. Although training is one of the most common activi-
ties in the biosafety community, it is generally viewed as an activity that is inde-
pendent of specific experiments or laboratory activities. The biosafety community 
largely relies on generalized training; training is rarely designed to mitigate risks 
identified in an experiment- specific risk assessment.

The official CDC report also identified a failure in communications, especially as 
the incident unfolded. On the day that the incident was first identified, two CDC staff 
members went to the emergency department at Emory University. Eventually, after 
many days of event investigation, as many as 84 people were identified as potentially 
exposed. The staff members of the affected laboratories, as well as the biosafety 
response teams, were reluctant to communicate anything about the event even to 
their CDC colleagues. According to the CDC report, “CDC scientists who worked 
near the impacted laboratories commented that they first learned of the event by 
witnessing CDC closing and/ or decontaminating laboratories rather than through 
direct communication” (US Centers for Disease Control and Prevention 2014a). 
Once it became clear that a potential widespread anthrax exposure had occurred, 
“the CDC clinic was overwhelmed at times during the response” (US Centers for 
Disease Control and Prevention 2014a). The failure to quickly disclose the details of 
the incident also led to inconsistencies in the decontamination methods to minimize 
the consequences of the exposure. The CDC report acknowledges that “there was no 
clear overall lead for the incident in the first week,” and that “in retrospect, it is clear 
that broad communications should have occurred earlier in the process” (US Centers 
for Disease Control and Prevention 2014a). The failure to communicate effectively 
about the incident contributed to its escalation into a crisis.

As Chapter 9 discusses, risk communication is a critical element of a biorisk man-
agement system. In particular, risk communication should be understood as another 
component of the risk mitigation process. In this case, a substantive risk assessment 
would have considered worst- case scenarios, and identified the risk of transferring 
pathogenic materials into low- containment laboratories without complete inac-
tivation. A risk communication plan would consist of communicating this risk to 
everyone even remotely involved with this work. In addition, that plan would deter-
mine in advance that immediate, transparent communications would best facilitate 
the response, as well as minimize confusion and fear, by detailing clear roles and 
responsibilities. As Chapter 9 explains, an institute that has established a reputation 
for dependable risk communication will transition much more smoothly and suc-
cessfully into crisis communication than an institute that has a poor track record in 
risk communication.

Ultimately, this incident at the CDC was a failure in institutional biorisk man-
agement leadership. Although the blame has been assigned to one laboratory, and 
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specifically the director of that individual laboratory, it seems clear that many of 
the failures were systemic, and not attributable to one single person or one single 
laboratory. It does not appear that the CDC had a broad- based biorisk management 
system in place at the time of this incident. Instead, as is quite common in the biosci-
ence community, the CDC apparently relied on the paradigm of biosafety levels and 
biosecurity regulations to manage its risks. Soon after the incident, CDC Director 
Thomas Frieden was asked by a reporter about how closely the CDC follows the 
CWA 15793 guidance on laboratory biorisk management. Frieden responded, “Those 
guidelines are out there globally. They are not necessarily the most appropriate, use-
ful, or protective for US laboratories.” Instead, he indicated that the United States 
relies on many regulations that govern how dangerous pathogens are handled (Russ 
and Steenhuysen 2014; Steenhuysen and Begley 2014). However, a biorisk manage-
ment system should be designed to supplement laboratory operations that otherwise 
rely primarily on compliance with national regulations.

CASE STUDY 2: H5N1 INFLUENZA MISHANDLING AT CDC

In January 2014, a laboratory in the CDC’s Virology Surveillance and Diagnosis 
Branch (VSDB) unintentionally cross- contaminated a culture of low pathogenic avian 
influenza A (H9N2) with a strain of highly pathogenic avian influenza A (H5N1). 
CDC shipped an aliquot of the contaminated H9N2 virus to the US Department of 
Agriculture (USDA) Southeast Poultry Research Laboratories (SEPRL) in March 
2014. Because the VSDB influenza laboratory was unaware of the contamination, 
the material was shipped to SEPRL as Category B biological substances—standard 
shipping procedures for some infectious agents—but not as Category A infectious 
substances. Appropriate select agent transfer procedures, including permitting, noti-
fications, and safety precautions, were not followed. Subsequently, some of the con-
taminated culture was transferred to other CDC influenza laboratories (US Centers 
for Disease Control and Prevention 2014b).

In May 2014, SERPL informed the CDC that the materials that they received 
were contaminated with highly pathogenic H5N1 influenza, and the VSDB influenza 
laboratory immediately confirmed the mistake. Because the work with the contami-
nated materials at both the CDC and SEPRL took place inside BSL3 facilities, it is 
believed that no staff members were exposed to the highly pathogenic H5N1 influ-
enza. By the end of June, all contaminated H9N2 stocks had been destroyed or were 
secured in freezers approved to store select agents. Nevertheless, the CDC supervi-
sory chain of command, including CDC leadership, was not informed of this incident 
for almost three more weeks (US Centers for Disease Control and Prevention 2014b).

A Role foR BioRisk MAnAgeMent?

The official CDC report on this incident focuses on the technical details of the 
work in the VSDB laboratory, where the cross- contamination occurred. The report 
does not indicate whether a formal risk assessment had been documented for this 
particular work, or whether that risk assessment had identified the risk of cross- 
contamination (US Centers for Disease Control and Prevention 2014b). Based on 
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the events that occurred, however, either the risk of cross- contamination was not 
articulated in the risk assessment, the mitigation measures to address this risk were 
not put in place or validated to be performing as designed, the mitigation measures 
were not followed, or a formal risk assessment was not conducted. Regardless, the 
incident has its origin in the CDC risk assessment process.

As Chapter 3 explains, every experiment or work activity deserves its own docu-
mented risk assessment, which describes what could go wrong. It is fair to assume 
that a laboratory that works with both low pathogenic and high pathogenic subtypes 
of avian influenza would be concerned about cross- contamination. Was that risk 
identified, and what control measures were established specifically to mitigate that 
risk? In this case, a biosafety level 3 laboratory alone will not control that risk. A 
BSL3 laboratory would mitigate the risk of release of a pathogen from the laboratory 
containment area, and provide some protection for workers inside that area. But a 
BSL3 laboratory does not, ipso facto, prevent cross- contamination. Instead, poli-
cies and procedures, and administrative controls (such as training and performance 
metrics) would play major roles in mitigating that particular risk. A comprehensive 
risk assessment would have both identified this risk and recognized that the BSL3’s 
physical and engineering controls would have to be augmented by specific proce-
dural and administrative controls.

The official CDC report explains that the work should have taken approximately 
three hours to complete. Because of time pressures to attend a meeting, and the 
heavy workload of the laboratory, the work in this case was done in half of that time. 
The CDC report indicates that a “standard protocol” was used to inoculate the H9N2 
and H5N1 viruses into separate Madin–Darby canine kidney (MDCK) cell culture. 
The CDC scientist further described following a “best practices” protocol for tempo-
ral separation of low pathogenic avian influenza (LPAI) and high pathogenic avian 
influenza (HPAI) virus propagation. However, according to the CDC report, “this 
laboratory did not have a written, approved laboratory team- specific SOP for the 
work.” Moreover, the scientist maintained no written documentation of his or her 
work inside the laboratory, “including the order in which the viruses were inocu-
lated, which reagents were used, or how the BSC was decontaminated” (US Centers 
for Disease Control and Prevention 2014b).

Again, as Chapter 5 explains, practices and procedures—drawn directly from 
the risk assessment—should be designed and documented as an explicit element 
of the risk mitigation process. If the risk of cross- contamination were considered sig-
nificant, then having a written, approved SOP for the work would be a high priority.

A particularly embarrassing aspect of this incident is that the mistake was first 
identified not by the CDC itself, but by the USDA laboratory that had received the 
contaminated H9N2 virus from the CDC. This reflects the absence of a performance 
metric system for this CDC laboratory, as described in Chapter 8. If the risk assess-
ment had identified cross- contamination as a risk, the laboratory should have estab-
lished performance indicators that would have regularly tested its operations against 
this specifically defined risk. In this case, so- called quality control measures should 
have been in place to test materials to exclude the presence of other organisms before 
transferring them outside of the laboratory. Notably, among its recommendations, 
the CDC report calls for “institute[ing] comprehensive quality control measures 
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across all CDC laboratories.” A biorisk management system would embed these per-
formance metrics in the risk assessment and mitigation process, rather than impose 
the same requirement on all laboratories regardless of the risks.

Another recommendation in the CDC report is to “ensure that all Influenza 
Division staff are appropriately trained to understand when biosafety events are 
reportable and to whom” (US Centers for Disease Control and Prevention 2014b). 
The CDC scientists involved believed that a report to the CDC select agent respon-
sible official was not necessary because no release had occurred; the H5N1 virus had 
been handled only in BSL3 select agent- registered facilities. However, the H5N1-
contaminated H9N2 preparation had been transferred to CDC laboratories that were 
not select agent registered, and had been shipped outside of the CDC as if it were not 
a select agent. Clearly, better training on the regulatory requirements is necessary.

Although the CDC report emphasizes the need to improve its training on regu-
latory requirements, compliance training has limited effectiveness. As Chapter 6 
explains, training should be built into the biorisk management system of a labo-
ratory as another specific risk mitigation technique. The laboratory scientists and 
technicians should be trained on what the results of the risk assessment are, what 
physical and engineered controls are in place to address those risks, and what risks 
need to be mitigated primarily through procedural and administrative controls. In 
this case, training should have focused on the development of procedure- specific 
SOPs, record- keeping expectations, and performance metrics, as well as regulatory 
requirements. Training that is crafted specifically to reduce identified, unique risks 
will inevitably be more valuable than training on regulatory compliance.

CASE STUDY 3: MISHANDLING INVENTORY AT THE NIH

In early July 2014, a US Food and Drug Administration (FDA) scientist prepared 
a FDA laboratory in Building 29A on the NIH campus in Bethesda, Maryland for 
the lab’s move to the FDA’s new headquarters in Silver Spring, Maryland. During 
this work, the scientist found 12 cardboard boxes with 327 vials of various bio-
logical materials. The vials contained many dangerous agents, including those that 
cause dengue, influenza, Q fever, ricksettsia, and other unknown viruses. The mate-
rial in 32 of the vials was immediately destroyed because 28 vials were labeled 
as normal tissue and 4 were labeled as “vaccinia.” Six of the vials were labeled 
“variola,” and 10 of the vials had unclear labeling but were suspected of containing 
smallpox (US Food and Drug Administration 2014).

The glass, heat- sealed vials were stored in a box with cotton padding. There was 
no evidence that any of the vials had been breached or that workers in the lab had 
been exposed to the materials. The vials appeared to date back to the 1946–1964 
period. The smallpox vials were labeled with a specific date: February  10, 1954 
(Dennis and Sun 2014a).

The 16 suspected smallpox vials were immediately secured in a containment 
laboratory on the NIH campus. The Federal Bureau of Investigation worked with the 
CDC and NIH to ensure safe packaging and secure transport of the 16 vials, which 
were flown to the CDC in Atlanta. Testing confirmed the presence of smallpox virus 
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DNA in 6 of the 16 vials. The smallpox was viable in at least two of the vials. 
The remaining 279 biological samples were transferred to the US Department 
of Homeland Security’s National Bioforensic Analysis Center for safeguarding 
(US Food and Drug Administration 2014).

The CDC immediately notified the WHO, which has exclusive responsibility 
for the smallpox materials that are allowed by international law to reside in only 
two facilities, the CDC in Atlanta and the State Research Center of Virology and 
Biotechnology (VECTOR) in Novosibirsk, Russia. This was the first time that 
Variola major has been discovered outside these two facilities since the deadly virus 
was eradicated in 1979 (Sun and Dennis 2014).

In early September 2014, the NIH announced that it had discovered five addi-
tional improperly stored vials of select agents over the previous month. Three select 
agents were found at the NIH Clinical Center Department of Laboratory Medicine, 
including Burkholderia pseudomallei, Francisella tularensis, and Yersinia pestis, 
and ricin and Botulinum neurotoxin were found in other NIH laboratories. None of 
the agents was in a select agent laboratory or stored in conditions consistent with the 
select agent regulations (Collins 2014).

Also in early September 2014, the FDA announced that in July it had found vials 
of staphylococcal enterotoxin at a nonselect agent lab within the agency’s Center for 
Food Safety and Applied Nutrition. The vials contained 8 milligrams of the toxin, 
three more than the quantity needed to be treated as a select agent. In both cases, the 
NIH and FDA reported the findings to the CDC select agent program, and relocated 
the materials into laboratories registered to store them (Dennis and Sun 2014b).

A Role foR BioRisk MAnAgeMent?

Although the major media have characterized these discoveries of improperly stored 
select agents as safety incidents, they actually represent serious lapses in security. It 
is clear that the agents did not result in accidental exposures or releases that could 
have caused someone at the NIH to contract an infectious disease. However, the 
agents could have been stolen by someone with malicious intent, without the NIH’s 
or FDA’s knowledge, and subsequently used as a weapon to cause deliberate harm. 
The traditional biosafety system based on biosafety levels subordinates security 
issues, and often relegates security only to the implementation of the select agent 
regulations. Characterizing these events as safety incidents neglects the full spec-
trum of risks involved. By contrast, a biorisk management system considers all the 
risks to the bioscience facilities—risks from accidents, risks from intentional mis-
use, and risks from natural events—and prioritizes them against each other.

Yet the NIH has continued to describe these improperly stored pathogens only in 
the context of safety. In July, FDA employees did not receive an official communica-
tion about the discovery for seven days. One scientist, who worked in the building and 
spoke on the condition of anonymity for fear of retaliation, said he learned about it 
when his supervisor read a media report. An NIH spokeswoman in July said that offi-
cials did not notify employees about the discovery because the vials were checked and 
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found to have no breaches (Sun and Dennis 2014). Yet, storing these agents in areas 
that lacked adequate security represented a potentially serious security vulnerability.

In September, Alfred Johnson, director of the NIH’s Office of Research Services, 
which coordinated the NIH’s “clean sweep” of its labs, told the Washington Post, 
“All of these [materials] were found in containers that were intact, and there have 
been no exposures” (Dennis and Sun 2014b).

Francis Collins, director of the NIH, sent a memorandum to his NIH colleagues 
in early September, acknowledging the discovery of the additional improperly stored 
select agents. Again, he focused only on the safety aspects of the situation, not the 
security risks or implications: “I want to reiterate that there were no personnel expo-
sures associated with the storage or discovery of these vials or samples. There is no 
evidence to suggest that there was a safety risk to anyone in the lab, the surrounding 
area, or the community” (Collins 2014).

In late August, the NIH issued a “guide notice” in response to the “lapses in safety 
practices at federal laboratories” that indicated that NIH would initiate a National 
Biosafety Stewardship Month in September 2014, including a 24-hour stand- down 
to “reexamine current policies and procedures … conduct inventories of infectious 
agents in all labs … [and] reinforce biosafety training.” The NIH said that the National 
Biosafety Stewardship Month would provide the opportunity for “ scientists all around 
the country to reinforce existing practices; revisit existing guidelines and resources; 
optimize further biosafety oversight; and strengthen partnerships to achieve our 
shared biosafety goals” (National Institutes of Health 2014). In addition to the exclu-
sive focus on safety, with seemingly no consideration for security, the tone of this 
guide notice reflects that existing NIH practices, guidelines, resources, and oversight 
are appropriate; they simply need to be reinforced, revisited, and optimized.

The FDA’s lack of concern about these incidents is also troubling. In early July, 
at the time of the discovery of smallpox in the FDA laboratory, the FDA released an 
official statement on the incident that concluded: “Overlooking such a sample collec-
tion is clearly unacceptable” (US Food and Drug Administration 2014). Ironically, 
in mid- July, the FDA discovered staphylococcal enterotoxin in a laboratory that was 
not registered to store the material. But the FDA’s acting chief scientist and FDA 
Director Margaret Hamburg were not informed of the finding of staphylococcus 
until almost three weeks later (Dennis and Sun 2014b).

As this book emphasizes throughout, a biorisk management system is based on 
the risk assessment concept and process. Risk assessments, by definition, ask what 
could go wrong. A comprehensive risk assessment at the NIH or the FDA would 
logically conclude that the following scenario would be significant risk: a dangerous 
select agent may exist in an area of the facility that is not adequately secured from 
theft or misuse, and the material could be found, stolen, and used maliciously. In 
this scenario, the NIH would be the source of a potentially serious or even devas-
tating bioterrorism incident. The mitigation measures for such a scenario are fairly 
straightforward: ensure that no such “orphaned” select agents exist outside of limited 
access, secured areas. It seems that such a risk assessment was not conducted by the 
NIH or the FDA prior to August 2014, or the risk was not deemed high enough to 
warrant the implementation of the requisite mitigation measures.
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CONCLUSION

The biosafety and biosecurity incidents that occurred at the CDC and the NIH in 
2014 reveal that comprehensive biorisk management systems are likely not in place 
at these two premier US bioscience institutions. Not surprisingly, these facilities con-
tinue to rely on the current biosafety levels paradigm and the current US biosecurity 
regulations. However, these incidents demonstrate that the time has arrived for the 
US biosafety enterprise to consider alternative methods and systems.

What emerges from these brief case studies is the consistent absence of compre-
hensive biorisk assessments—documented studies of a specific activity, involving 
specific agents and a specific laboratory, conducting specific work, using specific 
equipment and protocols, and carried out by specific people. In a true biorisk man-
agement system, these comprehensive biorisk assessments should be the basis for 
determining experiment- or activity- specific risk mitigation measures, such as 
unique training, policies, procedures, and experiment- or activity- specific perfor-
mance metrics. Explicitly defined roles and responsibilities, from top management to 
laboratory workers, and organizational commitment to safety and security, monitor-
ing, evaluation, and continual improvement would be seamlessly integrated into lab-
oratory operations as well. Had these sorts of programs and systems been in place, 
the incidents described in this chapter may not have happened, or at least they could 
have been identified much sooner.

Instead, only a minority of today’s biosafety community execute substantive risk 
assessments, and even fewer comprehensively document those assessments. The 
majority, especially when we consider the broad international biosafety commu-
nity, adopt an approach that assumes an agent’s risk will be the same regardless of 
how it is used in the laboratory. This leads to generic risk assessments of an agent’s 
inherent biochemical characteristics—what is really only a hazard assessment. The 
exact same material safety data sheets are used as risk assessments by hundreds 
of laboratories conducting thousands of different experiments or activities. These 
generic hazard assessments—assessing the hazard that an agent poses out of the 
context of its use—are translated into generic biosafety levels that are assumed to 
encompass adequate mitigation measures. Yet the diversity of the work is now so 
immense that these generic hazard assessments and generic levels of risk mitigation 
no longer suffice.

Another tendency in today’s biosafety community—in the United States as well 
as overseas—is to relegate responsibility for safety and security to a so- called bio-
safety officer who has little or no management authority. This officer polices the lab-
oratories and cites them for noncompliance with established rules and regulations. 
But ultimately, it is the principal investigator or laboratory manager who decides 
what safety and security measures to implement. One lab may choose to invest sig-
nificant resources in safety and security; another laboratory in the same facility 
may not. The biosafety officer is delegated all the responsibility, but lacks any of 
the required authority or budget to promote individual or organizational behavior 
change. In a biorisk management system, by contrast, the entire culture of the orga-
nization embraces safety and security, and everyone’s performance hinges on the 
effectiveness of the risk management system.
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Often, the response to safety and security incidents such as these is to invest 
more resources in sophisticated engineering controls, or to require this work to be 
conducted only in even higher levels of containment. Either approach significantly 
increases the cost of science, and also implies that only the most highly resourced 
facilities can safely conduct work with dangerous agents. However, these case stud-
ies show that very well- funded laboratories that rely on the current biosafety para-
digm make mistakes, and that additional engineering controls or higher levels of 
containment would not have made any difference. By contrast, a well- functioning 
biorisk management system is scalable to any bioscience facility in the world, from 
small hospital laboratories to large national institutes. Safety is not wholly dependent 
on the available resources or wealth of a facility, but on the facility’s broad manage-
ment commitment to safety.

Finally, the official blame for these incidents seems to be directed at individual 
employees or the specific laboratories involved. In many ways, the official govern-
ment reports on these incidents are typical root cause analyses, aimed at identifying 
a single, initiating event. What is lost from such an incident event chain, as MIT 
scholar Nancy Leveson has explained, is that the environment that made that incident 
possible had been laid years before. If these specific events had not happened, would 
another similar incident have occurred sometime in the future (Leveson 2011)?

What has not yet emerged, but hopefully will eventually, is a recognition that there 
may be something wrong with the organizational culture* or management system 
that allowed these incidents to take place. Is there something amiss with the safety 
and security culture† in US bioscience facilities that makes these sorts of incidents 
possible? Could the implementation of a comprehensive biorisk management system, 
where the entire workforce, including executive management, is actively engaged in 
identifying and reducing biorisks, significantly improve the safety and security of 
bioscience facilities and operations in the United States and internationally?
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11 Future Development 
of Biorisk Management
Challenges and 
Opportunities

Benjamin Brodsky and Uwe Müeller- Doblies

ABSTRACT

As a discipline of its own, bio risk management has evolved rapidly over the past 
10  years. Implementation of a systematic bio risk management approach remains 
uneven globally, and new, poorly understood bio risks continue to emerge that chal-
lenge traditional approaches to biosafety and biosecurity.* In this chapter, we discuss 
some of the challenges facing the discipline of bio risk management, and consider 
approaches to addressing them. Many of these challenges relate to the inherently 
diverse and variable nature of biological risks, the different existing systems to 
assess and address these risks, variability in risk tolerance at the local and interna-
tional levels, and the availability of data and determination of criteria to support the 
selection and application of these systems within organizations that are operating in 
different geographical, social, and legal environments. This chapter will consider 
how the regional differences in assessing and controlling bio risks can be understood 
in a way that will eventually permit contextual comparison of bio risk management 
cornerstones based on the assessment, mitigation, and performance model.

INTRODUCTION

Over the past 10 years, laboratory bio risk management has evolved as a discipline 
in its own right, comprising biosafety, biocontainment, and laboratory biosecurity. 
Based on the recognition that prescriptive control systems for biological risks are 
too inflexible to effectively manage the rapidly evolving and changing bio risks that 
are emerging in an age of exponential biological discovery, regulators and facil-
ity operators (sometimes referred to as duty holders in a legal context) are explor-
ing risk- based and performance- based approaches, including those that have been 

* The term biosecurity is still widely used in two different settings. The first is the control and exclu-
sion of alien species (both animal and plant), ranging from microbes to higher organisms. This is 
also referred to as (veterinary) biosecurity, or phytosanitary controls. More recently, (laboratory) bio-
security has been used to describe the controls applied to prevent the malicious misappropriation and 
release of biological agents.
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successfully deployed in other high hazard industries. Following the development 
of the CEN Workshop Agreement 15793 in 2008, a number of international orga-
nizations have adopted or advocated for this type of approach to address bio risk 
management. Most recently, in May 2014, the Office Internationale des Epizooties 
(World Organisation for Animal Health) initiated replacement of the established 
classification of containment levels that has been in place for over 20 years with a 
new risk- based approach to laboratory biosafety and biosecurity (vide infra). This 
chapter examines the current assessment- mitigation- performance model for bio risk 
management and where opportunities for improvement may be found.

As the preceding chapters have illustrated, a risk- based approach informed by a 
careful and comprehensive bio risk assessment can deliver risk mitigation measures 
tailored to the particular risks at hand, thereby rendering them more risk commen-
surate and sustainable, and thus of better value. This notion is predicated on the 
assumption that the data is available to quantify the alternative risk paths leading to 
hazard release, and that the performance characteristics of alternative risk control 
systems are also available. However, despite many years of research, there are still 
significant gaps in our knowledge on some of the key properties of hazardous biolog-
ical materials, and in the parameters of the risk control systems applied to mitigate 
the associated risks. Where this data is available, it provides evidence for a risk- based 
approach and supports a more cost- effective risk control system, but where data is 
lacking it can potentially stop work or make the work too costly. In many cases, the 
same risk control systems have been applied around the world without documented 
evidence that demonstrates their performance in the specific, local contexts in which 
they are being applied. This is especially true in the case of laboratory biosecurity, 
where detailed studies of the effectiveness of biosecurity control measures in vari-
ous contexts are currently lacking. With a strong foundation in hazard identification 
and risk assessment, the bio risk management approach essentially compels facili-
ties attentive to biosafety and biosecurity to give due consideration to the nature of 
the hazard, the nature of the work ongoing, and the multitude of factors—physical, 
human, environmental, legal, etc.—that may influence the likelihood and conse-
quences of identified biosafety and biosecurity risks (bio risks) without relying on 
generic, prescriptive measures developed that do not consider the local risk context.

Risk mitigation (also referred to as risk control) based on assessments of 
institution- specific risks stands in contrast to prescriptive approaches, which offer 
facilities guidance on what to do but not necessarily why to do it. The bio risk miti-
gation measures implemented on the basis of sound bio risk assessments are more 
likely to address specific identified bio risks, improve operational efficiency, and 
importantly, improve understanding within the organization of the need for proper 
risk mitigation implementation. The cost to achieve these benefits is the investment 
needed to attain a much more thorough understanding of the biological hazards, the 
potential risk paths, consequences, and risk mitigation measures. It also requires reg-
ulators and organizations to determine accepted residual risk levels (the level of risk 
that is acceptable following the adoption of risk mitigation measures). Prescriptive 
approaches assume accepted risk as well, but often lack formal recognition or critical 
analysis of the acceptance of risk. These are often difficult to negotiate between all 
stakeholders in a society. Even in the countries with the most advanced regulatory 
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requirements for biological risk control systems, the process of collective learning 
on how to build, operate, and maintain facilities in order to achieve and sustain the 
target risk profile is not easily achieved and is resource- intensive. The higher the risk 
concerned, the more resources that have to be allocated in order to deliver safe and 
secure risk mitigation systems, and to demonstrate their performance.

Finally, performance plays a key role in the bio risk management approach (see 
Chapter 8). Performance assessment, an often overlooked aspect of bio risk manage-
ment in many facilities, is critical for ensuring that the bio risk management system 
is performing as intended, and for identifying opportunities for improvement. The 
development of new methods to ascertain performance, and compare the performance 
of various approaches to bio risk management, is key for further advancing the field.

This chapter will consider these issues and highlight challenges that require the 
input of the bio risk management community to effectively overcome, and for which 
effective solutions have either not been identified or not been globally implemented. 
Some of these challenges, such as financial resource constraints and infrastructure 
limitations, are often beyond the control of a given facility—but new, innovative 
approaches to bio risk management may help address these external limitations. In 
presenting a discussion of these challenges and opportunities, it is hoped that this 
chapter will contribute to positive action to address the more difficult aspects of bio-
risk management for which solutions have proven elusive to date.

CHALLENGES AND OPPORTUNITIES

The ongoing development and adoption of laboratory bio risk management by insti-
tutions around the world is encouraging. Looking ahead, the bio risk management 
community must identify and confront the major challenges that impede the further 
implementation of risk- based biosafety and biosecurity. Many of these challenges 
will require a significant investment, both financially and intellectually, to solve. 
The challenges and opportunities presented in this chapter are not a comprehen-
sive account; rather, this is an attempt to identify a subset of critical challenges that 
face the community today, which may be considered rate limiting in the further 
advancement of the field. Identifying and broadly implementing solutions to these 
challenges could contribute significantly to the further development of the field, and 
to the establishment of safer and more secure bioscience facilities.

Biorisk Assessment

As discussed in Chapter 3, bio risk assessment is the bedrock of bio risk management. 
At its core, bio risk assessment is the process of identifying potential biohazards, 
threats, and associated biosafety and biosecurity risks, characterizing those risks in 
terms of likelihood and severity of the consequences, and determining whether the 
characterized risks are acceptable or not. In theory, the process is straightforward. 
In practice, however, risk assessment as instituted by the bio risk management com-
munity is a complex process with widely varying methodologies applied in the field, 
both formal and informal. Setting aside the general principles recounted in this book, 
no universally accepted approach to performing risk assessment exists—including 
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the specific risk assessment process to be taken, who should perform the risk assess-
ment, when and how frequently to perform risk assessments, whether and how to 
document, communicate, and review risk assessments, and what constitutes accept-
able risk.

This diversity poses a significant challenge to the credibility of assessments and 
makes comparison between different risk assessments and risk mitigation systems 
difficult—perhaps even impossible. The criticism that biosafety and biosecurity 
guidance—for example, the guidance issued by the World Health Organization 
(WHO) and World Organisation for Animal Health (OIE)—is not being imple-
mented globally is now being replaced with the more fundamental challenge that the 
biosafety and biosecurity risk assessments conducted by different institutions are not 
readily comparable.

Established resources in the field offer general guidelines on how to conduct risk 
assessments. However, Wagener et al. (2008) observed, “Although risk assessments 
are currently performed, the lack of a unified approach and appropriate tools makes 
such assessments unnecessarily difficult.” Among the wide variety of risk character-
ization methodologies available, each approach has advantages and disadvantages. 
Among these, a number of formal risk assessment approaches have been devel-
oped and utilized. Organizations and individuals must determine which of these 
approaches, or combinations of approaches, to apply to their specific circumstances 
and the risks identified for assessment. Different practitioners may favor some of 
these approaches over others. Many organizations, particularly smaller organiza-
tions, do not employ any formal, documented risk assessment methodology at all, 
but instead rely on a combination of subject matter expert judgment, consultation, 
experience, common sense, available biosafety and biosecurity guidance, and basic 
pathogen information to make critical risk mitigation decisions. Thus, the cost of 
risk assessments, in terms of financial investment and the time required to complete 
them, can vary greatly.

This lack of comparability between risk characterization methods is a limitation 
of an approach to biosafety and biosecurity purely based on local risk assessment. 
Without the ability to compare their respective risk assessments, interfacility coop-
eration, including the exchange of staff, samples, and reagents between different 
institutions, can be quite a challenge.

The application of a wide variety of available risk characterization approaches is a 
result of several causes. First, as noted above, there is an obvious lack of a commonly 
accepted standard procedure, or set of procedures, for conducting risk assessment 
in the field. The diverse approaches to assessing biological risk also indicate that 
none of the approaches are fully satisfactory. The more formal, semiquantitative, 
and quantitative approaches can yield more consistent, reproducible, and comparable 
results, but are resource- intensive and require reliable data to realize their potential.

Risk analysts working in this field are also confronted with the challenging, but 
not unique, problem of having to consider ill- defined or wholly uncharacterized 
biological hazards. Unfortunately, bio risk management professionals often must 
confront new, naturally occurring hazards: recent notable examples include natu-
rally occurring emerging pathogens, such as novel strains of influenza virus (H7N9, 
H1N1), which have sparked outbreaks in humans, and newly discovered viruses 
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(Middle East respiratory syndrome coronavirus (MERS- CoV), severe acute respi-
ratory syndrome- associated coronavirus (SARS- CoV)). At least at the time of the 
initial emergence of new pathogens such as these, there is a paucity of critical 
biological data on which a bio risk assessment normally depends. From a bio risk 
management perspective, much remains unknown for many biological materials of 
concern, which further complicates the bio risk assessment process and introduces 
significant uncertainty. The traditional approach to this uncertainty is a precaution-
ary approach, which applies more risk mitigation controls in the absence of evidence 
to support reliance on lower levels of control.

In addition, as biotechnology advanced as a field, the prospect of modifying, or 
even creating, known or previously unknown micro organ isms has also become a 
commonplace reality. Like work with naturally occurring pathogens, the bio risks 
associated with the manipulation of genetically engineered (or modified) micro-
organ isms must be considered and addressed. The close alignment between risk 
management approaches utilized in the laboratory manipulation of naturally occur-
ring and genetically modified micro organ isms has been noted previously, although 
frameworks for national oversight of work with these two classes of micro organ isms 
may be distinct (Kimman et al. 2008).

A subset of these laboratory activities may be considered dual- use research of 
concern (DURC).* Several recent examples of research published in the literature 
have attracted considerable attention, including an ongoing debate surrounding so- 
called gain of function experiments involving influenza viruses (Roos 2014). The 
publication of these experiments has generated a sometimes intensive dialogue 
between and among researchers, bio risk management experts, national authorities, 
and the general public regarding the safety of these experiments and the potential 
for the misuse of experimental procedures by others. Understanding the safety and 
security risks associated with DURC is no less important than characterizing the 
bio risks for work with naturally occurring pathogens and other genetically engi-
neered micro organ isms. In some cases, some of the controversy surrounding DURC 
experiments may be attributed to the difficulty of accurately determining the likeli-
hood and consequences of the risks associated with the work, due to the unknown or 
untested properties of the engineered micro organ isms involved.

Predicting the properties of genetically engineered micro organ isms, and par-
ticularly how these organisms will interact with human and animal hosts, is often 
difficult, time- consuming, and costly. This uncertainty complicates the risk- benefit 
analysis of performing research and determining appropriate biosafety and bios-
ecurity mitigation measures for handling both naturally occurring and engineered 
micro organ isms and toxins. While steps have been taken in recent years to develop 
risk assessment approaches for analyzing DURC, many practitioners have concluded 
that current risk assessment procedures require further enhancement. For example, 

* The US government defines DURC as “life sciences research that, based on current understanding, can 
be reasonably anticipated to provide knowledge, information, products, or technologies that could be 
directly misapplied to pose a significant threat with broad potential consequences to public health and 
safety, agricultural crops and other plants, animals, the environment, materiel, or national security” 
(US Office of Science and Technology Policy 2013).
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a recent report describing the discussions at a Wilton Park conference in 2013 on 
dual- use biology stated:

Much work needs to be done to identify appropriate risk assessment factors relevant to 
DURC, taking into account the wide range of possible security concerns. In the future, 
a broader approach to risk could assess physical safety; economic security costs; diplo-
matic security; social and political stability; fear and anger and risk of research leading 
to the diminishing trust in government. It should also look at probability and take into 
account possible actors’ motives as well as intelligence on terrorist actors. Current 
DURC risk assessments have been largely ‘risk- benefit’ analyses, and there is a need 
for much more comprehensive and quantitative risk assessments that specifically eval-
uate what could go wrong with certain research. (Wilton Park 2013)

Even for well- characterized pathogens, such as foot- and- mouth disease virus 
(FMDV), additional data could be used to better inform the risk assessment process. 
For example, FMDV is well recognized to be transmitted over long distances by air, 
and the aerosol infectious dose for 50% (ID50) can vary from 1 to 10 particles in 
cattle to several thousand infectious particles in pigs. However, there are still signif-
icant gaps in understanding how aerosols are generated and how the transmissibility 
can be influenced, by humidity, temperature, and particle size. As a result, there is 
little data to quantify the performance of risk mitigation measures for this virus.

The lack of quantitative data presents a more fundamental issue with regards to 
the performance of various risk mitigation (control) systems for the mitigation of bio-
logical risks (Kimman et al. 2008). As discussed in the Introduction, other high haz-
ard industries have faced similar challenges and, in response to this challenge, have 
assembled data on the performance of safety- critical components and have agreed 
to reference methodologies for risk assessments, e.g., hazard operability studies and 
layer of protection analysis (LOPA). If the shared data is available to support the risk 
assessment process, even the more complicated methodologies can be carried out in 
a reasonable time frame. If the data is not available, facility operators and regulators 
are presented with a difficult task. The lack of data would direct the risk assessment 
toward a precautionary approach, which would add significantly to the cost of risk 
mitigation—including facility design, construction, and operation. In particular for 
pathogens of public health concern, a situation can occur where the benefit from the 
laboratory activity receives a higher priority than an evidence- based risk mitigation 
system, which outstrips the public health budget for the disease.

Because it may be difficult to measure the effectiveness of risk mitigation mea-
sures in managing bio risk, past experience suggests regulatory authorities will, in 
the absence of accepted standard risk mitigation systems, require demonstrated per-
formance in line with the risk assessment. A natural tension may therefore emerge 
between accepted standard risk mitigation systems and alternative risk mitigation 
strategies where demonstrated performance data on the alternatives is lacking, such 
as in the implementation of new approaches to risk mitigation in the design and con-
struction of new facilities. An example of this issue was the use of positive pressure 
suits in containment level (CL) 4 facilities in the United Kingdom (UK). Under the 
United Kingdom’s Control of Substances Hazardous to Health regulations (COSHH 
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2002), a hierarchy of controls has to be applied. Based on the interpretation that suits 
are personal protective equipment—the lowest tier in the hierarchy of controls  —
air- fed positive- pressure suits were initially rejected as a control in laboratories oper-
ating at CL4. For this reason, only Class III cabinet- style CL4 laboratories have been 
approved for operation in the UK, although the option of suit laboratories where the 
work cannot be conducted in a cabinet line or isolator had been introduced into UK 
guidance in 2006 (Advisory Committee on Dangerous Pathogens, Health and Safety 
Executive 2006). However, when organizations intend to work in suited laboratories, 
they assume the full burden of proof and have to demonstrate to regulatory authori-
ties that these suited systems are equally safe. Recently, there have been develop-
ments of new primary containment devices and research into the performance of 
positive- pressure encapsulating suits (Steward and Lever 2012).

Equally, risk acceptance, or the acceptable residual risk levels following risk 
mitigation determined by institutions for work to proceed, differs from industry to 
industry and from culture to culture. Risk acceptance is affected by many factors, 
both internal and external to the organization, as described in Chapter 3. For exam-
ple, external stakeholders such as the general public, regulatory authorities, partner 
organizations, and others may have greatly diverging perceptions of risk based on 
local levels of awareness, the frequency and content of communications between 
stakeholders, media reporting, cultural factors, prior local and societal experiences 
involving particular pathogens and diseases, and so on. It is of paramount impor-
tance that this societal acceptance of risk be better defined and communicated, as 
it is an essential prerequisite for a risk- based approach to be successful. Unless this 
acceptable risk level is suitably defined and captured in local or national legislative 
instruments, facility operators may not be able to demonstrate that they have dis-
charged their duties appropriately, and thus could remain open to legal challenges.

The observed diversity in the approaches to risk characterization and risk accep-
tance in different regions presents the bio risk management community with a 
significant challenge: Is it possible to determine objectively whether a given risk 
assessment has been performed adequately? Just as practitioners of bio risk man-
agement must determine whether a given biosafety or biosecurity risk is acceptable, 
the acceptability of the risk assessment itself (in terms of suitability of the chosen 
methodology, quality and relevance of data, and data interpretation and analysis) 
must also be determined. Can a minimal bar—a standard set of objective criteria—
be established by which a bio risk assessment, whether it be qualitative or quanti-
tative, formal or informal, be evaluated by internal and external stakeholders for 
adequacy and completeness?

In considering this challenge, legislators, regulators, and others charged with 
identifying bio risk assessment requirements have to maneuver the delicate balance 
between achievable substantiation of the bio risk assessment and the societal benefit 
expected from the work associated with the managed bio risks. If the required burden 
of proof becomes too onerous for an organization to meet, important work to protect 
livelihoods will be prevented, or diverted to organizations in localities that are either 
more risk tolerant or less risk conscious. In other words, the restrictions imposed by 
a risk- averse approach to laboratory biosafety and biosecurity can have unintended 

  



212 Laboratory Biorisk Management

consequences if laboratory bio risks are considered too narrowly, without consider-
ation given to the impact of these risks and measures to control them on other, related 
risks. The balance of laboratory bio risks against the management of other societal 
risk must be considered. For example, when developing bio risk management mea-
sures against a defined laboratory bio risk for a public health laboratory, managers 
must consider the potential impact of these risk mitigation measures on the ability of 
the laboratory to execute its public health mission in the event of a disease outbreak, 
and how that impact could influence the risk posed by an outbreak.

The societal acceptable risk from the laboratory activity involving a hazardous 
pathogen will significantly depend on the natural occurrence of the disease in the 
region/ country (prevalence), and the tangible benefits of carrying out the labora-
tory activities related to the etiologic agent (Figure 11.1). As societal risk tolerance 
increases, for example, in the case of a common, endemic pathogen, the bio risk miti-
gation necessary at the laboratory to control laboratory bio risk associated with the 
pathogen decreases.

Referencing the acceptable risk (or target risk level) for a biocontainment labora-
tory operation against the actual prevalence of the disease in the local or regional 
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settings enables realistic goal setting for bio risk management performance of labo-
ratories while achieving an ethical balance between cost and benefit.

For example, the control measures taken in the laboratory to contain seasonal 
flu are less than those for historic flu strains not in circulation, even though the 
morbidity/ mortality rate caused by each individual strain may be identical. The labo-
ratory would have no impact on the prevalence of the seasonal flu strain, but is the 
single critical control point for the reintroduction of a historical flu strain (Wertheim 
2010; Shoham 1993).

The bio risk management community should also consider whether certain defined 
risk assessment approaches, such as those mentioned above, are ideally suited for the 
assessment of certain categories or types of biosafety and biosecurity risks. This 
is particularly relevant for so- called low- probability (likelihood), high- consequence 
risks, which are often challenging to characterize in a quantitative fashion. Examples 
of such risks could include an accidental environmental release of a highly patho-
genic agent, or the theft of a highly pathogenic agent for the purposes of terrorism.

If a standard risk characterization approach, or set of approaches, could be applied 
to a particular biosafety or biosecurity risk across all facilities globally, the expected 
output of these analyses will ideally be uniformly consistent across all facilities 
and regions, and thereby comparable. This is not to suggest that the risk likelihood 
and consequences, and associated risk acceptability, will be identical—but it will 
provide a stronger explanation for differences in these outputs.

Another great strength of conducting bio risk assessments specific to a particular 
setting as opposed to the approach of relying primarily on risk groups and corre-
sponding biosafety level (BSL) categories is the ability to consider the consequences 
specific to the facility. For example, the endemicity of a particular disease/ pathogen 
greatly influences the consequences of a pathogen release in a particular country 
or region—which will in turn affect risk acceptance. This can provide very sound 
reasoning for a different set of performance requirements for risk mitigation systems 
in different countries/ regions. Given that a human life should have the same value 
wherever a laboratory is sited, some funders of facilities have insisted that they will 
only accept the risk control systems devised for a nonendemic zoonotic disease, even 
in countries where the disease is highly prevalent. At the same time, countries with 
relatively advanced laboratory infrastructure have not implemented such mitigation 
measures for pathogens like human immunodeficiency virus (HIV), even in times 
when there was no therapy available. A possible resolution to this conundrum is the 
relative risk approach. Rather than looking at the absolute risk posed by the facility 
itself, the risk relative to that of the naturally occurring disease is considered. If the 
disease is nonendemic, the risk of contracting the disease from the natural envi-
ronment is very low, and thus the controls applied in the lab are relatively higher. 
If the disease is already prevalent in the country or region, the laboratory should 
ensure the risk arising from the laboratory activities, e.g., for laboratory workers and 
the public, is not greater than the risk in the community. This allows risk controls 
that are proportionate and more sustainable. For instance, it will mean that some 
countries in Africa may impose relatively higher risk controls on nonendemic viral 
diseases like Western equine encephalitis virus, but relatively lesser controls on Rift 
Valley fever virus or West Nile virus.
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A similar approach has been taken with regards to laboratory bio risk manage-
ment standards for foot- and- mouth disease in countries free of the disease. During 
a disease outbreak, the requirements for laboratory containment are reduced, but 
maintained at a level considered to ensure that the laboratory is not contributing to its 
spread. This reduces the burden on national reference laboratories that only handle 
the live virus in the event of a disease outbreak, but participate in proficiency testing 
schemes based on inactivated materials (European Commission for the Control of 
Foot- and- Mouth Disease 2013).

While the bio risk management community continues to develop its own risk 
assessment approaches, opportunities may exist for bio risk management profession-
als to interact with colleagues who work in other fields where novel materials are 
being generated and the risks of exposure of human and animal communities to 
these materials is unknown, such as nanomaterials toxicology. This interaction could 
help build, develop, and refine risk assessment methodologies that may better equip 
researchers to understand the most critical risks of proposed work with novel bio-
logical materials. The community should take proactive measures to encourage an 
exchange of views with risk analysts in other fields who have similar challenges and 
constraints in assessing risks associated with poorly defined hazards.

While risk analysts will continue to advance risk assessment methodologies, more 
must be done to ensure that all facilities that work with biological materials (naturally 
occurring or engineered) have tools and resources available to perform risk assess-
ments. As indicated earlier, a one- size- fits- all approach to performing risk assessment 
is not feasible—different types of risks will warrant different approaches to analyzing 
them properly. A detailed assessment of the likelihood and consequences of a worker 
sustaining a needlestick injury and potential exposure to infectious material while 
executing a standard procedure in the laboratory will be performed much differently 
than the characterization of the risk of a large- scale release of biohazardous material 
into the environment due to a failure in the effluent waste treatment system, or the 
characterization of the risk of theft of sensitive data by an adversary determined to 
infiltrate a facility. However, at the facility level, it is necessary to compare these dif-
ferent risks in order to develop a balanced risk profile that permits the prioritization of 
resources for risk mitigation measures that address the highest relative risks.

A theme common to all bio risks is that they may be characterized by a risk 
path, which leads from a hazard to a hazard release, and subsequently to an adverse 
consequence. The key is empowering institutions to select appropriate risk charac-
terization and communication tools to match the specific institutional needs. For 
example, bowtie risk control diagrams can complement risk assessments by sys-
tematically analyzing risk paths that lead to common hazard release events. They 
permit the comparison of similar types of risks within a facility to prioritize efforts 
for improvement. They have become a standard tool in the oil and gas industry and 
have also proven useful in bio risk management. A bowtie bio risk map can be used to 
help provide documentation to support management’s decision- making process. See 
Figure 11.2 for an example of a bio risk bowtie model for the environmental release 
from a hypothetical laboratory working on exotic animal pathogens.

The risk paths can be divided into seven main categories with a number of indi-
vidual risk paths, each depending on the laboratory activity and the laboratory 
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facility. Depending on the risk (likelihood and consequences) posed by the biologi-
cal agent and laboratory activities, mitigation measures are applied to specific risk 
paths. These are also referred to as protection layers. The most appropriate mitiga-
tion measures selected will vary not only by risk path, but also by local availability, 
financial constraints, and logistic considerations. The bowtie risk map can be further 
developed to compare mitigation strategies and provide the logic framework for layer 
of protection analyses (LOPAs), where required.

However, bowtie diagrams do not replace all other risk assessment methodolo-
gies. Rather, they complement other risk assessment methods, which are better 
suited to capture the details of individual risk and mitigation steps, but less effective 
for communicating the overall risk management system to stakeholders—including 
stakeholders that may lack the technical background to fully understand the details 
of the risk assessment process.

To aid facilities in determining which risk assessment approaches are most appro-
priate for analysis of a particular project, process, or procedure, and to help these 
facilities meet an acceptable standard for a suitable risk assessment, the bio risk man-
agement community should consider establishing a repository of documented risk 
assessments, suitable for public disclosure, to serve as examples for facilities that 
seek additional guidance and precedent.

Biorisk mitigAtion

The principles of laboratory biosafety and biosecurity, and of bio risk mitigation, 
have been articulated in many freely available references, including the Laboratory 
Biosafety Manual, Laboratory Biorisk Management: Biosecurity Guidance, 
and CEN Workshop Agreement 15793:2011—Laboratory Biorisk Management, 
among others (World Health Organization 2004, 2006; European Committee for 
Standardization 2011a). Importantly, globally accepted standards are in place for 
only a few aspects of bio risk management, such as the regulations concerning inter-
national transport of infectious biological materials as summarized by the WHO 
(World Health Organization 2012a). In addition, the laboratory manipulation of cer-
tain pathogens that have been eradicated from the natural environment, most notably 
Variola major virus and Rinderpest virus, are subject to special international control 
instruments (World Assembly of Delegates of the World Organisation for Animal 
Health (OIE) 2011; Sixtieth World Health Assembly 2007).

In some countries, bio risk management principles form the foundation for national 
laws and regulations that govern the handling, storage, transport, and disposal of 
pathogenic biological materials. However, the development of these regulations has 
occurred over a range of time, and has been motivated from different directions. 
These include public health concerns, measures to protect the health of (laboratory) 
workers, measures to protect the public from potential negative impacts associated 
with genetic modification, controls to enable international commerce in animals 
and animal products, and animal health legislation to control animal health at a 
national level. As a result, there is currently a patchwork of national laws and regula-
tions, with some countries having developed (over time) relatively robust national 
measures, while other countries may have little or no national measures in place to 
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oversee work with biological materials. It is also difficult to directly compare differ-
ent legal and regulatory structures across national boundaries. For example, while 
many countries utilize risk or hazard groups to classify biological materials (risk 
groups 1–4) and help determine appropriate risk mitigation measures, the exact defi-
nitions of each risk group vary between countries and between different competent 
authorities in the same country (American Biological Safety Association 2014a).

For these and many other reasons, at the global level, the current state of bio-
risk management implementation in biological facilities and during field operations 
is highly uneven. This is to be expected: not only are national legal requirements 
different, but the risks associated with different organizations and activities vary, 
risk perceptions among stakeholders also vary, and available resources to mitigate 
these risks are not equivalent. Some organizations struggle to translate the general 
principles of bio risk management into institution- specific policies, plans, and risk 
mitigation procedures, giving rise to a challenge: despite significant progress, the 
bio risk management community faces a number of challenges in the journey toward 
establishing universal, risk- based standards and benchmarks for bio risk manage-
ment systems that can accommodate the differences in bio risk and bio risk mitiga-
tion capacity at the local, national, and regional levels.

The challenges associated with the disparate implementation of appropriate risk 
mitigation have long been recognized and cannot be solved overnight. Multiple 
standards exist that affect specific aspects of bio risk management, from labora-
tory design, to engineering controls, to personal protective equipment—too many 
to recount in detail here. Furthermore, the bioscience community continues to 
develop additional national and international standards, and methods to evaluate 
laboratory conformance to these standards, to harmonize bio risk management as 
a whole. A recent example is the development of ANSI/ ASSE Z9.14-2014, “Testing 
and Performance Verification Methodologies for Ventilation Systems for Biosafety 
Level 3 (BSL-3) and Animal Biosafety Level 3 (ABSL-3) Facilities” (American 
Biological Safety Association 2014b). The benefits of increased standardization of 
bio risk management are numerous. They include a safer and more secure bioscience 
community through more effective bio risk management, facilitation of international 
scientific communication and research collaboration, and more effective infectious 
disease detection. Of course, efforts to establish universal standards and benchmarks 
are still relatively nascent, and significant investment is still required.

The need for an international performance- based standard in the field of bio risk 
management has been recognized by many. In 2008, CEN Workshop Agreement 
15793:2008: Laboratory Biorisk Management (known as CWA 15793) was pub-
lished. The document was the result of a workshop process that included 76 partici-
pants from 24 countries, as well as input from relevant international organizations. 
The document was renewed for a second three- year period in 2011 (European 
Committee for Standardization 2011a). In 2012, a related guidance document, CWA 
16393:2012: Laboratory Biorisk Management—Guidelines for the Implementation 
of CWA 15793:2008 (CWA 16393), was published following the conclusion of 
another, similar workshop process (European Committee for Standardization 2012). 
CWA 16393 offers additional implementation guidance to organizations that seek to 
follow the requirements of CWA 15793.

  



218 Laboratory Biorisk Management

CWA 15793 establishes 64 performance- based requirements for bio risk man-
agement systems. The requirements are intended to be compatible with any exist-
ing local or national regulations, as well as the requirements of other commonly 
used management system standards, such as ISO 9001:2008, ISO 14001:2004, 
and BS OHSAS 18001:2007. Together with CWA 16393, CWA 15793 gives orga-
nizations the performance- based criteria for establishing a comprehensive bio risk 
management system, which can be implemented using the assessment- mitigation- 
performance (AMP) model. In addition, CWA 15793 provides a useful set of defini-
tions for terminology commonly utilized in the field of bio risk management. While 
initially intended for laboratories, the requirements of CWA 15793 are regarded by 
many as being suitable for any organization that works with biological materials or 
toxins, and those that seek to establish a formal and comprehensive bio risk manage-
ment system. Importantly, like other management system standards, CWA 15793 
does not establish specific prescriptive requirements; organizations are responsible 
for determining the manner in which the performance- based requirements of CWA 
15793 will be fulfilled.

Since its publication, CWA 15793 has arguably become a standard reference for 
bio risk management professionals. In principle, the performance- based require-
ments may be applied by any organization, in any local setting, regardless of the 
specific biological hazards in use. The document does not take a risk management 
approach based on biological risk groups or laboratory biosafety levels, although the 
requirements of the document do not conflict with these more traditional approaches 
to laboratory biosafety and biosecurity. Rather, the document requires that organiza-
tions identify hazards and threats, and perform risk assessments. This design offers 
organizations the necessary flexibility to identify and implement specific bio risk 
management measures in a manner that satisfies the requirements, while also pro-
moting greater effectiveness and sustainability than a purely prescriptive approach. 
Because the document is not prescriptive, organizations must carefully characterize 
and evaluate hazards and associated bio risks before implementing risk mitigation 
measures—an important precept of the AMP model for bio risk management. The 
document emphasizes key factors that an organization must put in place to support 
an effective bio risk management system. These include, for example, top manage-
ment commitment to continual improvement of the system, the establishment of an 
organizational policy on bio risk management, the establishment of clearly defined 
roles and responsibilities, and the establishment of procedures for monitoring the 
bio risk management system, corrective action, and review. These factors, which are 
common to many well- known management system standards based on the plan- do- 
check- act (Deming) cycle (see more information in Chapters 2 and 8), are critical 
but sometimes overlooked elements of organizational bio risk management systems. 
Finally, the document includes a terms and definitions section, intended to help har-
monize the usage of terminology in the field.

Despite being available for almost six years as of this writing, quantifiable data 
on the rate of adoption of CWA 15793 by organizations is lacking. A number of 
institutes are currently utilizing CWA 15793; for example, five institutions located in 
three European countries (France, the Netherlands, and Sweden) recently reported 
outcomes of a project aimed at implementing CWA 15793 within a new European 
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Laboratory Response Network (Sundqvist et al. 2013). However, the total number 
of organizations that have adopted the document, and how these organizations use 
the document, is unknown. No formal certification scheme exists based on CWA 
15793; therefore, data concerning the number of organizational certifications against 
the requirements of the document is not available. The most comprehensive pic-
ture of CWA 15793 awareness and usage is provided by the European Biological 
Safety Association (EBSA). In 2013, EBSA administered a voluntary survey of 
its membership to examine the levels of awareness and implementation of CWA 
15793 by its members.* The survey data suggests that there is a substantial level of 
awareness of the document within the European bio risk management community 
(85%), although a smaller proportion of the community reported that their organiza-
tions were currently adopting the requirements of the document (33%) (European 
Biosafety Association 2013). A majority of survey respondents expressed support for 
sustaining the document: 72% of respondents considered it as “important” or “very 
important” that CWA 15793 is maintained beyond 2014. This survey, which was 
focused on one region and one group (EBSA members), also highlights the need for 
a more thorough understanding of the global levels of awareness and adoption of the 
bio risk management systems approach described in CWA 15793.

Irrespective of the current adoption rate, it is clear that the development of CWA 
15793 and the management systems approach to bio risk management has had a 
significant impact on contemporary laboratory biosafety and biosecurity. A prime 
example of this impact is the adoption by the World Assembly of Delegates of the 
Office Internationale des Epizooties (World Organisation for Animal Health) in May 
2014 of a risk- based “Standard for Managing Biorisk in the Veterinary Laboratory 
and Animal Facilities” in the OIE Terrestrial Manual 2014 (World Organisation 
for Animal Health 2014). This new standard is intended to support, and potentially 
replace, the OIE’s previous biosafety and biosecurity guidance, which focused on the 
utilization of risk groups and containment levels. Instead, this new standard utilizes 
a risk- based approach aligned with CWA 15793. The World Health Organization 
has also made extensive use of CWA 15793—for example, through the publication 
in 2012 of a biosafety guidance manual for laboratories handling Mycobacterium 
tuberculosis (World Health Organization 2012b). The manual employs a risk- based 
approach that is based on the requirements of CWA 15793 and the technical guid-
ance offered in the WHO Laboratory Biosafety Manual. Recently, CWA 15793 
has also been suggested by the WHO as a key bio risk management resource for 
laboratories handling human specimens that may contain certain emerging patho-
gens, such as MERS- CoV (World Health Organization 2013).

Beginning in 2013, the International Organization for Standardization (ISO) 
began to consider adopting CWA 15793 to an ISO deliverable. The process now 
under way could ultimately lead to an ISO international standard for bio risk manage-
ment. Many stakeholders in the bio risk management community are observing this 

* In 2013, the American Biological Safety Association (ABSA) also administered a voluntary survey 
to its membership on CWA 15793. Preliminary results were presented at the 56th Annual Biological 
Safety Conference in October 2013; however, as of this writing the survey results have not been 
published.
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process with interest. ISO produces several types of deliverables, each with unique 
requirements and characteristics (International Organization for Standardization 
2014). It is possible that the conversion of CWA 15793 to an ISO deliverable could 
elevate the level of international awareness and adoption of performance- based bio-
risk management systems. The near- term future of formal standards in bio risk man-
agement along the lines of CWA 15793 and CWA 16393 will largely depend on the 
costs of adoption and benefits to biosafety and biosecurity that they provide to the 
bioscience community.

Should a voluntary international standard based on CWA 15793 emerge, another 
potential outcome is the eventual construction of an international certification scheme 
based on the standard. Already, at least one organization (the American Biological 
Safety Association (ABSA)) has established a relatively new voluntary laboratory 
accreditation scheme focused on laboratory bio risk management, and based in part 
on the requirements of CWA 15793 (American Biological Safety Association 2013). 
While the scope of this particular laboratory accreditation program is currently 
limited to high- containment laboratories located in the United States, it is conceiv-
able that the lessons learned from the implementation of this accreditation program 
could inform the creation of a more global laboratory bio risk management certifica-
tion scheme.

If properly implemented, a certification scheme based on an international bio risk 
management standard could afford organizations the opportunity to demonstrate an 
acceptable level of conformance with the standard based on a harmonized confor-
mity assessment process, and thereby could potentially facilitate a greater degree of 
international collaboration between laboratories that work with biological materi-
als. Should a certification scheme emerge, one area for future research will be to 
investigate the causal link between the achievement of bio risk management system 
certification based on an international bio risk management standard, and measur-
able improvements in actual bio risk management performance.

Regardless of what ultimately transpires via this process, the continued evolution 
of performance- based standards for bio risk management is a key issue for the bio risk 
management community. Additional information on the current adoption of CWA 
15793 and CWA 16393, as well as analysis of what factors may inhibit the adoption 
of these documents by interested organizations, would be valuable contributions to 
the current dialogue.

In parallel with efforts to establish a bio risk management standard, efforts are 
underway to create universal benchmarks for education, training, and competency in 
bio risk management. For example, CEN Workshop Agreement 16335:2011: Biosafety 
Professional Competence, published in 2011, established professional competen-
cies and training requirements for bio risk management professionals (European 
Committee for Standardization 2011b). To date, however, no internationally recog-
nized system exists to assess and compare the competencies of bio risk management 
professionals who work in different laboratories. The International Federation of 
Biosafety Associations (IFBA) is now working to establish an international pro-
fessional certification scheme to certify the competencies of bio risk management 
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professionals, in part based on the stipulations of CWA 16335 (International 
Federation of Biosafety Associations 2012).

At the same time, more education and training opportunities in the field of bio risk 
management are becoming available. Several academic centers and biosafety asso-
ciations now offer professional development opportunities for members of the bio-
risk management community. Despite this recent progress, these new professional 
development and certification opportunities are currently more readily accessible to 
professionals from relatively wealthy countries with greater opportunities to pursue 
university- level and professional- level education. The relative quality of educational 
and professional development opportunities in the bio risk management field is also 
difficult to assess and compare objectively. A challenge moving forward will be to 
build upon existing mechanisms for international communication and collabora-
tion, such as those provided by national and international biosafety associations, to 
build links and professional networks between bio risk management professionals 
in countries with emerging biological laboratory infrastructure and their counter-
parts in more technically advanced countries. Innovative solutions are needed for 
building these partnerships, including those based on web- based education, training 
and mentoring, modern communication platforms such as social networking, joint 
training and research opportunities in the field, and other approaches. Cost- effective 
solutions that bridge geographic, language, and cultural barriers are clearly needed 
in order to build professional competency globally.

Bio risk mAnAgement PerformAnce—evAluAting the orgAnizAtionAl 
Benefits from A mAtured Bio risk mAnAgement system

If the implementation of a bio risk management system is not a regulatory require-
ment, institutions must be able not only to attain, but also to recognize tangible 
biosafety and biosecurity benefits in order to justify the investment of resources 
toward adopting the AMP model for bio risk management. CWA 15793 provides a 
framework that is increasingly used to measure bio risk management performance; 
a prominent example includes the use of CWA 15793 as the basis for the inspection 
protocol used by the WHO in 2009 and 2012 to assess the biosafety and biosecurity 
practices of the two laboratory repositories of Variola major virus (World Health 
Organization 2012c, 2012d). As the field continues to develop, compelling metrics for 
the impact of a bio risk management systems approach are needed to incentivize the 
commitment to the process. Organizations must recognize that the benefits of bio risk 
management may not be immediately obvious or readily measurable. Developing an 
organization from a risk management- naïve state to a risk management- intelligent 
one is a journey. It needs to be understood that the primary returns on investment in 
bio risk management are the accidents and incidents that have been prevented from 
happening, and are thus hard to count or quantify in monetary terms. However, the 
flexibility afforded to institutions by the AMP approach for designing tailored bio-
risk management systems may complicate efforts to compare and evaluate the suf-
ficiency and performance of various organizational bio risk management systems, 
particularly if they are located in different countries or regions.

  



222 Laboratory Biorisk Management

Bio risk management is a young conceptual approach, and little evidence has been 
published to date that proves the superiority of the AMP model for managing bio risk 
over more traditional and more established methods of biosafety and biosecurity. 
This is complicated by the fact that no mechanism exists to track biosafety- and 
biosecurity- related incidents and accidents at the global level, which, if available, 
could serve as a useful high- level barometer of the relative effectiveness of bio risk 
management systems based on the AMP approach. For example, publicly available 
data on laboratory- acquired infections (LAIs) is often scattered throughout the sci-
entific literature, and probably underrepresents the true number of LAIs that have 
occurred globally, many of which may not be easily detected, characterized as LAIs, 
or reported publicly. While a number of important studies that examine the incidence 
of LAIs have been published in the past 20 years, the lack of comprehensive data 
renders difficult any attempt to compare or generalize incident rates across different 
laboratories, countries, and regions (Sewell 1995; Harding and Brandt Byers 2006; 
Walker and Campbell 1999). Relevant and reliable historic information regarding 
biosecurity incidents, such as thefts of biological materials, is even rarer. A recent 
study in the United States revealed that no incidents of theft of the most dangerous 
biological materials—so- called biological select agents and toxins*—from laborato-
ries subject to stringent US biosecurity regulations had occurred between the years 
2004 and 2010 (Henkel et al. 2012). While encouraging, this result applies only 
to a subset of US biological laboratories, and does not necessarily reflect a global 
trend toward stronger laboratory biosecurity. More data is needed here as well. In 
addition, as alluded to at the outset of this chapter, the consequences of increased 
laboratory biosecurity regulations—for example, the potential impacts on the ben-
eficial exchange of reagents and biological agents for the development of diagnostic 
proficiency and interlaboratory comparison of diagnostic performance—need to be 
considered and weighed against the potential biosecurity risks.

The rates of occurrence of less serious incidents, such as near misses that do 
not result in significant adverse consequences, but offer opportunities to identify 
and address contributing factors that could result in accidents, are also not known. 
Subject to the thresholds used for reporting, these low- level occurrences could be a 
better metric for improvement. However, they may be underreported even internally 
within organizations because of embarrassment, fear of negative repercussions for 
the worker(s) involved, or local safety culture. Other bio risk management perfor-
mance indicators, such as those discussed in Chapter 8, may serve as effective prox-
ies for reliable incident data to support our understanding of bio risk management 
performance. However, these performance indicators are not yet standardized across 
the bio risk management field. This currently hampers the use of performance indica-
tors to measure the impact of bio risk management system adoption relative to other 
risk control approaches.

The dearth of reliable incident- related data and resultant improbability of observ-
ing measurable declines in overall incident rates at the global level, as well as the 

* The list of biological select agents and toxins is available at http://selectagents.gov/ Select Agents and 
Toxins List.html (accessed October 1, 2014).
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current lack of standardized, publicly available performance indicators for bio risk 
management, give rise to a final challenge: novel means of providing a more com-
plete understanding of the absolute and relative effectiveness of bio risk manage-
ment system implementation in driving bio risk reduction at both the organizational 
and global levels are urgently needed.

This challenge is not unique to the evaluation of the effectiveness of bio risk man-
agement. As discussed in the Introduction, performance- based risk management 
approaches have been adopted by organizations in several high hazard industries as 
a means to improve safety performance and business continuity. Prominent exam-
ples of safety management systems include those adopted by the chemical, nuclear 
energy, and offshore oil and gas drilling industries (Committee on the Effectiveness 
of Safety and Environmental Management Systems 2012). At the same time, man-
agement systems approaches for improving occupational health and safety of work-
ers, such as the requirements embodied in the international occupational health 
and safety specification BS OHSAS 18001, have become more common. It is clear 
that the development of bio risk management has been strongly influenced by the 
widespread adoption of similar approaches in these other fields. We may attempt to 
predict the impact of bio risk management adoption by examining evidence of the 
impact these other, more established and more widely implemented management 
systems have had in their respective industries.

For example, several studies have attempted to gauge the impact of occupational 
health and safety systems (such as BS OHSAS 18001 adoption) on health and safety 
in the workplace. Interestingly, according to one literature review, despite several 
years of study, the effectiveness of occupational health and safety management sys-
tems still has not been rigorously proven (Robson et al. 2007). The authors of the 
review acknowledge, however, that when considered together, prior studies do offer 
indications that adoption of these management systems can have a positive impact on 
worker health and safety. A more recent study draws a similar conclusion, although 
the study’s authors note that “additional research is required to assess possible causal 
relationships between SMS [safety management system] implementation and the 
improvement in safety level of a company” (Bottani et al. 2009). These examples 
offer a cautionary lesson: proving the impact of the adoption of bio risk management 
on bio risk control will likely require several years of careful study.

Of course, bio risk management is not only concerned with reducing occupational 
health risk to workers, but also focused on managing safety and security risks to the 
facility and the broader community. In this sense, the historic performance of other 
management systems designed to control safety and security risks, including those 
noted above, may offer lessons for bio risk management.

What opportunities exist for the bio risk management community to address this 
challenge? Certainly, as discussed in previous chapters, there is an urgent need to 
develop leading and lagging safety and security performance indicators for AMP- 
based bio risk management systems. To the extent possible, the development of these 
performance indicators should be coordinated and standardized across the commu-
nity to facilitate comparative and reliable bio risk management performance measure-
ment. The bio risk management community could leverage existing approaches to 
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defining performance indicators now utilized in other sectors in developing and stan-
dardizing performance indicators. The UK Health and Safety Executive has led the 
development of a framework of safety performance indicators (SPIs) for containment 
level 4 laboratories (Atkins 2011) based on the methodologies for the establishment 
of performance indicators for process safety in the nuclear and chemical industry 
(Organization for Economic Cooperation and Development 2008). The develop-
ment of performance indicators will facilitate understanding of how the AMP model 
for bio risk management contributes to safer and more secure operations. Should 
an international standard for bio risk management eventually be developed, perfor-
mance indicators could also play an important role in internal and external confor-
mity assessment processes (such as audits) based on the standard’s requirements.

As part of this effort, the bio risk management community should consider how 
to better capture trends in biosafety and biosecurity incident rates over time. While 
the establishment of an international database or reporting mechanism for such inci-
dents, such as LAIs, is likely infeasible in the near term, it may be possible to estab-
lish test beds to experiment with various mechanisms that could be used to capture 
this information. For example, the creation of a voluntary LAI reporting mechanism 
involving a group of participating laboratories may offer a means to measure and 
analyze LAI incident rate data more systematically than what is currently possible. 
The bio risk management community could explore approaches that have previ-
ously been employed in related sectors. For example, since 1991, the International 
Healthcare Worker Safety Center at the University of Virginia in the United States 
has administered a program known as the Exposure Prevention Information Network 
(EPINet). According to the EPINet website, participating healthcare organizations 
voluntarily share incidents where percutaneous injuries or contact with blood and 
body fluids occurred within their facilities (International Healthcare Worker Safety 
Center 2014). Similar, voluntary mechanisms could be employed for the reporting of 
a broader set of biosafety and biosecurity incidents.

Finally, the bio risk management community should undertake rigorous, scien-
tific studies to collect and analyze evidence to support or refute the hypothesis that 
AMP- based bio risk management systems reduce bio risks to laboratory personnel, 
facilities, and communities in a more cost- effective and sustainable manner than 
more traditional, prescriptive, and compliance- driven approaches to biosafety and 
biosecurity. As studies conducted on occupational health and safety management 
systems demonstrate, this hypothesis—while entirely rational and plausible—is not 
necessarily simple to confirm scientifically. The bio risk management community 
must be careful to avoid conflating the plausibility of improved effectiveness of the 
AMP model with proof of improved effectiveness. The importance of conducting in- 
depth scientific studies to critically evaluate this hypothesis cannot be understated. 
Nothing less than the safety and security of laboratory workers, facility operations, 
and community health, and perhaps even national and international health security, 
stands to be impacted. With so much at stake for the bioscience community, addi-
tional evidence- based approaches to evaluate how AMP- based bio risk management 
systems impact the safety and security of laboratories, their workers, and the public 
are essential.
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CONCLUSION

The term bio risk management was coined around 2007 as part of the development 
of the CEN Workshop Agreement on laboratory bio risk management—CWA 15793. 
The AMP approach on which bio risk management rests—including the concept of 
increasing the stringency of risk management measures to meet increased risk—
appealed to most stakeholders, as concerns were raised from the outset that a for-
mal management systems approach to biosafety and biosecurity would require a 
significant administrative effort that would not necessarily be warranted to the same 
degree for low- risk organizations. In the high hazard pathogen sector, there was 
a clear recognition that there was a lack of structure to the management controls 
applied in the sector, resulting in the technical standards not always implemented 
and adhered to as intended. In parallel, there was an uneven set of requirements with 
regards to laboratory biosecurity (physical security, inventory control, staff security, 
and information security) because of differing legal and regulatory requirements in 
different countries. The management systems approach promised to deliver manage-
ment arrangements that could be audited externally and would enable the facility 
owners to demonstrate that the risks associated with the operation of a bioscience 
facility were recognized and managed effectively. This was and is a very important 
goal—working toward this goal ultimately builds the currency of trust among facility 
operators, laboratory workers, regulators and other authorities, and the wider public.

The future of the AMP- based model for bio risk management is therefore bright. 
The approach is increasingly perceived and accepted as an effective and appropri-
ate means for bioscience organizations to assess and control bio risk, regardless of 
the hazards they handle or the resources available to them. The bio risk manage-
ment community cannot become complacent, however. Despite broad praise for the 
approach, the total number of organizations who have successfully implemented a 
comprehensive bio risk management system in line with all requirements of CWA 
15793 is still small, and does not appear to be growing rapidly. Developing risk man-
agement maturity across organizations in the industry is necessary for advancing the 
bio risk management systems approach. There is enough support to initiate a transi-
tion of the CWA 15793 into an ISO management system document, but as discussed 
here, there are a number of challenges that contribute to the slow implementation 
at the organizational level. In this chapter, we have outlined what we believe are a 
few of the most significant of these challenges. These included challenges related 
to bio risk assessment, bio risk management system implementation, and the evalua-
tion of bio risk management system performance, particularly in comparison to other 
approaches to controlling biosafety and biosecurity risks.

An important issue that must be taken into account is how the bio risk manage-
ment approach described in CWA 15793 sits in relation to the formal regulatory 
approach currently in place in many regions. The legal and regulatory framework 
in a given locality influences the capacity and tolerance that facility operators may 
have for additional administrative overhead related to laboratory bio risk manage-
ment system implementation. Transition to a regulatory approach based on bio risk 
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management will also require local authorities to determine they are sufficiently 
resourced to implement and oversee a risk- based bio risk management framework, 
as such a framework could require a higher level of resources and technical com-
petency. And while the community most impacted by bio risk management is sup-
portive of a risk- based approach for the benefits that have been discussed in the 
chapters of this book, there is still more stakeholder communication required to 
obtain broader support, particularly among the public as a stakeholder.

Addressing these challenges will minimize the likelihood of future events involv-
ing biological materials, including major incidents. To do so, the bio risk management 
community must continue to improve the tools for bio risk management practitioners. 
This includes better tools for risk assessment and communication, means to identify 
and demonstrate the tangible benefits that reward an organization for the implemen-
tation of the formal bio risk management systems approach (especially at the lower 
end of the hazard spectrum where biosafety and biosecurity risks may carry lesser 
consequences), and methods to better measure and compare the performance of bio-
risk management systems. As more organizations measure their bio risk management 
performance in relation to bio risks, the data will become available to generate the 
evidence base to improve organizational efficiency and streamline costs associated 
with risk mitigation, while further minimizing risk. This will enable the bio risk 
management community to continue creating tangible benefits for the bioscience 
community, including keeping society and the environment safe while more effi-
ciently facilitating the delivery of science.
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