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CHAPTER 11
Introduction

Large infrastructural projects, technology and product development, manufacturing
reconfiguration, and cloud computing conversion are just a few examples of activities
that are now carried out in enterprises with increasing frequency. These activities are
usually managed by engineers from various disciplines, yet they widely impact overall
financial performance, exposure, and company value. In this context, it is mandatory
to have managers who are capable of measuring weak signals from operations and
projects; understanding their wider financial impact considering internal and external
stakeholders; and then knowing, as a consequence, the impact on the enterprise value.
Enterprise value is the backbone of this book and the focus of this introductory

chapter. In the first section, we illustrate what enterprise value is, how to measure it
and, finally, how value can be managed in a coordinated but delegated manner.

1.1 WHAT IS ENTERPRISE VALUE?
To address the question “What is enterprise value?” it is first useful to understand
what an enterprise is.1 Instead of quoting the formal definition, we can conceptualize
companies as input�output systems (Figure 1.1).
Enterprises aim to provide outputs (products and services) to customers and to

add value to employed inputs, which include human, financial, and technological
resources. To simplify: Enterprises want to maximize their output against their
inputs. This simple logical thinking clashes with a fundamental computational prob-
lem: There are different types of inputs (people, machines, and patents) and outputs
(various products and multiple services), each of them with diverse measurement
units; hence, we simply cannot list all of them. To solve this problem and analyze
the enterprise capability of creating value, money is used as a reference measurement
unit. Inputs and outputs can then be expressed in cash equivalents, measuring inputs
in term of the cash outflows needed to get them and outputs in terms of cash inflows
deriving from their sale. From an economic point of view, we can further distinguish
between:

• Investments (I): Investments refer to cash outflows related to the purchase of assets
that a company is going to use for more than 1 year; examples of assets are
machinery, patents, equity investments, and land.

• Cash flows (CF): Cash flows refer to cash exchanges related to transactions that
have an impact on the short-term operating cycle of the company. Some examples
include cash inflows originated by the sales of products or services and cash out-
flows for personnel wages, material purchases, or rent.

1In this book, we refer to profit organizations.



Starting from this assertion, considering a single year, the contribution of company
activities to the value of a company can be expressed as net cash flow (NCF) origi-
nated for Year 0:

V 5NCFð0Þ5CFð0Þ � I ð0Þ
However, companies are founded and then are supposed to have an infinite lifecycle;
hence, to understand the overall value, the time horizon must be lengthened, consider-
ing not only the NCF originated at Year 0 but also all the NCFs that the enterprise is
going to generate in future years, with an infinite (N) horizon of time (Figure 1.2).

The sum of NCFs originated in different years can appear to be the simpler solution
to calculate the overall value, yet this solution overlooks a crucial issue. The value of
money changes over time. To test this issue yourself, think about this: Would you
agree to give a company 10,000h this year (Y0) in exchange for 10,000h next year
(Y1)? The answer would be no because you could invest your 10,000h in other risk-
free activities—such as government bonds—to obtain a greater amount of money. For
example, if the annual interest rate of government bonds (the so-called risk-free rate)
is 3%, by investing 10,000h now (Year 0), you will get back 10,300h in 1 year.
To explain these calculations:

V ð0Þ5 10; 000 ½Value atY0�
V ð1Þ510;000�0:03510;300 ½Value projected atY1with the annual risk-free rate of 3%�

This future projection of cash flows is generalized with the compounding formula,
where rf is the risk-free rate, n is a generic year, and FV stands for future value.

FVðnÞ5V ð0Þ3 ð1 1 rf Þn ½compounding formula�
Going back to our problem of summing NCFs originated in different future years
(Figure 1.2), we have the opposite problem: to calculate the present value (PV) of

Y0 Y1 Y2 Y3 Yn

NCF(0) NCF(1) NCF(2) NCF(3) NCF(4) NCF(n)

∞

Year (Y )

Y4

Figure 1.2 Time horizon for enterprise value and NCF analysis.
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Figure 1.1 A company as an input�output system.
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future cash flows. In this case, we use the discounting formula that can be easily
obtained by the previous one:

PVð0Þ5 FVðnÞ
ð1 1 rf Þn

discounting formula½ �

The discounting formula allows us to solve the computational problem of summing
expected cash flows over different years. Using the risk-free rate and considering an
infinite horizon, the present value of future NCFs can be obtained as follows:

PVð0Þ5 NCF1

ð1 1 rf Þ1
1

NCF2

ð1 1 rf Þ2
1

NCF3

ð1 1 rf Þ3
1?1

NCFN

ð1 1 rf ÞN

PVð0Þ5
X1N

t50

NCFt

ð1 1 rf Þt
present value in risk-free conditions½ �

The calculation of the present value using the risk-free rate does not take into
account another element of business activities: Enterprises operate in uncertain condi-
tions; hence, they are not considered by investors as risk-free activities. This uncer-
tainty is compensated by a risk premium for shareholders, who are individuals or
entities buying and owning shares of equity2 in a corporation. Considering risk from
the shareholders’ perspective, the present value formulation changes by including the
risk premium at the denominator in the discounting factor, which is called cost of
equity capital (kE). Here, the generic term NCF is substituted by the term free cash
flow to equity (FCFE) to clarify that we assume that cash flows pertain to
shareholders.3

The value formulated in this perspective is called the equity value (E) and is analyti-
cally expressed by

Eð0Þ5
X1N

t50

FCFEðtÞ
ð1 1 kEÞt

Equity present value½ �

Finally, it is important to consider that enterprises are financed not only by equity
capital (E) but also by debt capital (D), which may be referred to two main inves-
tors: financial institutions and bondholders. In this case, we can still refer to the for-
mulation of equity present value, but another perspective can be adopted wherein
the value is calculated with reference to all capital investors (equity and debt). In
particular:

• Cash flows at the numerator pertain to both equity and debtholders and are called
free cash flow to firm (FCFF).

• The discounting rate is the weighted average cost of capital (WACC), including the
required rate of return of shareholder capital (kE) and the average interest rate of
debt (kD) after tax (12 t), where t is the tax rate:

WACCðtÞ5 D

D1E
3 kD 3 ð12 tÞ1 E

D1E
3 kE

2Refer to Annex 1 for an illustration of equity and financial accounting basics.
3Chapter 2 illustrates the calculation in detail for both kE and FCFE.
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The formulation using the investors’ perspective is called the enterprise value (EV)
and is expressed as follows:

EVð0Þ5
X1N

t50

FCFFðtÞ
ð11WACCÞt Enterprise present value½ �

1.2 HOW TO MANAGE ENTERPRISE VALUE:
ENLARGING THE PERFORMANCE MEASUREMENT TOOLKIT
Having defined present value as a measure of a company’s objective, the next stage is
to understand how to use this metric for performance management. Although present
value has the advantage of being synthetic and unique, its operational use is not
straightforward, as we cannot measure value in an objective way—we can only esti-
mate it, and any estimation depends on the expectations and information of the single
investor looking at the firm. The difficulty in measuring the value of a company is
even worse in the present competitive environment for several reasons:

• Increasing pressures for enterprise sustainable corporate behavior: Enterprises are
nowadays required to show their capability to pursue not only economic but also
environmental and societal sustainable behaviors (often referred to as the triple bot-
tom line). This broadens the factors to be considered as value drivers, although their
impact on NCFs is sometimes uncertain. Think, for example, of environmental
damages: forecasting their impact on present value is not easy due to the intercon-
nectedness between effects on a company’s reputation, the financial market reac-
tion, and actual damages and costs to be sustained, but each of these can be
measured and managed as drivers of V(0).

• Tradeoff between completeness and timeliness: The present value is indeed a com-
plete and long-term-oriented measure, which theoretically takes into account all the
factors affecting the company cash flows with an infinite time horizon. However,
even if we assumed that a company were able to assess all relevant factors across
time (e.g., quality, environmental changes, financial market reaction), the time
required to translate them into NCF and then to compute present value wouldn’t
be compatible with the short time frame required for the many decisions that are
made every day in companies.

• Misalignment with managers’ responsibility: Present value is the reference for every-
one in the organization, yet only top executives have wider visibility (and responsi-
bility) over all the variables affecting present value; other managers across the
organization are in charge of specific projects, processes, and functions in which
there is a need to have more specific measures aligned with their responsibilities
and their area of authority.

• Interconnection between enterprise and global risks: Risk is inbound in every busi-
ness activity and is considered formally in the present value formulation with the
cost of capital (k); the higher the risk, the higher the required rate of return for sta-
keholders. Yet the repeated financial crises have shown how excessive enterprise
risks (and failures) have repercussions that go beyond the specific context in which
they originate due to the globalization of financial and competitive markets. This
situation has posed risk and “risk appetite” as significant factors, pressuring compa-
nies—more so than in the past—to measure not only present value but its variabil-
ity and potential loss and to monitor frequently weak signals to anticipate change
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in performance and in the risk profile. Again, in theory, present value could be
used, but the time required for its operational use would not be useful for decision
making.

As a result, present value is more a conceptual reference than an operational mea-
sure for managerial needs. A wider set of indicators (our performance measurement
toolkit) is required to drive value and to warn of possible loss and variances that might
impact the company results and risk profile. In particular, the indicators in this book
are organized into three categories:

• Value-based measures: These indicators aim at measuring more holistically value.
They include the direct measurement of value and its components: NCF, the cost
of capital (k), and the terminal value of the company. In addition, value-based mea-
sures include other indicators that aim to measure the value and its potential loss
through proxies.

• Accounting-based indicators: These are indicators based on financial statements.
These include traditional (but still diffuse) ratio indicators such as return on invest-
ment (ROI) and return on equity (ROE).

• Value drivers: These encompass nonfinancial performance indicators (e.g., delivery
time), resource indicators (e.g., human resource turnover), and key risk indicators
(e.g., supplier failure). These indicators are called value drivers because they provide
early signals about the future achievement or loss of present value, and they have
become crucial in turbulent contexts in order for companies to decide and act timely.

1.3 WHY TO MANAGE ENTERPRISE VALUE:
A MULTISTAKEHOLDER PERSPECTIVE
The previous section showed the opportunity to have a wider set of indicators in order
to better measure and then operationally manage value. To fully understand how we
can manage performances, a crucial final stage is analyzing why we need to measure
and manage performances.
In general terms, we need a performance measurement and management system to

serve different stakeholders that can be divided into two realms:

• External, including individuals and entities who have direct or indirect interests in
enterprises and therefore in monitoring and controlling enterprises’ performances;
they are addressed as stakeholders and include shareholders, debtholders, and other
societal actors more broadly.

• Internal, which refers to managers operating at different levels of the enterprise.

Figure 1.3 (adapted from Damodaran, 2011) visualizes all these actors introducing the
concept of internal accountability, which is the use of indicators by and for managers and
external accountability, which is the use of indicators to account for results externally.
The following sections illustrate in detail who these actors are, their needs, their

influence on companies, and the role of performance in the two realms of internal and
external accountability. In particular, we start with the analysis of different categories
of stakeholders and their influence on managers; then, we illustrate instruments to
account and control behaviors from the outside (external accountability); and, finally,
attention is moved toward managers and the use of performance measures to support
their decisions and guide their behavior (internal accountability).
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1.3.1 Enterprise Stakeholders
The actions of enterprises and, in particular, managers’ behaviors and decisions are
affected by a large set of actors—understanding who they are, their interests, and their
potential influence is the first step in comprehending accountability requirements out-
side and inside enterprises.

1.3.1.1 Shareholders
Shareholders are the main investors in risk capital for enterprises. Managers are asked
by shareholders to increase the company value. More precisely, shareholders ask man-
agers to increase the company equity value. In the case of a public company, it is pos-
sible to know the exact current value of the share (i.e., the so-called market value),
which is the stock price at that moment. In general terms, this value changes continu-
ously (even more than once per second), reflecting the information that circulates
about the company and during trading activities in real time.
The current share market value is hence the central element of analysis for share-

holders, who have an influence on the decisions managers make. This goal might be
short-term oriented, and it might not be aligned with the maximization of the present
value. To clarify this potential misalignment, consider the possibility for an enterprise to
invest in a valuable project with a positive present value; it is quite reasonable that man-
agers should decide to invest. However, there could be some consequences, such as:

• Uncertainty: The value of a project is an expected value, which means that both
cash flows and the cost of capital are probabilistic, not certain. Thus, a project that
seems to be a great opportunity right now could turn out to be unattractive due to
unexpected events that could affect the company—e.g., revenues could be lower,
costs could become higher, or the company’s level of risk (i.e., its cost of capital)
could increase.

Shareholders

Bondholders

Enterprise

Organizational units

Managers

Other
stakeholders

Internal
accountability

Financial analysts

Banks

External
accountability and

corporate
governance

Figure 1.3 Internal and external accountability. Adapted from Damodaran, 2011.
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• Opportunism: Managers could present opportunistic behavior due to misguided
information. They could enter into low-value projects, making them appear to be
great opportunities, persuading the financial market of their positive value, causing
the projects to have an enhanced current value. This could especially happen if
managers have personal interests—for example, if their remuneration is linked to
the current stock value, which makes them adopt a short-term view.

• Alternative opportunity: Due to financial constraints, the choice to enter into a proj-
ect means that a manager must choose not to enter into another one, especially in
the case of relevant projects. Thus, present decisions could restrict future ones, even
though that is not always apparent.

The consequences of misalignment between managerial decisions and shareholders’
perspectives can be serious. If shareholders do not agree with managers’ choices,
according to company bylaws and national laws, they could:

• Replace the board of directors: In fact, shareholders have the right to ask some
directors to be replaced. In some cases, this request could result in the renewal of
the whole board. In such an event, there is typically a call for an unexpected share-
holders meeting.

• Sell their stocks in private transactions or on the stock exchange if the company is
listed. The probability and the success of this latter action are related to the liquid-
ity of the stock. A share is said to be liquid if there is a consistent volume of out-
standing shares traded every day, which is a proxy of the probability to sell owned
shares soon, and if the bid-ask spread4 is quite narrow, which reflects the probabil-
ity of selling shares at a price that is not too disadvantageous.

The influence of shareholders over managerial decisions varies from company to com-
pany. The term shareholder actually refers to a plurality of subjects, sometimes with differ-
ent information and rights. In particular, there is a major difference between controlled
and noncontrolled5 companies. Controlled companies are those where there is either:

• A major shareholder who owns more than half of the ordinary shares
• A minor shareholder who owns either more than 30% of the ordinary shares or

more than 20% of the ordinary shares and more than the 50% of the quota owned
by all shareholders whose participation is higher than 2% of the ordinary shares

• A shareholders’ agreement on more than 20% of the ordinary shares or the com-
pany is controlled by a noncontrolled unlisted company on which there is a share-
holders’ agreement in force about the majority of the shares.

Noncontrolled companies are either those companies not included in the previous
description (referred to also as public companies) or cooperative companies.
If a company has a major shareholder, managers will tend to follow his or her

objectives, which turns out to be more difficult in the case of a public company. This
possible difference between major and residual shareholders (i.e., all nonmajor share-
holders), which typically arises outside the Anglo-Saxon context, is relevant to com-
pany operations. These shareholders are the focus of the Corporate Governance Code,
which is introduced later in this chapter.

4The bid-ask spread is the difference between the price of the best selling proposal and the best buying pro-
posal, as reported by the stock exchange.
5The definition is based on the Consob 2013 Report on Corporate Governance of Italian Listed Companies,
which relies on international principles and practice.
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Finally, to understand the link between managers and shareholders and the influ-
ence of the latter on enterprises, another relevant element to be considered is who the
shareholders of a company are. Figure 1.4 demonstrates quite well the incredible pres-
ence of institutional investors (i.e., pension funds, mutual funds, insurance companies,
investment trusts, and other collective investment vehicles) in the shareholders’ room
of UK companies. Afterward, they have a remarkable influence on both companies
operations and managerial decisions. Institutional investors could have the same inter-
ests of individual investors in the way they manage the shares on behalf of their clients,
but they are also more skilled and better-informed.

1.3.1.2 Debtholders
The debtholders of a company could be divided into banks (or financial institutions) and
bondholders. Their attitude might differ from shareholders. In fact, in the case of an
increase of leverage (i.e., the ratio between the amount of debt and equity) of the company
or an increase of the dividend payout, creditors are damaged in favor of shareholders.
Banks and, more broadly, financial institutions are extremely relevant in supporting

the development of a company and granting it loans. The loans provided could be dif-
ferent in terms of:

• The amount granted
• The maturity
• The interest rate—i.e., fixed, floating during the duration, mixed or capped rate,

with a cap or with a floor
• The type of the amortization schedule—i.e., how the initial lending will be repaid
• Other features—e.g., prepayments, collateral required, late payment interest.

The main characteristic of a loan is, however, its seniority. The seniority of a debt
indicates the priority of its reimbursement in case of bankruptcy. Generally, mortgage
loans have the highest seniority, while lines of credit have the lowest.

Private clients
1.2% Pension funds 38.3%

In-house insurance 18.7%

Institutio-
nal clients
80.6%

Third-party insurance 5.1%
Public sector 4.7%
Subadvisory 3.7%
Corporate 3.0%
Nonprofit 1.1%
Other 5.9%

Retail
clients
18.2%

Figure 1.4 Assets managed in the United Kingdom by client type. IMA, Asset Management in the UK
2011�2012, The IMA Annual Survey, 2012.
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Thus, each debtholder has the objective to ensure his or her loan with the highest
security in order to be more confident of its repayment and hence limit the counter-
party risk he or she suffers. In addition, a shrewd lender will require the company to
fulfill some covenants6 to limit the amount of dividends a company could pay out.
However, things are changing.7 If the proportion of covenant-lite debt increases, the
company could become more risky and have higher leverage. Shareholders could take
advantage of that, while creditors could not be compensated with a yield, which really
reflects the company fundamentals.
Bondholders’ relevance in company operations is strengthened if they are institu-

tional investors, while small-scale savers have less influence. Small-scale creditors are
more interested in the features of the corporate bond, such as the amount and fre-
quency of the coupon and its maturity, rather than company operations. This will
result in less micromanaging, which could result in less pressure to improve the man-
agement of the company.

1.3.1.3 Other Stakeholders
The environment in which the company operates causes it to come into contact with a
plurality of actors who could influence the company’s choices. These actors include:

• Employees, who are interested in gaining benefits such as insurance policies or med-
ical expense reimbursement, compensations and rewards, and continuous training
and development and career opportunities. They also require nondiscrimination
and the opportunity for part-time work if their circumstances change.

• Customers and suppliers, who consider the company’s general policy and its reputa-
tion. In addition, the former are interested in product safety and in the company’s
awareness of their needs, while the latter guard their relative power.

• The local community aims to increase job placement within the community and to
improve the services and opportunities it offers to citizens. In addition, environmen-
tal conservation and contamination control are among their primary issues.

• State and local authorities are responsible for public health, safety, and protection
and are interested in boosting community relations. They guard company develop-
ment also because they collect taxes and act as arbitrators to avoid the offshoring
of production in case the company is ready to drop. They also try to attract compa-
nies, providing incentives and granting services.

Some companies have started to release corporate social responsibility reports whose
main aim is to disclose how the interests of stakeholders are considered. Nowadays, it
is quite common for listed companies to provide this document. It is a good omen that
an increasing number of nonlisted companies’ managers are also considering this issue
to be more relevant.
In addition, stakeholders could be included in an effective way as directors.

Generally, this opportunity is presented only to a particular category of stake-
holders—i.e., employees. It is typical in Germany for an employee representative to be
on the supervisory board. In fact, large companies with more than 500 employees are
required to have at least one-third of the supervisory board be represented by

6Covenants are clauses that dictate how the company has to perform during that time (i.e., NFD/equity not
higher than a cap or EBITDA/financial interests not lower than a floor. . .).
7For example, refer to “Cov-lite loans soar in dash for yield” by Stephen Foley (2013) available at ft.com.
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employees. In addition, German companies with at least five employees also form a
work council whose objective is to represent the interests of employees within the
company.

1.3.1.4 Financial Analysts
A financial analyst is a professional who is responsible for investigating companies
that belong to the same industry, the same country, or the same market (e.g., large,
mid, small caps). In fact, he or she is tasked with performing a deep analysis of the
company, focusing not only on the financial aspect but also on the overall business.
The final report to be released on the stock exchange will contain the stock target price
and a rating (e.g., buy, neutral/hold, or sell), which will drive investment decisions, the
analyses carried out, and investment ideas.
Generally, it is possible to divide financial analysts into sell-side and buy-side ana-

lysts. A sell-side analyst works for a brokerage or firm (e.g., investment bank, indepen-
dent research company) that gives blanket recommendations to the firm’s clients. A
buy-side analyst works for a pension fund or mutual fund company, focusing only on
those investments that could fit fund clients’ characteristics. Its research and recom-
mendations are only available directly to the portfolio managers of the fund and are
not available to anyone outside the fund. The analyst should determine how promising
an investment seems and how well it coincides with the fund investment strategy.
Usually, the typical equity research report includes:

• Investment summary
• Business description
• Industry overview and competitive positioning
• Financial analysis
• Valuation (generally value-based and relative valuation)
• Sensitivity analysis
• Investment risks
• Additional information, such as strategy, company history, top management, com-

pensation and ownership, human resources, or corporate governance
• Disclaimer.

The report is called Initial Coverage if it is the first report the brokerage firm writes
on that company—e.g., in the case of an initial public offering (IPO), breakup, equity
carveout, or if it is the first report in many years. The report is called a Company
Update if it is a periodical update of information—for example, after the quarterly
results or a supplement due to new information becoming available.
Financial analysts’ research reports on listed companies are an additional hard

source of information and a description of the company itself. Furthermore, analysts
provide a complete evaluation of the company value: providing the target price is simi-
lar to or better than providing the market capitalization and thus the value. The rele-
vance of their evaluation, based on deep expertise in the financial market, also relies
on the independence and fairness of the judgment they provide.

1.3.2 External Accountability
Having defined actors influencing companies’ performances, we now illustrate the
instruments that companies adopt to be accountable outside—that is, external
accountability. There are two central instruments in particular: disclosure and corpo-
rate governance.
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1.3.2.1 Disclosure
All stakeholders are interested in enterprises’ performances and risks. While in the past
the main reporting line was financial statements, nowadays there is more information
provided externally, and the way of communicating this information influences these
actors. If, for example, there is a perception that an enterprise is not environmentally
friendly, investors may become more skeptical, and the government can enact more
restrictive laws. This information (published outside the company) may be called
disclosure.
To be disclosed externally, performance indicators have to be relevant and trustwor-

thy. For financial reporting, there are national and international reference standards
that are followed by companies in drafting their reports. However, nonmandatory
reports, such as social, environmental, and sustainability reports, do not follow pre-
defined standards, and companies have the freedom to choose the type of indicators
and information to be published. This freedom might cause stakeholders to doubt the
company if the company publishes information that is more favorable to its image.
To avoid this situation, disclosure should be:

• Complete with reference to international or national standards; although nonfinan-
cial reports are not mandatory by law, there are international independent bodies
that have developed recognized standards for sustainability, environmental, and
social reports. An example of this standard is the Global Reporting Initiative
(GRI).

• Stable across time; changes in reporting initiatives have to be justified.
• Transparent and understandable for readers; this implies that performance indica-

tors included in these reports have to be measurable and clear.

1.3.2.2 Corporate Governance
The Corporate Governance Code is a regulatory framework regarding how companies
are governed, the interests companies serve, and the types of objectives they are
pursuing.
The relevance of corporate governance issues has been addressed by the European

Commission (among others), whose Green Papers aim is to stimulate the discussion
about specific topics in order to gather opinions of and comments on relevant subjects
before the issuance of EU dispositions. Furthermore, following the financial crisis, the
European Commission has stated8 that weakness in corporate governance played an
important role in the development of the financial crisis, even though corporate gover-
nance could not be identified as the primary cause of the crisis. In addition, it will
examine corporate governance rules and practice within financial institutions, particu-
larly banks, and make recommendations or propose regulatory measures.
Earlier, the Organisation for Economic Co-operation and Development (OECD)

released its 1999 “OECD Principles of Corporate Governance,” which is now under-
going its second revision after the 2004 one. This has been indicated as the milestone
for the subsequent diffusion and adoption of the Corporate Governance Code.
Nowadays, more than 90 countries in the world have at least one Corporate

Governance Code in force. Corporate governance provisions are inserted in both
national laws and regulations and in the National Codes of Corporate Governance.

8European Commission, Green Paper 2010.
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In general terms, these codes contain best practices in terms of corporate gover-
nance, adapted at a national level to take into consideration the peculiarities of each
system. These provisions are related to some core governance issues, such as board,
director, and manager compensations; internal control systems; risk management; and
shareholders’ and stakeholders’ rights.
Although the code could be useful for any company, it is generally addressed to

listed ones, which could autonomously decide whether to adopt it. Nevertheless,
the stock exchange requires companies to disclose their choices. In addition, even if
the company adopts the code, it is possible that it will not fulfill all the included
provisions. This possibility is called the “comply or explain approach,” which
makes each company disclose the provisions it does not comply with, illustrating
its motivations. This approach gives flexibility to companies that could adapt any
dispositions to their specific size, shareholding structure, and departmental
specifications.
The structure of the codes is quite standardized, following the Anglo-Saxon guide-

lines and format. This uniformity lets institutional investors lower their effort in terms
of costs and time spent to analyze all the provisions, thus concentrating only on those
country-specific provisions that differentiate each code.
In addition, these Codes are continuously revised in order to (i) promptly respond

to the market and society’s innovations, developments, and changes; (ii) consider con-
crete problems that have recently occurred; and (iii) be in line with the adoption of
some provisions into the national laws, resolutions, or codes (e.g., the 2011 Italian
Corporate Governance Code does not include provisions regarding transactions with
related parties anymore, as Consob provided a resolution in 2010).
To better take into consideration the feature of particular companies, some specific

codes were released. The United Kingdom is considered to be the birthplace of
Corporate Governance Code, and its leadership position is reiterated in its forward-
looking view. For example, the United Kingdom published the “Corporate
Governance Guidance and Principles for Unlisted Companies in Europe,” which were
a restricted set of provisions whose adoption should increase with the complexity of
the company, and the “Good Governance Code,” which was directed at voluntary
community organizations whose traits reflect their peculiarities, such as the presence of
a trustee in place of the board, and the “Code of Good Practice” through which the
HM Treasury aims to guide central government departments.
So far, there have been some open questions about the possibility of diversifying the

governance provisions according to the company size and type and about how to effec-
tively encourage unlisted companies to adopt best practices.

1.3.3 Internal Accountability
Internal accountability refers to the use of performance and risk indicators to guide
management in pursuing their goals of maintaining viable patterns of behavior.
Changing our perspective from the outside to the inside, we introduce the concept of a
performance measurement system (PMS), which is intended to guide the decisions and
behavior of managers by providing performance and risk indicators. Hence, PMS has
two main intertwined functions:

• Decision making—that is, the use of indicators to support managers’ decisions
• Motivation—that is, the use of indicators to align behaviors and motivate indivi-

duals to work toward enterprise goals.
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1.3.3.1 Decision Making and Indicators
To illustrate the role of PMS for decision making, we can think of these functions as
satellite navigators applied to managerial decisions in order to:

• Understand if objectives are in line with available resources
• Compare different ways to achieve objectives
• Determine if actions carried out across the organization contribute to the com-

pany’s overall objectives.

The role of PMS becomes clearer when one analyzes the four logical phases of a
decision process: planning, measurement, variance analysis between planned and
achieved results, and corrective action introduction. Figure 1.5 illustrates the phases in
the control cycle positioned around a box, which represent the object to control (the
overall enterprise, an organizational unit, a product, or a project).
The first phase is planning. This phase defines a set of objectives to achieve, risk fac-

tors that can identify their achievement, resources needed, and a plan of action
through which available resources are used for the different goals.
The role of PMS in this phase is to help decision makers estimate the compatibility

between resources, objectives, and actions—similar to the support offered by a satellite
navigator in assessing if our destination can be reached within the time available. To
this purpose, PMSs are based on a model of the enterprise functioning. To clarify this
need, an analogy can be made to another individual decision: studying abroad. The
period abroad becomes the object to control. In the programming phase, the study
options are assessed in terms of resources available (time and costs); goals (university,
destination); and possible sources of risk (political turmoil, diseases). To verify if
options are compatible with available resources, a model is required, such as:

Cðstudy abroadÞ5T 1m3 ðR1F 1LT 1X Þ

Planning Measurement
Results

Review

Reporting
Control object

Objectives

Risk

Resources

Corrective
actions

Variance
analysis

Figure 1.5 The management control cycle.

13Introduction



T, travel cost (return journey)
m, number of months
R, rent fee per month
F, food cost per month
LT, local transportation cost per month
X, percentage charge for extra expenses (e.g., pub, concerts, sports).

This simple example shows that the quality of the underlying model influences the
quality of programming. Because the cost of accommodation is usually underesti-
mated for studying abroad, students can find themselves lacking money in a foreign
country.
If PMSs were complete and precise with respect to the enterprise functioning and all

the variable values were known, the second phase, measurement, would be useless.
Forecasts would be equal to actual results. In real contexts, actual values usually
diverge from forecasts. First, some variables are exogenous; hence, they cannot be
directly controlled by companies (for instance, the level of demand for predicting sales
and then profitability). Second, other variables (endogenous) (although more directly
controlled) can assume values that are different from what was expected. For example,
if the labor force was less efficient than expected, the quantity of input required to pro-
duce the same output would be different from what was planned.
In summary, there is a certain degree of uncertainty to control by developing a mea-

surement system capable of capturing:

• The trend of actual results in order to check intermediate steps in carrying out
activities and projects

• The evolution of risks that can require early corrective actions.

Results measurement is the basis for the third phase: variance analysis between fore-
casted values and actual results. In particular, variances can be articulated according
to the source of change: exogenous variances (when changes are due to external vari-
ables) and endogenous variances (when changes are due to a misalignment between
the control model adopted and the enterprise). In this phase, the quality of the model
is also important (refer to Box 1 for an example).
Even the most precise control models are unable to find a clear divide between exog-

enous and endogenous causes in variance analysis. There are factors that are in the
middle, such as employee strikes and machine failures. These events are influenced by
both external and internal action/elements. For example, enterprises can provide pre-
ventive maintenance to reduce the risks of failures to machines and equipment (hence
seeing them as endogenous factors); sometimes, however, machine failure can be inci-
dental and unpredictable (and thus exogenous).
The final phase of the control cycle is the introduction of corrective actions based on

the analysis of variances. Interventions can affect both plans and objectives according
to the type of control held by the enterprise over variances.
If variances are due to external causes, the reference context in which the enterprise

planned its decision has changed; in this situation, it is unlikely that initial planned
goals are still achievable. Think of automotive suppliers using rare earth in their
components; when prices go up unpredictably, the planned target costs become unat-
tainable. In such a context, the overall target profitability is likely to change, although
some actions can be made to save material or other costs (e.g., reducing scrapes; higher
efficiency in labor).
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When variance causes are instead controllable, the priority is the definition of an
alternative plan of action capable of maintaining the initial objectives. If, for example,
there is a decrease of material use efficiency without any change in material supply, an
analysis of the manufacturing cycle is suggested to uncover problems and define inter-
vention priority. Even in this situation, initial objectives can be highlighted as too
ambitious and thus can be modified, yet this is the final option when alternative plans
are not feasible.

1.3.3.2 Motivation
PMSs provide information to managers about the results achieved by diverse organiza-
tional units across the company. This control function has a behavioral implication,
particularly when results are linked to incentives. Enterprises are, in fact, composed of
individuals who are not neutral to control mechanisms. To clarify, think, for example,
of the head of a manufacturing plant who can be assessed both on delivery time or
quality of output. According to the measure inserted in the rewarding system, the
manufacturing head would devote more attention to one factor or another. Hence,
associating performance measures with individuals offers the possibility to drive their
behaviors, favoring coordination, delegation, and actions aligned with the company
objectives.
To understand the behavioral implications of performance measurement, a brief

analysis of the broader issue of motivation is analyzed in the following. The term moti-
vation is used here to denote the possibility of helping individuals to achieve better
performances aligned with company goals. Figure 1.6 illustrates a reference framework
for the motivation process.
The results achieved by individuals depend on their efforts; the coherence between

their capabilities and tasks assigned; and their fate, which comprises phenomena that
are not directly controllable. The alignment between individuals’ results and enterprise
objectives determines their performance. The framework illustrated in Figure 1.6
shows problems related to the motivation process. The first problem (and opportunity)
is how to increase individual efforts in organizational activities. Assuming that he or

Ability
knowledge

skills
effort

Organizational role
and context

Action theories Choice theories

Individual
results

Enterprise
objectives

Performance

Reward

Figure 1.6 Motivation and performance: a reference process.
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she is capable of performing his or her tasks (excluding external, uncontrollable cir-
cumstances), this increase in effort should lead to improved performance. These con-
siderations are encompassed by the action theory. A second problem is how to direct
effort in the right direction in order to improve the company’s performance.
A seminal contribution to the subject of action theories is Maslow’s hierarchy of

needs (1954), which introduced the following needs: physiological (including hunger
and other bodily needs); safety (linked to security and physical protection); social
(acceptance and friendship); ego, which includes both internal and external esteem
(self-respect, autonomy, status, recognition, and attention); and self-actualization
(e.g., growth and self-fulfillment). These needs form a hierarchy of priority for
actions: the individual must first act to satisfy the lower-level needs (physiological)
and then move to the higher level needs. This traditional theory is important for
managerial strategy; even when there is not explicit remuneration, negative perfor-
mance can potentially impact an individual’s self-realization and esteem (his or her
secondary needs). Yet this problem arises and only has an impact when primary
needs are satisfied.
More recently, higher emphasis has been placed on social relationships and capital

within organizations (with both superior and other employees) as leverage for individ-
ual action. Individuals are motivated to intensify their efforts when they are part of a
hardworking team (and therefore socialize more with coworkers) and when they
receive feedback on their behavior from superiors (this can alleviate assessment anxi-
ety). This latter issue in particular points out the need for a timely managerial control
system that is capable of providing quick feedback to employees regarding their behav-
ior and performance.
Once individuals have decided to put forth more effort at work, their behavior

should be consistent with the enterprise’s objectives. Three theories (choice theories)
are valuable in understanding this motivation process: the expectancy theory, equity
theory, and goal-setting theory. Theories focused on external factors are not consid-
ered here because they are not directly relevant to managerial strategies.
Expectancy theory is suggested as the dominant logic in motivation. According to

this theory, individuals are rational; they act and exert effort based on the expectation
of a reward associated with their performance. This theory views the attractiveness of
the potential reward as crucial, but it highlights two relationships that are important
for management: (i) performance and rewards and (ii) effort and performance.
The relationship between performance and reward emphasizes that individuals’

choices are instrumental to the achievement of performances associated with rewards.
This stresses the need to adopt a complete management control system in order to pre-
vent individuals focusing only on some behaviors and neglecting others.
To clarify, think of customer service and the decision whether to decrease the num-

ber of employees to save money. A reduction in personnel will lower costs, but it could
potentially increase customers’ wait time. This decision can be influenced by manage-
ment’s strategy. If measured (and rewarded) performances include only the cost,
according to the expectancy theory, the decision maker will choose to reduce personnel
(saving cost), although this would cause a decline in customer service.
A second consequence of the expectancy theory is linked to the attitude of indivi-

duals in maximizing the expected outcome. To avoid demotivation, management con-
trol systems have to measure only performance that individuals can influence in line
with their specific responsibilities. On the contrary, if employees feel that they are not
able to influence the way in which their performance is measured, they will not put
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forth much effort. This second issue opens up a critical area for management control:
on one hand, people work in teams more and more often, and job outcomes can be
divided into subelements to be associated with individuals; on the other hand, asses-
sing individuals by the overall team performance violates the specific responsibility
principle.
The second process theory useful for understanding the link between motivation and

performance is the equity theory (Adams, 1963). According to this theory, individuals
provide inputs (effort, training, experience) to enterprises in consideration of the
expected and obtained results, including both tangible benefits (wages, promotions,
fringe benefits) and intangible benefits (autonomy, responsibilities). There is an equi-
librium that needs to be considered when individuals are doing similar work. When
disequilibrium occurs, an individual acts in order to rebalance the situation. In prac-
tice, usually individuals who are perceived to be underevaluated reduce their efforts;
individuals who are overevaluated tend to rebalance their situation by adjusting their
perception: They convince themselves that they have wrongly underestimated the con-
tribution they can make to the company’s goals.
Equity theory suggests having a holistic approach to management control design.

Performances of individuals and then organizational units have to be seen globally
with an enterprise-wide vision. Furthermore, it warns of overestimating employees’
contributions, which is often considered less dangerous than underestimation. First of
all, these errors are irreparable; over-rated employees tend to realign quickly to the
ratio between expected reward and the effort put forth; thus, a possible future realign-
ment, decreasing rewards with the same input, would be perceived by evaluated
employees as an underevaluation. Second, employees who contend with the overevalu-
ated colleague are affected. They are demotivated by seeing unequal treatment and
tend to realign the ratio between reward and effort by reducing their efforts.
The last theory—the goal-setting theory—points out that an individual decision to

direct efforts toward a specific goal is determined by the interest that he/she has in the
goal itself. The theory suggests that an individual’s motivation increases when targets
are (i) precisely defined and (ii) challenging but hard to attain. This suggestion is in
contrast with the use of the management control system as a decision making tool. If
all organizational units are assigned unattainable targets, there is a risk of creating an
unrealistic plan.
The relationship between motivation and the involvement of employees in the

target-setting process is less straightforward. It is suggested that reduced participation
leads to increased tensions among departments, negatively impacting motivation,
whereas higher participation has a positive impact. Furthermore, the impact from par-
ticipation on motivation is higher for managerial roles. The need suggested by the
goal-setting theory to set well-defined objectives to motivate employees requires the
adoption of measurable indicators.
The aforementioned three theories provide complementary indications for designing

management control systems. Expectancy theory highlights the need to link rewards to
individual behaviors; equity theory points out that this relationship cannot be set for
single individuals, but with a broad organizational vision; finally, the goal-setting the-
ory emphasizes the need to set difficult but precise goals.
Finally, it is useful to summarize the requirements of PMS in relation to motivation.

The system must be complete to avoid opportunistic behaviors, timely to give indivi-
duals prompt feedback on their behavior, built around individuals’ specific responsibili-
ties, and based on measurable indicators.
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1.4 CONCLUDING REMARKS
This chapter has introduced the present value as a reference goal for enterprises and has
illustrated its formulation and the need to enlarge the performance indicator toolkit to
better control it for different stakeholders’ needs.
Now, before going into detail about the different types of indicators and their use, it

is useful to summarize the requirements that stemmed from the analysis of different
stakeholder needs. Specifically, six central requirements have emerged and can be
taken as a reference for PMS and indicators:

• Measurability, which is the ability to associate performance and risk with indicators
that can be clearly and univocally measured; the definition of measurement proto-
cols is central in this, but the following chapters illustrate that some indicators are
more consolidated and are more easily measured.

• Completeness, intended as the capability of PMS to control all the factors relevant
for enterprises.

• Precision, which is the correlation between the diverse indicators and the present
value as the ultimate reference goal for companies.

• Long-term orientation, which is the capability to measure and manage long-term
implications.

• Timeliness, focusing on the need for indicators to enable prompt managerial action.
• Specific responsibility, which is the capability of PMS to give organizational units

(and managers) responsibilities on which they can act.

These six criteria are used in the rest of the book to discuss the advantages and dis-
advantages of indicators. The first part of the book is devoted to performance mea-
surement; the second part focuses on performance management.
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CHAPTER 22
Value-Based Management Indicators

2.1 VALUE-BASED INDICATORS
Value-based (VB) indicators aim to control enterprises (or their organizational units),
measuring the creation of value and its risks in a more or less direct way. This chapter
specifically illustrates four types of measures:

• Direct measurement of present value, which is based on the estimation of cash flows
exchanged between companies and shareholders or between companies and all their
investors in the long term

• Relative valuation, which estimates the company’s value by comparing the (target)
company with other similar listed ones

• VB proxies, which try to approximate value using other variables that are more
easily quantifiable

• Risk value indicators, which attempt to measure the risk attached to value.

2.1.1 Direct Measurement of Economic Value
The principle underlying the direct measurement of present value is that company
performances must be measured by the value created for shareholders, which can be
expressed by:

PVð0Þ5
X1N
t50

NCFt

ð1 1 kÞt (2.1)

where

PV(0), economic value (or present value) at year 0
NCFt, net cash flow generated by the company available at period t
k, required rate of return.

PV can be formulated differently, dividing the planning horizon into two parts:
the first one between time 0 and time T, the second one between T and infinite.
This leads to:

PVð0Þ5
XT
t50

NCFt

ð1 1 kÞt 1
TV

ð1 1 kÞT (2.2)

where TV is the discounted sum of net cash flows from T1 1 to infinite.
At the theoretical level, Eqs. (2.1) and (2.2) are the same, yet Eq. (2.2) can be used to

highlight two different components of the value creation. The first part refers to the
time horizon in which cash flows can be calculated more precisely; this period varies in
terms of years according to the turbulence of markets in which companies operate. The
second part of Eq. (2.2)—terminal value—refers to the subsequent period in which cash
flows are more difficult to forecast and/or the company could reach a steadier state.



Indeed, when enterprises are able to precisely forecast cash flows generated by pro-
jects and activities, even after year T, a detailed calculation is favored in order to
increase the precision of the evaluation and its control. If, instead, forecasts of periodic
cash flows become unrealistic, an alternative aggregate measure is preferable, although
less precise.
A central characteristic of PV is the need to forecast now (Year 0) how the company

will perform in the long term. To accomplish this task, three stages have to be carried
out (Figure 2.1):

• Strategic planning and competitive analysis, by which the enterprise’s position can
be planned for future years.

• Financial analysis, which translates strategic plans into future financial statements.
Here, two different logical approaches are presented:
� The asset-side approach (or invested capital logic)
� The equity-side approach (or shareholders capital logic).

• Present value computation, which can provide two different measures according to
the type of logic adopted in the financial analysis:
� With the asset-side approach (or invested capital logic), the value estimated is

called enterprise value (EV).
� With the equity-side approach (or the shareholders capital logic), the equity

value (E) is obtained.

There is a strict relation between the strategic planning and the competitive
analysis on one side and the PV computation on the other side. It is obvious
that companies generate positive financial results in the long term only if they
outperform their competitors. For this reason, companies must first analyze their
competitive advantages and only estimate financial implications after completing
this step.

Strategic perspective

Value driver analysis

Competitive analysis

Financial perspective

Cost of capital calculation

Net cash flow estimation

Terminal value estimation

Present value computation

Enterprise value (EV)

Equity value (E)

•
•

•
•
•

•

•

Figure 2.1 Steps for calculating present value.
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2.1.1.1 Strategic Perspective
The first perspective aims to set the strategic boundary for then calculating cash flows
in the long run. Two stages are useful:

• The value driver analysis, which identifies success factors critical to generate value
for the company shareholders and to define the relationships between critical
success factors and the NCF components of the company

• The strategic analysis, which is important to understand the expected trend of
critical performances for the forecasting horizon in relation to different possible
competitive positions.

The value driver analysis can be carried out using several methods; here, we present a
tool that directly relates value drivers to cash flow generation: the value tree. The value
tree approach was initially proposed by Stern and Stewart (http://www.sternstewart.
com) and is a hierarchical scheme that allows one to first systematically analyze the
financial elements contributing to the value generation, then examine and consider
the driver of financial performance. Figure 2.2 shows the value tree readapted by Stern
and Stewart. The structure of the tree can be analyzed from top to bottom. The first
four levels of the tree are common to all companies, as they are the division of enterprise
value in subcomponents. The leaves of the tree (in gray in the picture) are company-
specific; they report the critical success factors of the company that generate value for
its shareholders. As shown in Figure 2.2, improving delivery time is critical for the sales
increase of existing products; an improvement of internal quality is key for reducing
product costs.
The tree can be used during the planning or the review of actual results. In the plan-

ning phase, the analysis usually starts from critical success factors, from which the
impact on financial measures and then on cash flows is drawn (moving across the tree
from right to left). During the review of results, first, new estimates of cash flows are

Enterprise value

Cost of capitalNet cash flow

Cash flows

EBITDA NWC Fixed assets

Terminal value

Receivable Payable Inventory

Inventory
turnover

Patents
acquisition

Revenue Cost

Delivery
time

Labour
productivity

Invested capital

Figure 2.2 The value tree. Adapted from Stern and Stewart (http://www.sternstewart.com).
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carried out using new information available to the company; then, the variation
between new and previous cash flows is reviewed following the tree from top
to bottom.
Once the value tree is defined, a strategic analysis of the future competitive position

of the company must be carried out. Again, several strategic models and tools can be
employed in this phase. Among these tools, the Pentagon of Value, developed by
McKinsey, has been extensively adopted. The Pentagon of Value identifies the oppor-
tunities for an enterprise to create economic value with a five-step analysis, starting
from the present market value.
The second step after the definition of the market value is the analysis of the “as-is”

value, developing the hypothesis that the company will maintain its present strategy in
terms of products/services delivered and the market served—the same competitive
position against competitors in each product market.
Step 3 analyzes business opportunities stemming from operating improvements,

which can be obtained by modifying strategies at the business unit level. Examples of
actions are: plans modifying the competitive position of single product lines of the
enterprise on the market in terms of the product range (by launching new products),
service, time, or product quality; and interventions to improve the internal efficiency
of the enterprise, reducing the entity of costs. Step 3 allows for a more complete analy-
sis, given that a larger set of opportunities is included compared to Step 2 (the “as-is”
strategy). Yet this more refined analysis has higher examination costs and less preci-
sion because the consequences of a strategic repositioning cannot be easily forecasted.
The fourth step is the analysis of opportunities to add external improvements, linked

to acquisitions, mergers, and liquidations of businesses or parts of them; in this case,
the completeness of the analysis is counterbalanced by a decrease in precision. The
performance of acquired businesses is, in particular, highly dependent on becoming
integrated with the buying company. It can also be problematic when certain depart-
ments are dissolved; power relationships at the top levels are modified, creating tension
and internal negotiations during and after the change. This transition phase should be
carefully considered because it can potentially impact decisions and the company’s
activities. The financial ramifications of this change are also difficult to forecast.
Finally, the last phase (Step 5) encompasses the analysis of the effects stemming

from financial restructuring. Debt exposure—more specifically, the overall cost of cap-
ital of the company—can change due to a different capital composition (equity and
debt) and the risk perceived by shareholders.1

2.1.1.2 Financial Analysis
Once the strategic and competitive analysis is carried out, the estimation of financials
can begin. In this section, we separately analyze the components of Eq. (2.2):

• The cost of capital (k), considering the most complex case in which k varies across
time (kt)

• NCFt

• TV.

1In perfect markets, the Modigliani-Miller (1958) theorem ensures that variations in the financial structure do
not modify the economic value of the enterprise; however, the presence of failure costs and, more broadly, mar-
ket imperfections may lead to the increase of the economic value through financial restructuring.
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2.1.1.2.1 Cost of Capital
As previously discussed in the Introduction, the cost of capital calculation depends on
the financial structure of the company, which may be financed by capital provided by
shareholders (equity capital) and capital provided by banks and bondholders (debt).
Shareholders and debtholders have different required rates of return. In this chapter,
we illustrate the calculation of the equity cost of capital (referring only to
shareholders) and the WACC (referring to both shareholders and debtholders).

2.1.1.2.1.1 The Equity Cost of Capital
To estimate the equity cost of capital, several approaches have been introduced. The
key point to understand is that the cost of equity is what the company has to remuner-
ate to the equity holders. As a consequence, this is what equity holders expect for their
investment in the company. A rational investor would expect a remuneration that is a
function of the taken and perceived risk. Most of the models are based on a structure
where the equity cost of capital is a function of a risk premium. The capital asset pric-
ing model (CAPM, Sharpe 1964), the arbitrage price theory (APT, Ross 1976), and
the Fama and French model are discussed in this section.
In particular, the CAPM is taken as a reference, and the other two models are intro-

duced by comparison.
The CAPM determines the cost of equity (ke) considering two elements:

• The expected return on investment (risk-free rate rf)
• The equity risk premium (market premium).

In analytical terms:

ke 5 rf 1 β ðmarket premiumÞ
The rf is the risk-free rate whose actual return is exactly equal to the expected

return—i.e., there is no uncertainty around the expected return. A risk-free investment
should have no default risk and no reinvestment risk. These two conditions make the
government bonds of very stable and well-consolidated countries or areas ideal risk-
free securities that let analysts assess the risk-free rate. However, it should be clear
that not all government bonds are riskless, and there are some companies that could
be thought to be.
For EUR-denominated cash flows, the German 10-Year Bond can be considered a

reference for the risk-free rate.
The risk premium is instead the premium investors’ demand for investing in a riskier

investment relative to the risk-free rate. It should be computed as the difference
between the riskier returns and the risk-free rate.
The risk premium considers an equity market risk premium calculation and a

systematic risk coefficient that can explain how the single equity investment is related
to the equity market. The equity market risk premium is given by the difference
between stock market returns and risk-free rates. Usually, the stock market return is
proxied by a stock exchange index. A stock exchange index measures the value of the
stock market and how it changes over time. It is representative of different stocks
included in the index and their changes2 (e.g., the S&P 500 index in the United States
or the FTSE index in Italy).

2Each price change on the index can be weighted in different ways (value-weighted, price-weighted, equally
weighted).
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Furthermore, it is necessary to introduce a basic element, β, as the systematic risk
coefficient. In September 1964, in his paper on the Journal of Finance, William Sharpe
introduces what nowadays is commonly indicated β: “a consistent relationship
between the equity expected returns and the market returns. By definition the market
returns are representative of the systematic risk.” Furthermore, Sharpe (1964) believes
that the β “is the part of an asset’s risk which is due to its correlation with the return
on a combination cannot be diversified away when the asset is added to the
combination.”
Accordingly, the company beta (β) is the ratio between the covariance of the asset

with the market portfolio and the variance of the market portfolio (i.e., an ideal port-
folio composed of all the stocks present in the market).
The beta could assume a different value; in particular:

• β, 1 means that the security has been less volatile than the market, and the secu-
rity is said to be “defensive.” It includes the case β, 0, which means that the
security has moved against the market.

• β5 1 means that the security has moved with the market.
• β. 1 means that the security has been more volatile than the market, and the secu-

rity is said to be “aggressive.”

In fact, Sharpe (1964) reports that “it is common practice for investment advisors to
accept a lower expected return from defensive securities [β, 1] (those which respond
little to changes in the economy) than they require from aggressive securities [β. 1]
(which exhibit significant response).”
There are some determinants for the beta:

• The industry effect
• The operating leverage
• The financial leverage.

The industry effect is related to the beta sensitivity of the demand and costs the
company faces against macroeconomic factors. Generally, companies with cyclical
business have higher betas.
The operating leverage measures the mix between the firm fixed and variable costs.

Generally, companies with higher operating leverage have higher betas. The degree of
operating leverage of a company is proxied by analyzing how much the earnings
before interest and tax (EBIT) changes in the case of an increase of 1% in sales.

Degree of operating leverage ðDOLÞ5 percentage change in EBIT

percentage change in sales

Financial leverage, as a ratio between debt and equity, is proxied by analyzing how
much the earnings per share (EPS) (i.e., the ratio between the earnings and the out-
standing shares) changes in the case of an increase of 1% in EBIT. Similarly to the pre-
vious case, it measures the mix between the firm fixed and variable financial expenses.
Companies with higher interest payments are those with higher betas.
The beta of a listed company can be computed by regressing the stock returns

against market returns. Generally, weekly data are used on a long time horizon (i.e., 5
or 10 years).
What happens if the company is not listed? A common way to proceed is to find

some comparable listed companies and estimate their beta. Yet the available beta is
levered (βL), which means that it is affected by the company debt-to-equity ratio and
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tax rate diminishing comparability. Once comparable companies have been identi-
fied, there are two possible ways to estimate the beta of the unlisted (target)
company.
Following the first way, after having identified some comparable companies, for

each comparable company, compute its unlevered beta (βU) considering its debt-to-
equity ratio and its tax rate.

βU
comparable nr:1 5

βL
comparable nr:1

11 ð12 tc;comparable nr:1Þ3 ðD=EÞcomparable nr:1

Then, compute the average unlevered beta.
It is then possible to use the average unlevered beta and releverage it, considering

the target company data:

βL
target 5 βU 3 11 ð12 tc;targetÞ3

D

E

� �
target

" #

Instead, according to the second possibility, after having identified some comparable
companies, compute the average levered betas of the comparable companies, their
debt-to-equity ratios, and their average tax rates. Then, compute the comparable com-
panies average unlevered beta:

βU 5
avg βL

comparable

11 ð12 avg tc;comparableÞ3 ðavgðD=EÞÞcomparable

It is then possible to use the average unlevered beta and releverage it, considering
the target company data:

βL
target 5 βU 3 11 ð12 tc;targetÞ3

D

E

� �
target

" #

Damodaran (2010) suggests using the latter method.
The next example shows the difference between the two beta-estimating methods

(Box 2.1).

Box 2.1
Suppose we have identified the following comparable companies of Alpha, an
unlisted company of which we are interested in estimating the beta. Alpha is then
our target company, which has a 0.4 debt-to-equity ratio and a tax rate of 30%.
The following table reports the data for Alpha comparable companies (Gamma,
Delta, and Omega).

Beta (Levered) Debt-to-Equity Ratio Tax Rate

Gamma 1.331 0.3 30%

Delta 1.620 0.5 30%

Omega 1.846 0.6 30%
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However, the CAPM employs only one factor (i.e., the beta) on which the equity
cost of capital depends.
A second model that tries to improve this disadvantage is the arbitrage price theory

(APT), which focuses on more than one factor to explain expected returns.
It is related to arbitrage opportunities. An arbitrage opportunity is the opportunity

to buy an asset at a low price, then immediately sell it on a different market for a
higher price.
To clarify, suppose there are two portfolios with the same exposure to risk but dif-

ferent expected returns. Investors can buy the portfolio with the higher expected

According to the first method, we should compute the unlevered beta for each
of the comparable companies as follows:

βU
gamma 5

βL
gamma

11 ð12 tc;gammaÞ3 ðD=EÞgamma

5
1:331

11 ð12 0:3Þ3 0:3
5 1:1

βU
delta 5

βL
delta

11 ð12 tc;deltaÞ3 ðD=EÞdelta
5

1:620

11 ð12 0:3Þ3 0:5
5 1:2

βU
omega 5

βL
omega

11 ð12 tc;omegaÞ3 ðD=EÞomega

5
1:846

11 ð12 0:3Þ3 0:6
5 1:3

The average unlevered beta is:

avg βU 5
1:11 1:21 1:3

3
5 1:2

It is now possible to estimate the beta for Alpha:

βL
alpha 5βU 3 11 ð12 tc;alphaÞ3

D

E

� �
alpha

" #
5 1:23 11 ð12 0:3Þ3 0:4½ �5 1:536

The second approach instead begins with the estimation of a comparable
average levered beta, the average debt-to-equity ratio, and the average tax rate:

avg βL 5
1:3311 1:6201 1:846

3
5 1:599

avg debt-to-equity ratio5
0:31 0:51 0:6

3
5 0:466

avg tax rate5 0:3

Then, it computes the comparable companies’ unlevered betas:

βU5
avgβL

comparable

11ð12avg tc;comparableÞ3ðavgðD=EÞÞcomparable

5
1:599

11ð120:3Þ30:466
51:205

It is now possible to estimate the beta for Alpha:

βL
alpha5βU3 11 ð12 tc;alphaÞ3

D

E

� �
alpha

" #
51:2053 11 ð120:3Þ30:4½ �51:543
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returns and sell the other one, taking advantage of the arbitrage opportunity. In the
absence of arbitrage opportunities, the market risk should be explained by the betas of
different factors, determined with a factor analysis. Now betas are an expression of the
correlation with the different factors.

r5 rf 1 β1ðrfactor1 � rf Þ1 β2ðrfactor2 � rf Þ1?

where the factors could be GDP, interest rate, and inflation. The CAPM could be
thought of as a particular case of the APT with only one economic factor.
Fama and French (1996) proposed a three-factor model. The three factors are:

• Market factor: Return on market index minus risk-free interest rate.
• Size factor: Return on small-firm stocks less return on large-firm stocks.
• Book-to-market factor: Return on high book-to-market-ratio stocks less return on

low book-to-market-ratio stocks.

r5 rf 1βmarket 3 ðrmarket factorÞ1βsize 3 ðrsizeÞ1βbook-to-market factor 3 ðrbook-to-market factorÞ

In these models, the beta is computed using historical data; therefore, we are unable
to capture future trends. For an example of how to solve this problem, some authors
(McNulty et al., 2002) have proposed the market-derived capital pricing model
(MCPM), which is a forward-looking method to estimate the company cost of capital,
considering the future volatility derived from the option market.

2.1.1.2.1.2 The Firm Cost of Capital
While the equity cost of capital refers to the firm shareholders, the weighted average
cost of capital (WACC) also considers debtholders. In fact, it is an average of the
equity cost of capital and the debt cost weighted on the ratio between debt and equity.

WACC5
D

D1E
3 kD 3 ð12 tcÞ1

E

D1E
3 ke

D stands for both the long-term and short-term debt of the company, while E is the
company equity. Some analysts use the net financial position (debt minus cash) instead
of the debt, which could be correct just when the company debt is supposed to be risk-
less (i.e., with the highest rating) or it pays a debt cost very close to the risk-free rate
(because it is significantly less risky).
The kD is the company cost of debt that can be computed as:

• A weighted average of the cost of the different loans the company has
• The risk-free rate plus the credit default spread associated with the company credit

rating.

The tc is the tax rate, which can be:

• The marginal tax rate
• The tax rate computed as the ratio between the profit & loss (P&L) account tax

item and the earnings before taxes (EBT).

The reason for the inclusion of the cost of debt net of taxes relies on the tax shield
that financial interest payables give to the company.
Finally, the ke is the equity cost of capital, which could be computed according to

the different methodologies described previously.
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2.1.1.2.2 Net Cash Flow Estimation
Net cash flow can be calculated according to two different logical approaches, which takes
into account that companies are financed by both equity and debt capital and that the
value can be calculated referring only to shareholders of all finance actors. Two different
approaches can be followed: the invested capital logic and the shareholders capital logic.
According to the invested capital logic approach, also called the asset-side approach,

the enterprise value is measured with the view to remunerate all financers, including
both shareholders and debtholders. As a result, cash flows, referred to as FCFF, are
estimated gross of financial charges, which are accounted for in the remuneration rate
(denominator of Eq. (2.1)).
FCFF is defined as the net cash flow available for both debt and equity holders of

the company. The starting point to calculate FCFF is the estimation of expected
EBIT, which is then adjusted to arrive to cash values. Table 2.1 illustrates how to com-
pute FCFF for each forecast year needed.
Taxes are generally computed as the ratio between the P&L tax item and EBT,

which should then be applied to the EBIT. This refers to the amount of taxes on
EBIT. D&A is the P&L item exactly. D&A is deducted before reaching the EBIT. In
fact, sales less operating expenses (OPEX) leads to earnings before interest, taxes,
depreciation, and amortization (EBITDA). After D&A deduction, it is possible to
obtain the EBIT. The underlying reason for why it should be added on again is that
the EBIT we consider is net of D&A, which, however, is not a cash outflow or inflow.
In this sense, adding the item means to correct for it. It is necessary to do this in order
to express the tax savings coming from D&A.
Net working capital comprises accounts receivable, inventory, and accounts payable.

In analytical terms, it is:

Net working capital5 accounts receivable1 inventories2 accounts payable

Could a firm have a negative working capital? Yes, definitely. A negative net work-
ing capital means that the company is relying on supplier credit as a source of capital.
However, be careful. In valuating a company’s cash flows, what matters is not the

absolute value of the net working capital but its change across years. In this way, an
increase in net working capital will affect the company cash flows, reducing them
while a decrease in net working capital will improve the company cash flows.
Analyzing each item separately, it should be clear that an increase in both accounts

receivable and inventories should negatively affect the company cash generation, con-
trary to an increase in accounts payable.

Table 2.1 FCFF Calculation
EBIT

2Taxes

1Depreciation & Amortization (D&A)

1/2ΔNet Working Capital

1 /2ΔCapital Expenditures (CapEx)

5FCFF
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Finally, capital expenditure comprises the fixed capital investments, both for mainte-
nance and new investments (expansion, acquisition, and so forth). It must be computed as
the variation between two subsequent years of fixed assets (pay attention to the fact that a
positive variation negatively affects cash flows) plus an amount equal to the D&A item
value, which is the minimum investment that the company must make. Therefore, divesti-
tures positively affect cash flows and have to be subtracted from capital expenditures.
Adopting the invested capital logic (hence FCFF as NCF) implies accounting for finan-

cial charges in the remuneration rate (denominator). In particular, the year by year dis-
counting rate for this calculation is the WACC, which includes the required rate of return
of shareholder capital (kE) and the average interest rate of debt (kD) after tax (12 t),
where t is the tax rate:

WACC5
D

D1E
3 kD 3 ð12 tÞ1 E

D1E
3 kE

In order to obtain the equity value, the enterprise value calculated through the
asset-side approach will be reduced by the net financial debts.
The second logical approach that can be used is shareholders capital logic, also

called the equity-side approach. The equity value of the enterprise will be reached
through a calculation with reference only to shareholders; hence, cash flows, referred
to as FCFE, are assessed net of financial charges, and the cost of capital refers only to
the required rate of return of shareholder capital (kE).
FCFE is defined as the net cash flow available only to the equity holders. Table 2.2

shows how FCFE can be computed.
Beginning with the FCFF computed as previously described, net financial revenues and

expenses should be added. These items could be collected from the P&L, but one should
take care of to adjust it for taxes. In fact, in the case of financial revenues, there is a negative
effect generated by the tax payment that turns into a decrease of the item, while in the case
of financial expenses, the taxation results in a positive effect on flows (debt fiscal shield).
The variation of the net debt is calculated referring to the year in analysis versus the pre-

vious one. It positively affects cash flows in case it increases (e.g., new loans taken out as
bank loans or bond emissions), as higher flows are available for shareholders, while it neg-
atively affects flows in the case of a decrease (e.g., repayment of a previous debt).
Finally, the increase in share capital represents the increase of the company equity.

It increases the FCFE, as the flows are available and are at the service of shareholders.
A decrease in share capital, however, negatively weighs on the FCFE, as the amount is
paid to the shareholders and is no longer available for them in the company. Typically, a
company experiences a decrease in share capital in the moment it distributes dividends.

Table 2.2 FCFE Calculation
FCFF

1 Financial revenues, net of tax

2 Financial expenses, net of tax

1/2 ΔNet Debt

1 Increase in share capital

2Decrease in share capital

5FCFE
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Both logics (invested capital and shareholders capital) are conceptually correct;
nonetheless, the invested capital logic is more common in practice.3

2.1.1.2.3 Terminal Value and Real Options
As previously discussed, beyond the forecasting horizon (0�T), the precise estimation
of cash flows is substituted by a synthetic measure; in the past, this measure was usu-
ally the projection of the last NCF available (Year T) on an infinite horizon of time.
Now, companies draw from a wider range of possibilities for defining the terminal
value, such as

• Enlargement of the forecasting horizon for cash flow estimation
• Adopting perpetuity
• Adopting annuity
• Multiple estimation
• Real options.

The first alternative is the enlargement of the forecasting horizon, which means esti-
mating NCFs for a higher number of years so that the remaining time can be
neglected because it is considered marginal. This is actually only a deceptive solution;
in turbulent and complex settings—such as those nowadays—extending the horizon
period beyond T could generate unrealistic or even misleading results.
Perpetuity instead hypothesizes that the NCFs of the last year of the forecasting

period (T) will stay unchanged for the subsequent years. Under this hypothesis, the
terminal value can be calculated as follows:

TVð0Þ5
X1N

t5T11

NCFT

ð11kT Þt
5NCFT

X1N
t5T11

1

ð11kT Þt
5

NCFT

kT

In the case of an asset-side analysis (invested capital logic), the terminal value could
be computed as:

TVEV 5
FCFFT

WACCT

while in the case of an equity-side approach (shareholders capital logic), it must be
computed as:

TVE 5
FCFET

ke;T

A variation is obtained considering a constant growth rate of NCFs. With g equal
to the growth rate, the terminal value becomes:

TV5
NCFT 3 ð11 gÞ

kT 2 g

which is then, respectively,

3Usually in companies, the management of financing is centralized; consequently, it is not possible to identify
the precise composition of the capital employed by each unit of the company, as required by the shareholders
capital logic. Often this leads to the application of the invested capital logic using the WACC.
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TVEV 5
FCFFT 3 ð11 gÞ
WACCT 2 g

TVE 5
FCFET 3 ð11 gÞ

ke;T 2 g

in the case of an asset-side or equity-side approach.
The perpetuity approach is simple to apply, yet it is rather unrealistic in turbulent

contexts, where there is no guarantee that the enterprise will be able to maintain activi-
ties and performances as they are in the last year of the NCF forecast. Several modifi-
cations can emerge:

• Present activities could be abandoned in the face of an unfavorable evolution of the
market

• Enterprise resources could generate innovative projects, with characteristics that are
significantly different from present performances.

Consequently, the future value will depend not only on the characteristics of the
activities available at present but also from the company’s capability to modify its
portfolio to be in line with these changes.
The annuity approach is useful if the company is not likely to experience regularity

or growth of its net cash flows on an infinite time horizon, but only in a certain num-
ber of years (n in the following formula).
In this case, the terminal value becomes, in the case of a constant or growing net

cash flow, respectively:

TV5
NCFT

k
12

1

ð11kÞn
� �

TV5
NCFT

k2 g
12

ð11gÞn
ð11kÞn

� �

where n indicates the number of years the company is supposed to generate those
flows, exceeding the period T.
Table 2.3 shows how to apply these formulas according to the approach, the time

horizon, and the growth rate chosen.

Table 2.3 Perpetuity and Annuity in Calculating Terminal Value
Asset-Side Approach Equity-Side Approach

Infinite
time
horizon
besides T

g5 0
TVEV 5

FCFFT

WACCT

TVE 5
FCFET

ke;T

g. 0 (but
g, cost of
capital)

TVEV 5
FCFFT 3 ð11 gÞ
WACCT 2 g

TVE 5
FCFET 3 ð11 gÞ

ke;T 2 g

Finite time
horizon
besides T
(equal to n)

g5 0
TVEV 5

FCFFT

WACCT

12
1

ð11WACCT Þn
� �

TVE 5
FCFET

ke;T
12

1

ð11ke;T Þn
� �

g. 0 (but
g, cost of
capital)

TVEV 5
FCFFT 3 ð11 gÞ
WACCT 2 g

12
ð11gÞn

ð11WACCT Þn
� �

TVE 5
FCFET 3 ð11 gÞ

ke;T 2 g
12

ð11gÞn
ð11ke;T Þn

� �
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However, the choice of the constant growth rate g has a high impact on the company
valuation, as small changes in this rate could bring larger ones in the company valua-
tion. The sensitivity of the value to the g rate is very relevant and must be taken into
consideration. Usually, a sensitivity analysis is performed to assess its trustworthiness.
Another way to compute terminal value is through multiple estimation (refer to

Section 2.1.2.4 How to Adapt Relative Valuation to Estimate Terminal Value for fur-
ther details). This means to deduce an appropriate multiple that is an indicator derived
from the market comparison or transactions trend and apply it to the company.
Finally, terminal value can be calculated with real options. Companies value the possi-

bility of using their resources in alternative projects, trying to create economic value in the
face of emerging risks and opportunities. Accordingly, the terminal value of the company
becomes the value of all the options available at year T (the end of the forecasting hori-
zon). Real options are linked to several “sources.” The most common of these are:

• Quantitative options, related to the possibility of growth or (conversely) of dismiss-
ing declining businesses

• Options based on the possibility of varying the mix of product and services
• Options to abandon new projects before they are achieved.

The term real options was initially proposed by Kester (1984); this term is now com-
monly used and provides an analogy between potential projects and financial options
(Table 2.4). Financial options are the right—but not the obligation—to buy (or sell)
an underlying instrument at a specified price (strike price) in the future; at the expira-
tion date of the option, the transaction will be carried out only if the market price is
higher (or lower) than the specified price. Similarly, in the case of real options, an
enterprise has the right to implement a project in the future; the actual implementa-
tion, however, will be carried out only if market conditions favor this choice at the
moment in which the decision must be made.4

Several approaches have been proposed to value real options; these have used simi-
lar methods with financial options and have been extensively researched. However,
financial options methods are based on some hypotheses that are hardly applicable to
real options. These are:

• Portfolio division: With financial options, investors can divide the invested money
in portions as desired. On the contrary, real options are discrete. If a company only
realizes 60% of a research and development investment, it will not attain 60% of
the results.

Table 2.4 Real Options and Financial Options
Real Option Financial Option

Present value of the project or investment cash flows Value of the underlying asset

Additional investment for exercising the action (option) Strike (or exercise) price

Time until the decision must be made Time until the option expires

4The same logic is applied to abandonment decisions; a company can decide whether to maintain its activities.
The decision will be made on the basis of the context evolution. In the rest of this section, we refer to invest-
ment options, yet the same analysis can be applied to disinvestment opportunities.
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• Market tradability: Financial options are traded on the market, where there is
comparable information; instead, real options are proprietary in nature, with no
market-comparable alternatives.

However, real options have calculative advantages compared to financial options.
In particular, they do not require continuous valuation models; a discrete time horizon
is sufficient (simultaneously considering all events happening in a specific year), and
the level of precision required is lower than the one required for financial options. To
account for this, a specific method of valuation is preferable, which is the adaptation
of the decision tree model.
Specifically

• The entity of the investment required to open the option is defined, as well as the
investment to exercise it.

• A scenario analysis is carried out, identifying variables influencing the decision to
exercise the option.

• Each scenario is then associated with its probability and the sum of its discounted
cash flows.

The value of the option at year T (the “exercise” year) is calculated as:

XN
i51

max½ðPViðTÞ2 IÞ; 0�3 pi (2.3)

where

N, number of possible scenarios
pi, probability associated with each scenario i
PVi, present value (at year T) of the cash flows generated by exercising the option
in relation to each scenario i
I, additional investment needed to exercise the option.

To clarify this approach, an example is provided. A company has a patent for a
manufacturing process that leads to products based on graphene. One of the applica-
tions of the process under development is related to water treatment, which is expected
to be one of the major challenges in the future. This prototype opens up the possibility
for the company to build super-eco-adsorbent recyclable materials for oil spill clean-
ups. The actual use of the technology needs engineering but depends on the govern-
ments’ decision to adopt this technology in water treatment. The investment for the
engineering activity is valued at 40 million h, and it can be delayed until the political
scenario is more stable. At present, three scenarios can be defined:

• WORST scenario, with a probability of 0.3, which hypothesizes that the
water treatment will not change due to established service providers; in this case, the
graphene technology will generate low actualized cash flows equal to 1 million h.

• GOOD scenario, with a probability of 0.5, which assumes that a new favorable law
will be approved but that other enterprises will be able to enter the market; in this
case, actualized cash flows are equal to 80 million h.

• BEST scenario, with a probability of 0.2, which assumes that a new favorable law
will be approved and that competitors will not be able to enter the market with
a competitive product; in this case, expected actualized cash flows are equal to
100 million h.
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The option value is calculated, taking into account that the water treatment engi-
neering will be done only with favorable conditions (GOOD and BEST scenarios);
applying Eq. (2.3), the option value is (in million h):

0:53 ð802 40Þ1 0:23 ð1002 40Þ1 0:33 ð0Þ5 32

If the graphene company had decided to invest in engineering since the beginning,
the expected present value would have been (in million h):

0:53 ð802 40Þ1 0:23 ð1002 40Þ1 0:33 ð12 40Þ5 20:3

Hence, this value is lower compared to the previous calculation (real option value).

2.1.1.3 Present Value Computation: Enterprise and Equity Value
After computing the flows, discount rates, and terminal value, it is possible to evaluate
the company, which means defining its enterprise value or equity value according to
the approach chosen. In fact, in the case of opting for the asset-side approach, the
value estimated is called the enterprise value and represents the value of the company
for all its investors; using the equity-side approach, the equity value is immediately
reached.
As shown in Eq. (2.2), the company value is the present value of the forecasted dis-

counted cash flows. Thus, according to the asset-side approach, the company enter-
prise value (EV) is:

EV5
XT
t50

FCFFt

ð11WACCtÞt
1

TVEV

ð11WACCT ÞT

while according to the equity-side approach, the company equity value (E) is:

E5
XT
t50

FCFEt

ð11ke;tÞt
1

TVE

ð11ke;T ÞT

It is possible to estimate the EV through the equity-side approach or, vice versa, to
deduce the E through the asset-side approach. To do so, the net financial position,
which is equal to the difference between debt and cash, should first be computed.

NFP5Debt2Cash

In fact, the EV and the E of the same company differ for the net financial position.

EV5E1NFP

2.1.2 Relative Valuation
Relative valuation is a widely used approach to estimate the company value. It com-
pares the (target) company with other similar listed ones with the idea that the value
of the target company should be in line with that of comparable companies.
Generally, it is used with the NCF direct measurement method, aiming to compare
different methods looking for a convergence of the different results. The idea of this
method is to estimate a multiple based on comparable company parameters and then
apply it to estimate the target company value.
In general terms, it is necessary to identify some comparable companies (i) for which

either EV or E could be easily defined. Starting with the EV or E, the multiple is the
ratio between the value of each comparable company and a parameter that could
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usually be extracted from each comparable company’s balance sheet (e.g. EV/EBIT,
EV/EBITDA, and so forth). In formulas, for each comparable company, the multiple
could be estimated as:

multiplei 5
Valuei

parameteri

For example, a company whose EV is 12 billion h and whose expected EBITDA is
3 billion h has an EV/EBITDA multiple equal to 4 (EV/EBITDA5 4x). The year
from which to use data must be determined to perform the analysis. Generally, ana-
lysts use the later year on which data are available or the average between the two pre-
vious years.
Figure 2.3 shows the steps required to value a target company through the relative

valuation approach. The following subsections discuss these steps in detail.

2.1.2.1 Defining Comparable Companies
The identification of comparable companies is one of the most difficult tasks of this
approach to valuation. Comparable companies are not just the same as the company’s
competitors: in fact, also non competitors can be considered. For example, comparable
firms for a luxury watch firm could include a luxury fashion apparel firm.
In addition, it is quite difficult to find companies in the same business of the target

company, especially if the target company is a multidivisional firm. In this case, it is
possible to find comparable companies for each division, estimating the value of the
different divisions and then deriving the one of the company.
One suggestion is to previously identify the target company value drivers

(as shown in Section 2.2.1 with the performance tree) and then identify those compa-
nies with the same value drivers. In addition, it is important to pay attention to the
specific properties of the companies—e.g., the market in which they operate, their
dimensions (measured either by assets or sales), the presence of comparative advan-
tages allowed by national laws (if applicable), and the presence of concessions and
their expiration dates.

2.1.2.2 Defining Possible Multiples
Multiples are divided into two categories with reference to the two methods for
calculating the company value: enterprise value (EV) and equity (E).

Define
comparable
companies

Define a subset
of possible

multiples (both
EV multiples
and equity
multiples)

For each
multiple

selected,
define one or
more possible
explanation

drivers

Regress the
multiple vs.

the
explanation

variables
identified

Choose the
multiple
whose

regression R2

has the
highest value

Derive the
value of the

target
company

Figure 2.3 Steps for valuing a company through the relative valuation approach.
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2.1.2.2.1 Enterprise Value Multiples
EV multiples are those that support the valuation of the target company enterprise value
looking at the EV of comparable companies. The main assumption is that if a sample of
comparable companies is valued by the market a certain number (n) of times a given
balance sheet parameter, the target company, if really comparable, can be valued the
same way—i.e., the same number n of times the same given balance sheet parameter:

multiplei 5
EVi

parameteri

Among the EV multiples, there are those with a wider diffusion and application,
such as the EV/EBITDA, the EV/EBIT, the EV/FCFF, the EV/sales, and the EV/
CE.
The EV/EBITDA is the ratio between the EV of a company and its EBITDA. In

economic terms, it represents the number of years the EBITDA should be multiplied
by to obtain the company enterprise value. It is one of the most commonly used EV
multiples when dealing with industrial companies. The EBITDA is the first approxi-
mation of the company cash flows but is not a good choice for companies for which
outsourcing is relevant because of the overvaluation of the EBITDA. This multiple
could be easily adjusted to have a more powerful application in some cases. Thus, the
EV/EBITDAR (earnings before interest, taxes, depreciation, amortization, and rent) is
often used for air companies and in the case of analyzing companies with an actual
different level of rent that is supposed to change in future years. This indicator can be
further adjusted by dividing EBITDA by the growth (g) and obtaining EBITDAG;
in this case, the multiple is the EV/EBITDAG and allows for a better analysis of
forthcoming growth perspectives.
A second option for calculating multiples is the EV/EBIT, which is the ratio

between the EV of a company and its EBIT. It represents the number of years the
EBIT should be multiplied by to obtain the enterprise value. The EBIT focuses on the
operating management, but it does not consider the different choices made by compa-
nies regarding depreciation and amortization.
The EV/FCFF is the ratio between the EV of a company and its FCFF. It repre-

sents the number of years the FCFF should be multiplied by to obtain the enter-
prise value.
The EV/sales is the ratio between the EV of a company and its sales. It represents

the number of years the sales should be multiplied by to obtain the enterprise value.
In companies with negative EBITDA, EBIT, or FCFF, the previously described

multiples become senseless. Due to the positive sales at each company, this multiple
becomes the first choice in such cases. However, it has the serious disadvantage of not
taking the company’s profitability into consideration.
The EV/CE is the ratio between the EV of a company and its capital employed.

Because it compares the EV with its balance sheet asset value, it runs the risk that the
balance sheet data may not be representative of the asset market value. It is often used
for companies that operate in the luxury segment.
The list of EV multiples is quite long and can be longer. It takes a great deal of

practice to determine the best alternative to calculate the EV of a company. It is not
possible to say at the beginning which one is the best. It can depend on different indus-
tries, different business models, and different value drivers. The multiple that can
express the value of the company in the most complete way must be determined on a
case-by-case basis.
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2.1.2.2.2 Equity Multiples
Equity multiples allow analysts to directly evaluate the company equity value. The
equity multiples have as a numerator the market capitalization of the company or,
equally, its stock price. The market capitalization of the company is given by the price
of the stock on the official exchange multiplied by the number of outstanding shares.
Similar to the EV multiples, the process to estimate the target company equity value

comes from the estimation of the comparable companies’ (i) multiple values:

multiplei 5
Ei

parameteri

Among equity multiples, the P/E,5 the P/FCFE, and the P/BV are the most com-
monly used.
The P/E is the ratio between the market capitalization of a company and its earn-

ings or, equally, the ratio between the price of the stock and the EPS (the ratio
between earnings and the number of outstanding shares). It represents the number of
years the EPS should be multiplied by to obtain the company market capitalization
(the stock price). It is one of the multiples that can always be computed (for listed
companies), as it is easy to calculate and understand. However, the earnings of a com-
pany suffer from depreciation and amortization policies, its financial structure, and the
profit or loss of discontinued operations. To avoid the latter, the adjusted P/E adjusts
the earnings in order not to be affected by the profit or the loss of discontinued
operations.
The PEG is the ratio between the P/E and the earnings growth. This allows for a

better analysis of forthcoming growth perspectives of the company.
The P/FCFE, the ratio between the market capitalization of a company and its

FCFE, represents the number of years the FCFE should be multiplied by to obtain
the company market capitalization.
The P/BV is the ratio between the equity market value (i.e., the market capitaliza-

tion) of a company and its equity book value. It represents the equity value of a com-
pany in relation to its book value. It is often used for banks and real estate companies
and less so in the industrial sector. In fact, for a lot of companies, the equity book
value (assets and debts) is not the best indicator of the company value.

2.1.2.3 From Multiples to Value
To choose the best multiple to be used in valuing a company, it is possible to identify
a subset of multiples that are significant from a theoretical point of view, as described
in the previous sections.
However, for each of these multiples, the second step is to identify one or more dri-

vers that could explain the variance among the multiples of the different comparable
companies. Suppose you have identified some comparable companies and you believe
the EV/EBITDA to be a possible multiple to evaluate your target company. In general
terms, comparable companies could have different EV/EBITDA values, sometimes
with huge variability. In addition, you also consider P/E to be of some interest and
note that its value variability among companies is lower. You might conclude that the

5P/E means price to earnings. In this case, “E” is earning and not equity. The practice is used to adopt the
acronym “P/E,” meaning the ratio between the stock price and the earnings per share. That’s why it is possible
to also use “P/Eps” to mean “price to earnings.”
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second multiple—i.e., the P/E—is better than the former just because the comparable
companies’ values are more similar.
Table 2.5 shows some data of comparable companies in the retail dress apparel

sector.
To assess what the best multiple is, one should identify some drivers that could

explain the variability of the multiple itself. For example, both EBITDA growth and
the EBITDA margin could be drivers to explain the variance among the EV/EBITDA
of the different comparable companies.
Thus, a regression analysis could be performed for each couple multiple—the expla-

nation driver and the choice of the multiple to be used (the best multiple) is related to
the highest R2 fit reached by the analyses.
Going back to the example, suppose now that you separately regress EV/EBITDA

versus EBITDA growth and the EV/EBITDA versus EBITDA margin and that the
latter shows the highest R2.6 This is the multiple to be chosen.
After identifying the best multiple and knowing the value of the target company

indicator (EBITDA or EBIT), it is possible to estimate its value.
In our case, knowing the target company EBITDA margin, it is possible to calculate

its multiple (the target company EV/EBITDA) through a simple substitution in the
corresponding estimated regression equation and then derive the target company value
(the target company EV) by multiplying for its EBITDA.

2.1.2.4 How to Adapt Relative Valuation to Estimate Terminal Value
Relative valuation could be useful even to estimate the terminal value to be used in the dis-
counted cash flow approach (refer Section 2.1.1.2.3 Terminal Value and Real Options).
The first steps require choosing either an enterprise value or an equity value multiple

and computing its value for comparable companies i:

multiplei 5
EVi or Ei

parameteri

Then, either the average or the median of these comparable companies’ multiple values
must be calculated:

multiplecomparables 5 avg: or median of multiplesi

Finally, the terminal value of the target company could be identified by multiplying
the average multiple of the comparable companies and the target company parameter.

TVtarget 5multiplecomparables 3 parametertarget

Table 2.5 Examples of EV/EBITDA and P/E in the Retail Dress Apparel Sector
Comparable

Company A

Comparable

Company B

Comparable

Company C

Comparable

Company D

EV/EBITDA 3.83 6.63 5.43 4.13

P/E 10.93 10.13 11.53 11.83

6R2 is the correlation coefficient that explains how two different parameters are related.
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For example, to estimate the terminal value for a real estate company, some compa-
rable firms are identified, and the P/BV is computed for each of them. Then, an aver-
age P/BV is calculated as the average of the comparable companies’ P/BV values.
Furthermore, by multiplying the average of the comparable companies’ P/BV values

and the target company’s book value, one could estimate the target company’s termi-
nal value.
However, use caution: when using an equity multiple (like the one in the example),

the terminal value could be used in an equity-side approach, while an enterprise value
multiple will lead to a terminal value useful in an asset-side valuation approach.

2.1.3 VB Proxies
To further analyze the measurement of the present value with direct or relative meth-
ods, some proxies have been introduced that try to approximate the value in a simpli-
fied way. The number of indicators proposed is very high; here, we illustrate three
metrics that are often used:

• Total business return (TBR)
• Market value added (MVA)
• Total shareholder return (TSR).

Referring to an accounting period, TBR is defined as:

V ð1Þ1CFð1Þ � I ð1Þ (2.4)

This index measures two elements of the value in a period:

• V(1), which is the present value at the end of the period
• The net cash flows generated during the period, specifically CF(1)2 I(1).

Hence, TBR is a different formulation of the present value, as shown in Eq. (2.1).
MVA and TSR are two indicators that use market value as a proxy for the present

value. MVA is an absolute indicator defined as:

Market value2 invested capital (2.5)

TSR is a ratio indicator referring to a specific period, usually a year:

TSR5 ðincrease in market value1 dividendsÞ=initial market value (2.6)

The key characteristic of these last two indicators is the use of the market value.
Although they are quicker to calculate, the market value is equal to the company pres-
ent value only if markets are perfect (e.g., perfect information, perfect factor mobility,
zero entry and exit barriers, and zero transaction costs). Yet adopting market value
rather than present value actually means to substitute the company’s own estimations
of its future, with the assessment of the market, which is less informed. As a result, the
two indicators are less precise compared to the direct measurement of the present
value, although they are less costly and more measurable.
Finally, MVA and TSR can be used only for listed companies and not for single

business units or unlisted companies.

2.1.4 Risk Value Indicators
Risk value indicators aim to measure risk in financial terms, alternatively or simulta-
neously addressing two elements: expected results and capital employed.
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In the last decade, due to the increasing turbulence of markets but also the increasing
pressure of various stakeholders to manage risks and prevent failures, several indicators
have been developed with the objective of capturing the probability and impact of loss in
economic value. In this section, we illustrate the most diffuse indicators across sectors7:

• Value at risk (VAR)
• Economic capital (EC)
• Risk-adjusted return indicators.

VAR measures the maximum potential loss in the value of a risky asset or portfolio
over a defined period for a given confidence interval. For example, if the VAR on the
company’s assets is 500 million h at a 1-year 95% confidence level, there is only a 5%
chance that the value of the company’s assets will drop more than 500 million h in 1 year.
VAR has two basic parameters:

• The time period considered—that is, the duration of the period in which an asset or
a portfolio of assets is held (holding period). The holding period varies according to
the type of asset/investment; usually it ranges from 1 day to 1 year.

• The confidence interval for performing the estimation. Most companies adopt confi-
dence levels that range from 95% to 99%.

The traditional version of VAR is based and calculated on the hypothesis of a nor-
mal distribution of yield; accordingly, gains and losses have a Gaussian shape, where
the average is the average yield, and the variance is the asset/investment volatility.
This hypothesis of normal distribution is considered one of the main limits of VAR in its

original formulation and led to the development of alternative models that consider abnor-
mal distributions in VAR. Another limit of VAR is its past orientation; VAR is based on
statistical analysis of historical values where possible future changes are neglected.
Finally, another limit is the coherence of the measure when used to compare differ-

ent portfolios; for example, considering two portfolios X and Y, VAR(X1Y) can be
the higher value of VAR(X)1VAR(Y).
Even with these problems, VAR has received great attention and is commonly used,

especially in sectors exposed to market and commodities risks. The main benefits asso-
ciated with VAR are:

• Due to its diffusion, VAR is a risk measure that is widely accepted all over the
world and is often used as a standard reference.

• VAR is synthetic, collecting several risks under a unique number and also the prob-
ability (translated through the confidence level).

EC is the amount of capital that a company requires to achieve a sufficient level of
protection (target solvency standard) against adverse circumstances in the net asset
value. Its calculation is not always univocal, and different formulations are available;
in particular, EC is proposed as:

• The maximum amount of capital required for losses; in this case, EC is equal to VAR.
• The amount of capital needed for unexpected losses; in this case, there is a differ-

ence between EC and VAR, as shown in Figure 2.4.

7Financial risk and value risk indicators have developed more widely in the financial and insurance sectors due
to their exposure and specific regulation; the treatment of these indicators is beyond the scope of this book.
For further reference, see Jorion (2007).
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The use of EC is two-folded. The first use of EC, which is commonly used in the
energy and finance sectors, is its allocation to different business units and projects.
This approach can be seen as an alternative to traditional assessment approaches,
where the level of risk is reflected in different discount rates, as developed by Michelin
(Thierny and Smithson, 2003).
The second use is the calculation of profitability risk-adjusted indicators, again par-

ticularly used throughout the finance sector: return on risk-adjusted capital (RORAC),
risk-adjusted return on capital (RAROC), and risk-adjusted return on risk-adjusted
capital (RARORAC). In the following sections, we provide reference definitions, but
it is important to remember that there is great heterogeneity in the application of these
indicators across sectors and companies.
RORAC is the profitability ratio where the denominator is adjusted depending on

the risk associated with the asset or the project.

RORAC5
net profit

economic capital

In RAROC, the risk is instead put at the numerator, which is reduced depending on
the risk associated with the instrument or project.

RAROC5
net profit2 expected loss

invested capital

RARORAC assesses risk both at the numerator and denominator and can be con-
sidered a combination of RAROC and RORAC.

RAROC5
net profit2 expected loss

economic capital

All three indicators are used to calculate the percentage profitability considering
risks.

Economic capital

Value at risk

Losses

P
ro

ba
bi

lit
y

Expected loss
(mean) 

Percentile = 1-target
insolvency

Figure 2.4 EC calculated as the amount of capital needed for unexpected losses.
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2.1.5 Characteristics of VB Indicators
The main limit of VB indicators is their timeliness. They require, in fact, the transla-
tion of several data points in monetary terms (market share, product characteristics,
and competitive position). Furthermore, VB indicators encompass the estimation of
future results. This process further lengthens the analysis, reducing the possibility to
make a frequent collection of information and, consequently, a timely identification of
possible problems.
Regarding advantages, along with their precision given their alignment with present

value, long-term orientation is indeed a strength; these indicators force companies to
evaluate both short-term results and long-term implications and strategies.
Tracing specific responsibilities instead is not straightforward because it is difficult

to identify the specific contribution of each organizational unit to the value creation.
For this reason, Value-Based Management indicators are mainly adopted to control
company performances overall.
Completeness is generally high, although it varies according to the thoroughness of

the analysis performed to build the indicators. In particular, moving across the penta-
gon of value (from Steps 1 to 5) and including the evaluation of real options, the com-
pleteness of the analysis (and derived indicators) increases. The increase in
completeness implies a decrease of measurability. This is a critical problem when VB
indicators are adopted for motivational purposes. To use VB indicators as key indica-
tors for motivation, target values of NCFs should be defined for each year of the time
horizon (0�T), further to a target value for TV.
Yet after 1 year, only the actual NCF of the first year is measureable; if the assess-

ment of organizational units is based on this variance, the resulting measure will be
short-term oriented, losing the main advantage of these indicators: long-term orienta-
tion. To be employed, the assessment should be complemented by an analysis of how
actions and decisions were made during the year and how they impacted the present
value, revising the estimation of NCFs and terminal value. These estimations,
however, are based on information provided by organizational units that are under
assessment. This situation potentially leads to opportunistic behaviors—for example,
to underestimate near-future cash flows and overestimate growth in distant years.
In this case, the measure also stimulates short termism, going against the logic of VB
indicators.
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CHAPTER 33
Accounting-Based Measures

This chapter illustrates accounting-based measures, which are indicators constructed
starting from financial statements: the profit & loss (P&L) account, balance sheet,
and cash flow statement. More specifically, three main types of accounting metrics
are presented:

1. Traditional accounting ratios
2. Innovative accounting indicators introducing the cost of capital and moving from

ratio indicators to absolute values
3. Some indicators that have been modified by inserting cash flow values instead of

accrual values.

3.1 TRADITIONAL ACCOUNTING RATIOS: ROE AND ROI
The first set of indicators—traditional accounting ratios—includes two seminal indica-
tors: return on equity (ROE) and return on investments (ROI). ROE is a synthetic
indicator of the overall profitability of an enterprise and is defined as:

ROE5
net profit

equity
(3.1)

ROE shows the percentage return against shareholders’ capital (equity). ROE traces
the overall profitability of the enterprise, encompassing operating activities (the capa-
bility to transform input into output), financial activities (the use of capital for finan-
cial activities and debt management), and fiscal and discontinued operations.
To highlight the specific contribution of different activities, the financial leverage

formula can be employed:

ROE5 ROI1
D

E
3 ðROI2 ICRÞ3 d

� �
(3.2)

where

D5 debt, which includes current and noncurrent liabilities
E5 equity
ROI5 return on investment
ICR5 interest coverage ratio
d5 incidence of discontinued operations5 net profit

profit from continuing operations

The index d measures the profitability stemming from discontinuing operations.
The trend of d allows one to visualize improvements in profitability due to discontin-
ued operations and hence rarely recurs in the future.



ROI is defined as:

ROI5
NOI

invested captial
5

NOI

ðD1EÞ (3.3)

where NOI5 net operating income5 earnings before interest and tax (EBIT).
ROI shows the profitability of operating activities; it measures the capability of an

enterprise to generate profit from the transformation of inputs into outputs. The next
section discusses the subcomponents of ROI.
The ratio between debt and equity is usually defined as financial leverage and moni-

tors the financial structure of an enterprise.
The ICR index is defined as:

ICR5
financial charges

D
(3.4)

It represents the average cost of capital and indicates the average percentage charge that
a company pays to have debt capital. The financial leverage can also be calculated either
with reference only to debt with an explicit remuneration interest rate or with reference to
total liabilities. This choice must be reflected coherently in the ROI calculation.
The financial leverage formula highlights how the operating, financial, and disconti-

nuing activities have a mutual interaction in shareholder remuneration; in particular, it
is noticeable how the ratio between the operation profitability (ROI) and the overall
shareholders’ profitability (ROE) depends on the appropriate management of financ-
ing sources (with the multiplicative effect of d).
If the company is able to have an operating profitability higher than the cost of

debt (ROI. ICR), ROE is higher than ROI. Furthermore, the difference between
ROE and ROI increases with the increase of D/E. Consequently, there is a leverage
effect: Companies have the possibility to invest more capital in their activities by using
debt capital (D) rather than only shareholder capital (E).
In other words, an increase in the financial leverage will be convenient only if the

company is able to generate an ROI that is higher than the ICR. During the planning
phase, however, the value of ROI cannot be considered a certain variable and, hence,
the impact against ROE of different financing alternatives is uncertain.

3.1.1 ROI and Its Subcomponents
Operating activities are essential to analyze the profitability of a company; this section
discusses ROI subcomponents, which allow for a more specific analysis, in detail. For
this purpose, Eq. (3.3) is elaborated as follows:

ROI5
NOI

invested capital
5

NOI

total assets
5

NOI

sales
3

Sales

total assets
(3.5)

where

NOI/sales5ROS [Return on Sales]

and

Sales/total asset5Return on asset

This formula shows that the operating profitability depends on ROS and asset turn-
over, which are not independent. For instance, suppose that a company reduces the
selling price, maintaining the same revenues, to compensate for a reduction of the
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payment time allowed to a client. Asset turnover will improve (thanks to the reduction
of time for collecting the receivable), but ROS will worsen because of the reduction of
the revenue margin due to the reduction of the selling price.
The analysis may be further detailed by dividing ROS and the asset turnover into

subcomponents.
For ROS, starting from the net operating income (NOI) breakdown:

NOI5REV2MC2PC2DEPR2EXP5VA2PC2DEPR2EXP (3.6)

where

REV5 revenues
MC5material costs
PC5 personnel costs
DEPR5 depreciation and amortization
EXP5 other operating expenses
VA5 value added

ROS can be divided according to the four variables in the right part of Eq. (3.6),
which analyzes the percentage incidence of material, personnel, amortization, and
other costs over revenues.
Asset turnover varies with changes in the policy of managing inventories, trade

receivables, or other investment in assets. The first two dimensions are of particular
interest, and they can be analyzed with the indicators:

• Inventories turnover5 sales
inventories

• Average collection time for receivable ðdaysÞ5 3653 trade receivables
revenues

The profitability of the operating activities increases if inventory turnover goes up—
for example, if production schedules change or if the average time for receivable col-
lection decreases (for instance, by reducing the time granted to a client to pay for their
purchases).

3.1.2 Operating Activity: Further Indicators
Companies often use variation of ROI for measuring operating activity; these indica-
tors differ from ROI in their attempt to better characterize specific components of
profit and invested capital.
Return on Capital Employed (ROCE)

ROCE5
NOI

assets2 current liabilities
(3.7)

Return on Invested Capital (ROIC)

ROIC5
operating income1 depreciation and amortization2 taxes

fixed assets1 operating working capital
(3.8)

Return on Net Assets (RONA)

RONA5
after tax operating income

fixed assets1 operating working capital
(3.9)

These indicators share the same advantages and disadvantages for controlling enter-
prises as ROI, as we will discuss further in the next section.
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3.1.3 Characteristics of Ratio Indicators
The characteristics of ratio financial indicators can be analyzed with reference to two
measures used in assessing the enterprise profitability: ROE, which aims to capture the
overall profitability of the company for shareholders, and ROI, which refers to the
operating activity.
The first weakness of these indicators is their low timeliness. Calculating ROE and

ROI (and similar indicators) in fact requires:

• Measuring physical transactions (e.g., operation on a product)
• The economic translation of physical transactions (referring to the previous exam-

ple, the cost of the operation)
• The aggregation of all the information to construct the financial statements
• The calculation of the indicators based on the financial statements.

Two of these phases—the economic translation of physical transactions and the
aggregation of information—can require a lot of time, particularly for enterprises char-
acterized by large product ranges and articulated organizational structures. The length
of this procedure limits the timeliness of the indicator system—both directly and indi-
rectly for the cost of the procedure—which causes companies to reduce the frequency
of data collection and analysis (usually monthly or quarterly).
A second disadvantage is their inadequate long-term orientation: They focus on past

financial results rather than on forecasts or signals indicating future results.
These indicators are better in terms of completeness. Given that ROE and ROI

report yearly performance, the analysis of their completeness means verifying their
capability to synthesize the diverse factors that can contribute to the creation of eco-
nomic value in a single accounting year. From this perspective, the disadvantages of
ROE and ROI are limited to:

• Misalignment between cash flows and accrual flows; specifically, while Net Present
Value (NPV) refers to cash flow, ROE and ROI refer to accrual flows.

• The lack of risk consideration and hence of the cost of capital. Focusing on com-
paring ROE and ROI across 2 accounting years, or actuals with budgeted figures,
the contribution to the value creation cannot be assessed. This problem is more evi-
dent when ROI is adapted to evaluate heads of business units (BUs) or divisions of
an enterprise; generally, these divisions are not characterized by the same level of
risk. Consequently, a simple comparison of actual ROI for the BUs is an incom-
plete measure of their performances.

Regarding precision, the most critical issue in the use of ROI and ROE is their rela-
tive nature (ratio indicators), while the economic value is an absolute measure.
Consequently, ROI and ROE tend to favor smaller actions and projects compared to
what happens with the present value.
Finally, financial accounting ratios trace specific responsibilities well only at top

levels. Specifically, ROI is appropriate for measuring the performance of BUs that
give the opposability to influence revenues, costs, and invested capital; ROE is appro-
priate for measuring the performance of organizational units that can also manage
financing sources. On the contrary, ROE and ROI are too aggregated to trace specific
responsibilities for operational units, which usually do not simultaneously control
costs, revenues, and investments.
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Accounting ratios are instead characterized by good measurability because their cal-
culation is based on precise rules. The discretion in some items (e.g., depreciation or
inventory value calculation) is not particularly relevant for their managerial use if:

• Homogenous rules are adopted for different units across the company; or
• If there are changes in financial accounting policies—data belonging to different

years must be homogenized.

The most important characteristics of ratio accounting indicators are completeness
(with the exception of risk consideration) and, moreover, measurability.
On the contrary, the major limitations are the limited timeliness and the scarce long-

term orientation. This short summary allows us to conclude that ratio accounting indi-
cators have to be used carefully with enterprises operating in stable contexts, where
short-term profitability can be seen as an indicator of the competitive capability of the
company. In turbulent contexts, however, the correlation between past results and
future performance is weaker; furthermore, the greater the turbulence, the greater the
need for quick information (timeliness).

3.2 RESIDUAL INCOME AND EVA
The limitations of ROE and ROI opened the door to the search for alternative measures,
although these are still based on financial statements. Among these indicators, the most
well known is economic value added (EVA), but because of its history, we introduce resid-
ual income (RI) first, which was defined for the first time by Preinreich (1938).
RI measures the economic result of an enterprise net of the invested capital cost. It

is defined as:

RI5NOI� k3 I (3.10)

where

NOI5 net operating income
k5 the cost of capital
I5 the invested capital, considered as the sum of the current and noncurrent
activities

Compared to ROI, there are two differing elements: firstly, the introduction of k,
which allows one to take into account the diversity in risk of the company or division;
and secondly, the move from a ratio to absolute indicators, which reduce the denomi-
nator management, as explained further in the following section.
To clarify the difference between the ROI and RI, let’s consider the following exam-

ple. A pharmaceutical company (Pharma) has three divisions in three different coun-
tries with the situation shown in Table 3.1 in the last accounting year.
If we assess performances alternatively on the basis of ROI or RI, the results of the

three companies vary. In particular, according to ROI, the best site is China with an
ROI of 18%, while Italy is the worst with an ROI of 14%. With RI, the situation
changes, and the best division is the US (RI5 90,000 million h), while the worst is
China with an RI of 60,000 million h (Table 3.2).
This situation is due to the different cost of capital for the three divisions; Italy has

the lowest required rate of return, which leaves a higher residual profit after the
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financers are remunerated. The China division has a higher k (16%); hence, a lower
residual income is left with the same NOI.
The difference between the two indicators also has behavioral implications for man-

agers. Suppose Pharma provides a target for Italy based on ROI—in particular, the
increase of ROI from 14% to 17% (using China as a benchmark).
Referring to the aforementioned ROI breakdown (refer to the following formula),

three main actions can be taken by managers: (1) increasing sales; (2) increasing NOI;
and (3) decreasing investment.

ROI5
NOI

investments
5

NOI

sales
3

sales

investments
(3.11)

The third action—decreasing investment—is the easiest at the managerial level, and
negative impacts on the company’s performance (NOI) will not be visible. In the past,
this has led several managers to adopt opportunist behaviors by instrumentally manag-
ing the denominator (denominator management) to improve profitability ratios. RI,
being an absolute indicator, mitigates this situation.
Another example of the difference between RI and ROI can be seen in the analysis

of benefits in additional investments. Suppose that the China division is required to
assess the possibility of additional investment in facilities that will increase assets
(hence investment) of 1000,000 million h and NOI by 155,000 million h (Table 3.3).
Taking ROI as a reference, China will not undertake the investment, given that its

performance worsens (from 17% to 16.6%), while RI suggests going for the investment
(increase of 5,000 million h). Again, the difference is linked to how indicators are built:
RI is more aligned with present value and can lead to maximizing profits (although

Table 3.2 Examples of ROI and RI (Indicators)
Division ROI (%) RI (million h)

Italy 14.0 80,000

United States 15.0 90,000

China 17.0 60,000

Table 3.3 Examples of ROI and RI (Additional Investment in China)
Net Operating

Income (million h)

Investments

(million h)

k (%) ROI (%) RI

(million h)

China without investment 510,000 3,000,000 15.0 17.0 60,000

China with investment 665,000 4,000,000 15.0 16.6 65,000

Table 3.1 Examples of ROI and RI (Data)
Division Net Operating

Income (million h)

Investments

(million h)

k (%)

Italy 140,000 1,000,000 6.0

United States 225,000 1,500,000 9.0

China 510,000 3,000,000 15.0
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not the cash) with reference to the cost of capital; ROI maximizes the percentage prof-
itability, neglecting the required rate of return.
However, RI is built on the same measures of ROI (NOI and invested capital); hence,

all the other characteristics are similar. Specifically, RI does not solve the major problem
of ROI (and ROE): the scarce long-term orientation and the limited timeliness.
An additional problem of RI—and similar absolute indicators—is related to its

capability to trace specific responsibilities of BUs. The cost of capital (k) is usually a
leverage of the corporate level, which stems from the integrated management and
assessment of the financial position and risk of the enterprise. Because RI explicitly
includes the cost of capital, its use at the BU level could violate the specific responsi-
bility principle. The difference between ROI and RI is actually more formal and real;
although ROI does not include k in the formula to fully assess a BU’s performance
against ROI achievements, the comparison with cost of capital is needed.
EVA is a similar indicator that has received significant attention throughout the

years. EVA was introduced by Stern Stewart1 with this formula:2

EVA5NOI� k3 I (3.12)

This formula is similar to RI; nonetheless, Stern Stewart suggested that the calcula-
tion needed a preliminary step to adjust financial statement data to better show the
capability of the company to generate income. Dozens of adjustments have been sug-
gested. The following are some examples:

• Capitalization of research and development costs, which influence both NOI and
invested capital

• The actualization of noncapitalized loans
• The inclusion of goodwill not yet recorded
• The inclusion of extraordinary loss after tax.

Stern Stewart suggested that these adjustments make EVA a better proxy of the eco-
nomic value of an enterprise (Stewart, 1991). This statement has been contested at the
theoretical and empirical levels. At the theoretical level, Bromwich and Walker (1998)
stated that EVA, being based on actual results, is not able to measure future implica-
tions and trends. Accounting adjustments can reduce the short-termism but cannot
eliminate the problem. For eliminating misalignments, companies should introduce
an adjustment equal to the difference between NPV at the beginning of the period and
at the end (Bromwich, 1998), yet this value is unknown. As a result, EVA also leads
managers to short-term behavior against long-term results, as we saw for RI and ROI.
Accounting indicators based on cash flow: Cash Flow Return On Investment

(CFROI) Cash Value Added (CVA), and Economic Margin
The last set of indicators based on accounting statements differs from the previous

ones for its use of cash flows rather than accrual measures. These indicators are
divided into two categories as follows: absolute indicators and ratio indicators.
Among absolute indicators, an important indicator is cash EVA, in which NOI is

replaced by the cash flow from operating activities. Less used in practice is CVA, which is
defined as:

CVA5 cash flow from operating activities� operating cash flow demand (3.13)

1EVAs is a registered trademark of Stern Stewart.
2Some firms refer to this indicator as shareholder value added.
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CVA is more a measure of the liquidity of an enterprise rather than its profitability;
hence, it has a low correlation with the creation of economic value.
Regarding ratios based on cash flows, there are two indicators that are a “cash ver-

sion” of ROI: Economic Margin3 (EM), proposed by Obrycki and Resendes, and
CFROI,4 developed jointly by Boston Consulting Group and HOLT Planning
Associates. As previously stated, they are cash versions of ROI and are defined as:

EM5
cash flow

invested capital2 k
(3.14)

CFROI5
cash flow

market value of the invested capital
(3.15)

The structure of these two indicators is very similar to that of ROI; the main advan-
tage is linked to the numerator, where accrual measures are replaced by cash flows.
EM actually explicitly states that the company profitability should be put in relation
to the cost of capital. This increases the completeness of EM compared to ROI, but it
does not eliminate all the other problems, particularly short-termism, the scarce timeli-
ness of information, and the tendency to favor small-scale investments.

3Economic Margint and Economic Margin Frameworkt are trademarks of The Applied Finance Group,
LTD.
4CFROIs is a registered trademark of Credit Suisse.
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CHAPTER 44
Value Drivers

Coauthored by Marika Arena
Politecnico di Milano, Department of Management, Economics & Industrial Engineering

This section illustrates a third set of indicators: value driver measures. This term is
used to denote indicators that provide earlier signals (drivers) of the value creation.
Three types of drivers are presented:

• Nonfinancial indicators of the present performance of the enterprise
• Nonfinancial indicators of the resource state (which measure the potential of the

present enterprise resources to generate future value-added projects)
• Drivers of risks which provide early signals and allow monitoring of probability

and impact of risks (events that influence the capability of an enterprise to achieve
its objectives).

The rationale behind these indicators can be understood by referring to the value tree
presented in Chapter 2. The tree shows that the value creation is driven by the capabil-
ity of the company to improve performance related to critical success factors; by moni-
toring critical factors through nonfinancial performance measures, companies can
predict value creation. The characteristics of these indicators also enable companies to
more quickly collect data and perform analysis compared to financial indicators.

4.1 NONFINANCIAL PERFORMANCE INDICATORS
Nonfinancial performance indicators measure the current output of projects and activi-
ties. Referring to the value tree components, indicators can be both revenue drivers
and cost drivers and be measured by different competitive factors: time, quality, flexi-
bility, productivity, environment, and social responsibility. The following sections
discuss the indicators according to these factors.

4.1.1 Time Indicators
The first category of indicators refers to time as a competitive factor. Time is a driver
for both costs and revenues, potentially covering all the phases of the supply chain and
product/service development. Time indicators can be further divided into two broad
types of indicators in relation to their expected impact on financials:

• Internal-oriented indicators, driving efficiency, and thus a reduction of costs
• External-oriented indicators, driving customer value, and monitoring how compa-

nies respond to actual and potential customers.

Internal-oriented indicators aim to follow time efficiency across the supply chain by
measuring—more or less indirectly—value-added activities. A widespread indicator is
cycle time, which monitors possible internal inefficiencies across the manufacturing or



service delivery cycle, anticipating the impact on diverse cost items such as costs of
supervision, production planning and control, and operating working capital.
An interesting indicator is the cycle time efficiency, which is defined as:

Time for value-added activities

Total cycle time

This indicator explicitly states the amount of nonvalue-added activities; a value near 0
would indicate a very high level of inefficiency, while values near 1 indicate a cycle
without waste.
A final example of an indicator for internal-oriented measures is setup time, which

measures one of the activities most often considered nonvalue-added.
External-oriented time indicators can be divided into two types:

• Metric of delivery time for catalogue products aimed at evaluating the competitive-
ness of the logistical system of the enterprise; examples are the average delivery time
and on-time deliveries.

• Measures of the time needed for developing new products aimed at assessing the com-
petitiveness of the process for developing new products and services. A widespread
indicator in this cluster is time to market, which is defined as the time period between
the start of product design and the sale of the first unit of the product on the market.

Each indicator measures only one component of the impact of time performances
against enterprise value; as a result, to have a complete overview, several indicators
must be used. The selection of indicators is crucial and may be done consistently with
strategy. Yet there are problems that appear to be “technical” but influence motivation
and decision making.
To clarify this issue, we use an example. Suppose a company is producing machines and

has a critical success factor of delivery time; at the moment, they have three consignments
in the cycle: A, B, and C (refer to Table 4.1). Machine C already has a 5-day delay, B is
due today (end of the day), and A is due tomorrow. All three consignments need one
working day to be delivered, and they cannot be processed in parallel.
The delivery time performances can be measured with different indicators, for example:

• Average delay
• Maximum delay
• Percentage of delayed orders.

The adoption of a specific metric has implications on the decision to prioritize one
machine or the other (Tables 4.2 and 4.3).
Table 4.2 shows the impact of this decision on the number of days a product is

delayed; this decision can be influenced by the type of metric adopted (Table 4.3).

Table 4.1 Example of Delivery Time
Due Date Number of

Days Delayed

Working Days

Needed to Deliver

to the Final Client

Machine A Today 0 1

Machine B Yesterday 1 1

Machine C Last week 5 1
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If the company adopts the average delay, the decision maker can choose indiffer-
ently (A, B, or C) because the impact on performance will be the same.
When the maximum delay is adopted, the decision maker is led to prioritize the

order with the highest delay to avoid a further worsening of performance.
Finally, if the percentage of delayed deliveries is used as an indicator, the decision

maker is led to process Machine A first to avoid the indicator increasing from 66.7 to
100% of delayed deliveries.

4.1.2 Quality Indicators
The second category of nonfinancial performance indicators addresses quality, tackling
the characteristics of products/services/processes. Indicators can also be articulated in
this case according to their internal or external orientation.
External-oriented measures assess the quality of products/services in relation to cus-

tomer needs. There are several classifications of quality dimensions that can be classi-
fied in three categories, however, design quality, conformance, and customer
responsiveness. All three of these performance dimensions can be measured by objec-
tive metrics and subjective metrics; the former is based on the direct measurement of
performance features (e.g., battery duration in mobile phones); the latter is based on
customer perception (qualitative judgment of battery duration).
Design quality indicates operational, esthetic, and technical features of products/ser-

vices, which determines its positioning and differentiation. For example, laptops can
be characterized by processor speed, battery duration, weight, screen size, and resolu-
tion. Design quality has been a fertile topic for many commercial or consumer web-
sites, which offer comparisons of product/service characteristics in different sectors,
such as computers, mobile phones, insurance services, and bank services.

Table 4.2 Impact of Prioritization on Delays
Present Situation

(Start of the Day)

Situation

Prioritizing

Machine A

Situation

Prioritizing

Machine B

Situation

Prioritizing

Machine C

Due Date Number of

Days Delayed

Number of

Days Delayed

Number of

Days Delayed

Number of

Days Delayed

Machine A Today 0 0 1 1

Machine B Yesterday 1 2 1 2

Machine C Last week 5 6 6 5

Table 4.3 Impact of Metric Choice on Decisions
Type of Metric Present Situation

(Start of the Day)

Situation

Prioritizing

Machine A

Situation

Prioritizing

Machine B

Situation

Prioritizing

Machine C

Average delay (days) 2 2.7 2.7 2.7

Maximum delay (days) 5 6 6 5

Percentage of delayed order 66.7% 66.7% 100% 100%
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Customer responsiveness moves the attention away from design features to their
focus on clients; it refers to the capability of a product/service to respond to the needs
and wants of present and potential customers. For an example, we refer to the charac-
teristics of student support services. The overall satisfaction of students for these ser-
vices is judged by several features, such as personnel courtesy and front-office opening
hours. To understand the importance of these features, customer satisfaction surveys
can be employed, correlating each feature performance against the overall satisfaction
with the service. In particular, importance-performance analysis (IPA) can be used
(Figure 4.1) as a visual tool. The x-axis indicates the attribute importance as mea-
sured by standardized coefficients and the y-axis shows its performance (satisfaction
with service quality). The means are used to split the axes. The performance and
importance values divide the matrix into four quadrants, giving university managers
a visual indication of where they should focus their efforts to improve overall
student satisfaction.
Finally, conformance indicators assess the conformity to design of products and ser-

vices delivered to customers. These indicators include the number of returned products
and the number of claims.
Internal-oriented indicators focus on internal processes, evaluating waste, scrap, and

reworked products. Most often, internal quality measures refer to manufacturing and
logistical processes, but similar measures can be used in administrative processes; for
example, in order management, the quality can be assessed by the number of incom-
plete order forms.
Internal and external quality partially overlap—in particular, improvements in pro-

cess quality increase the conformity of delivered products/services, maintaining the
same control activities.

Waiting time

Waiting spaces and facilities

Personnel competencies

Personnel helpfulness and courtesy

Appropriateness of opening hours

Frequency
of errors 

Consistency with information
available elsewhere

Simplicity of forms
and documents

Availability of forms and
documents

Time taken to deal with cases

Consistency of information
provided at different times

Availability of channels alternative to
the front office

0

0.05

0.1
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0.2

1.60 1.80 2.00 2.20 2.40 2.60 2.80 3.00

Performance
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Concentrate here Keep up the good work

Low priority Possible overkill

Figure 4.1 IPA analysis. Source: Arena et al., 2010.
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4.1.3 Productivity Indicators
Productivity indicators are one of the most traditional nonfinancial measures in enter-
prises; they are the ratio between output and input of a specific process/activity.
Improving productivity implies an improvement of the capability to have a higher vol-
ume of output with the same input. These indicators are very often used in mass physi-
cal transformation where output is standardized, but they can also be adopted in
routine support activities, such as invoicing. Indicators can be classified according to
the measurement of inputs and outputs.
Starting from outputs, physical measurement is simple for “single-product” compa-

nies. In this case, the output can be expressed with the quantity produced. In multi-
product companies, to have a unique measure, a weighted average must be calculated
to account for diversity. Two alternative solutions can be theoretically adopted:
(i) physical weights, referring, for example, to size elements (length, weight, area) and
(ii) monetary weight, using the price of each product/service as the weight. This latter
method translates output in monetary terms. To avoid the disadvantages of financial
indicators, standard prices, rather than actual prices, can be adopted; this speeds up
the measurement process, allowing output to be measured without waiting for an
account of actual sales.
The first alternative—physical weights—is adopted by companies with homogeneous

products; monetary weights are favored when products are more diversified.
An issue to be considered in both cases is the influence of vertical integration on the

measurements. When companies produce the same amount of output with different
levels of vertical integration, the ratio between input and output changes. The com-
pany with the higher level of integration will be less productive due to the lower level
of input. To avoid incomparability, products have to be weighted using a value-added
method; this solution is usually more expensive and is suggested only for specific infor-
mation needs.
Regarding input measurement, it is first useful to distinguish between partial pro-

ductivity, where input encompasses a single production factor, and global productivity
indicators, where a combination of different inputs is considered in the ratio.
Labor productivity (using the number of employees as input) and raw material use

are widespread indicators of partial productivity. In the case of raw material, the input
refers often only to the most valuable or scarce material (e.g., rare earth across several
industries or water in some countries).
Productivity indicators are usually not calculated with reference to technological

inputs; more frequently, enterprises measure the productivity of single machines using
the ratio between output and production time.
The main disadvantage of productivity indicators is their sensitivity to variations of

inputs. If enterprises invest in automation, their productivity per employee increases
significantly, but it does not trace the exchange of input mix.
Global productivity indicators have been introduced to solve this problem—having

a measure of productivity that is not dependent on input mix. Here, the input includes
more than one factor and is calculated as their weighted average. Usually, weights are
unit costs of resources; with this methodology, the input actually becomes the cost of
production. Although standard values can be used, in this way, the indicators become
financial. In particular, when economic weights are used for both output and input,
the obtained measure is the ratio between sales and the cost of production, quite simi-
lar to return on sales.
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4.1.4 Flexibility Indicators
Flexibility is the capability to respond to changes within limited cost and time ranges.
The link with change highlights the importance of flexibility indicators to environmen-
tal changes. Contrary to the other types of nonfinancial performance analyzed, flexi-
bility becomes a driver of cost or revenue according to the strategy of the company.
With a reactive strategy to change, flexibility is more a cost driver, tracing the capabil-
ity of the company to respond with limited costs. Companies can also use the proac-
tive approach of stimulating changes by introducing a higher number of innovations
compared to their competitors. In this case, flexibility is a revenue driver.
Because there are different types of changes, flexibility is a multidimensional

concept—dimensions are more or less relevant for different companies or even for the
same company over time. As seen for quality, there are several classifications of flexi-
bility measures (e.g., Vokurka, O’Leary-Kelly, 2000), which sometimes express the
concept in dozens of categories. A review of the literature goes beyond the scope of
this book; here, we suggest a categorization useful to cover all the dimensions with
reference to products and services delivered using a manageable number of categories.
These flexibility categories are described referring to two characterizations of

change:

• Type of change, distinguishing between quantitative changes linked to positive or
negative variations of demand of products/services of enterprises and qualitative
variations related to changes in the type of product/service produced.

• Entity of change, which can be divided into three categories:
� Small changes, which do not require structural variations of enterprise

resources.
� Large changes, which require structural changes in enterprise resources.
� Range of allowed changes, referring to the set of environmental changes that

the company is capable of sustaining without structural modification; this capa-
bility usually increases when modular reconfigurable resources are employed.

Combining the two categorizations of change, six types of flexibility are obtained.
Table 4.4 gives the six categories, showing examples of indicators. Starting from

flexibility with small changes, product flexibility is the ability to modify resources for

Table 4.4 Flexibility Dimensions
Entity of

Change

Type of

Change

Flexibility

Dimension

Examples

Small Qualitative Product Time for engineering a new product

Quantitative Volume Operating leverage

Large Qualitative Operation Time for introducing a new handling system that can transport
materials of different shapes

Quantitative Expansion Maximum increase in warehouse space, loading capacity, and
other distribution facilities

Range Qualitative Production Range of products and services manufactured and delivered

Quantitative Mix Average number of products in a period
Spare capacity
Setup time
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introducing new products or services—a common measure is the time required for
small modifications in activities such as engineering and logistics. Volume flexibility,
which measures the impact on enterprises of small quantitative variations, can be mea-
sured by the operating leverage (ratio between fixed costs and variable costs).
Operation flexibility is the ability to adapt to large qualitative changes; it can be mea-
sured by the time required for adapting enterprise resources to new requirements.
Expansion flexibility, indicating the ability to respond to large changes in existing
product demand, depends on the resource modularity; referring to logistics, an exam-
ple is the maximum increase in warehouse space, loading capacity, and other distribu-
tion facilities. The qualitative range dimension is referred to as production flexibility,
measured, for example, by the range of products and services manufactured and deliv-
ered by companies. Mix flexibility, which is defined as the ability of companies to
withstand changes in the level of demand without additional investments, can be
tracked by the average number of products in a period, spare capacity, and setup time.

4.1.5 Environmental and Social Responsibility Driver
The capability of companies to improve their behavior with regard to environment
and society has become a crucial component of many companies’ strategies.
Attention to these issues is not only an ethical matter but also affects the creation of
enterprise value.
Environmental and societal performance is particularly relevant for external

accountability, positively influencing the company’s image and sometimes affecting
purchasing behaviors. Many companies are now devoting increasing attention to green
consumers, developing innovations in line with ecologically conscious consumers
and analyzing the determinants of their behavior.1 Furthermore, some performances
linked to human mistreatment or environmental neglect or harm can determine cash
outflows. An extreme case of this is the BP oil spill in the Gulf of Mexico between
April 20 and July 15, 2010.2

The more traditional use of this type of indicator is for external accountability,
which is often included in sustainability reports. The indicators in these reports must
be stable and standard in order to be externally credible and positively influence the
company’s external stakeholders. Furthermore, reports must be disseminated through
official channels and linked to more traditional reports (e.g., financial reporting).
To improve the credibility of sustainability reporting, several reference frameworks

have been developed. These frameworks vary in the terms of dimensions considered,
as given in Table 4.5. The rows show the different items that frameworks might con-
sider; the columns provide the main frameworks available (ordered from left to right)
according to the coverage of items. Some frameworks focus only on environmental
issues, such as the Sigma Project, while others concentrate only on social elements,
such as the International Council on Human Rights Policy (ICHRP) and Ethical
Trading Initiative.
The most complete framework is the Global Reporting Initiative (GRI), which is

also the most used standard in enterprises worldwide.3

1Akehurst et al., 2012.
2http://en.wikipedia.org/wiki/Deepwater_Horizon_oil_spill
3http://www.pwc.com/id/en/publications/assets/Sustainability_Reporting-2012.pdf
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Table 4.5 Sustainability Frameworks
Item Framework

GRI

(2013)

Facility

Reporting

Project (2005)

SIGMA

Project

(2003c)

BLIHR

(2003)

BLIHR

(2006)

ICCR

(2003)

FEEM

(1995)

ICHRP,

(2002)

Ethical

Trading

Initiative

Environment

(2000)

GEMI

(1998)

CEFIC

(2006)

DEFRA

(2006)

SIGMA

Project

(2003a)

UNCTAD

(1999)

WBCSD

(2000)

UNCTAD

(2004)

Investors

in People

(2004)

SIGMA

Project

(2003b)

Materials X X X X X X X X X X

Energy X X X X X X X X X X X X

Water X X X X X X X X X X X X

Biodiversity X X X X

Emissions X X X X X X X X X X X X

Waste X X X X X X X X X X X X

Products and services X X X X X X

Compliance X X X X X X

Transportation X X X X X

Work practices and
conditions

X X X X X X X X X X X

Employment X X X X X X X X X

Industrial relations X X X X X X X

Workplace health and
safety

X X X X X X X X X X X

Training and education X X X X X X X X X X

Diversity and equal
opportunities

X X X X X X X X

Human rights X X X X X X X X

Investment and supply
practices

X X X X X X X

Nondiscrimination X X X X X X X X
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Table 4.5 (Continued)
Item Framework

GRI

(2013)

Facility

Reporting

Project (2005)

SIGMA

Project

(2003c)

BLIHR

(2003)

BLIHR

(2006)

ICCR

(2003)

FEEM

(1995)

ICHRP,

(2002)

Ethical

Trading

Initiative

Environment

(2000)

GEMI

(1998)

CEFIC

(2006)

DEFRA

(2006)

SIGMA

Project

(2003a)

UNCTAD

(1999)

WBCSD

(2000)

UNCTAD

(2004)

Investors

in People

(2004)

SIGMA

Project

(2003b)

Freedom of association
and collective
bargaining

X X X X X X X

Child labor X X X X X X X X

Forced labor X X X X X X X

Security practices X X X X X X

Rights of indigenous
peoples

X X X X X X

Society X X X X X X X

Community X X X X X X X

Corruption X X X X

Political contributions X X X X

Anticollusion policy X

Product responsibility X X X X X X

Consumer health and
safety

X X X X X X X

Product and services
labelling

X X X X

Marketing
communication

X X X X

Privacy X X X

Compliance X X X X X X X X



GRI standards5 are divided into two main areas:

• General standard disclosures, addressing high level elements of sustainability,
including strategy and analysis, organizational profile, identified material aspects
and boundaries, stakeholder engagement, report profile, governance, and ethics and
integrity. This part is more textual and qualitative, although several indicators are
incorporated. For example, the organizational profile encompasses:
� The total number of permanent employees by employment type and gender
� The total workforce by employees and supervised workers and by gender
� The total workforce by region and gender.

• A specific standard disclosure, which is divided into three categories: economic,
environmental, and social. This is further divided into four subcategories: labor
practices and decent work, human rights, society, and product responsibility.

The specific standard disclosure illustrates a broad and complete set of indicators
for each area (Table 4.6).
The following table presents the detailed guidance for energy consumption within

the organization (Table 4.7).

4https://www.globalreporting.org/resourcelibrary/GRIG4-Part2-Implementation-Manual.pdf
5Reference to G4 reporting standards: https://www.globalreporting.org/resourcelibrary/GRIG4-Part1-Reporting-
Principles-and-Standard-Disclosures.pdf

Table 4.6 Example of Indicators from GRI—Energy (Adapted from
GRI Implementation Manual G4)4

Area Indicator

Energy consumption
within the organization

Total fuel consumption from nonrenewable sources in joules or multiples,
including fuel types used
Total fuel consumption from renewable fuel sources in joules or multiples,
including fuel types used
Consumption in joules, watt-hours, or multiples, including:

• Electricity consumption
• Heating consumption
• Cooling consumption
• Steam consumption

In joules, watt-hours, or multiples, including:
• Electricity sold
• Heating sold
• Cooling sold
• Steam sold

Total energy consumption in joules or multiples

Energy consumption
outside of the organization

Energy consumed outside of the organization in joules or multiples
Source of the conversion factors used

Energy intensity Energy intensity ratio
Types of energy included in the intensity ratio: fuel, electricity, heating,
cooling, steam, or all of these

Reduction of energy
consumption

Amount of reductions in energy consumption achieved as a direct result of
conservation and efficiency initiatives in joules or multiples

Reductions in energy
requirements of products
and services

Reductions in the energy requirements of sold products and services achieved
during the reporting period in joules or multiples
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In addition to external accountability, societal and environmental performances are
relevant for internal accountability. Environmental performances in particular have a
significant impact on the costs that enterprises sustain. Each of the GRI categories
(energy, materials, water, and biodiversity) generates costs for organizations. Yet when
indicators are used for internal purposes, a higher focus is required, with specific mea-
sures that can change over time according to decision-making needs.
As for the other value drivers analyzed so far, environmental and societal indicators

provide information on specific issues, giving a partial view of enterprise behavior.
To overcome this fragmentation, some companies have developed synthetic indicators
in order to assess their sustainability more holistically. These indicators are developed
with the weighted average sum of difference elements, and they are not usually avail-
able to the public, although there are exceptions, such as in the case of Apple. Apple
provides the calculation of its environmental footprint on its website, which includes
emissions generated from manufacturing and transportation, recycling of products,
and the emissions generated by its facilities.

4.2 NONFINANCIAL RESOURCE STATE INDICATORS
Indicators of resource state aim to capture the potential for enterprises to innovate and
grow. Indicators cover both tangible and intangible assets, such as intellectual capital.
The latter are more difficult to analyze, and several classifications and metrics have
been proposed.7 In spite of the different labels and clusters, all classifications are

6https://www.globalreporting.org/resourcelibrary/GRIG4-Part2-Implementation-Manual.pdf
7For a summary, see Cuganesan and Dumay, 2009.

Table 4.7 Example of Indicator Guidance for Energy Consumption Within the
Organization (adapted from GRI Implementation Manual G4)6

Indicator Guidance

Total fuel consumption from
renewable fuel sources in joules or
multiples, including fuel types used

Nonrenewable fuel sources include fuel for combustion in
boilers, furnaces, heaters, turbines, flares, incinerators,
generators, and vehicles that are owned or controlled by the
organization. Nonrenewable fuel sources cover fuels purchased
and fuels generated by the organization’s activities, such as
mined coal and gas from oil and gas extraction

Electricity consumption
Heating consumption
Cooling consumption
Steam consumption

Using the identified types of energy (purchased for consumption
and self-generated), calculate the total energy consumption
within the organization in joules or multiples using the following
formula:
Total energy consumption within the
organization5Nonrenewable fuel consumed1 renewable fuel
consumed1 electricity, heating, cooling, and steam purchased
for consumption1 self-generated electricity, heating, cooling,
and steam 2Electricity, heating, cooling, and steam sold

Electricity sold
Heating sold
Cooling sold
Steam sold

61Value Drivers

https://www.globalreporting.org/resourcelibrary/GRIG4-Part2-Implementation-Manual.pdf


essentially four types of resources: financial, technological, human and organizational,
and image and reputation.
Operationally, to use this indicator, each enterprise should define in detail the spe-

cific resources that they interested in monitoring. To support this process, King and
Zeithaml (2003) developed a methodology that was tested in several companies in dif-
ferent sectors. Their approach is as follows:

• Defining scope: Industry and organization selection: In this phase, enterprises per-
form analysis of secondary sources on the industry and interviews with experts in
order to identify a large set of resources that are potentially relevant for sector
development and organization growth.

• Protocol design: This stage is a preliminary step to prepare for discussions and
interviews with senior managers. The goal is to prepare a protocol of semistruc-
tured questions for Stage 3.

• Top management discussion to identify organizational knowledge resources: This list
of resources is discussed internally during open interviews in order to arrive at a
more focused list of resources that are relevant for the company specifically.

• Operational management survey to measure resources: The list from the top manage-
ment discussion is then submitted to operational management through closed
interviews in order to assess the relevance of each identified resource from their
perspective.

The cycle is closed with the choice of the specific indicator to associate with each
resource.
The choice of indicators is a delicate process, as we have also illustrated for perfor-

mance indicators. To provide a guideline, the choice can be related to the four types of
resources highlighted at the beginning of this chapter (financial, technological, human
and organizational, and image and reputation), which are measured according to three
dimensions: quality, quantity, and accessibility. The capability to innovate and grow
in the long run is in fact related to the quantity of resources available; their quality
(e.g., patents awarded and pending); and their accessibility, intended as the possibility
to “increase” the specific resource (e.g., for human resources, the education level in the
area). Metrics can either be objective—such as the number of employees by role—or
subjective—for example, customer perception compared with competitors to evaluate
ways to improve the company’s image or reputation. Sometimes, financial indicators
are adapted to value resources. A typical indicator for innovation and marketing is the
cost associated with these activities; another example is the percentage of sales coming
from new products (Figure 4.2).
To measure and visualize assets, several approaches have been proposed, and three

areas have been developed: intellectual capital, human resources, and brand equity.
Intellectual capital joins different types of assets and is a model that includes three

dimensions:

• Human capital, which refers to the skill, training, education, experience, quantity,
and quality of an organization’s employees.

• Relational capital, which encompasses relationships with customers and suppliers,
brand names, trademarks, and reputation.

• Internal structural capital, which refers to intangible assets and knowledge embed-
ded in organizational structures and processes; this dimension comprises patents,
research and development, and technology.
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Among the various approaches proposed, Sveiby’s (1997) Intangible Assets Monitor has
become increasingly popular. According to this approach, each element is then measured
according to three types of metrics: indicators of growth/renewal, such as the growth of the
number of customers; indicators of efficiency—for instance, the proportion of professionals
in the company; and indicators of stability, such as the frequency of repeated orders.
A limited number of indicators should be assigned to each of the three areas, pro-

viding a synthetic view of intangible assets.
Regarding human resources, several approaches have been tested that can be classi-

fied into three categories:

• Approaches focused on the process dimension, covering human resource manage-
ment (HRM) practices; these methods measure the effectiveness and efficiency of
recruitment, selection, training, and development of human resources without eval-
uating the actual impact on company value.

• Methodology providing one synthetic indicator, starting from the assessment of
HRM, such as the Human Capital Index (HCI) proposed by Watson Wyatt, or the
Human Capital Capability Scorecard proposed by Imperial Consulting.

• Approaches mainly devoted to external accountability, which provides ratings of
human resources functions across the public sector. An exemplary country is the
United Kingdom and particularly the National Health Service (NHS). Initially, the
rating system focused on simple indicators about staff (total staff numbers; propor-
tion of staff in each major staff group [ancillaries, nurses, doctors, etc.]); total staff
cost; overtime cost; and use of part-time staff. More recently, the indicator system
was changed, attempting to capture “softer” elements of human resources; for
example, commitment to improving the working lives of staff (key target); health,
safety, and incidents; and staff opinion surveys on HRM.

Finally, image and reputation has recently gained increasing attention, and several
methods have been proposed. In particular for marketing functions, an important indi-
cator is brand equity, which is the value added to products and services uniquely
attributable to the brand (Keller, 1993).
Although there is not a universal metric, three approaches have been widely adopted:

• Young & Rubicam (Y&R) BrandAssett Valuator (BAV)
• Aaker Brand Equity Ten
• Moran Brand Equity Methodology.

Financial

Quality

Average cost of
debt 

Quantity

Financial position

Accessability

Financial leverage

Technological

Quality

Total patents
awarded/pending 

Quantity

Incidence of new
product sales 

Accessibility

Research-centered
relationships

Human and

organizational 

Quality

Number of employees
with specific education

Quantity

Number of employees
by role 

Accessibility

Education level in
accessible areas 

Image and reputation

Quality

Brand equity

Quantity

Marketing effort

Accessibility

Comparative
Customer perception 

Figure 4.2 Resource state indicators: an example.
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The Y&R BAV was developed by the advertising agency Young & Rubicam and is
based on a large survey of customers all over the world, who assessed brands in terms
of four dimensions:

• Differentiation, measuring the uniqueness of a brand against others
• Relevance, gauging the perceived importance of a brand to a large sample of

customers
• Esteem, assessing customer perception of the growing or declining popularity of a

brand
• Knowledge, evaluating consumers’ understanding and awareness of the brand’s

meaning.

BAV relates the first two elements (differentiation and relevance) to the potential of
the brand, while the latter two (esteem and knowledge) are associated with the brand’s
present status.
The second model was developed by Aaker (1996) and measures brand equity across

10 dimensions: price premium, satisfaction/loyalty, perceived quality, leadership mea-
sures, perceived value, brand personality, organizational associations, brand aware-
ness, market share, and price and distribution indices.
In terms of measurement, it is suggested that the majority of these factors be mea-

sured through a survey consistent with other brands, and specific questions are sug-
gested; for the price premium, an alternative measure is the difference in price between
comparable products.
The third approach is the Moran Brand Equity Index, which is based on three

dimensions:

• Effective market share (EMS), which calculates the market share, dividing the mar-
ket into segments with the following formula:

EMS5
XN

i

σi 3Si

where
i, index for segments
N, total number of segments
σi, market share in segment i
Si, proportion of brand sales in segment i.

Table 4.8 shows an example of the calculation comparing three different brands (A,
B, and C).

• Relative price (RP), which is the ratio between the price of the brand’s product/
service over the average price of a competing product/service:

RP5
brand price

average price

• Durability (D), which is the measure of customer retention or loyalty, expressed by
the forecast of the percentage of a brand’s customers who will continue to buy the
brand’s goods next year:

D5%Customer who will repurchase next year
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The final equity index is the multiplication of the three factors:

Moran BE Index5EMS3RP3D

Comparing the three methodologies, the first method—Y&R (BAV)—is the simplest.
It is based on consumer perception, which gives an immediate response but has the dis-
advantages of subjective methodology based on a survey. Furthermore, this indicator
relies on relative evaluation against competitors, which implies a significant effort in
data collection or the outsourcing of measurement. Similar characteristics can be out-
lined for the second indicator (Aaker model); however, this model is more complete
and includes more dimensions. This comprehensiveness, on the other hand, renders the
measurement procedure more complex and onerous.
Finally, the third indicator has the advantage of being an objective measure and,

hence, does not require a consumer survey. The main disadvantage is the applicability
to sectors where segmentation is not straightforward.

4.3 CHARACTERISTICS OF NONFINANCIAL PERFORMANCE
AND RESOURCE INDICATORS
The main advantage of nonfinancial indicators compared to financial indicators is
their timeliness. Financial indicators, regardless of their type, need several steps to
translate physical events into financial transactions. For example, it is possible to mon-
itor requests for maintenance on products daily, while the financial impact on costs
would be visible periodically and only once costs are committed or sustained.
Another important benefit of nonfinancial indicators is long-term orientation. This

is particularly true in comparison with accounting indicators. If chosen logically with
the enterprise’s critical success factors, nonfinancial indicators are a driver for competi-
tive advantage and value creation. For instance, in the automotive industry, delivery
time is a critical success factor; suppliers constantly monitor this factor, which can

Table 4.8 Example of Calculation for EMS (Moran Methodology)
Brands Assessed Segment Proportion Over

Brand’s Total Sales

Share of the

Market Segment

Market

Segment

Total

Market

A B C A B C A B C

Asia 2000 400 800 600 25.0% 50.0% 37.5% 20% 40% 30%

Europe 2000 400 800 200 25.0% 50.0% 12.5% 20% 40% 10%

North
America

2000 400 0 600 25.0% 0.0% 37.5% 20% 0% 30%

South
America

2000 400 0 200 25.0% 0.0% 12.5% 20% 0% 10%

8000 1600 1600 1600 20% 100% 100% 20% 20% 20%

Market share 20.0% 20.0% 20.0%

EMS 20.0% 40.0% 25.0%
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affect business relationships. If they realize that they are behind schedule, they can
implement solutions to speed up delivery, sometimes even choosing costly solutions for
transportation (e.g., air transportation).
Regarding measurability, nonfinancial indicators are comparable to accounting indi-

cators, although each indicator must be carefully outlined in terms of metrics to avoid
possible ambiguity. To clarify this problem, an example of productivity can be useful.
Labor productivity is a common indicator in the manufacturing industry, but in order
to be measured, output and input must be defined. These include the unit of analysis
(company, plant, machinery, and batch) and how single products are then aggregated
(weight choice). This problem is solved by implementing a protocol for each indicator,
where the following information is included:

• Measure: Title of the measure
• Purpose: Why do companies want to measure this?
• Formula: How to calculate this measure
• Unit of analysis: What is the object of measurement?
• Frequency: How often do companies measure this?
• Source of data: Where does the necessary data come from?

Completeness is more critical for nonfinancial indicators. Financial indicators
can aggregate several critical success factors into one value by translating their effect
in accrual or cash flows; for example, product cost includes several categories (person-
nel, material, and depreciation) and several key factors (e.g., flexibility, productivity,
and efficiency). Nonfinancial indicators measure specific performances (e.g., delivery
time) without providing information on other performances (e.g., product quality).
If the number of indicators adopted is very limited, the completeness of the systems is
inappropriate, and employees motivate to improve few performances overlooking
other factors critical for the long-term competitiveness. When this selective approach is
adopted dynamically, frequently changing indicators to guarantee a fit with the strat-
egy, very often this approach encounters problems due to the rigidity of management
control and information systems.
On the contrary, when the indicator set is large, the information is more complete.

The problem in this situation is the synthetic assessment of employees and organiza-
tional units, given that it is very unlikely that all indicators have the same trend
(positive or negative). In order to have a unique overall evaluation, weights can be
defined explicitly or implicitly. Both of these solutions have behavioral implications.
If weights are transparently defined, the “controlled” unit will be led to favor the per-
formance with a higher weight—risks similar to very selective systems. If companies
decide to assign weights implicitly, without transparently involving the assessed unit/
employees in their definition, this creates uncertainty around the assessment process,
negatively affecting motivation and potentially causing conflicts among peers.
In all cases, nonfinancial indicators do not have a linear relationship with revenues/

cost, but often there are saturation effects: Once a critical threshold is achieved, further
improvement in single performance (e.g., service quality) has a small impact on reven-
ues and cost.
Finally, concerning precision, nonfinancial indicators are good drivers of value

creation. Internal-oriented indicators measure the enterprise’s capability to efficiently
manage its resources; an improvement of these metrics is potentially translated in the
increase of economic value by reducing cash outflows for manufacturing and support-
ing activities. Improvements in nonfinancial indicators often indicate only potential
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savings; for example, a reduction of nonvalue-added activities is an actual cost savings
only if personnel can be employed in other activities or removed.
Regarding external-oriented measures, the impact on value creation is linked more

to competitors’ comparative performance rather than to an absolute increase in nonfi-
nancial performances. If indicators improve but are worse compared to competitors,
this is unlikely to have a positive impact on value creation. Even in this case, non-
financial metrics provide partial indication of the capability to create enterprise value.
To reduce this risk, absolute indicators can be substituted by relative indicators using
benchmarking techniques.

4.4 RISK DRIVERS: KEY RISK INDICATORS
Chapter 2 introduced some risk indicators that are calculated and based on financial
figures and provide a synthetic overview of the probability and impact of variations in
value creation. In line with the rest of the chapter, in this section, we focus on risk
indicators, which attempt to provide early signals. These indicators are called8 KRIs
and are defined as metrics that monitor and provide early signals on the probability
and impact of one or more events (risks) that influence the capability of enterprises to
reach their goals.
To clarify the meaning and role of KRI, think of the telecommunication companies

that lose customers due to the availability of prepaid phone programs. The chain of
events is set in motion starting with this risk:

• Risk event (to object of control): Customer loss
• Intermediate event (a metric anticipating the risk event but not explaining the origi-

nal cause): Lack of credit recharging
• Root cause: Better offers provided by competitors.

KRIs can examine all three events, but it is evident that monitoring root causes and
intermediate events increases the time available to make decisions.
The definition of KRIs should be carried out in synergy with risk management pro-

cesses (see Chapter 6) given the importance of carefully identifying the risks affecting
the company; then, the most appropriate KRI should be selected.
Regardless of the type of risk addressed (e.g., regulatory, market, or operational),

KRIs can also vary in terms of the metrics adopted—specifically, these can be:

• Objective or subjective: The former refers to metrics derived from the measurement
of objective phenomenon; subjective KRIs refer to metrics derived from stake-
holders’ perceptions (managers, clients, employees, etc.).

• Single or composite, referring to the number of events the indicators monitor: Single
KRIs monitor a single event (e.g., oil price); composite KRIs assess more than one
factor (e.g., synthetic country risk indicators take different factors into account).

Table 4.9 provides examples of each category.

4.4.1 Characteristics of KRI Indicators
KRIs can be analyzed in terms of their contributions/characteristics for managerial
control.

8The label key risk indicator is used by several academics and practitioners but lacks a unique definition.
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The most important advantage of KRIs is their timeliness; observing events that
can undermine the achievement of company goals, they provide prompt signals
to managers, allowing the company to supervise performance even earlier than
performance drivers.
Completeness is very similar to what was outlined previously for nonfinancial perfor-

mance and resource indicators; as they track specific dimensions of risk, the complete-
ness of the control system is determined by the coverage of the risk drivers. From this
perspective, it is possible to check the extent to which different potential risks are
covered in connection with a company’s perimeter distinguishing between:

• Microenvironment, which refers to the internal environment of the company,
including issues such as human resources, technological resources, assets, processes,
and the portfolio of assets.

• Mesoenvironment, which specifically tackles the elements that infringe on the
company’s perimeter, including, for instance, the extended supply chain (suppliers,
distributors, and customers); competitors and regulators; and key stakeholders.

• Macroenvironment, which refers to the macroeconomic context and the global
market.

Precision is controversial; KRIs track the potential variation in probability and
impact of risks, which then affect performances. The precision of KRIs is hence related
to the relation between KRIs, risk, and performance trends. When risks have a “his-
tory,” meaning that it is possible to analyze past correlations (e.g., financial and com-
modity risks), the precision tends to be quite high; when companies cannot rely on
significant past occurrences to determine a relationship, precision is lower.
Similar to what was illustrated previously for performance and resource drivers,

measurability is high only when metrics are carefully outlined to avoid possible
ambiguity.
Regarding specific responsibility, indicators vary in terms of the types of events mon-

itored and the possibility to isolate the impact of different factors. For instance, one
common metric to assess reputational risk is based on the analysis of the shared mar-
ket reaction to reputational events, such as an accident or a violation of regulations
(Arena et al., 2014). However, this approach does not assess the influence of different
events that happen in the same time frame on the market share value—i.e., distinguish-
ing which quota of decrease in the market share can be directly attributed to the repu-
tational event and which quota is related to other market dynamics.

Table 4.9 Key Risk Indicators
Single Composite

Objective • Brent price
• Exchange rates

• Cost of capital
• Inflation rate

Subjective • Supplier failure risk • SACE country risk

68 Performance Measurement and Management for Engineers



CHAPTER 55
Scorecards

The previous chapters introduced different types of indicators that can be adopted
for measuring performances: value-based indicators, accounting indicators, and
value drivers. All three types have advantages and disadvantages, emphasizing
that it is impossible to build a good performance measurement system (PMS) with-
out a mix of indicators. This situation has led several enterprises to build indicator
scorecards, which are groups of different types of indicators that together can ful-
fill all managerial needs. Obviously, indicators included in the scorecard must be
consistent with the company’s competitive position and its organizational
configuration.
The correlation between the adoption of scorecards and value creation is not easy to

trace, yet some studies (Evans, 2004; Davis and Albright, 2004) have shown a positive
effect, in particular when the scorecard includes an integrated set of indicators consis-
tent with the strategy (Davis and Albright, 2004). Actually, the adoption of scorecards
is often linked to strategic needs (Speckbacher et al., 2003; Arena and Azzone, 2005).
More generally, the adoption of indicator scorecards includes:

• Defining the scorecard’s format—that is, how indicators are organized.
• Defining the process by which different measures are selected.

In the remaining sections of this chapter, some solutions are proposed, starting with
the current most widely used application—the balanced scorecard (BSC).

5.1 BALANCED SCORECARD
Among the various methodologies proposed to build an indicator scorecard, the
most widely used is the BSC (Kaplan and Norton, 1992); it is so common that often
the label balanced scorecard is considered a general term to specify an indicator
scorecard.
According to the initial proposal by Kaplan and Norton (1992), the BSC is designed

as constituted by four groups of indicators related to four perspectives:

1. Financial
2. Customer
3. Internal processes
4. Innovation (subsequently renamed “learning and growth”).

Figure 5.1 shows the graphical format of the BSC (adapted from Kaplan and
Norton, 1992), where the four areas related to the strategy are in the center.
The financial perspective reports indicators that are useful to analyze companies’

trends against shareholders’ expectations in terms of size (e.g., market share, revenues);
profitability (e.g., ROE, ROI, EVA, EBIT); and cash generation (cash flow).



The customer perspective highlights performances related to the relationship between
the enterprise and its market in terms of:

• Range of products/services and frequency of new product introductions
• Customer response time
• Partnership with key clients
• Customers’ perception of the company.

These factors can be measured with both financial and nonfinancial metrics.
Metrics included in the internal processes perspective are aimed at analyzing effi-

ciency and performances of internal activities of companies; here, also, both financial
and nonfinancial indicators can be included, such as:

• Frequency of introduction of new products, tackling research and development
processes.

• Average production costs and time efficiency, addressing production performances.
Time efficiency allows companies to indirectly monitor setup time and the existence
of bottlenecks.

Finally, metrics related to the learning and growth perspective can include indicators
such as time to market or time in between the launches of two totally different pro-
ducts. In the first case, design and development are emphasized; in the second case,
basic and applied research is stressed. Even operating activities can be addressed in
this area, measuring learning phenomena, for example, with the incremental reduction
of production time due to experience curves.
The BSC, as shown in Figure 5.1, is very complete, including a wide range of indica-

tors that follow the creation of enterprise value, specifically:

• Metrics within the financial perspective include synthetic economic and financial
indicators of the results at the enterprise or business-unit level.

• The customer perspective addresses performances linked to customer relations and
perception, monitoring who buys products and services.

Financial perspective

Customer Internal process

Learning and growth
perspective

Vision and
strategy

How do we look to our
shareholders?

How can we continue to
improve?

How do our customers
see us?

What must we excel at?

Figure 5.1 BSC structure. Adapted by Kaplan and Norton (1992).
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• Indicators in the internal processes perspective include measures monitoring the
company’s processes, potentially covering all the critical success factors (CSF) (flex-
ibility, time, productivity, etc.).

• Finally, the learning and growth perspective focuses on the enterprise’s resources,
encompassing indicators such as innovation, human resources, technology, and
intangible assets.

5.1.1 Choosing Indicators: Second-Generation BSC
As previously discussed, the quality of the BSC depends on the indicators selected and
included in each of the four quadrants, which should be linked by causal relationships
and updated according to changes in the company’s strategy.
To achieve this result, a tailored design is required for each company; in

the second-generation BSC, Kaplan and Norton illustrate the process to follow
for doing so.
The first phase is the construction of a strategic map of enterprise goals. At the

start, general goals are identified and then usually expressed by synthetic and finan-
cial indicators; these are positioned in the financial perspective area. Each general
goal is afterward divided into subobjectives through a cascade process (refer to
Figure 5.2), positioning each objective in the corresponding areas referring to the
original areas of the BSC (first-generation). Usually, relations are from the top to the
bottom or within the same level. The cascading process can, however, skip one or
more areas.

Broaden
revenue mix

Improve
profitability Improve

operating
efficiency

Financial
perspective

Customer
perspective

Internal
perspective

Learning
perspective

Improve
delivery
reliability

Increase
product
range

Cross selling
product line

Improve
stock control

Reduce
lead time

Ideas from
employees

Educate
salesforce

Figure 5.2 The cascading process.
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Once objectives are selected, an indicator is then assigned to each of them; the four
sets of indicators defined become the indicators to be included in the BSC. Figure 5.3
shows an example of a strategy map with actions and indicators designed for a car
dealership.

5.1.2 Other Types of Scorecards
In addition to the approaches illustrated in the previous section, several other types of
scorecards have been proposed, including:

• Tableau de bord (TdB)
• Third-generation BSC
• Risk scorecard.

TdB (Epstein and Manzoni, 1998; Bourguignon et al., 2004) was first introduced
during the 1950s in France, where it had considerable success. This scorecard is
designed starting with the company objectives, which are then translated into CSF.
Each CSF is then associated with one or more performance indicators. The TdB
structure also dictates that the company goals be disaggregated at the business-unit
level and then across organizational units within business units. Both levels are
hence assigned a TdB with a process similar to what was adopted for the company
overall.
TdB is a less structured method compared to the BSC because both the visualization

format and the process for selecting indicators are less stringent. However, the differ-
ences between the two methods are minor and more often are linked to the way in
which the approaches are implemented rather than their original characteristics, as
defined by proponents.
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Margin
ROS

Financial
perspective

Customer
perspective

Internal
perspective

Learning
perspective

Figure 5.3 An example of a strategy map.
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The label third-generation BSC was introduced by Lawrie et al. (2004) to distinguish
their proposal from the original BSC (Figure 5.1) and the strategy map (Figure 5.3).
The third-generation BSC attempts to overcome two problems:

1. The difficulty in linking each indicator to a specific target; in particular, a weakness
may be defined in abstract terms and then only after trying to define the target for
a specific period.

2. The difficulty in defining objectives starting with the company’s BSC to create
a detailed BSC for organizational units; to do this, enterprise goals must
be translated to be specific to certain departments. For example, it is not
easy to understand what a single organizational unit must do to increase
EVA overall.

To avoid these problems, two devices are introduced. First, the selection process
starts with what are called destination statements, which are statements in which enter-
prises directly define the target values to be achieved. According to Lawrie and
Cobbold (2004), this approach allows companies to more easily achieve consensus
within the organization. Second, the BSC is divided into only two levels, which empha-
size: (i) expected results, derived directly from the objectives in the destination state-
ments; and (ii) the activities that will be carried out to achieve these objectives.
Given that activities are easily associated with specific organizational units,

this conceptualization favors the identification of goals to be assigned to each
organizational unit. The set of indicators identified and their target values is the
scorecard available to management. Table 5.1 gives an example of destination
statements.
Although this method is called a BSC, similarities with the original BSC are negligi-

ble. Instead, the freedom in structuring indicators and the emphasis on the integration
among objectives of different organizational levels show that this method has more in
common with TdB. Compared with TdB, the third-generation BSC is more structured
and more easily implemented.
Finally, there is a recent evolution of the BSC: the risk scorecard. Calandro and

Lane (2006) introduced a separate scorecard based on the four areas of the traditional
BSC, where different types of risks are identified and categorized. Figure 5.4 illustrates
the risk scorecard.

Table 5.1 An Example of Destination Statements

Financial results • Achieve an EVA of 100 million h

• Reduce time for collecting trade receivable to 20 days

Internal processes • Improve manufacturing productivity by 15%
• Reduce defective products by 10%

Innovation • Reduce time to market to 1 month

Clients • Reduce delivery time to 5 days
• Increase customer satisfaction
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Internal Risk Perspective
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Figure 5.4 Risk scorecard. Calandro and Lane (2006, p. 35).
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CHAPTER 66
Target Setting: Budgeting
and Risk Management

Coauthored by Marika Arena
Politecnico di Milano, Department of Management, Economics & Industrial Engineering

The first part of this book explained how companies can measure enterprise value
through different type of indicators and visual tools (e.g., scorecards). This chapter
begins the second part on performance management, addressing a major problem:
setting performance targets.
Traditionally, target setting is carried out with budgeting, aimed at defining a refer-

ence value, particularly financial indicators; however, in recent years, market turbulence
and the financial crises have increased companies’ awareness of the importance of not
only setting performance targets but also predicting variability and events causing
potential variances. This attention has culminated in the popularity of ERM systems.
This chapter illustrates both budgeting and ERM in terms of relevance, process,

output, and roles, concluding with an analysis of their possible relationships at the
organizational level.

6.1 BUDGETING
Budgeting is a set of procedures and activities aimed at assigning targets to organiza-
tional units—i.e., reference values for their performances—and the resources needed to
achieve these results. Budgeting has a long history in enterprises; however, its bound-
aries and components are not always clearly defined. The model and phases of the
budgeting process are strictly intertwined. Traditional textbooks tend to identify dis-
tinct stages in the budgeting process, including communicating strategy, considering
options, preparing the sales budget, initially preparing various budgets, negotiating
with superiors, coordinating and reviewing the budget, obtaining final acceptance of
the budget, and performing ongoing reviews. However, this traditional perspective has
been highly criticized, favoring the adoption of reduced approaches to the budget
(Hansen et al., 2003) which presents a simplified sequence of stages.
The second relevant feature in budgeting is the role of people involved in the process.

Budgeting is a broad process in which different roles are involved, including:

• Managers responsible for organizational units
• Managers and employees working within organizational units affected by target set-

ting (e.g., in terms of individual incentives)
• Accounting and finance functions supporting the process.



Due to its broad organizational and behavioral impact, budgeting design is impor-
tant, and two main elements may be considered: (i) the choice between explicit or
implicit systems for defining targets (see Section 6.1.1) and (ii) the way through which
targets of different organizational units are integrated (see Section 6.1.2).

6.1.1 Defining Targets: Explicit and Implicit Systems
Budgeting systems can be divided into two categories:

• Systems in which targets are explicitly tied to a value (explicit targets)—e.g., a logis-
tics department may want to decrease delivery time by 5%.

• Systems in which targets are not defined with reference to a specific value (implicit
targets); instead, only the desired direction of the performance trend is defined.
For example, an implicit target for a logistics department would be to decrease
delivery time.

Explicit targets assigned to organizational units are supposed to be the result of
negotiation processes between the head of each organizational unit and management.
Negotiation should:

• Identify challenging—but achievable—targets adhering to the goal-setting theory
illustrated in Chapter 1.

• Focus not only on targets but also on action plans needed to achieve those targets.
In this way, without limiting the autonomy of managers, both parties involved
potentially increase their understanding of the actual attainability of targets.

There are two main obstacles to this process. First, information asymmetry between
managers and their superiors; managers who propose targets have more information
regarding the attainability of the targets. Second, there is the possibility of opportunis-
tic behaviors; managers proposing targets for their units and people are inclined to
underestimate the objectives that can be achieved, creating reserves (slack) to guaran-
tee easier achievement of results.
A PMS can diminish the impact of these problems, providing common information

to both superiors and workers and favoring the identification of a shared solution.
Without agreement, the system based on explicit targets loses its effectiveness. If objec-
tives are defined autonomously by superiors with a top-down process, there is a risk
that targets will be too ambitious and, hence, demotivating; furthermore, workers tend
to become less proactive. If objectives are defined autonomously by workers (responsi-
ble for organizational units), usually, the targets are not challenging.
At any rate, even when the negotiation process is balanced, the definition of explicit

targets can be critical. This system has some issues:

• Targets tend to provide a limit for organizational units. Once targets are achieved,
managers have fewer incentives to bolster improvements; this problem is particularly
relevant in turbulent contexts, where targets are difficult to identify in advance.

• Targets are likely to set organizational priorities in a fixed way; again, this situation
is more problematic in turbulent contexts, where external conditions and goals vary
frequently.

Adopting implicit target systems, during the budgeting phase, managers and their
superiors define the performances that are important for the department to contribute
to the achievement of overall company goals, without defining a reference value for
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these performances. This choice has an impact on all the phases of the planning and
control process. In particular, a formal variance analysis cannot be done after the mea-
surement of actual results, given that there are no targets for comparison; here actual
results provide a potential basis of discussion between managers and their superiors
for analyzing the unit trend and then possible corrective actions.
Systems based on implicit targets use performance indicators with different purposes

compared to explicit target systems. According to Simons’ (1995) terminology, the lat-
ter can be associated with diagnostic systems (formal systems that managers use to
monitor actual results against expected results to guarantee the achievement of objec-
tives), while systems based on implicit targets are more interactive, calling for regular
and frequent interactions between managers and their superiors, including discussions
about performances and related decisions.
Although they are more flexible, implicit target systems have two main problems.

First, managers responsible for organizational units may be uncertain about year-end
results, which are subjectively evaluated by upper management. Second, the higher
autonomy given to managers can lead to inconsistencies in decision making among dif-
ferent organizational units, negatively affecting the company’s overall results.
The first problem cannot be solved but can be diminished if superiors adopt highly

participative and transparent processes to assess workers’ results. The second problem
requires the development of two further levels of control (Simons, 1995): belief and
boundary.
Belief systems entail sharing values and behavioral rules across the organization; in

so doing, top management needs to communicate the common priorities and goals to
all organizational units and ensure that lower managers comprehend and buy into
these beliefs.
Boundary systems require constraints to action and behaviors. These systems are not

a novelty in planning systems. For example, public administration and some non-profit
organizations operate with this system, defining a threshold for expenses during the bud-
get that has to be respected during the year. In both cases, financial constraints aim to
limit broader consequences due to the erroneous behavior of organizational units. In the
past, this approach has been used as an alternative to performance measurement, when
assigning performance indicators to some organizational units was considered impossi-
ble; nowadays, companies more frequently use both methods in an integrated way.

6.1.2 Integrating Targets Among Organizational Units
Targets of individual organizational units cannot be seen as independent from the rest
of the organization; for example, the objectives of production units depend on market-
ing and selling and procurement functions. A revealing element of the budgeting pro-
cess is the way in which objective integration is handled. There is a wide range of
solutions that can vacillate between two extremes: an integrated process and an adap-
tive process. The following two sections illustrate these approaches.

6.1.2.1 The Integrated Approach: Master Budget
The master budget is both a document and a process that attempts to define fore-
casted financial statements. There is great variation among companies in this process
in terms of:

• Planning horizon, which is the longest period of time for which formal plans
are prepared.
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• Content of plans, in which both quantitative and qualitative areas are included.
• Length and timing of the process defining the final document.

In this chapter, we illustrate an example of the master budget for manufacturing
companies, which can be one of three types of plans:

• Operating budgets, which originate from the typical (characteristic) management of
a business; they define the economic flows of raw materials, components, finished
products, and services.

• Capital expenditure budgets, which define the use of financial and human resources
for the medium and long term.

• Financial budgets, which evaluate the impact of operating and investment plans on
cash inflows and outflows.

Manufacturing organizations’ operating budgets typically include the sales budget,
production and inventory budget, cost of sales budget, and period costs budget. These
schemes can be modified in service organizations or utilities companies to take their
specific features into account.

6.1.2.1.1 Sales Budget
The sales budget is a central phase in the budgeting process: sales are the basis for
forecasting all other operational budgets and even cash flow budgets, which are
influenced by the cash inflows coming from sales. To be drafted, the sales budget
needs the marketing and sales functions as primary actors in generating sales; the
budget must also consider the accounting and finance staff, which triangulates their
information with the broader organization’s forecasts in the medium to long term.
Assembling these data, sales information is forecasted in terms of quantity and
price, usually with a monthly projection. Often, information is disaggregated or
reorganized according to multiple dimensions such as clients, geographical areas,
and product lines (Table 6.1).

6.1.2.1.2 Production Budget and Budgeted Inventory Level
Once sales have been forecasted, it is possible to define the quantity of output for
product i (Pi) that the enterprise has to produce to meet the selling plan (Vi), taking
into account the presence of initial (opening) inventories (SIi) and the target final (clos-
ing) inventories (SFi). This budget is expressed in terms of quantity following the ana-
lytical formula:

Pi 5 ½Vi 1 ðSFi 2SIiÞ�5Pi

This calculation has to be carried out for each product that is planned to be sold for
the next year.

Table 6.1 Example of a Revenue Budget
January [Each month of the year] December Total

Product Price Volume Sales Price Volume Sales Price Volume Sales Price Volume Sales

A 100h/u 200u 20,000h

B

C
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The construction of the production plan requires the verification of the availability
of resources and their congruence with what is needed according to sales plans; for
each resource j (e.g., machinery, labor), the following verification is needed:

XN

i51

Pi 3 tij #Tj

where tij is the unit quantity of the resource j required for product i and Tj is the avail-
able capability for the resource j.
When planned sales are higher than available production capacity, a revision of the

production and sales plan is required. In particular, there are four types of actions—
not necessarily alternatives—to search for feasibility:

• Changing the sales policy; for example, if there is elasticity in prices, an increase in
the price of goods will reduce the quantity to be produced but will achieve the same
level of sales.

• Revising the inventory policy; for instance, reducing the closing inventory of fin-
ished goods and work in progress.

• Modifying the production capacity or investing in manufacturing processes; this
solution requires longer decision making time compared to the other options and is
more suitable when changes in sales are permanent and not contingent.

• Outsourcing the production of goods (or part of the production); this solution can
be risky in terms of know-how and quality control. Outsourced work may be given
to those who may not have the same level of expertise, and quality control may suf-
fer as a result.

6.1.2.1.3 Cost of Sales Budget
When the production plan that is compatible with resource constraints is defined, the
next stage is to verify economic implications.
Process engineering—defined as the standard quantity of material, components, and

direct labor needed for meeting production requirements—includes:

• The total quantity of direct material and components to purchase to meet planned
production levels; on the basis of this information and the forecasted prices, this is
estimated by the procurement staff. The direct material usage and purchase budget
are defined (Tables 6.2 and 6.3).

• The outsourcing entity.

Table 6.2 Direct Material Usage Budget
Component/

Material

Quantity Necessary

to Meet Production

Requirements

Component/

Material Price

Total Cost

X (Product A) 10,000 kg 3h/kg 30,000h/kg

Y (Product A) . . . . . . . . . Total usage of Product A

X (Product B) . . . . . . . . .

Y (Product B) . . . . . . . . . Total usage of Product B
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• Conversion costs related to the transformation of input into the finished product;
here, there are three budgets: the direct labor budget (Table 6.4) and manufacturing
overhead. Manufacturing overhead is divided into variable overhead (which varies
in proportion to the quantity produced) and fixed overhead (which remains con-
stant over a relevant range of output).

After these calculations, it is possible to also define the value of closing inventory
and the cost of sales:

Total purchase1 conversion costs� inventory variation ðWIP and finished productsÞ

6.1.2.1.4 Period Cost Budget
Period costs include selling and administrative expenses; their definition is often prob-
lematic in the budgeting cycle. As previously discussed, it is difficult to observe a stan-
dard relation between the level of output and the amount of period costs. Among the
approaches proposed in the literature and adopted in practice, three methods are
noteworthy:

• Incremental approach
• Zero-based budget (ZBB)
• Activity-based budgeting (ABB).

The incremental approach defines budgeted period costs on the basis of expenses
incurred in the last accounting year; more specifically, budgeted costs are obtained by
multiplying historical values by a coefficient that takes into account inflation and, if

Table 6.3 Direct Material Purchase Budget
Material X (Quantity) Material Y (Quantity)

Quantity needed to meet the usage need 100,000 kg 2000 units

Planned final inventory 15,000 kg 150 units

Less planned initial inventory 20,000 kg 100 units

Total units to be purchased 95,000 kg 2050 units

Planned unit purchase price 3h/kg 60h/unit

Total purchases 285,000h 123,000h

Table 6.4 Direct Labor Budget
Product A Product B Total

Budgeted production (unit) 1000 1500

Hours per unit 20 10

Total budgeted hours 20,000 15,000 35,000

Budgeted hourly rate (h/h) 15 15

Total wages 300,000 225,000 525,000
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any, the expansion of the company’s activities. The advantage of the incremental model
is the simplicity of its application; however, there are problems at the conceptual level:

• A linear relation is assumed between the activity level and the amount of period
costs; this relation can be considered correct for structural costs, but it is inappro-
priate for discretionary expenses, which occur occasionally. These expenses are sus-
tained for specific reasons and are not repeated every year.

• Future expenses are based on historical data, implying amplification over time of
possible inefficiencies.

With a ZBB approach, the budget of period costs is entirely redefined every year.
More precisely, heads of organizational units are required to identify:

• A set minimum of resources needed to efficiently run the department
• A set of alternative packages of activities and their costs.

The level of expenses more appropriate for each unit is hence redefined every year
on the basis of enterprise priorities.
With ZBB, the company history does not affect future allocation, and managers are

forced to render explicit the use of requested resources, reducing the problems related to
the incremental approach. Although this is an advantage, ZBB is more time-consuming:
it needs high involvement from upper management and accounting and finance staff.
In some cases, a hybrid approach is adopted, wherein ZBB is used every 3�4 years,

whereas the incremental approach is employed annually.
Finally, ABB is based on the following steps:

• The identification of activities that consume period costs (e.g., for procurement
units, an activity is order fulfillment)

• The definition of activity drivers that justify the level of activity (regarding order
fulfillment, the driver is the number of orders)

• The unit consumption, which is the relation between the activity cost and the driver
quantity (in our example, the cost for order fulfillment).

The planning phase of period costs is carried out by defining the expected level for
each driver, multiplying these values for the activity unit cost, and summing all activity
costs to obtain the total period costs.
ABB is the most precise solution, but it is cumbersome; usually, this method is

adopted if activity-based costing is also used as an accounting system for sales and
administrative expenses.

6.1.2.1.5 Capital Budget
A capital budget highlights the portion of investments that enterprises are expected to
sustain next year in order to:

• Face medium- to long-term goals defined during strategic planning
• Solve capacity problems that emerged during the budgeting process (as seen above

in the production budget).

At the operational level, a distinction between investments in fixed assets and
human resources is made to take into account the diverse characteristics of resources
and the different organizational units that govern their planning.

81Target Setting: Budgeting and Risk Management



In particular, a capital budget for fixed assets shows investments that have already
been approved or that are under approval, detailing cash outflows needed to imple-
ment specific projects (Table 6.5).
The budget for human resource investments encompasses forecasts of costs related

to the search, selection, hiring, and training of enterprise personnel.

6.1.2.1.6 Cash Budget
A cash budget attempts to verify the financial sustainability of the budget for the
year—on one hand, the development of cash budget analyses of the capability to self-
finance, collect credit, and risk capital; on the other hand, the cash trend over the year
according to the forecasted operational plan.
Here, two budgets are considered:

• A budgeted cash flow statement for the overall analysis of the financial sustainabil-
ity of operational budgets

• A detailed cash budget, wherein subperiods are analyzed to avoid the risk of
insolvency.

6.1.2.1.7 Budgeted Cash Flow Statement
As mentioned previously, the budgeted cash flow statement analyzes the overall finan-
cial sustainability of the operational and investment plan. There are two methods for
calculating the cash budget:

• Directly, by registering future cash inflows and outflows
• Indirectly, wherein economic results based on the accrual logic are adjusted in order

to define cash flows for the year.

Table 6.5 Example of a Capital Budget
Investment Projects 2014 2015 2016 2017

Approved in previous accounting years

Investment A

. . .

Investment F

Total investments approved in previous years

Approved during the current year

Investment G

. . .

Investment L

Total investments approved during the current year

Under approval

Investment M

. . .

Investment R

Total investments under approval
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In this section, we analyze the indirect method, as it is the most widely used practice.
The direct method is illustrated in presenting the detailed cash budget.
Table 6.6 illustrates the budgeted cash flow statement carried out with the indirect

method. The starting point is EBIT, which is first adjusted by taking into account non-
monetary operational costs: depreciation and amortization. Depreciation and amorti-
zation come directly from the operating budgets that were previously defined.
The second adjustment is to add the variation of net working capital, which encom-

passes accounts receivable, inventory, and accounts payable.
The following adjustment is to add the variation of capital expenditures: it compre-

hends planned acquisitions the fixed capital investments (capital budget) decrease by
disinvestments and disposals of fixed assets.
Subtracting expected taxes,1 the first important cash figure is determined: FFCF. As

illustrated in Chapter 2, FFCF is the cash flow available for both debt and equity
holders. A further step is to move from FFCF to FCFE) considering cash flows
related to the financing activity, specifically:

• Inflows from financial incomes are added.
• Outflows for financial expenses are subtracted.
• Inflows from share capital increase are added.
• Outflows linked to the decrease in share capital; the main item is usually dividends

paid to shareholders.
• Variation in the net debt calculated referring to the difference between the budgeted

year and the current one. This positively affects cash flows if they increase (e.g., new
loans taken out as bank loans or bond emissions) and negatively affects cash flows if
they decrease (e.g., repayment of a previous debt).

Table 6.6 Budgeted Cash Flow Statement

EBIT

1 Depreciation and amortization

1 Δ Net working capital5
(Opening account receivable2 closing account receivable)
1 (Closing account payable2 opening account payable)
1 (Opening inventories2 closing inventories)

Δ Capital expenditures (CapEx)5
Investments in fixed assets
2 disinvestments in fixed assets

2Taxes

5 Free cash flow to firm (FFCF)

1 Cash flows from financial revenues, net of tax

2 Cash flows for financial expenses, net of tax

1 Cash for increase in share capital

2 Cash due to decrease in equity (including dividends)

1 Δ Net debt

5Free cash flow to equity (FCFE)

1The tax rate applied here is usually based on historical data, adjusted with possible changes in taxation known
at the time of budget definition.
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It is clear that if the FCFE is positive (financial surplus), enterprises are not required
to take action; if the budget highlights a cash problem (financial need), then companies
are obliged to find solutions such as:

• Finding more financing sources—for example, increasing debt or issuing bonds
(refer to Chapter 11 for an analysis of financing strategy)

• Reducing investments or canceling or delaying projects
• Revising initial operational plans and targets.

6.1.2.1.8 Detailed Cash Budget
The detailed cash budget more deeply analyzes cash coming in and out over the plan-
ning horizon; the plan shows subperiods (usually months) to provide continuous moni-
toring of the liquidity situation. Starting from expected opening available cash,
companies forecast total expected inflows, outflows, and a synthesis (refer to
Table 6.7). The monthly cash figure is then compared to the target cash in order to
take action to increase or reduce availability of needs.
Drafting the detailed cash budget is the final stage of the budgeting process before

preparing the overall financial statements. The cash budget requires several input data
from other documents, including revenues, purchases, investments, inventory, and
financing lines of credit. As for all the other budgets, even here budgets can go
through several cycles before the final definition is decided; when, for instance, cash is
too low compared to company targets, further cash needs to be found by increasing
debt or searching for alternative sources of income (Tables 6.8 and 6.9).

6.1.2.1.9 Budgeted Financial Statements
The final step in the budgeting process is preparing financial statements, including the
P&L and balance sheet. The previous budgets provide all the elements needed, with
the exception of one element: discontinued operations.

Table 6.7 Cash Budget: Inflows Scheme
Month

Inflows from: January February March . . . December

Revenues 1500

Accounts receivable 250

Other items 100

Total operating inflows 1850

New loans 250

Bonds 0

Equity increase 0

Disinvestments 0

Other financing items 100

Total financing and investment inflows 350

Total inflows 2200
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The budget for discontinued operations includes all revenues and costs due to
disposal and disinvestment; these items have been already included in the cash flow
budget as cash, but an accrual perspective is needed.
After this final analysis, both the P&L and balance sheet can be prepared. The fol-

lowing tables illustrate these documents (Tables 6.10 and 6.11).

Table 6.8 Cash Budget: Outflows Scheme
Month

Outflows from: January February March . . . December

Material purchases 1000

Accounts payable 200

Wages and cost of labor 500

Services 100

Selling expenses 200

Other operating items 0

Total operating outflows 2000

Taxes 0

Financial interest 150

Loans 0

Other debts 0

Fixed assets 0

Total financing and investment inflows 150

Total inflows 2150

Table 6.9 Cash Budget: Synthesis Scheme
Month

January February March . . . December

Opening level of cash 25

Total inflows 2200

Total available cash in the period 2225

Total outflows 2150

First cash balance 75

Minimum level of cash required (20)

Cash balance 55

Opening debt position (4860)

Financial interest on current accounts 30

Closing debt position (4835)
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Table 6.10 Budgeted Profit and Loss Account
Budget Profit and Loss Account

Revenues

2 Operating costs

5 Operating income (or net operating income) (or operating profit) (or earnings before interest and taxes
[EBIT])

1 Financial incomes

2 Financial expenses and adjustments

Profit before taxes from continuing operation

2 Taxes

Profit after taxes from continuing operation

Profit or loss from discontinued operations

Net profit

Table 6.11 Budget Balance Sheet
Budget Balance Sheet

Noncurrent assets Shareholders’ equity

Property, plant, and equipment Subscribed (issued) capital

Investment property Share premium account

Goodwill Revaluation reserve

Other intangible assets Other reserves

Equity investments Profit or loss brought forward

Other noncurrent financial assets Profit or loss for the financial year

Accounts receivable and others

Deferred tax

Current assets Noncurrent liabilities

Trade and other receivables Bonds

Inventory Bank debt

Other assets for sale Other financial noncurrent liabilities

Ordered work in progress Provisions for liabilities and charges

Short-term financial assets Pensions and similar obligations

Cash and cash equivalents Deferred tax liabilities

Current liabilities

Bonds

Bank debt

Trade and other payables

Advanced payment for ordered work in progress

Financial current liabilities

Income taxes

Other current liabilities
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6.1.2.2 The Adaptive Approach
The process of developing the master budget is long, especially in large organizations,
and can take as long as 4�9 months. Also, when there are variances, companies have
to redefine targets for organizational units and then the overall company through rene-
gotiation. In turbulent contexts, such a process conflicts with the need to make quick
decisions.
The adaptive approach is an alternative that favors better capability to adapt to

environmental changes. In this process, top levels do not define an overall complete
plan but instead:

• The set of enterprise objectives to be achieved
• The leverage that an organizational unit has.

The targets for each manager are actually independent; this explains why the overall
behavior of the enterprise can sometimes appear paradoxical, with conflicting decisions.
The process for defining a balanced scorecard described in Chapter 5 is an example of
this approach: Starting with the company objectives, there is a series of specific objec-
tives (e.g., the goal to increase residual income can be associated with the increase of
market share and reduction in production costs), but the approach does not ensure the
completeness of the breakdown process in terms of activities and organizational units.
From this perspective, adaptive processes call for using different performance man-

agement tools in order to enable the devolution of performance responsibility.
When companies use the adaptive approach, some procedures are suggested to

avoid a complete disintegration among goals; in particular, companies use top-down
guidelines and bottom-up information flows.
With the adaptive approach, upper management is required to emphasize the impor-

tance of the company’s objectives through their actions and decisions to increase
knowledge and awareness throughout the organization. Top-down guidelines should
ensure that managers’ actions are within limits.
It is appropriate to disseminate information exchanged during the budgeting pro-

cess. In the integrated approach, only information to be formalized in documents is
exchanged; qualitative information and weak signals are usually overlooked. For
example, the procurement unit can communicate that the expected price for material is
5h/unit, but they may neglect to communicate the information that supplier delivery
time is expected to increase. In the adaptive process, the dissemination of this informa-
tion can prevent future problems in the production process, the logistical chain and,
finally, the final product delivery. It is hence suggested to prepare quantitative plans
but also integrate qualitative elements or simple comments (Figure 6.1).

6.2 ENTERPRISE-WIDE RISK MANAGEMENT
Several times in this book, we have stated that nowadays companies operate in a tur-
bulent, uncertain, and complex environment. In such contexts, any type of planning,
regardless of the approach undertaken, has a certain level of risk, which means a high
probability that the actual results and plan will diverge from the expected ones. This
situation poses significant risk factors for budgeting and planning.
In addition, in recent years there has been increasing emphasis on risk management

systems, particularly on adopting ERM. In this section, the origin, framework, and
components of ERM are discussed.
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6.2.1 Origin of ERM
Recent years have seen an explosion of interest in risk management (Power, 2007;
Arena et al., 2010), which has moved from peripheral functional areas of the organiza-
tion to the corporate level. Publications, corporate websites, and official reports often
contain specific sections devoted to how organizations manage their risk. A wide array
of risks are considered, including financial exposure, information system interruptions,
fraud, raw material price rises, client bankruptcies, regulatory changes, and failure to
understand customers’ needs. The rise of risk management, which started in the mid-
1990s, can be attributed to a number of factors. One, from a rational-economic per-
spective, is the change in the external and internal competitive environment, with a
tendency toward greater turbulence and complexity. This is indeed borne out by the
types of risks that organizations themselves take into account: the ongoing trend
toward business process outsourcing; more complex forms of public sector contracts
with private�public partnerships; the emergence of organized stakeholder groups who
may put the spotlight on environmental or social issues; undermining the company’s
reputation; globalization; and the challenges of offshoring.
A second cause of the upsurge of risk management that did coincide with that time

was a series of major financial and business scandals, in particular those that occurred
during the 1980s and the beginning of the 1990s, such as Mirror Group Newspapers,
Barings Bank, Polly Peck, Maxwell, and Guinness. These events starkly demonstrated
not only that companies can fail but that the consequences of such failures can affect a
huge number of actors: banks, consulting firms, managers, shareholders, bond holders,
citizens, and government authorities. Governments and financial control bodies
responded to the situation by issuing new codes of practice and regulations. The first
was the Cadbury Committee Report, published in 1992 in the United Kingdom (the
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Cadbury Code). The report set forth recommendations on the control and functions of
boards and on the role of auditors, with the aim of “contributing positively to the pro-
motion of good corporate governance as a whole” (Cadbury Code, 1992). Though rec-
ognizing that governance had been sound in the United Kingdom, the committee cited
some recent cases of bankruptcy and fraud that suggested a need to intervene to
diminish risks for companies and for the UK economy as a whole. This code proved
to be highly influential internationally, ushering in a spate of self-regulatory
approaches (Jones and Pollit, 2004; Power, 2007). On a more practical level, the
Cadbury Report recommended certain specific matters to be put on the agendas of
company boards, among which were risk management policies (Cadbury Code, 1992,
p. 4.24). The publication of the Hampel Report (Committee on Corporate
Governance, 1998) and the Turnbull Report (ICAEW, 1999) in the following years
was a further significant step toward establishing an “enforced self-regulatory” frame-
work (Power, 2007). Although risk management was also cited in the Cadbury Code,
the Turnbull Report is generally considered to mark the start of the development of
risk-based approaches to internal control (Spira and Page, 2003). From its very first
pages, the Turnbull Report underlines the importance of risk assessment, treating risk
management and internal control as effectively synonymous. In 2001, public interest in
these issues was again significantly raised by the highly publicized financial scandals of
Enron, WorldCom, and Tyco. These failures were attributed to poor corporate gover-
nance, leading to the promulgation of the Sarbanes-Oxley Act (SOX). SOX further
reinforced the need for risk-based internal controls, creating a sense of urgency among
firms to legitimize themselves through risk-based approaches, which became “an all-
pervasive organizational, legal and regulatory principle” (Power, 2004).
All the aforementioned regulations framed risk management as a corporate gover-

nance requirement, implying a relation with internal control (see, for instance, Fraser
and Henry, 2007; Spira and Page, 2003) and a broadening of the scope for detecting
risk. Although risk management had existed since the 1950s (Bickley, 1959), it was ini-
tially associated with the insurance-purchasing function and, later, with specific pro-
cesses such as workplace safety or information systems security. With its incorporation
into internal control, the concept of risk became broader and more systemic, covering
a wide array of events that might affect the attainment of corporate objectives. This
emergent, all-encompassing approach was formalized in 2004 by the Committee of
Sponsoring Organizations of the Treadway Commission (COSO) and was further
revised in 2013. This framework has become the most widely used framework for
ERM systems and is discussed in the next section.

6.2.2 ERM Framework and Components
The new enterprise-wide approach to risk management was formalized in 2004
(COSO), which issued a “definitive guidance” for building effective ERM (COSO,
2004). COSO (2004) defines ERM as follows: “Enterprise Risk Management is a pro-
cess, effected by an entity’s board of directors, management and other personnel,
applied in strategy setting and across the enterprise, designed to identify potential
events that may affect the entity, and manage risks to be within its risk appetite, to
provide reasonable assurance regarding the achievement of the entity’s objectives”
(COSO, 2004).
ERM is represented as a three-dimensional matrix where organizational layers

(entity, division, organizational unit, and functions) and risk typologies (strategic,
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operational, and reporting and compliance goals) are crossed and connected by ERM
components. The first version of ERM entailed eight components: (i) internal environ-
ment, (ii) objective setting, (iii) event identification, (iv) risk assessment, (v) risk
response, (vi) control activities, (vii) information and communication, and (viii) moni-
toring (COSO, 2004). A revised version for internal control (COSO, 2013) listed five
elements of ERM: (i) control environment, (ii) risk assessment, (iii) control activities,
(iv) information and communication, and (v) monitoring activities.
Beginning more broadly and referring to standards such as AIRMIC (2002), ERM

approaches can be divided into four main phases: risk identification, risk assessment,
risk treatment, and risk monitoring.
Risk identification is the recognition of internal and external events that could affect

the achievement of the organization’s objectives. Events can be differentiated by:

• Events that may have a negative impact, which are risks
• Events that may have a positive impact, which are referred to as opportunities.

Risk identification is an important phase of ERM that is usually guided by a “risk
catalogue”—a reference classification of the events for the company. Table 6.12 shows
an example of a risk catalogue where 10 categories of risks are reported and classified
into five areas: market, management operations, finance and purchasing, human
resources, and legal.
Risk assessment is the analysis and evaluation of potential risks that considers two

elements:

• Impact
• Frequency of occurrence.

Risk assessment can be based on either qualitative or quantitative techniques.
Qualitative techniques include tools such as qualitative scales, factor ratings, and risk
priority numbers. Quantitative techniques refer to financial measures (e.g., Value at
Risk, economic capital, and Risk-adjusted return on capital), which are becoming
more common among profit companies for internal and external risk reporting pur-
poses and key risk indicators (KRIs).
Often, companies adopt a combination of approaches, arriving at characterizing

events (risk events) in terms of:

• Inherent risk: The risk to a company in the absence of any security controls or
actions that can be taken to mitigate or reduce the likelihood or impact of an
event.

• Residual risk: The probability of loss that remains to a company after security mea-
sures or controls have been undertaken.

Regardless of the assessment methodology adopted, there is a widespread tool that
is used in companies to represent the overall picture of risk: the risk map (Figure 6.2).
The risk map is a visualization matrix wherein the two axes show the impact and

the probability of occurrence. Mapping events onto the two axes provides a holistic
visualization of all the selected risks that can be accordingly prioritized: upper right
events (high impact and probability) are the priority for enterprises and are usually
red; at the opposite end, there are risks with low impact and probability (usually
green); the remaining areas represent risk with intermediate priority according to the
two axes.
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Table 6.12 An Example of a Risk Catalogue
1 Market/Industry 3�6 Operations Management 7 Finance

1.1 Technology/Innovation 3 Technology/Product
Development

7.1 Currency

1.2 Substitution 3.1 Development-Time to Market 7.2 Interest

1.3 Product Life Cycle 3.2 Development Processes/Design
to Cost

7.3 Credit

1.4 Business Cycle/Market
Prices

3.3 Others 7.4 Country

1.5 Customer 4 Production/Logistics 7.5 Pension liabilities

1.6 Competitor Behavior 4.1 Manufacturing and Value
Creating Processes incl.
Outsourcing/Make or Buy

7.5 Others

1.7 Industry-specific
conditions

4 2 Quality 8 Purchasing

1.8 Others 4.3 Delivery Time in Construction/
Projects

8.1 Supplier Engagement/
Behavior/Structure

4.4 Internal Logistics Process 8.2 Purchase Prices/Supplier
Market Place

4.5 Others 8.3 Infrastructure Services

5 Strategy/Marketing/Sales 8.4 Others

5.1 Strategy Processes 9 Human Resources

5.2 Marketing, Order Processing,
and Customer Service

9.1 Availability of qualified
Personel (R&D, Marketing,
etc.)

5.3 Distribution channels 9.2 Key Personnel

2 Management 5.4 Others 9.3 Reward Systems/
Development

2.1 Market/Product/Service
Definition

6 Organization/IT/Corporate
Governance/External
Communication

9 4 Read Court Reduction

2.2 Capacity/Locations/
Regional Structure

6.1 Organization Structure/Decision
Making Processes

9.5 Others

2.3 Definition of Business
Segments/Internal
Competition

6.2 Knowledge Management 10 Legal

2.4 Market Position 6.3 IT 10.1 Reaction to Changes in
Legal/Accounting/Taxation
Environment

2.5 Cost Management/Cost
Position

6 4 Corp. Govemance/External
Communication/Investor
Relations

10.2 Environmental Affairs

2.6 Project Management 6.5 Others 10.3 Patents/Intellectual
Property

2.7 M&A Activities/
Management of
Alliances/Joint Ventures

10.4 Competition law

2.8 Others 10.5 Others
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The third phase is risk treatment, in which organizations identify proper actions for
responding to risks, such as:

• Avoiding risks and undertaking appropriate interventions (e.g., the risk associated
with a supplier failure can be avoided by insourcing operations).

• Reducing risks in terms of probability and impact (e.g., accidents can be reduced
by adopting security measures for workers).

• Transferring risks (for instance, through insurance or by hedging operations).

Theoretically, if none of these interventions allow a company to reach an
acceptable risk threshold, targeted objectives could be redefined, with reiteration for
the budgeting process.
In the end, monitoring consists of ongoing management activities for verifying and

improving the effectiveness of the process.

6.3 BUDGETING AND ERM:
ORGANIZATIONAL CONFIGURATIONS
Budgeting and ERM can be seen as two facets of the same problem: supporting com-
panies in setting targets and variability, highlighting possible causes of change.
At the organizational level, budgeting and ERM are related in different ways. There

are four types of configurations: integration, combination, alignment, and coexistence.
In integration, the constitutive parts are not distinguishable. The key element that

characterizes integration is the development of shared ideas, practices, and knowledge.
Integration entails the development of a common set of principles and ideas related to
the organization of activities and tasks based on a shared system of values and concep-
tions of the object to be managed. For instance, shared corporate strategic ambitions,
risk appetite, or core values of the organization (e.g., off-limit actions and behaviors)
may constitute the basis for performance planning, risk assessment and, ultimately,
decision making. A common language is developed to describe the originally constitu-
tive areas and the impact of significant arising events (e.g., control failures, new

Very likely Medium High Extreme

Likely Low Medium High

Unlikely Low Low Medium

Minor Moderate Major
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el
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o
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Impact

Figure 6.2 The risk map.
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regulations). Shared technologies are deployed to provide voice and representation
(e.g., risk workshops, strategy meetings) but also to hold managers accountable for
performances (e.g., risk measures linked to incentives). Finally, integration is
supported by a common knowledge basis in terms of both abstract knowledge and
practice (data collection, skills, and coordinating roles).
The category of combination is based on the notion of complementary rather than

overlapping features: the idea of one area joining another, with the first providing sup-
port to the second. If one removes the elements of one area, the second area will be
affected. Combination entails the presence of a shared set of principles and ideas and
the development of a common language throughout the two areas. It also entails a
converging knowledge basis, eventually fostered by data collection that serves a com-
mon purpose (e.g., risk identification for risk assessment and performance planning).
Yet contrary to integration, it is possible to notice a dominant element—i.e., risk is
supporting budgeting or vice versa. This means that one “championship” is prevalent
in a given moment of time. However, the turbulent regulatory environment adds to
the potential instability of the combination category, in the end opening up possible
competition between functional experts when the direction of the relationship is
challenged.
The category of alignment highlights the possibility to observe distinct features of

the two areas. Yet the processes underlying the two (or more) areas are aligned—
arranged in a line—by creating formal links and joint deadlines and by using common
inputs and outputs. Contrary to combination, if one removes one area, the second
would not be affected and could still continue to work properly. In the case of align-
ment, we have separate principles, ideals, and idioms to describe the two areas and
enhance the performance of related techniques, although a shared understanding of
these elements is not precluded. The important element of alignment is the creation of
formal links—i.e., organizational roles, moments of discussion, and deadlines that
jointly consider the outputs of the two processes. These links can stem from an aspira-
tion for a common understanding of the outputs of the two processes by individuals
and groups of individuals. Yet in terms of expertise, the two areas have distinct
spheres of influence. In theory, this separateness could limit competition, although the
dynamic nature of struggles for jurisdictional claims (Abbott, 1988) does not preclude
the contrary.
Finally, the category of coexistence emphasizes the absence of elements of contact

between the two areas. Contrary to alignment, there is a lack of formal links and
moments of discussion on inputs and outputs of the two processes.
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CHAPTER 77
Long- and Short-Term Decision Making

Decision making is a central factor of internal accountability and is crucial for manag-
ing company performances. Managers are required to continuously make decisions,
but different criteria need to be used, taking time and the impact of decisions into
account. In this chapter, we illustrate:

• Long-term decision making based on value-based measures and investment apprai-
sal techniques

• Short-term decision making, where three uses are analyzed: breakeven analysis,
contribution margin decisions, and full cost analysis.

7.1 INVESTMENT APPRAISAL: LONG-TERM DECISIONS
Nowadays, enterprises are more and more often required to make decisions that
have a long-term impact, such as new product development or production capa-
bility investments. These decisions are particularly important for project-based
companies because this process must be activated every time a new order is con-
sidered. Think, for example, of the production of aircrafts or ships: the com-
mitment of resources has long-term economic impacts that must be carefully
assessed.
The process of analyzing these impacts is called investment appraisal and refers to

our objective function (present value):

PV5
XT
t51

NCFt

ð11 kÞt 1
TVT

ð11 kÞT

Referring to this function, we illustrate four methods that can be practically applied
in appraising investment:

• Net present value (NPV)
• Profitability index (PI)
• Internal rate of return (IRR)
• Discounted payback function.

These methods are also called discounted cash flow (DCF) methods, given that they
consider the time value of money. Some companies might use other methods known as
not discounted cash flow (not DCF) methods, such as return on investment (ROI).
These methods are not appropriate for analyzing investments because they neglect the
actualization of cash flows.



7.1.1 Net Present Value
Net present value (NPV) is simply the sum of the discounted cash flows associated
with a specific investment. The analytical formula for NPV for investments with a
useful life of T is:

NPV5
XT
t50

NCFt

ð11 kÞt

NPV is an absolute appraisal criterion that measures the increase of enterprise value
due to a specific investment; this is the most obvious criterion for assessing invest-
ments. Hence, the other methods are analyzed against this.
The economic meaning of NPV can be directly derived from its definition: It is the

value of the enterprise realizable from the investment. The acceptance condition for
the investment can be derived from its formulation:

• Single investments are accepted when they increase economic value (when NPV$ 0).
• When alternative investments are considered, the most convenient investment is the

one generating more value—hence, the investment with the highest NPV.

7.1.2 Profitability Index
The profitability index (PI) is a relative appraisal criterion defined as the ratio between
the discounted cash flows and the discounted investment:

PI5
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There is a strict relation between NPV and PI; NPV is, in fact, the difference
between two terms constituting the ratio in PI. This relation allows for the formulation
of acceptance criteria for PI, starting with NPV.
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As a result, the condition NPV$ 0 is equivalent to the condition PI$ 1, which
represents the threshold to accept investments according to PI. In the case of alterna-
tive investments, PI suggests selecting the investment with the highest PI.
While PI and NPV never diverge with the appraisal of single investments, they may

diverge with investment portfolios. In particular, differences arise in the case of alter-
native investments with different sizes; in these cases, NPV—being an absolute crite-
rion—favors large investments, whereas PI—being a relative indicator—tends to favor
smaller investments.
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7.1.3 Internal Rate of Return
The internal rate of return (IRR) is a discount rate at which NPV is equal to 0;
analytically:

XT
t50

NCFt

ð11 IRRÞt 5 0

Theoretically, this equation may have T solutions, yet in economic terms, IRR
is meaningful only when it is universally defined—hence, when the equation has a
unique positive solution. In a sufficient mathematical condition to employ IRR, coeffi-
cients of the IRR formula change signs (negative to positive or vice versa) only
once. In economic terms, this is a common condition: Usually, net cash flows (NCFs)
are negative the first year(s) of the investment and when they turn positive, they
remain so until the termination of the investment.
The decision criteria for adopting IRR are:

• In the case of single-project analysis, investments are accepted if IRR is at least
equal to the cost of capital: IRR$ k.

• When alternative investments are considered, the investment to be selected is the
one with the highest IRR.

In the case of mandatory investments, IRR can be applied without knowing the cost
of capital (k).
Contrary to NPV, IRR is a relative indicator and is the percentage yield of capital

still employed in the investment. In other words, if we assume that every year, the
difference between k and IRR is a sort of reimbursement that reduces the capital
invested, NCFs generated by the investments allow remuneration equal to IRR on the
capital still “stored.” IRR is hence an intrinsic yield of the investment and is
easily understandable by potential investors, who can compare this rate with those
that characterize alternative investments (e.g., bonds).
Similar to NPV, IRR, being a relative indicator, does not account for the investment

size.

7.1.3.1 Possible Contrast Between NPV and IRR
When enterprises assess a single—not mandatory—investment project, NPV and IRR
do not conflict in the case of a unique value of IRR (real and positive). In this case,
the NPV curve as a function of the discounting rate is similar to what is shown in
Figure 7.1. NPV suggests accepting investments only if NPV is positive—that is, when
the cost of capital of the enterprise is on the left of the intersection between NPV(k)
and the x-axis. This condition can be expressed as k# IRR, which is the condition for
accepting investments with the IRR criteria.
With mutually exclusive investments, there could be contrasts between NPV and

IRR; this contrast is shown in Figure 7.2. If the discounting rate (k) of the enterprise
is lower than the x value of the intersection between the two curves NPV1 and NPV2

(Fisher intersection), NPV favors Investment 1, while IRR favors Investment 2.
The economic reasons for the contrast between NPV and IRR are related to differ-

ences between assessed projects in terms of:

• Magnitude of the investment
• Time distribution of capital invested
• Useful life.
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Different solutions can be adopted to solve this divergence according to the cause.
When the cause is the diverse time distribution of returns, the divergence is linked

to different underlining hypotheses for reinvesting flows generated during the inves-
tment; the solution is to render explicit the causes of contrast, highlighting the
actual reinvestment rate (j). On the basis of this rate, it is possible to introduce two
alternative criteria—NPV� and IRR�—that do not diverge; both indicators are
defined starting from the terminal value (TV)—that is, the quantity of money avail-
able at the end of the useful life. Given that NCFs are reinvested at the rate j, this
quantity is:

TV5
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NCFt 3 ð11 jÞT2t

NPV� is defined as the present value of TV, net of the initial investment:

NPVT5
TV
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IRR 2

NPV 2
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Figure 7.2 NPV and IRR: graphical representation of possible contrast.
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Figure 7.1 The relation between NPV and IRR for single investments.
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IRR� may then be defined as the value of the discount rate, which renders
NPV� 5 0:

IRRT5
TV

I0

� �1=T
2 1

In both cases, the criteria favor solutions with the higher TV.
If investments have different useful lives, the problem is similar to what was illus-

trated in the case of diverse time distribution. The presence of the different parameter
T does not guarantee the absence of contrast between NPV� and IRR�. Before apply-
ing these modified criteria, it is first necessary to put the two assessed projects on the
same time horizon by:

• Stopping all the investments at the shortest useful life (Tmin); in this case, all the flow
generated in the following year will be summarized in the terminal value of Tmin.

• Lengthening all the projects to the maximum useful life Tmax; in this case, reinvest-
ment activities have to be determined.

Both solutions are formally correct and conceptually equivalent, yet they hide some
problems at the managerial level. When the longest time horizon is taken as a refer-
ence, enterprises are forced to think of possible reinvestment activities for the shortest
project between Tmin and Tmax—this process is often not easy. In the second situation
(shortest as reference), again analyzing the problem from a managerial point of view,
this may imply not considering specific technological solutions that need a longer time
frame to be implemented.

7.1.4 Discounted Payback Time
The discounted payback time is a time function that measures the discounted cumu-
lated value of NCF generated over time by the investment. Analytically, it is expressed
as follows:

PaybackðtÞ5
Xt

τ50

NCFτ

ð11 kÞτ

Figure 7.3 shows the typical shape of the payback function where some features
are visible: the y-axis value at t5 0 is usually ,0 due to the initial investment;

Payback (t )

NPV

t

Payback time

Figure 7.3 Graphical representation of payback function.
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when the curve trend turns positive, it remains this way until the end of the invest-
ment period.
The payback function monitors the liquidity of the project at each moment of the

investment horizon; from this curve, two indicators can be obtained:

• Net present value, measured by the value assumed by the function at the end of the
period considered (investment horizon).

• Discounted payback period, which is the time needed to compensate cash outflows
with cash inflows. Graphically, it is the intersection between the curve and the
x-axis. Analytically, it is:

XPB
τ50

NCFτ

ð11 kÞτ 5 0

Adopting the payback period, the acceptance criterion is the comparison with a
predefined time threshold. In the case of alternative investments, the projects with a
lower payback time are favored. This criterion is actually highly prudential and aims
to achieve quick returns. Yet the payback period might contrast with NPV when two
alternative investments are assessed; this situation is represented in Figure 7.4. Two
investments are represented here: Project 1, with higher initial investments (dotted
curve), and Project 2, with lower initial investments.
Graphically analyzing the two projects, it is possible to see the misalignment

between the two criteria: NPV and payback period.
The payback period favors a quicker return—hence, Investment 2—although

Investment 1 provides a higher return in terms of the discounted cumulated cash gen-
erated. NPV maximizes the generation of discounted cash flows; consequently, it
favors Investment 1.
NPV is a preferable criterion given its alignment with the enterprise value; however,

when forecasting capability is very low, companies might adopt the payback period as
the criterion in order to be more prudent.
When NPV is adopted, the payback period can be used as complementary indicator

of the investment liquidity.

NPV

NPV (1)

NPV (2)

tPayback time (2)

Payback time (1)

Figure 7.4 Misalignment between NPV and payback time.
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7.2 SHORT-TERM DECISION MAKING
Decisions in enterprises must always be analyzed regarding PV; there are, however,
decisions that have a limited impact on time and scope and do not modify enterprise
assets. These decisions are called short-term decisions and include:

• The variation of activity volume when an increase in manufacturing capability is
not required.

• The choice whether to accept an additional order for a nonstrategic client (without
implications for the company’s competitive position).

• Make or buy decisions that have no implications in the long run.

There are two main decision criteria for short-term decisions and their use:

1. Contribution margin
2. Cost�volume�profit (CVP) analysis and breakeven analysis.

7.2.1 Contribution Margin Analysis
Short-term decision making allows for some simplifications in the decision criteria,
although the reference function is still PV—in particular:

• The impact of short-term decisions on enterprise value is equal to the impact of
NCF on the first accounting year not discounted.

• Given that there are no investments in assets, NCF is equal to CF.
• Finally, due to the equivalence between cash and accrual flows, revenues are taken

as a reference for cash inflows and avoidable costs of cash outflow:

CF-Revenue� avoidable costs

When avoidable costs are equal to variable costs, the previous expression is equal to
the total contribution margin (M):

M5 p3V 2 cv 3V 5 ðp2 cvÞ3V

where

p5 selling price
V5 quantity to be sold and produced
cv5 variable costs.

If alternatives are characterized by the same selling quantity, the maximization of
the total contribution margin is the same as the maximization of the unit contribution
margin (m), equal to the difference between price and variable unit cost.
Setting the contribution margin as the criterion for short-term decision making ques-

tions the usefulness of full cost systems in enterprises. Full cost systems are, in fact,
not appropriate, given that they include fixed costs, which are usually unavoidable.
The adoption of full cost systems for decision making is justified only in a complex

context. Consider, for example, the choice of production mix. In the case of N pro-
ducts using M different production resources, this choice can be formulated as follows:

max
XN
i51

xi 3 ðpi 2 caiÞ

with these constraints
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xi # x�i with i½12N�XN
i51

xi 3 tij#Ti with j½12M�

where xi is the quantity produced, pi is the unit price, and cai is the unit avoidable cost
of the i product. The two constraints impose that the quantity produced must be lower
than demand (x�i ) and that for each resource j, the overall quantity required (obtained by
the unit consumption of the resource [tij]) must be lower than the available capacity Tj.
Also, this theoretical formulation includes only avoidable costs, thus usually not

neglecting fixed costs. Although it has a high number of products and resources with
a limited manufacturing capacity, the solution of the previous equation is cost-
consuming and sometimes not compatible with the time needed to make decisions.
A simplified empirical model can be adopted in these situations: Products are

selected on the basis of their profitability calculated with reference to product costs in
absolute and percentage terms. To explain the results, assume that products are
ordered differently if their profitability is calculated against avoidable cots (Oac) or full
costs (Ofc). Selecting products from the two ordered lists until the manufacturing
capacity is saturated, two different mixes are obtained: Mac and Mfc. Simulations on
significant statistical samples have highlighted that with this empirical approach, Mfc

provides a better mix than Mac in terms of profitability. The advantage increases with
the number of products considered. This result is due to the inclusion of fixed/indirect
cost in full cost configurations, which reflects the use of manufacturing assets.

7.2.2 CVP and Breakeven Analysis
CVP analysis studies the relationship between changes that occur in the output
(typically volume, but this may refer to activity levels) and changes in revenues, expenses,
and profit. It attempts to define what happens to the financial results if a specified level
of activity or volume changes. It is important to keep in mind that the relationship
between output, costs, revenues, and profit is studied within a short period of time.
Managers use CVP analysis to help answer questions such as:

• How will total revenues and total costs be affected if the output level changes—for
example, if we sell and produce 2,000 more units?

• If we raise or lower our sales price, how will that affect the output level?

Analytically, the relation between costs, volume, and profit is referred to as the
operating margin (EBIT):

EBIT5 revenues� costs5 ðp3V Þ2 ½ðcv 3V Þ1CF�
where

V5 volume or activity level
P5 selling price
cv5 variable costs
CF5 fixed costs

Table 7.1 shows the analysis in a simple case wherein price and costs are kept as
fixed while simulating units to be sold (from 0 to 50).
Table 7.1 shows an important value of volume: V at which EBIT is 0—this point is

called the breakeven point (BEP). Using analytical formulas, it is possible to calculate the
value of single variables (volume, cost, and revenue) by which enterprises reach the BEP.
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The following equation provides an example using the volume as reference. To find
the BEP volume, EBIT is equal to 0:

EBIT5 0-ðp3V Þ2 ½ðcv 3V Þ1CF�-V ðp2 cvÞ5CF

which allows the calculation of the BEP volume:

VBEP 5
CF

ðp2 cvÞ
We can also use the equation for introducing a profit element (target EBIT); in this

case, the equation becomes:

Target EBIT5 ðp3V Þ2 ½ðcv 3V Þ1CF�-V ðp2 cvÞ5CF 1 target EBIT

V 5
CF 1 target EBIT

ðp2 cvÞ

Figure 7.5 shows the graphical representation of CVP analysis and BEP. BEP is cal-
culated in terms of quantity (the same can be done in terms of revenues).

Table 7.1 A Simulation of CVP Analysis

Number of Units to Be Sold 0 5 10 20 30 50

Price (h/u) 100 100 100 100 100 100

Unit variable cost (h/u) 70 70 70 70 70 70

Fixed cost (h) 300 300 300 300 300 300

Revenue (h) 0 500 1,000 2,000 3,000 5,000

Total variable cost (h) 0 350 700 1,400 2,100 3,500

Contribution margin (h) 0 150 300 600 900 1,500

Fixed cost (h) 300 300 300 300 300 300

EBIT 2300 2150 0 300 600 1,200
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Figure 7.5 Graphical representation of CVP analysis and BEP.
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CHAPTER 88
Performance Control for Organizational Units

Coauthored by Deborah Agostino
Politecnico di Milano, Department of Management, Economics & Industrial Engineering

Measuring and managing performance for single organizational units within an enter-
prise introduces a seminal problem: to observe the specific responsibility principle—the
idea that each organizational unit should be “isolated” from the rest of the enterprise.
Given that companies function as an integrated whole, this measurement need inevita-
bly leads to some simplifications.
The goal of the four sections of this chapter is to provide guidelines for dealing with this

issue:

• The first section illustrates how to identify organizational units to be measured within
the company.

• The second and third sections analyze two different organizational layers: business
units and responsibility centers.

• The last section discusses the possibility of enlarging management control systems
beyond the boundaries of the company.

8.1 BOUNDARIES AND LEVEL OF ANALYSIS
The levels for which performances are measured identify the depth of management
control systems. Theoretically, the system can be limited to measure performance for
the company as a whole, or detailed indicators for the different levels—business units,
functional units, and operational centers—can be introduced. In this latter configura-
tion, a scorecard of indicators can be associated with each level and unit. The higher the
depth of the management control system, the higher the cost of the system but also its
capability to monitor units’ performances, tracking their specific responsibilities.
The depth choice must be consistent with the style of management of the company—

more specifically, with the degree of autonomy granted to each unit. In this way, man-
agement control systems:

• Provide information relevant to their decisions to each unit and perform operable
organizational decentralization

• Ensure accountability for each organizational unit.

Consequently, the depth of management control systems is reduced when the style of
management is centralized; in this case, control is exerted by upper levels, mainly through
direct supervision, and the costs for increasing the system depth are not counterbalanced
by information benefits.



Requirements for management control systems are valid for each organizational
level, although their relative importance is markedly different.
In particular, timeliness of information is essential at the operational level, where

decisions are made continuously across time. At upper levels, usually decisions are less
frequent, although they are characterized by larger spatial�temporal influences.
Generally, pressure to have timely information decreases moving to upper levels, although
the specific competitive context in which the company operates may lead to variations.
This observation is not contrasted with the evidence that, nowadays, companies generally
need more timely information than in the past; more simply, we highlight the relative
importance of timeliness for different organizational levels, contrasting operational with
upper-level needs.
The measurability of information also becomes more important when moving from

upper to operational levels, particularly for behavioral implications of measurement. First,
with measurable indicators, upper management prevents opportunist behavior at the
operational level; second, operational management sees in measurable data “protection”
against possible arbitrariness of superiors in assessing their performances. Similar consid-
erations are valid for the specific responsibility principle.
Long-term orientation is essential at all levels of the enterprise; this becomes particu-

larly relevant for upper levels, which are more directly responsible for long-term
competitiveness.
Also, completeness and precision of information are extremely important at upper

levels. Upper levels influence all the performances of the company; hence, they must
control all the critical success factors that can affect them. Furthermore, they need
precise information in order to assess the relative importance of different phenomena
for value creation.
The more we move to operational levels, the more:

• The number of parameters that can be influenced by a single organizational unit
decreases, as well as the set of information required for management and control.

• The impact of wrong decisions on the overall results of the enterprise diminishes; as
a result, it is less risky to have less precise indicators.

In order to have scorecards suitable for diverse managerial needs, a mix of different
indicators is required for different organizational levels and must be consistent with
the characteristics that the various types of indicators have.
At the corporate level, management control systems should use value creation as the

main indicator using value-based indicators; their long-term orientation and completeness
counterbalance the problems of measurability and inadequate timeliness in providing
data. To guarantee that crisis situations are discovered in a timely fashion, value-based
indicators should be supplemented by specific selected nonfinancial indicators that
monitor enterprises’ critical performances. If management control systems are used for
assessing upper managers, some measures based on financial statements can be adopted;
typically, companies use ROE or EVA due to their higher measurability.
At the business unit (BU) level, indicators based on financial statements are more

frequent and applicable; middle managers are, in fact, assessed by the corporate level,
which requires that their performances be mostly evaluated with measureable indica-
tors. The most commonly used indicators are ROI (which is a traditional profitability
indicator for operating activities), residual income, or economic value added.
For decision making, this information is integrated with the profitability of single

product lines, which are often further divided by client or market. To avoid short-term

106 Performance Measurement and Management for Engineers



opportunistic behavior, economic indicators should be complemented with value-based
indicators for the BU, although they can be measured less frequently. Furthermore, it
is also useful to provide some selected nonfinancial indicators to BU general man-
agers; this ensures the timely monitoring of possible crisis signals.
Finally, fundamental measures for the operational level are nonfinancial indicators,

which are appropriate for the requirements of this level: timeliness and measurability. The
inadequate completeness of nonfinancial indicators is less critical at the operational level
due to the reduced number of decisional leverages controlled at this level. In addition, non-
financial indicators can be supplemented with a few selected measures based on financial
statements—particularly costs and revenues—according to the type of operational unit.

8.2 MEASURING PERFORMANCES AT BU LEVEL
A BU is an organizational unit with autonomy in choosing both the mix of products/
services produced and the resources used. To isolate performances of BUs within the
company, two problems must be considered:

• Existing transactions with other BUs within the company (intracompany exchanges).
To separate performances of BUs, transfer prices can be adopted. In this way, trans-
actions among BUs are valued as if they were exchanges with external companies
(transfer pricing problem).

• Resources used by BUs but managed at the corporate level. First, companies have to
decide whether these resources must be included in the assessment of BU perfor-
mances. In the case of allocation, the completeness of information is favored in place
of limitations in tracking specific responsibilities (corporate cost allocation problem).

These two problems are commonly faced during the calculation of EBIT and cash flow
(from which further financial indicators are calculated), while they affect nonfinancial
indicator results less. For the latter, it is more convenient to identify nonfinancial indica-
tors that isolate specific responsibilities of each organizational unit; for example, if a com-
pany wishes to measure the contribution of a BU to the lead time of a process involving
several BUs, the nonfinancial indicator can be defined as the time between the moment in
which the BU starts its operational phase until the moment it ends the phase.

8.2.1 Transfer Pricing
The transfer price is a “fictitious” price for evaluating intracompany exchanges: It is the
price one division charges for a product or service supplied to another unit. The choice
of transfer pricing policy is a critical step in designing a management control system; by
changing transfer prices, in fact, the performances of involved organizational units are
modified.
There are three main types of transfer prices:

• Transfer prices based on market
• Transfer prices based on cost
• Negotiated transfer prices.

Before entering into the detailed analysis of each type, it is worth noting that the
choice of the transfer pricing system (TPS) has a diverse impact according to the divi-
sions of the BUs involved. In particular, if BUs belong to the same group, but they
are autonomous juridical entities, the TPS choice has fiscal implications, which are
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even more relevant when BUs are in different countries. Companies can indeed modify
their profits in different countries with variations in transfer prices, “moving profit”
from countries with a high level of taxation to countries with a lower tax rate.1 The
fiscal impact is one of the major drivers in choosing the TPS, although managerial
implications—decision making and motivation—are considered a priority for per-
formance management. Given the objectives of this book, the rest of this section is
focused on the managerial aspects of the TPS choice. It is, however, important to
stress that the fiscal issue may be a relevant constraint in the choice, sometimes
suggesting a double TPS—one for external use focused on fiscal aspects and one for
internal purposes targeted to measure and manage BU performances.

8.2.1.1 TPS Based on Market
This first type of transfer price is determined by identifying the price at which the product/
service exchanged in internal transactions can be sold externally on the market.
Sometimes this price is adjusted, taking into account the lower transaction costs of inter-
nal exchanges (e.g., transportation, invoicing). This policy avoids the risk of the buying
unit using an external customer—just for internal rivalry—when the external offer is
equivalent to the internal deal, eventually diminishing the result for the enterprise overall.
With homogenous markets, where there is a clear reference price, the market price is

the most appropriate price for decision-making purposes. A transfer price that is higher
than the market price would lead the buying unit to choose external suppliers; a transfer
price lower than the market price would lead the selling unit to sell all its products/
services externally. In both cases, the enterprise as a group would lose the margin of one
of the two units, worsening its performance.
However, there are cases in which the price based on the market is difficult to apply:

• The case of specific and special goods or for which alternative suppliers have signif-
icantly different qualities and price; in those cases, the market price is inapplicable

• The case of products/services that are characterized by a highly variable market
• The case of strategic BUs.

In the absence of a reference market, a common alternative is the use of TPS based on
cost, assuming that the cost, increased by a percentage margin, is a good proxy of the
price. The other two cases are more problematic. With variable market prices, transfer
prices have to be redefined very frequently to prevent market variability from impacting
the convenience of internal transactions.
For example, consider a company operating in the oil sector that is divided into two

BUs: one devoted to oil purchases (upstream BU) and the second carrying out oil refining
(downstream BU). Suppose that the trend of prices decreases every day in January. If the
company defines transfer prices monthly, the downstream BU is certain to buy oil in the
last days of the month at a lower price than the transfer price (equal to the average price
of January). Consequently, it would purchase externally. Similarly, with increasing prices,
the upstream unit would sell externally, as the market price is more convenient than the
internal transfer price. This problem can be reduced by daily updating prices; even in this
case, however, market prices can favor opportunistic behaviors, which at least have to be
monitored.
The second critical situation for using market prices is with “strategic” BUs. These

are units retained by companies for carrying out specific phases, although these BUs

1See OECD guidelines for further insights on international policy on transfer pricing.
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operate with competitive disadvantages compared to external suppliers. These BUs
have a great deal of leverage in negotiations because they have specific knowledge of
processes and costs for critical phases/processes.
Suppose that there are two BUs—A and B—within the same group, exchanging pro-

ducts. The first BU (A) operates in the upstream phase (research-intensive), where the
economy of scale is a crucial success factor. The second BU (B) operates in the down-
stream phase, where there is a market leader (C) with a market share significantly higher
than (B). Due to the characteristics of the market, price varies significantly according to
the volumes purchased; at a price of h200, corresponding to the scale at which B oper-
ates, the corresponding price for C is h120. If B is an independent company, it should
exit the market, yet B is considered a strategic BU for the group (A1B) because it can
foresee the trends of the downstream market; furthermore, B is a threat (possible vertical
integration) to C, which limits C’s leverage.
In this case, fixing the transfer price at h120 would penalize A, which would have no

convenience in internal exchanges; similarly, fixing the price at h200 would cause B to
exit the market.
An interesting solution is adopting dual transfer pricing. The dual policy adopts two

different prices for the buyer and the seller. For example, in the aforementioned case,
the price for B (buyer) would be h120; the price for A (seller) would be h200.
The difference between the two values is compensated by a corporate account,

which emphasizes the choice to favor the internal exchanges for pursuing more general
objectives for the group. Summarizing the operation:

• Revenues for A5 h200
• Cost for B5 h120
• Corporate costs5 h80.

The corporate account highlights the cost for the group overall to have a strategic
BU and constantly compare this with the benefits generated by the strategic unit
itself.

8.2.1.2 TPS Based on Cost
This policy bases transfer prices on the cost for the seller. Usually, prices are based on
cost adding a markup in order to provide a positive operational margin to the upstream
unit. The use of full cost—both actual and standard—is very widespread, not ultimately
because external prices are usually fixed on the basis of the full manufacturing cost
increased of a markup granting required profitability to the enterprise.
Nevertheless, the use of transfer prices based on full cost has some disadvantages. In

the case of the full actual cost, the transfer price increases with the increase of inefficien-
cies of selling units, with an amplifying effect due to the presence of a percentage markup.
In this way, the inefficiencies of the upstream unit (the seller) are actually translated into
improved performances, compensated by worsened performances of the downstream unit
(the buyer); this violates the specific responsibility principle. Analytically, the EBIT of the
upstream unit (the seller) is equal to:

EBIT5Pt 3Q2 ðcv 3Q2CFÞ
Given that:

Pt 5 cv 1
cF

Q

� �
3 ð11muÞ
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where

Pt, transfer price
cv, unit variable cost
CF, fixed costs
Q, quantity transferred from the seller to the buyer
mu, markup.

We obtain:

EBIT5 ðcv 3Q2CFÞ3mu

As a result, the upstream unit (the seller) improves its performance with the increase
of its variable and unit costs; this policy (incorrectly) favors inefficiency.
The problem is avoided if transfer prices are based on full standard costs rather than

actual costs. In this case, using the symbol “^” to indicate standard values, the formula
becomes:

Pt 5 ĉv1
cCF

Q̂

 !
3 ð11muÞ

EBIT5 ĉv1
cCF

Q̂

 !
3 ð11muÞ3Q2 cv 3Q2CF

Given that ĉv, ĈF, and Q̂ are fixed parameters, the selling BU improves its perfor-
mances when variable and fixed costs are reduced, contrary to the previous case.
Even in this case, however, there are problems related to decision making. The fixed

costs of the upstream unit (the seller) are fixed costs for the company overall, yet they are
seen by the downstream unit (the buyer) as variable. This situation may lead the buying
unit to operate at a level lower than the optimal level for the company overall. Suppose
that the upstream (selling) unit has a variable standard cost equal to cv (Up) and a full
standard cost equal to Cfull (Up), and suppose that the transfer price is fixed at the full
standard cost. The downstream unit has incentive to produce until the difference between
its selling price and its variable conversion cost is higher than the transfer price—that is:

p� cvðDownÞ � CfullðUpÞ. 0

where

cv (Down), variable conversion costs of the downstream unit
p, external selling price of the downstream unit.2

On the contrary, the increase of the activity level of the downstream unit would lead
to a reduction of its EBIT.
For the company overall, the threshold is expressed by

p� cvðDownÞ � cvðUpÞ. 0

The difference between the two “threshold prices” has a significant impact when there
is spare manufacturing capacity: The downstream unit would accept a lower number of
orders compared to the case in which the decisions are made by corporate; this leads to a
suboptimal saturation of the manufacturing capacity for the company overall.

2This is under the hypothesis that the product is sold directly on the external market, yet this reasoning can
also be made if the downstream unit sells its products internally.

110 Performance Measurement and Management for Engineers



To limit the difference between the objectives of single units and the group, the
variable standard cost plus a markup is sometimes adopted as a reference for transfer
prices. The advantage of this solution is actually more abstract than real. To guarantee
a positive EBIT to the (upstream) selling unit, in fact, corporate establishes a very
high markup; in this way, the two thresholds—to increase the level of activity for the
downstream (buying) unit and the company overall—may still diverge significantly, as
shown by Eqs. (8.3) and (8.4).

p2 cvðDownÞ � cvðUpÞ2mark up. 0

p2 cvðDownÞ � cvðUpÞ. 0

8.2.1.3 Negotiated TPS
The problem of transfer prices based on costs in the case of spare capacity is a specific
situation or a greater problem; fixing prices for BU internal transactions creates a rigid-
ity, which reduces the capability of the company to operate in turbulent contexts. If the
two BUs are two distinct companies facing pressure in terms of prices, the downstream
unit will negotiate reduced prices with its supplier to avoid losing the order, penalizing
both itself and the supplier.
To solve this problem, the system based on negotiated transfer prices simulates the

existence of a real market between BUs. With this policy, the rules for defining trans-
fer prices are not decided at the corporate level; rather, they stem from a negotiation
process in order to grant the maximum adaptability of BUs to change in the context.
However, at the same time:

• The power of diverse organizational units assumes a relevant weight, as in any
market transaction

• Internal negotiation costs increase
• There is no guarantee of greater integration among BUs.

Consequently, negotiated prices are appropriate in turbulent contexts but are ineffi-
cient in more stable conditions.
In practice, a “pure” negotiated transfer price system is rare; more often, the corpora-

tion grants partial negotiation power within some centrally defined constraints. For
example, a large Japanese enterprise operating in the electronic sector (with several
commercial and production units) was characterized in the past by strong integration
and centralization of decisions; now, they have instead adopted an intermediate system
in which commercial units are obliged to buy internally, but they can choose among the
diverse internal production divisions and negotiate prices with them. In this way, they
stimulate competition and search for internal efficiency, although there can sometimes be
a nonoptimal allocation of resources and production capacity.
Another solution adopted by a Scandinavian multinational is the use of negotiated

transfer prices but within centrally defined ranges of variability; in this way, they favor
adaptability, avoiding the issue, however, that the contractual power of BUs creates
problems for other divisions, with negative consequences for the company overall. When
external conditions require that the negotiation goes beyond the fixed range, the corpo-
rate level must authorize the agreement.

8.2.1.4 Models for Choosing the TPS
All the aforementioned systems have pros and cons. It is thus necessary to identify solu-
tions that are more consistent with the organizational configuration of the specific
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enterprise under analysis. More generally, for companies operating in diverse segments
of product or markets, the choice to adopt a TPS is an intermediate decision between
two extremes: on one hand, the integrated enterprise, in which all decisions are made
centrally at the corporate level; on the other hand, the market, in which each segment of
the market/product is governed by independent companies. The divisional solution
balances the characteristics of these two extremes. An integrated enterprise is extremely
efficient and grants the maximum use of scale effects and synergies (in organizational
terms, integration); the market solution favors adapting capability and shorter reaction
time to external changes (in organizational terms, adaptability).
Transfer prices are accordingly adopted in management control systems when

balancing integration and adaptability is required. As shown in Figure 8.1, the differ-
ent possible solutions balance these two characteristics. A TPS based on market and
cost (which are actually an approximation adopted when the market price is unavail-
able for the products or services transferred) is based on centralized rules and thus is
better able to align BU decisions with the overall company objectives (integration), yet
this sometimes lead to suboptimal decisions when the market varies significantly com-
pared to expectations. Negotiated prices essentially create market conditions for BU
transactions; this ensures a better ability to adapt to external changes, but they can
have high administrative costs, and their outcome highly depends on the interest and
contractual power of each BU rather than the company’s overall goals. The solution
of prices negotiated within a range—which the corporation must authorize—is a
compromise.
To summarize, the choice of the TPS is linked to the relative importance between

integration and context adaptability, which depends on the turbulence of the external
context. As a result, with an increase of external instability, it is appropriate to shift
from policies based on market prices to policies based on negotiated prices within
ranges and “purely” negotiated.

Integrated enterprise
Integration

AdaptabilityIndependent companies

BU with transfer prices

Prices based on market or cost

Prices negotiated within «rangers»

«Pure» Negotiated prices

Figure 8.1 TPSs and enterprise characteristics.
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8.2.2 Corporate Cost Allocation
A second important issue related to the measurement of single BU performances is the
allocation of corporate costs, which is the possibility to assign to each unit a portion
of the overhead resources managed at the corporate level. These costs often include
legal offices, research and development, and other administrative expenses. This prob-
lem opens up three alternative solutions:

• Adopting a complete allocation system, apportioning all the corporate costs among
BUs.

• Adopting a partial allocation system in which BUs are assigned only the costs that
can be directly traced to them with a consumption driver. For example, research and
development activities can be divided into two categories: (i) basic research activities
of potential use for the entire company and (ii) applied research carried out for a
specific BU. With a partial allocation system, only the costs of applied research are
allocated among BUs.

• Avoiding any allocation, assessing the BUs’ performances only on the basis of the
cost sustained at their level.

A complete allocation system has mainly advantages at the organizational level; the BUs
among which corporate costs are allocated actually assume the role of “devil’s advocate,”
preventing the excessive proliferation of corporate expenses and the possible worsening of
their performances. The complete allocation makes explicit that corporate resources are
not free but that they impact the company’s performance. However, there are problems
for decision making. The complete allocation system is based on a proportional division,
often using basis revenues as allocation. Consequently, BUs are assigned a higher propor-
tion of corporate costs if their revenues increase; also, when their revenues increase, this
does not imply an increase in available corporate resources. In extreme cases, an increase
in BU revenues could even lead to a decrease of its EBIT and the improvement of perfor-
mances of other units—violating the specific responsibility principle—and leading to deci-
sions that are inconsistent with the company’s overall goals.
Referring again to the specific responsibility principle, the complete allocation system

based on full actual costs has an impact on BUs similar to what was illustrated for
transfer pricing: inefficiency (corporate level) is transferred to the BUs.
The absence of corporate cost allocation has opposing advantages and disadvantages.
Lastly, the sole allocation of direct costs is an intermediate solution. This allocation

may be carried out in two ways:

• Allocation on the basis of consumption drivers
• Definition of fees.

To better understand the difference between the two solutions, we consider the case
of a corporate finance office with a capacity in a specific period to consult for 200 h
and an overall cost of h50,000, which has to be divided among two BUs (METAL
and PLASTIC). During the period considered, METAL has used 100 h of legal
services and PLASTIC has used 60 h (hence, with an overall usage of the legal office
equal to 80%).
With a system based on consumption drivers, the allocation is:

• Cost apportioned to METAL5 h50,0003 100/(1001 60)5 h31,250
• Cost apportioned to PLASTIC5 h50,0003 60/(1001 60)5 h18,750

113Performance Control for Organizational Units



With a system based on fees, these are calculated before usage in the hypothesis of
complete saturation of the legal office. In our example, the hourly fee is h250/h. As a
result, the apportioned costs are h25,000 to METAL and h15,000 to PLASTIC. There
is a remaining unallocated cost equal to h10,000, which refers to the unused capacity
of the human resource office.
The allocation based on consumption drivers has a simple problem: the lower the

demand for a corporate service, the higher its unit cost. Hence, this system discourages
the use of the service when the service is mostly available. On the contrary, the higher
the saturation of the resource, the more convenient its use, leading to potential
conflicts among BUs for defining priorities in corporate service use.
The fee system prevents this problem, given that the unit cost of the service is not

influenced by the demand. Furthermore, if a corporate resource is underused, there is
an underallocation of its cost, which remains at the corporate level; this underalloca-
tion is like an opportunity cost—an indicator of the potential savings of corporate
costs for the enterprise.
The fee system therefore reduces corporate costs when they are underused;

however, it is important to highlight that this reduction should not be automatic,
particularly:

• When the use of corporate resources is highly variable in time. With a reduction of
activity in 1 year compared to the previous one, the lower request of corporate
services from BUs can lead to a reduction of these services and their dedicated
resources, creating the risk that they will be unable to cope with the renewed level
of activity in future years.

• For resources such as marketing or research, which have a higher impact in the
long run than in the short term. In this case, the misalignment of the decision-
making horizon between BUs, which are more short-term oriented, and the corpo-
rate level can influence the use of these activities, especially when the allocation is
through direct costs. In this situation, BUs can use these services when they have
an actual need in order to maintain the long-term competitiveness of the
company.

In practice, corporate costs are often completely allocated to single organizational
units, whereas partial allocation becomes relevant for administrative resources only.

8.3 MEASURING PERFORMANCES
OF RESPONSIBILITY CENTERS
Responsibility centers are organizational units that are not responsible for revenues and
costs (contrary to BUs). These centers are required to identify indicators capable of
monitoring only the performances that each responsibility center can influence. As in
the case of BUs, the problem is more relevant for financial indicators, which are adopted
at the responsibility center level to provide an overview of the results obtained.
There are three diverse types of responsibility centers:

• Cost centers, which are organizational units for which a relation between output
and required resources can be observed, but they do not have a direct link to the
external market.

• Revenue centers, which are organizational units that directly interact with the exter-
nal market.
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• Expense centers, which are organizational units that do not directly interact with
the external market and for which it is not possible to set a standard relation
between input and output.

For all three centers, before designing the specific system of performance indicators,
it is necessary to identify activities by adopting an activity-based approach. The identi-
fication of activities has several advantages:

• The activity itself is usually homogenous; a responsibility center can carry out het-
erogeneous activities. Finding a unique indicator for the whole center is hence very
difficult. Making a preliminary analysis of activities allows for a better definition of
relevant performance indicators for each of them; by assembling these indicators, a
scorecard can be easily obtained for the whole responsibility center.

• Boundaries and tasks attributed to organizational units vary very frequently. These
changes rarely modify the set of activities carried out by the company. If the manage-
ment control systems are linked to activities, they become more stable. In the case of
organizational changes, performance indicators can be “moved” together with the
change of responsibility for activities.

• The activity analysis allows for the separation of value-added activities from
nonvalue-added activities.3 This division improves the design of the performance
measurement system. For nonvalue-added activities, the main objective should be
the reduction of devoted resources in order to reduce company costs without affect-
ing the value as perceived by clients. The design of the indicator should focus on
value-added activities.

8.3.1 Preliminary Analysis of Activities:
Activity-Based Management
Activity-based management (ABM) is actually an evolution of activity-based costing
(ABC).4 Conceptually, there are two main phases in ABC (Figure 8.2):

• A phase of cost understanding, which identifies the activities for which company
resources are used, the overall cost of these activities, and specific indicators that
explain the consumption of resources for each activity (activity driver).

Resources

Activity 1 Activity 2

Products

Cost understanding

Cost allocation

Resource driver

Activity driver

Figure 8.2 Activity-based systems.

3Usually, activities are considered nonvalue-added when there is not a client (internal or external) or when cli-
ents do not attribute specific benefits to those activities.
4Refer Annex 3 in http://booksite.elsevier.com/9780128019023/.
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• A phase of cost allocation to determine the cost of products in which costs are
attributed to products through activity drivers.

ABM systems are focused on the first phase of this scheme; they represent activities
as “microenterprises.” The following are attributed to these microenterprises:

• Resources, including personnel, services, technologies, and materials used for carry-
ing out the activity

• Clients, internal or external to the company
• Suppliers, internal or external to the company.

To operationally identify activities, five steps can be followed: (i) process mapping,
(ii) constructing the ABC curve, (iii) selecting the driver for primary activities,
(iv) merging main activities, and (v) aggregating secondary activities.
The first phase, mapping company processes, analyzes:

• The activities carried out by each organizational unit
• The resources actually devoted to these activities (Figure 8.3).

To correlate resources to activities, a table can be used (refer to Figure 8.4), where
for each person the percentage devoted to each activity is called out; similar tables can
be used for other types of resources such as machinery (usually, the costs related to
machinery include depreciation and support materials).
Information thus obtained is synthesized in an ABC curve (Figure 8.4), where:

• The horizontal axis refers to activities in decreasing order
• The vertical axis indicates the cumulated percentage of the activity costs.

Activities can then be divided into two groups:

• Primary activities: These are activities that consume 80% of overall costs. In the
case of high fragmentation of costs, it is preferable to limit the number of activities
to 40�50%.

• Secondary activities: All other activities.

Internal
personnel

External
resources
External

consultants

S
tu

de
nt

s 
ta

x
m

an
ag

em
en

t

O
th

er
 in

co
m

es
m

an
ag

em
en

t

E
xp

en
se

s
m

an
ag

em
en

t

F
is

ca
l

m
an

ag
em

en
t

B
ud

ge
t

A
nn

ua
l f

in
an

ci
al

re
po

rt

C
os

t a
cc

ou
nt

in
g,

m
on

ito
rin

g 
an

d
re

po
rt

in
g

S
pe

ci
al

 e
nt

iti
es

m
an

ag
em

en
t

(e
.g

., 
co

ns
or

tiu
m

)

G
es

tio
ne

 o
bi

et
to

ri

O
th

er
 a

ct
iv

iti
es

E
xt

ra
 a

ct
iv

iti
es

1

% % % % % % % % % % Check
100%

Check
100%

%

%

0% 85%

% % % % % % % % % %

10%
10%

100%

100%
100%
200%

120%
100%
320%

2
3

4
5

Sutotal

Sutotal

10% 10% 10%

85% 15%

65%

10% 10% 80% 70% 10% 40% 30% 50% 10% 0%

20%

100%
100% 0% 0% 0% 0% 0% 0% 0%

70%

60% 10%

40%

30%

30%
20% 10%

Figure 8.3 A correlation table between resource (employees in this case) and activities.
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We will first discuss primary activities. For each of these, the most appropriate
driver is identified. Then, activities with the same driver are merged. In the case of
activities with similar drivers, the following simulation is suggested:

• Two representative products must be identified—usually a standard product and a
customized product.

• Product costs must be calculated under two different hypotheses: (i) merging activi-
ties with similar drivers and (ii) keeping activities separated.

• If the costs calculated under the two different hypotheses do not significantly vary,
activities are merged; if they do vary, they remain separated.

Finally, secondary activities are examined and then merged with the more similar
primary activity.

8.3.2 Cost Centers
Cost centers are organizational units that are responsible for the use of resources
(input) but do not determine the level of output. Usually, cost centers include
manufacturing and physical transformation units.
Traditionally, performances of cost centers are measured on the basis of variance

between standard (budgeted) values and actual incurred costs. The variance frame-
work is divided into three levels, as shown in Figure 8.5.
The first level refers to the difference between the total budgeted cost and the total

actual cost. This variance is then divided into two components: the first one (volume
variance) is external to the cost center and is linked to output variations and the
second one (efficiency variance) is in the responsibility center and is related to the vari-
ation of efficiency in the transformation process.
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Figure 8.4 Curve of mapped activities.
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Operationally, the division is carried out introducing a flexible budget, which is a
hybrid of the budgeted and actual figures. In cost centers, it is constructed using the
actual volume and the standard (budgeted) efficiency to obtain a hybrid cost; in other
words, variable and fixed costs are considered equal to the budgeted values (Table 8.1).
The difference between the total actual cost and the flexible budget is thus depen-

dent only on the efficiency because both are calculated using the actual volume
produced. This difference is called efficiency variance. The difference between the total
budgeted cost and the total cost calculated with the flexible budget is due solely to the
variation of the production level (volume), given that both are calculated with the
same variable and fixed costs.
The second level examines the efficiency variance in detail, which is—at least par-

tially—controllable by the cost center. The efficiency variance is the result of the varia-
tion of two parameters—input prices and input use—that can be controlled differently
and by diverse units within the company. The price of inputs is only partially control-
lable by the enterprise and, internally, it usually depends on the choice made by
procurement functions. The use of resources is influenced instead by internal choices—
specifically by manufacturing/production units.
To clarify the analytical process, the analysis is herein carried out with reference to

the cost of direct materials. To avoid complicating the explanation, we refer to a single
product company. This hypothesis can be revised by introducing an altered index that
takes different products into account.
The price variance monitors the effect of component/material price variations com-

pared to forecasted values; the calculation of this variance assesses how the company
acquires resources. Operationally, the price variance is determined as:

Δprice 5
XN
i51

q0actualðiÞ3 ½pactualðiÞ2 pstdðiÞ�

Total
variance

Volume
variance

Efficiency
variance

Price
variance

Use
variance

Figure 8.5 Cost variance tree.

Table 8.1 Cost Center Flexible Budget
Variable Unit Costs Total Fixed Costs Volume

Budget Budgeted values Budgeted values Budgeted values

Flexible budget Budgeted values Budgeted values Actual values

Actual results Actual values Actual values Actual values
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where N is the number of components/material; pactual is the unit actual price of mate-
rials; and q0actual is the quantity of the input (i) actually used.
The use variance accounts for the variance, in terms of costs, of the input quantity

used to transform a specific level of output. The calculation of the use variance thus
assesses the company’s efficiency—particularly manufacturing units—with using
inputs. Operationally, the use variance is calculated as

Δuse 5
XN
i51

pstdðiÞ3 ½qactualðiÞ2 qstdðiÞ�

where qstd(i) is the standard quantity of the input(i) needed to produce a unit of prod-
uct and qactual(i) is the quantity actually used.
A negative use variance is favorable because it points out the actual use of resources

that is lower than the forecasted data (standard).
Once all variances are determined, performances of cost centers can be measured

through:

• Efficiency variance, under the hypothesis that the cost center is responsible for both
prices and the use of inputs.

• Only the use variance if the price of inputs is not controlled by the cost center; this
is the most common situation, given that the price of material is usually negotiated
and controlled by procurement functions and the hourly rate of labor is related to
larger contracts involving, at a minimum, the overall corporation and, in some
cases, clusters of companies that negotiate with trade unions.

A similar analysis can be performed for direct labor costs—the unit price of direct
material must be substituted by the hourly rate of labor and the use of direct material
with the time employed for labor activities. For overhead, the variance analysis focuses
on the portion of costs allocated to products. Although overhead is important for
inventory valuation, it is marginal for management control systems.
The traditional approach is still widespread; however, it has several limitations,

especially regarding the specific responsibility principle.
First, the traditional approach assesses cost centers for choices made by other organiza-

tional units. As highlighted previously, the possible variation of input prices is usually not
decided by manufacturing units; furthermore, the difference between the actual and bud-
geted use of inputs is only partially controlled by cost centers because it is influenced by:

• The quality of components, which in turn depends on the selected suppliers
• Product manufacturability, which is linked to the quality of design and engineering.

More generally, traditional variance analysis considers as external only variances
related to volume variances or input prices, assigning to managers responsibilities all
the other variances. Nowadays, the external environment is characterized by a wider
set of variables that undermine this assumption and approach.
Costs may vary compared to standards because of changes that are not directly

controlled by the cost center, such as a decrease in delivery times, an increase in quality
requested by clients, or a larger product range. These changes impact costs, but they are
not directly monitored by variables included in the traditional approach, such as
volumes, input prices, and input use. Yet given that volumes and prices are unchanged,
the traditional analysis would ascribe the cost variance to the cost center efficiency,
although the causes are not completely controllable by operational managers.
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Second, the traditional approach overlooks some performances that can be influ-
enced by cost centers. The analysis assumes (unrealistically) that cost centers are not
able to influence the level of output. The choices and behavior of production centers
actually impact the quality of products, delivery time, and demand for after-sales
services; consequently, they indirectly influence company revenues.
The lack of a complete, precise connection between measurement and cost centers’

responsibilities may lead to opportunistic behaviors. For example, if variances in input
use are assigned to production centers and variances in input prices are assigned to
procurement functions, it is quite easy for procurement to achieve a favorable variance
by buying low-quality materials at a lower price. Similarly, if production centers are not
measured by output characteristics, a favorable variance can easily be achieved by
reducing quality controls on the output. In this way, costs are reduced for scraps and
reworking operations. A traditional management control system would point out the
needed improvement in production unit performances, neglecting the decrease in reven-
ues that would be likely caused by the lower quality of products delivered to customers.
To solve these problems, two solutions can be adopted:

• Calculating costs more precisely by adopting an activity-based logic
• Constructing a balanced scorecard at the cost center level, where further indicators

measuring output performances are added to the cost.

The first solution, called ABB, changes the logic for constructing flexible budgets;
rather than using volume as the base variable, the flexible budget is built with all the
drivers that can impact the product cost variability. For example, in the case of activi-
ties connected to batch management, the “flexibilization” can be made using the num-
ber of batches as a driver. Similarly, for activities related to throughput time, the
flexibilization can be made using delivery time.

8.3.3 Expense Centers
Expense centers are organizational units characterized by:

• Output that does not directly financially benefit the enterprise
• A relation between inputs and outputs that is difficult to express using standard

coefficients.

Typical expense centers are units that carry out support activities within the enter-
prise value chain—for example, administrative activities, research and development
activities, and human resource management. The term expense is used to emphasize
that the definition of expense thresholds is usually the only form of control that is
implemented; this solution can prevent the surge in expenses but does not comply with
the goal of a management control system because it provides no indicators of the
coherence between the activities carried out in the expense center and the enterprise
objectives.
The limited attention that has traditionally been devoted to expense centers is linked

to its historical lower incidence on the overall cost of companies. Nowadays, these sup-
port centers have a high incidence in all types of organizations. A possible solution for
their measurement is the construction of a balanced scorecard starting with the identi-
fication of activities that are carried out. According to the characteristics of the activi-
ties of the expense center, different measures can be identified.
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A first distinction (Figure 8.6) is between:

• Repetitive activities, which are carried out several times during the year (e.g., invoicing
or payroll); in this case, it is not necessary to collect information about single outputs of
the activities—average data are enough to assess the overall performance of the activity.

• Project-oriented activities (e.g., research and development or the design of a new infor-
mation system). In this case, the activity and its specific output must be controlled.

For repetitive activities, a further distinction is useful between:

• Efficiency-oriented activities, wherein the quantitative element is predominant. The
output of these activities is standard and defined (e.g., payroll payment). The objec-
tive performances of these activities can be satisfactorily measured with efficiency
indicators—that is, the ratio between the costs of the resources used divided by the
volume of the activity output.

• Activities where the qualitative element is prevalent and thus effectiveness oriented;
for these activities, the critical variable is the way in which the output is delivered
instead of the volume of output. In terms of indicators, these activities require effec-
tiveness measures such as delivery time or service level.

Project-oriented activities are characterized by the use of significant resources and
longer completion times. Hence, each project should be characterized during its defini-
tion (budget) by:

• A set of objectives to be achieved (expressed in both qualitative and qualitative
terms considering the orientation of the activity toward efficiency or effectiveness)

• A timeline for each objective
• The resources needed and committed for each phase of the project.

Efficiency-oriented
activities

Porject-oriented activites

Effectiveness oriented
activities

Repetitive activities

Buildings_maintenance

Buildings_new projects
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Figure 8.6 Classifying activities in expense centers: administrative services at a university.
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The benefit of this approach to performance management depends on the capability
to appropriately map and classify activities; otherwise, the system would be incomplete
and thus counterproductive.
Finally, the level of precision of the indicators associated with expense centers is

usually lower than measures adopted in cost centers. For example, the cost for invoic-
ing compared to the unit cost of production has two possible sources of imprecision:

1. The definition of the quantity of time devoted to invoicing is subjective. This relies
on the estimations of employees who actually do the work, whereas production
operations can be more easily and objectively measured.

2. Outputs of activities are more heterogeneous (invoices may have a highly different
degree of complexity); hence, the concept of “average” is less significant.

These limitations should not be overestimated, however. Given that less attention is
usually devoted to expense centers, not even perfectly precise measures can indicate sig-
nificant improvements.

8.3.4 Revenue Centers
Revenue centers are organizational units responsible for revenues on the market—the
most frequent example is commercial units. Traditionally, performances of revenue
centers are measured by revenues. When products have significantly different profit-
ability, the total contribution margin (M) is more appropriate, where M is defined as
the difference between revenues and variable costs. To maximize revenues in this situa-
tion, revenue centers can opportunistically devote greater attention to low-profit
products, for which high-volume sales are usually more achievable compared to sales
of products with a higher contribution margin.
Because revenues are defined as the product of selling price and sold quantity, asses-

sing a revenue center on the basis of revenues implies assigning them responsibility for
variations in prices and quantity sold. Similar to cost centers, the variance between
actuals and budgeted figures can be further divided and analyzed using flexible
budgets.
Recalling that revenues can be expressed as:

Revenue5
XN
i51

pi 3V 3 qvi

where pi is the price of the product (i), V is the total volume of sold goods, and qvi is
the percentage of output sold of the product (i), the performance of the revenue center
depends on:

• Selling price
• Quantity of sold output
• Mix of sales among different products.

These variables are thus possible determinants of revenue variations compared to
forecasts. To further disaggregate effects, four different analyses are required:

1. Budget in standard conditions, which uses the forecasted data for total sales volume
as input data, the mix (i.e., qvi for all products), and the prices of each product. All
these data are included in operational budgets.
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2. Flexible budget with standard mixes, which calculates revenues that the enterprise
could achieve with standard prices and mixes but with the actual total sales volume.

3. Flexible budget with actual mixes, which differs from the previous budget due to
the inclusion of actual mixes instead of standard values.

4. Actuals, where revenues are calculated with actual values for all the variables.

The comparison between revenues obtained by the four levels (refer to Table 8.2 for
a summary) explains the variance between actual and budgeted sales, examining the
effect of the three determinants. Specifically:

1. The comparison between the budget and the flexible budget with standard mixes
shows how the variance in total sales volume impacts revenues (the first two levels,
in fact, differ only for this variable). The difference between budgeted revenues and
the flexible budget with standard mixes is called volume variance.

2. The comparison between the flexible budget with standard mixes and the flexible
budget with actual mixes measures the impact on revenues of a diverse product
range compared to budget forecasts (the two levels differ only in terms of sales
mix). The difference between sales in the flexible budget with standard mixes and
sales in the flexible budget with actual mixes is called mix variance.

3. The comparison between the flexible budget with actual mixes and actual revenues
determines the impact on enterprise revenues of price variations compared to
forecasts (the two levels differ only in terms of prices). The difference between
revenues in the flexible budget with actual mixes and actual revenues is called price
variance.

At the second level, variances can be further hierarchically analyzed, assessing
the impact of changes in the market share and the total size of the market. The start-
ing point is the relation between revenues, market share (sm), and total size of the
market (Qm):

Revenues5 sm 3Qm

The implementation of the second-level analysis of variances in revenue centers
hence requires the knowledge of two further parameters with high variability and the
direct involvement of the marketing department. This analysis is usually carried out
only for consumer markets, where market share is a crucial element. Operationally,
the second-level analysis requires the introduction of a further hybrid budget called a
budget with actual market share. At this level, all the variables are kept with reference
to the budget with the exception of the enterprise market share, which is calculated
using actual values.
The revenue volume variance is thus divided into two components: the variance due to

market share variation (identified as the difference between budgeted revenues and

Table 8.2 Variance Analysis for Revenue Centers
Price Mix Volume

Budget Budgeted values Budgeted values Budgeted values

Flexible budget with standard mixes Budgeted values Budgeted values Actual values

Flexible budget with actual mixes Budgeted values Actual values Actual values

Actuals Actual values Actual values Actual values
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revenues in the budget with actual market share) and the variance due to changes in the total
size of the market (determined as the difference between revenues in the budget with actual
market share and the flexible budget). The first variance is an indicator of the competitive
positioning of the enterprise; the second variance is usually an exogenous phenomenon.
The traditional approach for revenue center analysis has two main problems:

1. Revenue centers influence some variables that are not directly included in sales, at
least in the short term. For example, commercial units should also manage client
support and assistance activities; instead, sometimes these activities are overlooked
to devote higher attention to the selling phase. In the short term, the traditional
management control system will highlight a favorable variance in revenues, which
would probably be balanced by a more negative image of the enterprise and hence
a reduced economic value. This problem can be overcome by developing a
balanced scorecard at the revenue center level in which performances are also mea-
sured by nonfinancial indicators related to client assistance and revenue growth.

2. Revenue centers often have a high fixed structural cost. In this regard, revenue
centers are similar to expense centers; in this case, the center can be analyzed using
the approach illustrated in the previous section.

8.4 MEASURING PERFORMANCE BEYOND ORGANIZATIONAL
BOUNDARIES: SUPPLY CHAIN AND NETWORK ACCOUNTING
The previous sections analyzed performance management for organizational units
formalized within the enterprise organizational structure, yet more and more often, the
boundaries of companies are becoming blurred, with an increasing number of activities
carried out in collaboration with external organizations. As a result, management
control systems should take this trend into account, particularly regarding:

• Processes, defined as a chain of activities characterized by supplier�client relation-
ships usually involving more than one organization

• External entities, which determine the results of the internal processes of enterprises.
The most frequent example is outsourcing.

Network accounting is a particular area of accounting that focuses on the management
and control of interorganizational processes—i.e., activities characterized by internal
coordination and cooperation. The main challenge from the individual organization is that
the economic activity is not dictated by the single enterprise but by a collection of enter-
prises (at least more than two) that pursue repeated and enduring exchange relationships.
If a process is completely internal, a process-balanced scorecard can easily be defined

by applying ABM. Once organizational units are mapped, identifying internal suppli-
ers and clients, the supply chain can be easily identified. The balanced scorecards more
generally can include:

• Indicators characterizing performances of single activities, similarly to what was
illustrated for performances of responsibility centers

• Further synthetic process indicators. For example, the completion time for a
process is not necessarily the sum of times for single activities because some activi-
ties can be completed simultaneously.

Synthetic measures can be financial and nonfinancial; the choice is related to the
level of aggregation of the process. Some enterprises consider a broad set of activities
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for processes, including procurement, production, distribution, logistics, and sales.
Such a process must be monitored by economic-financial measures, given their high
level of aggregation, similar to a BU. In other cases, processes refer to more opera-
tional and elementary activities (logistical process, new product development process);
in this case, information needs are more similar to those of responsibility centers.
In the case of processes linked to external entities, the management control system

should be extended beyond the boundary of the company, constructing interorganiza-
tional cost management and network accounting (Nilsson, 2005; Wall et al., 2005;
Lind and Thrane, 2005). For a management control system to support network man-
agement, two main approaches can be identified:

• The control system should be able to support the single organization working
within a network—i.e., “management in the network.” In this case, the system
needs to account for network effects. This is the perspective adopted by the single
organization to evaluate the convenience of operating inside a network.

• The accounting system should also be able to support the management and control
of the entire network, monitoring the ability of the network as a whole to transform
input into output. This broader view is acknowledged as “management of the net-
work” and is usually the perspective adopted by the network manager, who should
account for the system as a whole. In this second case, the management control
system should account for the network as an entity.

The next two paragraphs will focus on these two perspectives:

• Performance measures that account for network effects
• Performance measures that account for the network as an entity.

8.4.1 Accounting for Network Effects
Accounting for network effects refers to a management control system that focuses on
the management of the single organization inside the network (called focal organiza-
tion to be distinguished from other network enterprises), which is interested in control-
ling the influence of network partners on its activities. This perspective can be
considered an extension of the traditional enterprise management control system,
which enlarges the management control system of the individual enterprise with per-
formance of key strategic partners.
Specific key performance indicators (KPIs) can be included in the enterprise

measurement system of the enterprise in order to account for the performance of key
partners. These indicators can include:

• Total cost of ownership (TCO)
• Supply chain measures, such as ABC or EVA
• Risk indicators associated with partners and relationships.

TCO is a measurement that is commonly used in operations management to evalu-
ate supply chain costs of doing business with a particular partner, either a buyer or a
distributor. TCO is not associated with a predefined formula, but it quantifies all costs
(e.g., acquisition, use, maintenance, or disposal) associated with the purchasing
process. This measure supports the focal company’s ability to evaluate the financial
convenience of maintaining the relationship with key partners, considering not only
the price but also other costs involved in the relationship.
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Supply chain measures are based on the idea of quantifying costs for the focal company
to maintain its relationships with key partners. These measures can include ABC or EVA.
The supply chain ABC is a technique that applies the ABC system to a set of rela-

tionships in order to quantify the cost associated with each activity and the organiza-
tional unit responsible for these costs. This approach is an application of the ABC,
which was developed to evaluate activity costs within the single enterprise to a set of
relationships. It has the same purpose as TCO—to quantify the convenience of main-
taining a relationship—but it consists of a different measurement approach. TCO
calculates all costs inherent in a relationship, going beyond the price, whereas ABC
allocates all costs of the relationship to activities (e.g., inventory, procurement, trans-
portation, etc.) and then to the organizational unit responsible for those costs.
The supply chain EVA, as for the previous measure of ABC, consists of the application

of the traditional financial measurement of EVA to the quantification of the entire supply
chain value. EVA is expressed as the difference between the net operating profit and the
cost of the invested capital. Operationally, the focal company will calculate the determi-
nants of EVA (revenues, costs, and investments) by also including the relationships with
its key partners. The application of this measure will lead to a supply chain EVA. The
limitations and benefits of this method were previously discussed in Chapter 3.
Finally, risk indicators can be adopted to quantify the level of risk associated

with the relationship with other partners. Following the perspective of the focal
company, risks can be associated with partner selection and relationship manage-
ment. The first type of risk concerns the possibility of selecting the wrong partner
in terms of financial solidity or the quality of product, service, and activities
managed. The second type of risk—relational risk—refers to the possibility of
having coordination problems successfully working together. Risk indicators can be
developed by the enterprise to monitor both partners and relationships. Risk indica-
tors related to partner selection can include the financial data of other partners,
their potential level of opportunistic behavior, or the incidence of the item on the
service delivered. Relational risk indicators can consider the level of flexibility of
the relationship, the level of dependency, the amount of power in the relationship,
or the level of miscommunication between the parties.
An alternative approach to account for network effects concerns the direct involve-

ment of key network partners in the management control cycle. This means that strate-
gic buyers or suppliers, considering the example of supply chain networks, are called
to jointly develop and feed the control system of the focal organization. The practice
of sharing accounting information with key partners is often known as open book
accounting. It consists of sharing costs or other financial data upstream and down-
stream with each key partner in order to make profit data visible to other enterprises
within the network. This is a breakthrough with respect to traditional approaches,
given that data that would traditionally be kept secret by each party and used in nego-
tiations is here shared between partners. The main advantage of this approach is the
possibility for both customers and suppliers to work together to reduce costs, such as
product design costs or production process costs.

8.4.2 Accounting for the Network as an Entity
Accounting for the network as an entity refers to a management control system that
supports management and control of the network as a whole and its associated activi-
ties to realize network output. This perspective of the network is relevant for the
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network manager, who is accountable for network results, network activities, and the
contribution of the single-network actor.
Accounting for the network as an entity requires the development of KPIs, which

complement previously discussed measures for the single enterprise with specific indi-
cators to evaluate the network structure and relationships. These relational KPIs can
be derived from social network theory and can include the following (a few indicators
that are relevant for organizational networks have been included):

• Centrality
• Density
• Multiplexity.

8.4.2.1 Centrality
Centrality indicators generally measure how many connections one node has to other
nodes. These indicators are particularly useful for motivational purposes to identify if
one enterprise has more influence than the others on network activities. There are
several metrics to measure centrality. We focus here on the most appropriate for orga-
nizational networks: degree centrality, closeness centrality, and betweenness centrality.
The first indicator is degree centrality, which refers to the number of ties (relation-

ships) a node has to other nodes. The higher the ties of a node, the higher the influence
of that node. Degree centrality can be measured in terms of the in-degree of centrality,
counting the number of incoming ties for each node. The node with the highest level
of in-degree centrality is characterized as prominent, given that several other enter-
prises are willing to establish interactions with this node. Degree centrality can also be
measured in terms of out-degree centrality, counting the number of outgoing ties for
each node. The node with the highest level of out-degree centrality is very influential
because of its ability to establish several exchanges within the network (Figure 8.7).
The second indicator is closeness centrality, which measures the degree to which a

node is close to all other network nodes. This indicator is useful to evaluate how
quickly exchanges occur between an enterprise and other enterprises. Operationally, it
is calculated as the sum of geodesic distances from one node to all the others. The
formula is as follows:
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Figure 8.7 Degree centrality.
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where

Cc(n), the closeness centrality of a generic node (n)
m, a generic node within the network
L(n, m), the length of the shortest path between the two nodes n and m.

According to the formula, the value of closeness centrality is between 0 and 1, given
that it is calculated as the reciprocal of the shortest distance. The highest level of close-
ness centrality is 1, which suggests that the reference node (n) is directly connected
with all other nodes. On the contrary, a value near 0 suggests a low level of closeness
centrality—i.e., few direct connections with other nodes
Looking at the network represented in Figure 8.8, the closeness centrality of Node b

will be equal to 0.8. The calculations are as follows:

CðbÞ5 1=ðLðb; aÞ1Lðb; cÞ1Lðb; dÞ1Lðb; eÞÞ=45 4=ð11 11 11 2Þ5 0:8

The indicator of betweenness centrality measures the ability of an enterprise to be in
a gatekeeper position. It provides insights on the degree to which a node serves as a
bridge: the higher the value, the higher the influence of the node on the network activ-
ity. It is calculated as the number of shortest paths from all vertices to all others that
pass through the reference node. Assuming n as a reference node, the formula is as
follows:

CbðnÞ5
X
s6¼n6¼t

σstðnÞ
σst

where

Cb(n), the betweenness centrality of a generic node (n)
s and t, the nodes within the network different from the reference node n
σst, the number of shortest paths to connect s and t
σst(n), the number of shortest paths to connect s and t, which requires passing
from the reference node n.

If we apply this formula to calculate the betweenness centrality of Node b with
reference to the network represented in Figure 8.8, we will obtain the following:

CbðbÞ5 ððσacðbÞ=σacÞ1 ðσad ðbÞ=σad Þ1 ðσaeðbÞ=σaeÞ1 ðσcd ðbÞ=σcd Þ
1 ðσceðbÞ=σceÞ1 ðσdeðbÞ=σdeÞÞ=6

5 ðð1=1Þ1 ð1=1Þ1 ð2=2Þ1 ð1=2Þ1 01 0Þ=65 3:5=6 � 0:583
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Figure 8.8 Closeness centrality.
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8.4.2.2 Density
The indicator of density measures how well connected a network is. It is calculated as
the ratio between the numbers of ties (relationships) that exist in a network out of all
possible ties.

actual connections

maximum number of connections

A density of 1 implies that each enterprise within the network is connected to every
other. A density of 0 implies that no relationships exist within the network, which can
correspond to the moment of network inception. This indicator is intended to provide
evidence of how well nodes are interconnected with each other, and therefore it can
represent a proxy to evaluate the ability of nodes to communicate with each other.
There is usually a direct relationship between the number of nodes within a network

and the measure of density. When the network is composed of few enterprises, the
density will be high because it will be easier since all nodes are connected to each
other. The higher the number of nodes in a network, the more difficult it will be for
each node to establish relationships with all the others.

8.4.2.3 Multiplexity
Network multiplexity is a proxy of the strength of relationships between two nodes
within a network. It refers to the extent to which two enterprises are linked together
by more than one type of relationship in the network. The type of relationship is
different, ranging from economic exchange, social exchange, resource exchange, or
information exchange. The higher the amount of different types of relationships
between two nodes, the higher the strength of the relationship itself and the ability for
nodes to maintain the relationship over time; if one type of tie between them dissolves,
other types of ties remain to connect them. For example, the existence of both eco-
nomic and social exchanges can be related to enterprises that collaborated with each
other before the inception of the network. On the contrary, the existence of uniplexity,
such as economic exchanges only, can refer to enterprises that have been forced to
work within a mandated network.
This measure of multiplexity can be particularly useful for motivational purposes to

understand the willingness of actors to work together and supports the identification
of weak ties.
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CHAPTER 99
Performance Control for Projects

Tommaso Buganza
Politecnico di Milano, Department of Management, Economics & Industrial Engineering

The chapter illustrates how to use performance indicators to control project activities.
According to the Project Management Institute (www.pmi.org), a project is a “temporary
endeavor undertaken to create a unique product or service. Temporary means that every
project has a definite end. Unique means that the product or service is different in some
distinguishing way from all similar products or services.”1 Because they are unique, pro-
jects cannot be controlled like normal processes that are identically repeated hundreds or
even millions of times. Each project goes through a standard lifecycle composed of five
main phases: initiating, planning, executing, controlling, and closing. Thus, each time we
face a project, we need to develop a new project plan in terms of scope, activities,
resources, time, and risk. This plan will then become the reference point for the control-
ling activities. During the executing phase, the actual project development will be con-
stantly compared with the plan, generating performance indicators, analyses of variance
and, finally, replanning.
What should be done to accomplish the project scope is technically included in the

work breakdown structure (WBS): “a deliverable-oriented hierarchical decomposition
of the work to be executed by the project team to accomplish the project objectives
and create the required deliverables.”2 The typical WBS is shaped as in Figure 9.1.
In the WBS, the project is progressively divided into more detailed activities at each

level until it reaches the work package (WP) level. WPs are small groups of activities
detailed enough to be defined in terms of duration, cost, and responsibilities. In rela-
tively simple projects, these are also the basic elements of project control. In big and
complex projects, there could be too many WPs to provide a manageable view of the
current project performance. In these cases, we normally identify an intermediate level
called the control account (CA). CAs can be thought of as small subprojects with their
own responsible party called the control account manager (CAM). Hereafter, we will
consider the case of a complex project with many CAs managed by different CAMs,
as this is the typical case in which the entire performance control methodology pre-
sented in the following paragraphs will be beneficial.
Starting from the activities identified in the WBS, many methodologies and tools

must be leveraged to properly plan the project (network diagrams, organizational
breakdown structure, responsibility assignment matrix, network diagrams, Gantt
charts, etc.). It is not our intention to cover these topics but to focus on the project

1“Project management body of knowledge (pmboks guide)”—Project Management Institute, 2013.
2Idem.
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controlling phases3; hence, we will assume that we have already developed the project
management plan and know the total budget and duration of the project. With these
data, a last crucial planning step is still needed: the development of the time-phased
budget, also known as the budgeted cost of work scheduled (BCWS). This document
describes how, according to the plan, the total budget is going to be spent along the
project’s duration. It can be created at the project level and at the CA level. We will
consider this second option. An example of how to create a BCWS of a CA is reported
in Box 9.1.

9.1 EARNED VALUE MANAGEMENT
Once the planning phase is over and the BCWS is defined, the project can move into
the executing phase. The company’s accounting system will keep track of all the
resources (both internal and external) used to perform the WP and will provide (virtu-
ally at any moment) the total current cost spent on the CA. These data track a second
crucial curve for project controlling: the actual cost of work performed (ACWP).
It is not possible to infer any information on the progress of the CA by comparing

the BCWS and ACWP. In other words, if there is a difference between the budgeted
and actual cost (and the CA is still in progress), it is not possible to understand the
cause of this variance.
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Figure 9.1 Elements of WBS.

3For a detailed analysis of project planning processes, tools, and methodologies, please refer to “Project
management body of knowledge (pmboks guide)”—Project Management Institute, 2013.
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Figure 9.2 shows the case of a CA where, at Time Now, the actual cost is higher
than the planned cost (ACWPTN.BCWSTN

4). This difference can be due to two
different reasons. The first one is the inefficient use of resources: The scheduled
work has been performed, but it required the consumption of more resources than
planned (e.g., more man-hours to perform a task). In this case, we would have an
extra cost for the work performed. However, the same difference could be given by
the anticipation of some activities: the actual work performed is higher than planned

Box 9.1 How to Build a BCWS
Let’s consider the case of a simple CA composed of five activities. For each activ-
ity, we have the following data from the plan: logical predecessors (e.g., Activity
B cannot start before the end of Activity A), time, and cost. Even though this
can be, in many cases, oversimplistic, let’s assume that the total cost of each
activity is linearly distributed along the activity time (e.g., Activity A lasts
3 months and costs 30,000h; thus, the monthly cost will be assumed to be
constant and equal to 10,000h per month).
It is now easy to define the period cost of the CA. For example, in Month 4,

we plan to be performing Activities B, C, and D with a total monthly cost of
50,000h. The BCWS can now be drawn as the cumulated cost curve along the
time planned.

Activity Pred.
Time

(months)
Cost
(K€) 

Monthly
cost

A - 3 30 10 

B A 2 30 15 

C A 3 60 20 

D A 4 60 15 

E B 3 30 10 
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4BCWSTN and ACWPTN are, respectively, BCWS and ACWP at Time Now.
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(e.g., a supplier delivered earlier and we could start a WP before). In this case, we
would not have an extra cost, as we just anticipated activities (and costs) we planned
to have later.
A discrepancy between planned and actual costs at Time Now can be the result of

infinite possible combinations of (1) cost variance (CV); and (2) schedule variance
(SV). Thus, we cannot be sure of the project performance by simply comparing the
BCWS and ACWP.
In order to understand what the real performance of the CA is, it is necessary to

introduce a third curve called the budgeted cost of work performed (BCWP) (also
known as earned value), which expresses the physical progress of the activities of the
CA at budgeted costs. By comparing this third curve with each of the previous curves,
it is now possible to understand the CA’s status. For example, in Figure 9.2, we can
compare BCWPTN and BCWSTN. Both curves show the value of the work at budgeted
costs (BCs); therefore, any difference between them can only derive from the difference
between the work scheduled (WS) and the work performed (WP) at Time Now. In this
case, BCWPTN,BCWSTN, which means that the amount of work performed is lower
than the WS: The CA is behind schedule.
As less work has been performed, one could expect that the actual cost of the CA

at Time Now would be lower than the planned cost (ACWPTN,BCWSTN), but we
observe the opposite in Figure 9.2. This means that the delay effect was completely
counterbalanced by a second effect. To understand why we spent more than
planned, even if we performed less work than scheduled, we can now compare
BCWPTN with ACWPTN. Both curves consider the WP but first consider the
budgeted cost (BC), whereas the latter considers its actual cost (AC). Therefore,
any difference between them can only derive from efficiency/inefficiency (I spent
less/more than planned for the work I did). In our case, BCWPTN,ACWPTN;
therefore, the CA is over budget.
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Figure 9.2 Basic elements of the earned value control system.
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To summarize, we can say that the CA represented in Figure 9.2 shows a cost higher
than planned at Time Now; the reason for this is twofold: It is behind schedule and
significantly over budget.

9.2 SYNTHETIC PERFORMANCE INDICATORS
FOR PROJECT ADVANCEMENT
The considerations we have made so far are commonly captured by two sets of syn-
thetic indexes: relative performance indexes and absolute performance indexes.

9.2.1 Relative Performance Indexes
These indexes express the cost/schedule performance as ratios:

Cost Performance Index ðCPIÞ5 BCWP

ACWP

If greater than 1, this index indicates that the CA is under budget.

Schedule Performance Index ðSPIÞ5 BCWP

BCWS

If greater than 1, this index indicates that the CA is ahead of schedule.

9.2.2 Absolute Performance Indexes
These indexes make it possible to express the accounting adjustment of the difference
between budgeted and actual costs (BCWS and ACWP); for this reason, they are cal-
culated in monetary units:

Cost Variance ðCVÞ5BCWP2ACWP

If greater than zero, this index indicates that the CA is under budget.

Schedule Variance ðSVÞ5BCWP2BCWS

If greater than zero, this index indicates that the CA is ahead of schedule.
Finally, it is important to note that the earned value is a cost-based control system

and, in some cases, this may impair the interpretation of schedule progress. Let’s con-
sider the SV for instance: It expresses the delay in terms of money and not in terms of
time. For this reason, a further absolute measurement is often added.

Time Based Schedule Variance ðSVtÞ5Earned Schedule2Time Now

where the earned schedule represents the moment when the BCWS was planned to
have the same value as the BCWP at Time Now:

BCWSðEarned ScheduleÞ5BCWPðTime NowÞ
SVt expresses the SV in time units and, if it is greater than zero, it indicates that the
CA is ahead of schedule.
Box 9.2 lists some examples of the practical use of these indexes.
All the indexes we have discussed show the project performance by comparing the

current situation to the initial planning (or its revisions). In other words, with particu-
larly positive (or negative) indexes, it will never be easy to define whether the error
effectively lies in the project execution or in its planning.
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Box 9.2 Reading Earned Value Performance Indexes
The definition of synthetic indexes facilitates a rapid and precise interpretation of the
status of the project. For example, in the following figure, it is possible to observe
two typical reports that, starting from the subdivision of the project into various
CAs, make it possible to show the performance in terms of schedule and cost.
It is easy to identify CA 4 as the biggest issue on this project, as it clearly

shows major problems with time (current performance is 29% lower than
expected) and with cost (current performance is 52% lower than expected).

ΔSPI**
Ahead of scheduleBehind schedule ΔCPI* Under costOver cost

*ΔCPI = CPI-1
**ΔSPI = SPI-1

Control account 1

Control account 2

Control account 3

Control account 4

Control account 5

TOTAL

–17% –8%

2%

–15%

–52%

0%

–15%

–100% –50% 0% 50% 100%

–5%

–29%

–100% –50% 0% 50% 100%

16%

0%

–5%

Correct reporting on project progress cannot, however, be based only on the
values of the relative indexes (Cost Performance Index (CPI) and Schedule
Performance Index (SPI)). These indexes show the performance as a percentage
of the planned work, but do not assess the real economic impact of these perfor-
mances. For this reason, it is always advisable to look at the values of the curves
(BCWS, ACWP, and BCWP) and, above all, the values of the absolute indexes
(CV and SV). The following table clearly shows that CA 1 is underperforming as
well, even if it performs relatively better than CA 4 (both CPI and SPI are below
1 but higher than the CA 4 values). Still, the actual economic impact of the delay
and inefficiency of CA 1 (given by CV1 SV) is comparable to the one caused
by CA 4. This is due to the size of the activities. CA 4 is performing worse than
CA 1, but its BCWS planned so far is four times smaller. Therefore, we can say
that this is more serious damage applied to a much smaller quantity.

x1000 
BCWS BCWP ACWP CV SV CPI SPI 

Control account 1 22,181 18,400 19,900 – 1,500 – 3,781 0.92 0.83

Control account 2 8,926 8,496 8,323 173 – 430 1.02 0.95

Control account 3 17,250 19,960 23,387 –

–

–

3,427 2,710 0.85 1.16

Control account 4 5,000 3,575 7,483 3,908 – 1,425 0.48 0.72

Control account 5 Not started Not started Not started Not started Not started Not started Not started

TOTAL 53,357 50,431 59,093 8,662 – 2,926 0.85 0.95

136 Performance Measurement and Management for Engineers



9.3 PERCENTAGE OF COMPLETENESS AND THE CALCULATION
OF THE EARNED VALUE (BCWP)
Applying earned value to project control is complicated by the need to calculate the
values of BCWS, ACWP, and BCWP.
Drawing the BCWS correctly requires the capacity to correctly plan the project, par-

ticularly when allocating the resources and defining the allocation drivers to apportion
the costs of internal resources.
Drawing the ACWP correctly entails the measurement of both external costs

(purchases, services, etc.) and internal costs (human resources and asset consumption).
While allocating the external costs to the CA is, on the whole, simple, doing the
same with internal costs can be more difficult. In order to have a precise allocation of
internal costs to the CA, it is necessary to measure the consumption of internal
resources by controlling their actual workloads. It is therefore essential to have
time reports: tools that, at fixed intervals (weekly or monthly) accurately measure the
quantity of resources spent on a specific CA.

Lastly, it is important to note that all the indexes discussed so far are calcu-
lated in Time Now. Therefore, by definition, as time passes, these indexes will
change. To correctly control the project, it is important to know not only the
value of the indexes at Time Now but also their trends. Let’s assume that at
Time Now, the CA is performing almost as scheduled (SPI5 1). Is this good
news? How have we performed so far? Were we behind schedule last month and
now we have recovered, or were we well ahead of schedule and are now slowing
down?
To answer these questions, we need to consider indicators such as CPI and SPI

along a time span. This can be done using the following graph, where we can see
how the project CPI is decreasing constantly (going from 1.3 to 0.85), but this is
counterbalanced by a constant increase of time performances (SPI goes from 0.80
to 0.95). In such a case, we can make the hypothesis that the delay on the project
was destroying value (e.g., penalties, delays in invoicing, and lower customer
satisfaction), and the project manager decided to speed up the project, even
spending more than planned.
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Even if calculating the BCWS and ACWP may require significant effort, rigorous
processes, and adequate managerial tools, calculating the BCWP is by far the most
difficult task to be performed to apply the earned value methodology. The formula to
calculate the BCWP is the following:

BCWP5BAC3POC

The budget at completion (BAC) represents the total planned value for the
controlled item (single CA or whole project). The BAC must already be estimated
to close the planning phase, and it is already included in the BCWS (it represents
its final point). Thus, the critical value to be estimated in order to properly calcu-
late the BCWP is percentage of completeness (POC). In some cases, measuring
the POC is easy—mostly when the activity releases physical and measurable
outputs (e.g., units produced by an assembly line). In other cases, measuring the
POC is very complex, especially if it is difficult to estimate the total amount of
resources needed to carry out the activity since the planning phase (e.g., the project
management activity).
Six main methods can be identified to measure the POC:

1. Weighted milestones: Main milestones along the activity are identified, and each of
them is assigned a weight given by the ratio between the budgets estimated to reach
the milestone over the total cost of the activity.

2. 50/50 or 0/100: These are particular cases of milestones where the weight
is fixed. In 50/50, the POC is 50% once the activity has started and until
its end, when it becomes 100%. In 0/100, the POC is always 0% until the
end of the activity, when it becomes 100%. These methodologies may seem
less precise than weighted milestones, but for relatively short and small activi-
ties, they work well and require considerably less significant planning and
controlling effort.

3. Units complete: This is suitable for WPs where multiples are being done. Each unit
is assigned a standard cost so as to allow earned value to be calculated from the
sum of the standard costs of units completed to date.

4. Management assessment: This is also called percent complete. Earned value is
estimated by the WP manager, who sets the POC based on his or her knowledge,
experience, and perception.

5. Apportioned effort: This method is used for work that is not easily measured but
that is proportional to a measurable effort whose POC is applied to both activities.

6. Level of effort (LoE): The POC of an activity is proportional to the time
elapsed. Here, earned value to date is always the same as what is budgeted
(BCWP5BCWS).

Some methods are, by their very nature, more objective than others (e.g., 1, 2,
and 3) and therefore more suitable for controlling projects. Methods 4 and 5 are
more subjective or based on nonphysical parameters and should be used as little as
possible. The last method (LoE) deserves a more detailed analysis. By definition, it
is not consistent with the earned value methodology, as it assumes that actual work
will be performed as planned (BCWP5BCWS). Nevertheless, it is trivial to imple-
ment and is appropriate for measuring tasks such as program management, which
are very difficult to assess and are normally too small to introduce significant
distortions into data.
Box 9.3 lists an example of the application of different measurement methods.

138 Performance Measurement and Management for Engineers



Box 9.3 Earned Value: Example of Application
As an example, we will look at the application of the earned value method to a
project named “New Vessel.” The project is composed of different CAs (Module
1 . . . Module n, Integration). We will focus our attention on the first CA, which
requires the performance of eight WPs. The planning of the CA is summarized in
the following figure, along with the time-phased budget (BCWS) and the control
methods that will be used during the executing phase.

BCWS1 BCWS2 BCWS3 BCWS4 BCWS5 BCWS6 BCWS7 BCWS8 BCWS9 BCWS10 BAC 

WP 1 100 K€ 100 K€ 200 K€ 300 K€ 300 K€ 1000 K€

WP 2 150 K€ 300 K€ 450 K€ 630 K€ 630 K€ 630 K€ 630 K€ 600 K€ 4020 K€

WP 3 15 K€ 30 K€ 45 K€ 63 K€ 63 K€ 63 K€ 63 K€ 60 K€ 402 K€

WP 4 71 K€ 71 K€

WP 5 71 K€ 71 K€

WP 6 71 K€ 71 K€

WP 7 71 K€ 71 K€

WP 8 30 K€ 30 K€ 30 K€ 30 K€ 30 K€ 30 K€ 30 K€ 30 K€ 30 K€ 30 K€ 300 K€

CA 130 K€ 130 K€ 395 K€ 731 K€ 825 K€ 794 K€ 723 K€ 794 K€ 723 K€ 761 K€ 6006 K€

New vessel

Module n IntegrationModule 1 …

t0 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10

WP1 - Des & Eng

WP3 - Control of production 

WP4 - Test 

WP5 - Test 

WP6 - Test

WP7 - Test

WP8 - Project management 

20% 50%  30%  

100%  

100%  

100%  

100%  

5 units 10 units 15 units 21 units 21 units 21 units 20 units 21 units WP2 - Production

Milestones

Units Comp.

App. effort

0/100 

0/100 

0/100 

0/100 

LoE 

Time Now = 4

WP 1 is a typical design and engineering activity where we can identify three main
milestones. The weight of the milestones is directly proportional to the budget. WP 2
is a production activity that will release a total amount of 134 units; for this reason,
the control method selected is Units Complete. WP 3 is a control activity related to
the previous activity. We cannot define what activities will be performed and when,
but based on historical data, we know that it normally costs 10% of the production
activity. For this reason, we distribute the time-phased budget in the same way as
WP 2 and will control it using the same POC (apportioned effort). WPs 4�7 are
four tests on manufactured units and will be controlled using a simple 0/100 method.
Finally, WP 8 is project management and will be controlled using LoE.
Let’s now assume that we wish to control the CA performances at Time

Now5 4. The value of the BCWS for the CA at Time Now will be obtained by
summing the CA’s monthly BCWS from Months 1 to 4:

BCWS4 5 1301 1301 3951 7315 1386 Kh

The ACWP will be provided directly by the accounting department, which will
obtain it from the company Enterprise Resource Planning (ERP):

ACWP4 5 1100 Kh
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9.4 ESTIMATE AT COMPLETION
Knowing the status of a CA is the first step of the control process, but it still is not
enough to make managerial decisions about the CA. Before making decisions that
might change the CA, such as de-scoping, increasing effort, or accepting delays, we
must learn what would happen if we did not make any change at all. In other words,
before making any decisions, we need to forecast what would likely be the final cost

To calculate the BCWP (earned value), we must check the physical progress of
each activity by talking with each WP responsible. The results of these interviews
are reported in the following table, along with information regarding the selected
control method and the BAC. Finally, the table reports the calculated POC per
each WP, its BCWP, and the BCWP of the whole CA.

Control method Status POC BAC BCWP 
(BAC*POC)

WP 1 Milestones (20%-50%-30%) 1st Milestone met 20% 1000 K 200 K

WP 2 Units complete (std cost 30K  ) 8 Units produced (134) 5,97% 4020 K 240 K

WP 3 Apportioned effort In progress 5,97% 402 K 24 K

WP 4 0/100 Test done 100% 71 K 71 K

WP 5 0/100 Not started 0% 71 K - 

WP 6 0/100 Not started 0% 71 K - 

WP 7 0/100 Not started 0% 71 K - 

WP 8 LoE In progress n.a. 300 K 120 K

CA 655 K

At this point, it is possible to calculate the synthetic performance indexes for
the CA:

CPI5BCWP/ACWP5 655/11005 0,60 (over budget)
SPI5BCWP/BCWS5 655/13865 0,47 (behind schedule)
CV5BCWP2ACWP5 6552 110052445 Kh (over budget)
SV5BCWP2BCWS5 6552 138652731 Kh (behind schedule)
SVt5ES2TN5 32 4521 month (behind schedule)

Note in BCWPTN5BCWSES
The earned value indicators clearly show that the CA is far behind schedule and

over budget. Data should still be analyzed with care. It is undoubtedly true that
WP 2 is behind schedule, as only eight units have been produced instead of 15.
WP 1 appears to be even more behind schedule: The second milestone has a weight
of 50% and has not been met, which means that the activity is definitely behind
schedule. Nevertheless, we cannot be sure that the activity progress is really 20%.
We could be very close to meeting the second milestone, which would considerably
increase the BCWP from 655,000h to 1,155,000h and modify the performance
indicators (e.g. CPI would become 1.05 and SPI would become 0.83). This exam-
ple clearly shows how data coming from the earned value management system
must always be interpreted by project managers. In this case, the best course of
action would be to acknowledge a delay in the production activity (WP 2) and ask
the person in charge of the design and engineering activity (WP 1) how far he or
she is from the next milestone.
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and time of the CA if we go on as planned. Only in this way will it be possible to con-
duct a differential analysis to understand whether to implement any corrective action
and which actions should be taken.
The earned value methodology can support the calculation of the estimate at com-

pletion (EAC). In order to see how, we will refer to the example in Box 9.3 for the cal-
culation of the earned value performance indicators.
We already know that the CA is largely behind schedule and over budget.

Therefore, we can assume that, if no corrective action is taken, both the CA budget
and the duration of the project must be increased.
The main question, however, is: How much more will this cost and how much

longer will the project take?
To calculate the new estimates, we must ask ourselves a question about the nature

of the deviations from planning. In some cases, deviations are due to contingent
causes—causes that have already impacted the project and are not supposed to affect
it anymore (e.g., the effect of a trade union dispute that has already been resolved). In
other cases, however, the causes that affected the CA are structural, and their effects
will continue influencing it in the future (e.g., stress on the raw materials market due
to a macroeconomic cycle that is expected to last longer than the CA itself). In these
two cases, the mechanism for calculating the EAC will be different.
If the causes of the variation are contingent, we will use the CV, which measures

the cost performance, to update the BAC and the SVt, which measure the time
performance, to update the duration according to the following formulas:

EACh 5BAC2CV

EACt 5Duration2 SVt

Therefore, assuming that the error is contingent, the new time and cost estimates for
the CA in Box 9.3 would be:

EACh 5 6006 Kh2 ð2455 KhÞ5 6451 Kh

EACt 5 10 m2 ð21 mÞ5 11 m

If, however, the causes are structural, we need to make assumptions about the future
performance indicators as well.
Normally, it is assumed that the performances at Time Now (CPI and SPI) will

remain unchanged from Time Now until the end of the CA.
Under this assumption, EACh will be equal to the actual cost of the work performed

so far (ACWP) plus the actual cost of work remaining (also called the estimate to
complete [ETC])

EACh 5ACWP1 actual cost of work remaining

Additionally, we can express the budgeted cost of work remaining as the difference
between the BAC (budgeted cost of 100% of the estimated work) and BCWP (bud-
geted cost of the percentage of work performed so far).

budget cost of work remaining5 ðBAC2BCWPÞ
Because we have assumed that the future efficiency will be equal to that of the past,
we can use CPI to transform it into the actual cost of work remaining:

actual cost of work remaining5
budget cost of work remaining

CPI
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In conclusion, then:

EACh 5ACWP1
ðBAC2BCWPÞ

CPI

In the same way, it is possible to calculate:

EACt 5Time Now1
ðduration2 earned scheduleÞ

SPI

Therefore, assuming a structural error, the new time and cost estimates for the CA in
Box 9.3 would be:

EACh 5 1100 Kh1
ð6006 Kh2 655 KhÞ

0:60
5 10:086; 33 Kh

EACt 5 4 m1
ð10 m2 3 mÞ

0:47
5 18:89 m

The new estimates greatly differ in the case of contingent or structural errors. In
general, it can be said that, with the same performance indexes, the assumption of a
structural error amplifies (either positively or negatively) the effects on the estimates.
This effect diminishes with the progress of the activity. In fact, if we consider structural
EACh as an example, when the work performed (BCWP) increases, the difference
between BAC and BCWP trends to zero and EAC trends to ACWP.

lim
POC-100%

EACstructural 5ACWP

9.5 COMPLETING COST/SCHEDULE PERFORMANCE INDEXES
(TCPI/TSPI)
Using the earned value techniques to define the EAC requires many approximations—
the most important of which are related to the method chosen to measure the physical
progress of the activities (POC) and to the assumption that in the future we’ll maintain
the performances we have had so far. Therefore, it is obvious that estimates obtained
in this way cannot be considered perfectly reliable or incontrovertible. When it is
necessary to update the plan of an ongoing CA, the appraisal made by the CAM
and the team may be more reliable than the pure and aseptic EAC calculated on a
spreadsheet.
However, in some cases, these appraisals can also be biased by contingent factors.

It is a known problem that the person working on a task is often too optimistic and
emotionally involved to run the estimates with pure objectivity.
Fortunately, though, even when the new budget and time are forecasted by experts,

the earned value management techniques can provide important support to the
decision-making process by assessing the feasibility of new estimates for the CA.
The basic idea is very simple. Let’s assume that the CAM provides new estimates

for the cost and duration of his or her ongoing CA. Knowing the performances at
Time Now, it is possible to calculate how we need to perform going forward to meet
these new estimates. In other words, the earned value technique “translates” the new
estimates expressed in terms of cost and time into estimates expressed in terms of
performance indicators to be reached. More specifically, we’ll call the to-complete cost
performance index (TCPI) the cost performance to be maintained from now on in
order to match the new estimates provided by the CAM and his or her team.
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The formula to calculate TCPI comes directly from the one in the previous chapter
to calculate the structural EACh. In that case, the EACh was the dependent variable
and CPI was an input variable: We assumed that we would perform the same in the
future as we have in the past. This assumption is precisely the main reason why, in
many cases, the EACh is not reliable. Another possibility is to consider the final cost
as a known value (provided by the CAM and his or her team) and calculate the cost
performance (TCPI) that should be maintained going forward to meet it.
We can replace variable EACh with the new estimate provided (new cost) in the for-

mula, and then we will calculate the TCPI:

EACh 5ACWP1
ðBAC2BCWPÞ

CPI
-TCPI5

ðBAC2BCWPÞ
ðnew cost2ACWPÞ

In the same way, the to-complete schedule performance index (TSPI) can also be
calculated, starting from the new time declared by the CAM and his or her team.

TSPI5
ðduration2 earned scheduleÞ

ðnew time2 time nowÞ
To see a practical application of both TCPI and TSPI, we can use the example in

Box 9.3 again.
We know that the CA is behind schedule and over budget. Let’s assume that,

despite these performances, the CAM declares that the activity will be concluded on
time and on budget. In other words, new time5 10 months and new
cost5 6,006,000h.
These targets will force us to work with performances well above 1 to recover the

delay and the inefficiency accumulated so far. Applying the formulas, these new esti-
mates can be translated into the new performance target.

TCPI5
ð6006 Kh2 655 KhÞ
ð6006 Kh2 1100 KhÞ 5 1:09

TSPI5
ð10 m2 3 mÞ
ð10 m2 4 mÞ 5 1:17

These figures must be analyzed carefully. For example, the TCPI seems to be reason-
able. It is only a bit higher than the planned performance (CPI5 1). Nevertheless, we
cannot avoid considering that the cost performance so far has been considerably lower
(CPI5 0.60). Increasing the index from 0.60 to 1.09 means increasing the performance
by 82%. This is not impossible, but it is evidently a challenging target, and specific
recovery plans should support such a statement to make it reliable. Similar considera-
tions might be done for the TSPI, which should increase by 149%.
As any other indicator within the earned value management methodology, the TCPI

(TSPI) is correlated with the POC. It is simple to imagine that, if an activity is over
budget and it has just started (POC5 1%), we still have plenty of work to perform.
Thus, a slight improvement in performance might be enough to close the activity on
budget. However, if the same activity is over budget and it is almost over
(POC5 99%), the improvement of performance should be enormous in order to
recover in the last 1% of work what has been lost in the previous 99%.
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CHAPTER 1010
Forms and Techniques for Financing

10.1 MARKETS AND FINANCIAL NEEDS COVERAGE
In order to achieve the goal of value creation, the management of financial resources
is extremely important. Management equilibrium requires the use and collection of
financial resources to be characterized in such a way that the value creation goal is
pursued. The investment structure—which is representative of how money is invested
(i.e., in the short term or in fixed assets)—and the financing structure—which is repre-
sentative of how money is raised (i.e., through debt or equity)—have to be aligned,
adhering to at least three conditions.
First, the investment structure must be consistent in terms of the time horizon with

the structure of the resources with which investments are financed. Capital uses that
generate cash in the short term also require financial methods that are characterized
by short-term returns and reimbursement. Likewise, those structures of capital use
with medium- to long-term returns will need reimbursement that covers types of long-
term financing.
Second, in building the structure of financing sources, attention should be paid to

punctuated cash management and balance. Commitments with the various sponsor
categories must be consistent with the firm’s capability to generate cash from its core
businesses in each period of time (t),1 as the following equation shows:

FCFFt=CASHOUTFLOWt $ 1 (10.1)

where FCFFt is the cash flow the firm business generates in each period and
CASHOUTFLOWt is the cash flow associated with the obligations to financial
stakeholders (debtholders—i.e., bondholders, banks, or other financial institutions).
The equilibrium should have a financing source structure that absorbs cash exactly
when the firm produces it. The indicator is required to be at least 1; however,
it should be higher than 1 due to the possible volatility of the FCFFt produced
over time.
Third, enterprises should seek equilibrium between returns and the cost of capital.

Investments must generate a return that should be able to remunerate the cost of
capital. The cost of capital is related to the financial structure choices and thus to the
composition of the financial sources. Therefore, it is an expression of the expectations
of all those who finance the firm. Hence, the collection and management of financial
resources require a great deal of attention and could contribute to the firm’s value
creation.
As a result, it is essential to comprehend how and where firms can obtain financial

resources.

1Period t can be days, months, or quarters according to the needs of the company.



Firms could comply with these necessities by resorting to self-financing—i.e., the
resources generated through their own management—and/or to external sources—i.e.,
the resources collected through external operations. Cases in which companies are able
to fulfill their obligations with self-financing are the least frequent. Hence, the most
widespread solution is the recourse to external sources.
Before looking for the most suitable solutions to collect financial resources, it is impor-

tant to understand how to quantify and qualify the financial requirement to be fulfilled.

10.1.1 How to Measure Financial Needs
Financial need should be quantified and qualified. Some steps can be taken to attain
the right measurement.

First, it must be defined the overall amount of resources needed for the company
to function.
Afterward, resources must be related to ordinary needs (e.g., inventory, raw mate-
rial, operating costs) and other circumstances related to the running of the com-
pany (e.g., investments, debt reimbursement).
Finally, it has to be timed the financial need, which means tracing the temporal
distribution of cash flows.

Some of the steps are not related to the amount of the financial need; they may refer
only to the features of the requirement.
To clarify, think of a firm that needs to finance its own inventory, for which some

costs to buy raw materials and transform them through labor have been anticipated.
However, the firm is waiting to sell this inventory, which means then invoicing and
collecting compensation. For this reason, the company really needs to cover its tempo-
rary requirement with resources that can be reimbursed and remunerated as soon as
the inventory will be converted to cash flow (sales)—i.e., in the short term.
A second case is when firms need to finance an investment for buying new equip-

ment to improve efficiency. This will lead to the reduction of production costs in the
short and medium term. In that case, the firm will need to cover a significant initial
financial requirement, which will then give gradual returns. Hence, it has to cover a
long-lasting requirement with resources that can be remunerated and reimbursed grad-
ually over time in concert with the materialization of the cost savings.
A third example is firms that need to finance an investment in a new product, start-

ing from the initial stages of research and development until effective commercializa-
tion. In this case, the firm will need to finance a large amount for a long period of time
and can afford to pay it back only when the new product is able to generate cash flow.
These three cases are representative of what can happen during the decision-making

and planning phases and demonstrate how the financial requirement not only must be
quantified but also qualified in order to find the best solution. This must be consistent
with the company’s overall needs, not only in quantitative terms but also in terms of
the remuneration and reimbursement dynamic.
Therefore, during company planning, it is important to question the amount of

financial resources that are required and where these will come from—i.e., through
which possible solutions it is possible to collect them.
It is possible to proceed with either a direct or an indirect method.
The direct method leads to the definition of requirements through a thorough list of

all the company’s necessities. For example, the list could include the acquisition of
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new technology, the acquisition of a company branch, debt reimbursement—all cases
that could lead to the identification of the requirement through an estimation of the
related commitment in each situation.
The indirect method esteems the capital requirement linking it to the company size.

It is the most consistent with a gradual and incremental dynamic of the company
management.
For example, suppose that a company has revenue in time t0 equal to 120 million

euros, its net working capital equals 18 million euros, and its net fixed assets equal
approximately 42 million euros. Let’s suppose that the capability in terms of fixed
investments has not been saturated yet and that the company could grow without new
investments in net fixed assets.
If the company has a goal to grow by approximately 20% during the period t1,

under the hypothesis of no saturation of the productive capacity, it should ask to
finance its incremental net working capital. Surpassing 120 million euros in revenue to
144 million euros, therefore, its net working capital will increase from 18 million euros
to 21.6 million euros, with a net financing requirement of approximately 3.6 million
euros. To take this path, the company should be certain in advance to have sufficient
financial coverage. The indirect method passes through the definition of the company
dimensional goals with a gradual logic during time and, as a consequence, it brings to
the definition of the financial requirement.
In more general terms, it can be calculated as follows:

ðSalest11 2 SalestÞ3 ICt 5FinancialRequirementt (10.2)

where

Salest11, expected sales
Salest, actual sales
ICt, intensity of the invested capital (net working and/or fixed assets)
FinancialRequirementt, consequent financial requirement to be covered.

The determination of the financial requirement from a quantitative point of view and
its qualification in terms of features open up the search for resources on different possi-
ble frontlines. If they are not available internally or the internal resources are used in a
different way, companies should seek additional options to find financing externally.

10.1.2 How to Cover Financial Needs
The resource collection to model the financial structure could take place on two princi-
pal financial markets:

• The equity market
• The debt market.

The equity market helps companies obtain financing through the issuance of shares
and in general terms of equity. Companies can issue several types of shares:

• Common shares: They carry voting rights and dividend rights just like residual
claimholders—that is, when all other financial stakeholders and preferred share-
holders have already been remunerated.

• Preferred shares: They typically do not carry voting rights but are entitled to receive
a certain level of remuneration as dividends before common shareholders.

147Forms and Techniques for Financing



Companies issue shares and, in this way, they are able to collect financial resources.
The collection of financial resources through shares is, overall, the most stable form of
collection. Companies issue shares, and underwriters buy them. Through this opera-
tion, companies collect capital, and investors acquire two different types of rights.
First, investors acquire the right to be remunerated, which remains a residual right.

In fact, shareholders have the right to be remunerated only after all the remaining sta-
keholders have been remunerated. Therefore, shareholders are also called residual
claimholders and underwrite risk capital—i.e., the most risky form of investment in the
firm but also the most stable form of financing for companies. This financing is more
stable because companies do not have time constraints and are not limited in the way
with which they remunerate or reimburse this capital.
The second type of right is related to the governance system of companies. The owner-

ship of equity capital gives shareholders the right to vote within social bodies in which
the owners are represented. Shareholders are the owners of the firm and, consequently,
they have the right to nominate directors and the right to have a say in fundamental
business decisions, such as the approval of the company’s balance sheet. Obviously,
these voting rights, as well as ownership rights, are proportional to the quota owned.
The equity market can then be divided into:

• The public equity market. When the collection of resources takes place on a public
market, this is called public equity. A typical situation is the listing on the stock
exchange. Companies must be admitted to the listing in the stock exchange—i.e.,
on an official and regulated market—through the issuance of shares in the commu-
nity of investors. In this way, companies collect financial resources by selling their
own shares on the market. The market can, in turn, trade those shares without tak-
ing away the related resources to the companies that have collected them. The
choice of the listing is particularly relevant for company growth and has very seri-
ous implications in terms of costs and benefits. The company must pay fees to be
listed on the exchange; the company must also adhere to the requirements for pub-
lic companies and may also have to change its strategy in terms of transparency,
governance, and company information.

• The private equity market. The collection of equity resources can also take place on
a private market, where it is possible to have private partners or institutional inves-
tors (e.g., private equity funds) who acquire shareholdings in companies, underwrit-
ing issued shares and consequently financing them as investors of risk capital.

The debt market is a market where financers lend money to a company, which is
then obligated to remunerate them and reimburse them according to an established
method and schedule. In this way, the debt market and the equity market are contra-
dictory. In the equity market, investors have a residual remuneration for which they
have relevant governance rights, whereas in the debt market, financers have the right
to be remunerated and reimbursed according to an established contract.
The debt could be collected issuing bonds (or, in general, debt securities) or through

banking loans (or, in general financial companies, loans). In the first case, the com-
pany is moving within the bond market, while in the second instance, it is moving
within the banking debt market.
The equity, bond, and banking markets represent three fundamental branches of capi-

tal markets wherein companies can obtain financing depending on their specific needs.
Hence, within these branches, the most favorable technical solutions will be identified in
order to give companies financial equilibrium consistent with the goal of creating value.
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10.2 FORMS AND TECHNIQUES FOR SHORT-TERM FINANCING
Short-term financial decisions affect current assets and current liabilities, and man-
agers should raise money to cover working capital needs. In fact, short-term financial
decisions focus on cash inflows and outflows from within a year or less.
To choose the best short-term option, it is important to compare the different possi-

bilities according to their cost, which means including and analyzing not only the
interest to be paid to the lender but also the fees the lender requires. In addition, the
many borrowing options are characterized by different schedules and flexibility.
The access and flexibility to financing is nation specific—e.g., the Italian Law nr.

108/1996 introduced a cap on interest rates for each different lending form in order to
define a threshold beyond which the rate becomes usurious. Table 10.1 lists data pro-
vided by the Bank of Italy in 2014 that show examples of the different rate levels
depending on the type of loan.
Companies have different financing choices in order to meet short-term debt obliga-

tions such as lines of credit, commercial papers, and factoring, which will be described
in the following sections.

10.2.1 Lines of Credit
A line of credit is an available amount of money that a firm can borrow. It is a very
flexible option of financing. It should be used for covering short-term cash imbalances

Table 10.1 Examples of Different Rate Levels
Type of Debt Threshold Rate

Lines of credit Up to EUR 5000 11.48%

Over EUR 5000 10.06%

Unsecure overdraft Up to EUR 1500 16.25%

Over EUR 1500 15.01%

Anticipation and bank discount Up to EUR 5000 8.90%

From EUR 5000 to EUR 100,000 8.06%

Over EUR 100,000 5.49%

Factoring Up to EUR 50,000 7.43%

Over EUR 50,000 4.67%

Vehicle leasing Up to EUR 25,000 7.92%

Over EUR 25,000 7.52%

Real estate leasing Fixed rate 6.52%

Floating rate 4.87%

Revolving credit Up to EUR 5000 16.97%

Over EUR 5000 12.31%

Mortgage loan Fixed rate 5.17%

Floating rate 3.73%

Source: Bank of Italy, press release, March 25, 2014.
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due to the mismatching of operating cycle inflows and outflows; otherwise, it will
become a very onerous obligation, as the rate in Table 10.1 shows.
The bank or the financial institution that gives a line of credit to a client is risking

improper use by the client firm (outline of the bank credit use), financial instability,
and economic loss.
The main costs the client is subjected to are the following:

• Interest payables, whose interest rates are defined by exogenous circumstances, pric-
ing policy and bank features, client risk profile and relative bargaining power, and
operation features.

• A commitment fee, which is calculated as a fixed percentage on the loan amount
that covers the possible unused credit.

• An arrangement fee, which covers all the administrative processes, including the
transaction implementation.

• An agency fee, which covers the management of the credit relationship.

10.2.2 Commercial Papers
Commercial papers are securities issued by companies—in particular, large enterprises—
to raise resources for their financial needs. They are tradable on the money market, and
their maturity is generally between 1 and 9 months.
When issuing commercial papers, banks, finance companies, and corporations are

promising to pay the face value on the note maturity date. In fact, this is an unsecured
form of credit, as no collateral is required. For this reason, only firms with a great
credit rating are able to sell their commercial papers at a reasonable price.
Commercial papers have low marketability, as there is not a secondary market, even

though the issuer could repurchase the note prior to maturity. Generally, being issued
commercial papers is cheaper than getting a loan from a bank.
The U.S. Federal Reserve System (FED) publishes data on the commercial paper

rates supplied by the Depository Trust & Clearing Corporation. Table 10.2 lists the
commercial papers’ annual average rates. They include calculation programs with at
least one “1” or “11 ” rating in the AA2 financial and AA nonfinancial commercial
paper interest rate, but no ratings other than “1” for the short-term credit rating and
programs with at least one “AA” rating, including split-rated issuers for the long-term
credit rating. The A2/P2 nonfinancial category includes programs with at least one

Table 10.2 Commercial Paper Rates for Different Categories as of March 31, 2014
AA Financial AA Nonfinancial A2/P2 Nonfinancial

1-day 15-day 30-day 90-day 1-day 15-day 30-day 90-day 1-day 15-day 30-day 90-day

2012 0.09 0.11 0.12 0.20 0.11 0.12 0.13 0.19 0.38 0.42 0.46 0.53

2013 0.07 0.07 0.09 0.14 0.06 0.07 0.08 0.11 0.25 0.27 0.30 0.33

2014a 0.05 0.05 0.07 0.13 0.05 0.05 0.05 0.10 0.20 0.21 0.25 0.28
aData through March 28.
Source: www.federalreserve.gov.

2Refers to the rating evaluation.
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“2” rating, but no ratings other than “2” in relation to the short-term credit rating and
programs with at least one “A” or “BBB”/“BAA” rating, including split-rated issuers,
but none with any ratings outside the “A”�“BBB”/“BAA” range for the long-term
credit rating.

10.2.3 Factoring
Factoring is a credit service that concerns the acquisition of commercial credit by an
intermediary (factor) in order to receive advance payments. In fact, the factor pays a
percentage (approximately 80%) to the counterparty as soon as it receives an assign-
ment or the receivable.
An example could be a firm that has a credit of 1000h on March 31 to be paid 90

days later. The creditor could sell this credit to a factor, which will anticipate an amount
(let’s suppose 800h—i.e., 80% of the face value) and which will cash in 1000h on June
30 (the day the debtor is supposed to pay). Figure 10.1 shows this situation graphically.
The factoring agreement could be:

• with recourse, which means that the credit risk is on the creditor firm under
reserve—i.e., the factor requires the return of anticipated amounts to the party who
sells the credit in case the debtor does not fulfill its duties at maturity;

• without recourse, here, the factor assumes the insolvency risk. In this case, the fac-
toring cost for the creditor is comprehensive of this risk analysis, and in the case of
insolvency, the factor cannot recoup costs from the client who gives the credit. This
functions as a protection against bad debt quality, even if it is not costless.

In order to address company needs, the EU Federation for the Factoring and
Commercial Finance Industry3 identifies different types of factoring that can be found
in the market.
Full factoring requires the commercial credits of a firm to be ceded to the factor that

collects and manages them; this is the typical factoring contract. Reverse factoring
implies that the factor contacts the supplier of a buyer firm, offering it a factoring con-
tract regarding the discount of its invoices to the buyer. Maturity factoring means that
the supplier receives the receivables payment on a due date. In addition, a factoring
contract could be related to a receivable that could be in a foreign currency; thus, there
is an exchange rate risk.

Debtor

Factor

Creditor
2. Payment postponed on 30 June

1. 31 March: Credit €1,000

3. 10 April: sell of its credit

4. 12 April: anticipation 
€ 800

Figure 10.1 Factoring actors and process.

3The EUF is the representative body for the factoring and commercial finance industry in the EU. It comprises
national and international industry associations that are active in the region.
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In a typical factoring contract, some of the following items could be included:

• Interest payment on the advanced amounts
• Management and credit administration service fee
• Invoice fee (for each invoice transferred)
• Account and proceeds fee, as the relationship with the factor is generally regulated

on a current account
• Percentage commission based on the face value of the receivables.

In addition, some other costs could arise, depending on the type of factoring. In the
case of without recourse factoring, the factor could require an additional amount to be
protected in case the debtor does not fulfill its duty while in a with recourse factoring
the client could be charged of a preliminary investigation fee as the factor wants to
assess the reimbursement faculty of the firm which sells the credit.
According to the EU Federation for the Factoring and Commercial Finance

Industry, the global total business volume of the factoring industry increased from
EUR 760 billion in 2003 to EUR 1325 billion in 2008, achieving a remarkable EUR
2120 billion in 2012. The European market increased from EUR 827 billion in 2009
(67% of global volume) to EUR 1200 billion in 2012 (60% of global volume).

10.3 FORMS AND TECHNIQUES FOR LONG-TERM FINANCING
Managers should be aware that a good mix between long-term financing and short-
term financing supports the company in terms of timing, flexibility, and cash flows.
Long-term financing includes equity financing and debt financing. In fact, an issu-

ance of new shares will increase the equity of the company, whereas the issuance of
new debt (e.g., corporate bonds or a new bank loan) is a liability.
The following sections will discuss the meaning of IPOs and analyze bonds, syndi-

cated loans, and leasing, which allows a company to use an asset in return for periodi-
cal payments.

10.3.1 IPOs
An initial public offering (IPO) is the process through which a company becomes listed
on a stock exchange. Going public requires the company to meet the minimum listing
requirements for the exchange and to fulfill a process with specific regulatory issues.
Figure 10.2 shows the timetable that a company interested in admission on the
London Stock Exchange�AIM should expect.
Due to the abundance of tasks to be performed, generally a company picks

intermediaries with a great deal of expertise. There could be an accounting consultant, a
legal advisor, and one or more investment banks. In the case of more than one investment
bank that supports the company, a syndicate is formed whose tasks encompass the prepa-
ration of due diligence, the preparation of the red herring (i.e., the preliminary prospectus
for the authority and investors), the final prospectus, the assessment of the market, the
organization of road shows, and the collection of expressions of interest. In addition,
there could be an underwriter (an investment bank) with a greenshoe or overallotment
option that gives it the right to sell additional shares than were initially available.
There are some potential advantages for a company to offer its securities on the

market. In fact, through an IPO, the company raises money to expand its operations,
acquire other companies, and provide liquidity to shareholders. However, the decision
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to go public increases the company’s costs, as it has to pay underwriting fees, legal
and accounting advisors fees, and fees required by the stock exchange. In addition,
there could be a change of control as new shareholders replace previous ones; in this
case, the company should disclose more information to the market. In addition, inves-
tor relations should be appointed, and the company should handle corporate gover-
nance issues.

10.3.2 Bonds
A bond is a security that requires the issuer to pay specified interests (coupons) and
make principal payments to the bondholders at maturity or even on specified dates.
The requirements for issuing bonds are regulated country by country. Normally, lim-
ited companies can issue bonds and just with a maximum amount as a percentage of
capitalization.
The repayment of the capital could be one-shot at maturity or amortized during the

bond life, while the coupon may not be provided (zero-coupon bond) or it could be
present and have a monthly, quarterly, semi-annual, or annual frequency (coupon
bond) calculated at a fixed or floating rate.

The admission process
12–24 weeks before admission

6–12 weeks before admission

1–6 weeks before admission

1 week before admission

Admission week

Pre flotation preparation
24–36 months before admission

12–24 months before admission

6–12 months before admission

• Develop a robust business plan

• Read the Exchange’s flotation pack

• Review and plan your investor relations (IR) strategy
• Ensure you have independently-audited financial
 accounts, if applicable, for a 3-year period
• Consider commissioning an independent expert’s
 report on you business
• Make any necessary changes to the executive board
• Appoint nonexecutive directors
• Ensure your company is incorporated under the
 relevant laws
• Consider whether to conduct pre flotation fundraising
• Decide on the method of flotation
• Hold a beauty parade of advisers

• Attend one of our flotation seminars
• Contact us for a one-to-one meeting
• Adopt “best practice” corporate
 governance standards
• Complete any planned strategic intiatives such
 as acquisitions

• Ensure contracts are in place with customers
 and suppliers
• Review management information systems
 and operational and compliance controls
• Consider ownership and tax issues

•  Appoint your advisers
•  Instruct all advisers
•  Agree the timetable to admission

•  Review any problem areas that have emerged
•  Produce the draft prospectus/admission document
•  Produce the first draft of the other required
 documents
•  Conduct the Initial review of pricing Issues
•  Review PR presentations
•  Host analyst presentations

• Continue drafting meetings
• Carry out and complete due diligence
• Hold PR meetings and roadshow
• Register the prospectus with the UKLA
• Submit 10-day announcement to Exchange
 of intention to join AIM

• All documents completed and approved
• Pricing and allocation of the offer
• Register the prospectus
• Sign subscription agreement
• Bulk print final prospectus

• Pay exchange fees
• Submit documents
• Admission to AIM granted
• Trading begins

Figure 10.2 London stock exchange�AIM admission timetable. http://www.londonstockexchange.com/
companies-and-advisors/aim/for-companies/joining/admission-timetable.pdf.
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Generally, the coupon is expressed in a percentage on the face value (FV) of the
bond. For example, an annual coupon of 4% on a bond whose FV is 1000h means a
coupon amount of 40h per year.
In the case of a fixed rate coupon, the amount of the coupon will be constant over

time, whereas in the case of a floating rate coupon, the formula through which the
coupon will be calculated is constant over time—e.g., coupon5 base rate1 spread,
where the base rate could be the Euribor or the Libor rate in the European market,
and the spread is contractually defined. The coupon rate could also step up (so it
increases over time up to maturity) or step down, which means that it decreases over
time up to maturity.
Bonds are issued not only by companies (corporate bonds) but also by governments

(government bonds) and municipalities (municipality bonds).
In addition, there is a particular class of bonds—i.e., hybrid bonds—that has specific

features and whose seniority is lower than the one of ordinary bonds (Figure 10.3).
It is possible to value a bond knowing its coupon amount c% and frequency t

(if any), its face value FV, and its maturity T. In addition, an analyst needs to identify
an appropriate discount rate for that security.
With this information, the value of a bond is the present value of the coupon and

the FV that the holders will receive:

bond value5
XT
t50

ct%3FV

ð11ktÞt
1

FV

ð11ktÞT

Obviously, in the case of a zero-coupon bond, the formula is much simpler:

bond value5
FV

ð11kT ÞT

One of the most relevant issues is the identification of the most appropriate discount
rates, one for each period in which the coupon is stripped. In the case of a risk-free
bond, the discount rates could be directly inferred from the term structure of interest
rates. The term structure of the interest rate curve denotes the relationship between the
yield on risk-free zero-coupon bonds at different maturity dates. Figure 10.4 shows the
term structure of interest rates based on US treasuries.
When valuing a nonrisk-free bond, the discount rate should consider an addi-

tional premium for the riskiness of the security. In this way, the discount rate is
inferred from the term structure of interest rates plus an additional spread that

Bonds

Debt securities

Zero coupon

Coupon

Fixed rate

Floating rate
Hybrid securities
(e.g., convertible)

Figure 10.3 Different features of bonds.
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considers the company risk as measured by its default spread. In fact, rating agen-
cies publish the default probability of a company at least annually given its rating
and the additional spread required by nonrisk-free companies (refer to Figure 10.5
and Table 10.3).
Often, the yield to maturity (YTM) is calculated and reported in the bond informa-

tion. This is the yield that equals the discounted coupons and the face value to the
bond value, whose value should be known through the previous formulas. In order to
mathematically obtain this value, mathematical software or a trial-and-error approach
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Figure 10.4 US term structure of interest rates as of November 25, 2013. http://fxstreet.com.
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Figure 10.5 Global corporate average cumulative default rates by rating (1981�2012). S&P’s Global Fixed
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can be used. In fact, this requires solving an f-power equation, where f is the frequency
with which coupons are given. Find the YTM so that:

bond value5
XT
t50

ct%3FV

ð11YTMÞt 1
FV

ð11YTMÞT

Another relevant parameter of a bond is its duration D. The duration, expressed in
years, considers the discounted sum of cash flows and times compared to the dirty price.

D5
1

P

XT
t50

ct%3FV

ð11ktÞt
3 t1

FV

ð11ktÞT
3T

 !

The Macaulay duration is calculated substituting the discount rates with the YTM
as found previously.

DMAC 5
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Its relevance comes from its linkage to the bond volatility—i.e., the bond’s sensitiv-
ity to interest rate changes. In fact, it gives an idea of the increase (decrease) of the
bond price in case of a Δk decrease (increase) of each discount rate.

Volatility σ5
ΔP

P
52

DMAC

11YTM
3Δk

The bond value is called the dirty price in the financial market in contrast with the
clean price, which is the difference between the dirty price and accrued interests.
Accrued interests are those accumulated since the previous coupon payment. This can
be calculated as follows:

clean price5 dity price2 accrued interests5 dirty price2 c3
m

M

where m is the time bucket since the previous coupon payment and M is the time
bucket between two consecutive coupon payments. Be sure that the time buckets of
the numerator and dominator are the same—e.g., both days, months, or years.
Bonds are classified even for the ratio between the face value and the clean price. In

particular:

If clean price,FV, then the bond is said to quote below par.
If clean price5FV, then the bond is said to quote at par.
If clean price.FV, then the bond is said to quote above par.

As shown previously, zero-coupon bonds always quote below par, so they are
always sold at a discount on the face value. The difference between the bond price and
its face value is the only remuneration the bondholder receives. Table 10.4 lists some
available data about a bond.

Table 10.3 Ratings and Default Spread
Rating AAA AA A BBB BB B CCC CC C D

Spread 0.40% 0.70% 1.00% 2.00% 4.00% 6.50% 8.75% 9.50% 10.50% 12.00%

Source: Damodaran website as of January 2014.
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10.3.3 Leasing
A lease is a contractual agreement between a lessee (user) and a lessor (the owner of
the asset). It gives the right to the lessee to use an asset for a period, making periodic
payments (e.g., monthly, semiannually, or annually) to the lessor.
The lessor could be the asset manufacturer or an independent leasing company that

buys the asset from the manufacturer and leases it out.
From an accounting point of view, leasing could be off-balance sheet financing, as a

firm could use an asset through a lease and not necessarily disclose the existence of the
lease contract on the balance sheet. In the IFRS accounting standards, the IAS 17—
last amended in 2010—regulates leasing accounting.
Generally, we can distinguish between operating leases and finance leases.

According to the IAS 17.4, “a lease is classified as a finance lease if it transfers sub-
stantially all the risks and rewards incident to ownership. All other leases are classified
as operating leases.” Thus, it suggests focusing on the substance of the transaction
rather than the form.
An operating lease is related to more standardized items. It is generally shorter term

in comparison with finance leasing but even more so than the economic life of the

Table 10.4 Bond IT0004503717 Description
Description ENI 06/2014 FX 4% EUR

ISIN IT0004503717

Last price 104.02

Minimum price 104.01

Maximum price 104.089

Issue date June 26, 2009

Issuer ENI

Time to maturity (days) 448

Maturity June 29, 2015

Coupon type Fixed rate

Coupon date June 29, 2014

Quotation type Clean price

Accrued interests (act/360) 3.0466

Duration 1.073

Currency EUR

Listing market Italian MOT

Issue price 99.9

Coupon rate 4%

Coupon frequency Annual

Face value 1.000

Security class Corporate

Country of register Italy

Source: www.milanofinanza.it/quotazioni.
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asset. The lessee could ask to renew the asset, give it back, or even cancel the leasing
prior to the expiration date.
A financial lease is generally longer term, and at the end of the leasing period, the

asset ownership should be transferred or the lessee should be given the opportunity to
redeem the asset.
It is crucial to know who is responsible for the asset insurance, maintenance, and

taxes. In an operating lease, the lessor transfers the related costs to the lessee, including
them in the lease payments. In finance leasing, the lessee is the responsible party.
Companies often face the choice between leasing an asset rather than buying it. In

fact, leasing an asset is less capital intensive and lets the company deduct the entire
amount of the lease payments it makes.
Even in comparison with a loan, the company achieves a tax shield. In fact, the

loan gives the company the opportunity to deduct only the interest payments. In addi-
tion, a loan generally does not permit the company to finance the entire amount of an
asset value—only a maximum of 50�65% (before the financial crisis, this was up to
80�100%).
According to the analyses by Assilea and Aritma,4 the Italian lease market shows a

15.9% decline on contract numbers and a 34.6% decline in contract value at approxi-
mately 16.7 billion euros. There has been a strong decrease in real estate leasing at 3.6
billion euros (2 48.9%, while it was 213% at a European level5) and 250.8% on the
contract value and 267.6% on contract numbers in leasing for the railway, aeronau-
tics, and naval industries. In addition, 75% of Italian leasing contracts are addressed
to SME. While the Italian vehicle leasing segment decreased by 25.1% in value, at a
European level, it grew by 5.2% compared to 2012.6

10.3.4 Syndicated Loans
A syndicated loan is provided by a group of lenders. It is structured, arranged, and
administered by one or several commercial or investment banks known as arrangers
(refer to Figure 10.6). The aim is to lend money to a borrower with a unique contract.
This allows the partition of credit that a stand-alone bank could not disburse.

Borrower

Arranger(s)

Bank 1 Bank 2 Bank 3 Bank n……

Figure 10.6 General structure of a syndicated loan.

4Assilea and Aritma, Leasing Annual Report, 2012.
5European data are reported in a Leaseurope press release available at http://www.leaseurope.org/uploads/
documents/press-releases/pr140314-Preliminary%20Survey.pdf.
6Please refer to Footnote 5.
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Figure 10.7 reports the volume of global syndicated loans, categorized by the
amount lent in each quarter and the total number of issues per year. It is important to
pay attention to the decrease of the issues in 2013, as this number does not include the
2013 4Q data. Table 10.5 summarizes the 2013 3Q proceeds and issues according to
geographical distribution, while Table 10.6 lists the most relevant global syndicated
loans given in 2013 up to 3Q.
Syndicated loans are a way to have access to credit if a company needs a large

amount of money, with the advantage of signing a unique contract and communicat-
ing with a unique administrator (the arranger bank). In addition, this method allows
the company to opt for a flexible and customized solution.
Another financing option is bond placement, as discussed in Section 10.3.2. While

this lets the company issue securities with customized but standardized features and
turn to a more extensive and liquid market, this is not as effective for large sums, as
only certain companies can afford this option—i.e., investment-grade enterprises or
those with a sound reputation.

Global syndicated loans volume
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Figure 10.7 Global syndicated loan volume. Thompson Reuters, Global Syndicate Loans Review, 3Q 2013.

Table 10.5 2013 3Q Data on Syndicated Loans
January 1, 2013 to March 9, 2013

Proceeds (US$) Number of Issues

Americas 1,752,080.9 3300

Europe 580,803.2 879

Africa/Middle East/Central Asia 62,699.3 101

Asia-Pacific 314,112.9 955

Japan 223,225.9 1497

Global 2,932,922.2 6707

Source: Thompson Reuters, Global Syndicate Loans Review, 3Q 2013.
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Table 10.6 Top 10 Global Syndicated Loans. January 1, 2013 to March 9, 2013.
Closing Date Borrower Target Market Package Amt

(US$m)

Primary UOP

September 13, 2013 SoftBank
Corp

Japan 19,930.7 Refn/Ret Bank Debt

June 5, 2013 Wal-Mart
Stores Inc.

United States 17,353.0 Refn/Ret Bank Debt

June 13, 2013 Glencore
Xstrata PLC

Switzerland 17,340.0 Refn/Ret Bank Debt

May 14, 2013 DTCC United States 14,621.0 Refn/Ret Bank Debt

February 13, 2013 NK Rosneft Russian Fed 14,212.0 Acquisition Fin.

May 31, 2013 Thermo Fisher
Scientific Inc.

United States 14,000.0 Future Acquisitions

September 30, 2013 Nestle SA Switzerland 13,488.0 Refn/Ret Bank Debt

June 6, 2013 HJ Heinz Co. United States 13,100.0 Leveraged Buyout

February 8, 2013 Enel SpA Italy 12,618.6 Refn/Ret Bank Debt

September 26, 2013 Daimler AG Germany 12,142.5 Refn/Ret Bank Debt

Source: Thompson Reuters, Global Syndicate Loans Review, 3Q 2013.

160 Performance Measurement and Management for Engineers



Annexure 1: Consolidated Financial Statement

Deborah Agostino
Politecnico di Milano, Department of Management, Economics & Industrial Engineering

Consolidated financial statements are financial reports that show the financial results
of a group of companies as if individual entities were a single economic entity. The
group consists of a parent company and all its controlled entities. The parent is the
enterprise that controls one or more enterprises. Each controlled company maintains
its set of financial statements that are independent of the entity that owns the company
itself. The parent instead prepares the consolidated financial statement of the group
that comprises the same documents prepared by the single enterprise. These documents
have two main purposes:

• To provide information on the situation of the resources of a group of companies,
detailing the item “equity investments”

• To provide information on the incomes of the group without considering revenues
and costs related to intragroup operations.

The parent company must prepare consolidated financial statements when it has
control over another company. Following IAS principles,1 control exists when:

• The parent holds more than one-half of the voting power in another company or
• The parent holds ,50% of voting power in another company, but it exerts a signifi-

cant influence over the other enterprise (i.e., controls the board of directors).

Box A1.1 Exemption to Financial Statement Consolidation
A parent company is required to prepare consolidated financial statements if con-
trol over another company exists. However, some exemptions exist. Following
IAS principles, a parent is not required to (but may) present consolidated financial
statements if the following four conditions are met (paragraph 4 of IFRS 10):

1. The parent is itself a wholly owned subsidiary or is a partially owned subsidi-
ary of another entity and its other owners, including those not otherwise enti-
tled to vote, have been informed about, and do not object to, the parent not
presenting consolidated financial statements

2. The parent’s debt or equity instruments are not traded in a public market
3. The parent did not file, nor is it in the process of filing, its financial statements

with a securities commission or other regulatory organisation for the purpose
of issuing any class of instruments in a public market

4. The ultimate or any intermediate parent of the parent produces consolidated
financial statements available for public use that comply with International
Financial Reporting Standards.

1US GAAP, for example, requires consolidated financial statements when ownership is .50%.



This chapter presents the principles of consolidation by first introducing the con-
cept of a “group” and the type of control between companies. Then, theories to rep-
resent groups will be described and, finally, the principles of consolidation will be
analyzed.

A1.1 THE CONCEPT OF A “GROUP”
A “group” can be defined as a collection of companies constituted by a parent (the
controlling entity) and one or more controlled entities. Each company of the group
represents an independent legal entity, which is considered a unique economic entity
through the consolidated financial statement.
The parent company—also defined as the holding company—holds administrative

and decisional power over the other companies within the group. Depending on the
type of activity of the holding, it can be:

• A pure holding company, when it does not produce goods or services, but its activity
consists of owning and managing participations in other controlled entities.

• A mixed holding company, when it controls other entities while at the same time
providing goods and services.

Depending on the degree of influence exerted by the parent company, the controlled
entity can be a subsidiary, an associate, or a joint venture.
A subsidiary is a controlled company in which the parent exerts a dominant influ-

ence (IAS 27). This means that the parent owns more than 50% of voting rights. Even
if the parent does not hold more than one-half of the voting right, a dominant influ-
ence exists if the parent has the power:

• To govern the financial and operating policies of the entity under a statute or an
agreement

• To appoint or remove the majority of the members of the board of directors or
• To cast the majority of votes at a meeting of the board of directors.

This means that if Company A owns 46% of voting rights of Company B and the
remaining shares are owned by thousands of small shareholders, then Company A has
a dominant influence, even without controlling more than one-half of Company B.
An associate company is a controlled company in which the parent exerts a signifi-

cant influence. The parent holds less than 50% of voting rights but more than 20%.
This control provides the parent with the possibility to be represented in the board of
directors and participates in the decision-making process, even without having the
majority of voting rights.
A joint venture occurs when two or more entities undertake an economic activity

under joint control (IAS 31). The joint control implies that the control of economic
activities is shared among the entities belonging to the joint venture, which requires
unanimous consensus of the involved entities to make strategic decisions. Following
IAS 31, joint ventures are considered as part of a group, but in some countries, such
as the United States, they are considered external.
A parent and its controlled entities—subsidiaries, associates, or joint ventures—can

therefore constitute the group. The portion of the controlled entity that is not
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controlled by the parent is owned by other shareholders, which represent the minority
interest in the group. This minority interest represents claims on the group resources
by shareholders outside the group. Information on the minority interest can be found
in the consolidated financial statement depending on the method of consolidation that
is adopted, as we will see in the next section.

A1.2 THEORIES OF CONSOLIDATION
The group can be analyzed following different perspectives—called theories of consoli-
dation—which influence the consolidation of financial statements in different ways.
Three different theories of consolidation can be identified:

• Proprietary theory
• Entity theory
• Parent company theory.

Each of these theories emphasizes different elements of the group (Figure A1.1),
which in turn are associated with different methods of consolidation.
The differences in consolidation are related to the following elements:

• The accounting of the differences derived by the consolidation procedures
• The accounting of capital gains and losses related to assets or liabilities
• The definition or registration of minority interests when the percentage of control is

lower than 100%.

Proprietary theory focuses on the parent company. Controlled companies are con-
sidered an investment by the parent. Therefore, the central element is not the group,
but the parent company itself. According to this perspective, the consolidated financial
statement represents an enlarged financial statement of the parent company, which
contains detailed information on investments made by the parent in the controlled
entities. Given this structure, the consolidated financial statement presents some infor-
mative gaps, given that it does not contain details on the invested capital within the
group, and minority interests are not shown.

Parent
company

Controlled
company

Parent
company

Controlled
company

Parent
company

Controlled
company

Proprietary theory Parent company theory Entity theory

Figure A1.1 Representation of theories of consolidation.
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Entity theory considers the group as a third entity that is autonomous from the plu-
rality of the individual enterprises. In this case, the central element is the group as a
whole. Following this perspective, the consolidated financial statement is complete. It
provides information on the group as a whole, and minority interests are detailed.
This structure can satisfy the information needs of stakeholders that interact with the
group for different reasons.
Parent company theory is positioned between proprietary theory and entity theory.

It considers the group an independent entity according to the entity theory. However,
it focuses on the parent company and its interests following the proprietary theory
perspective.

A1.3 METHODS OF CONSOLIDATION
This section discusses the methods of consolidation, which vary according to the the-
ory adopted to conceptualize the group (proprietary theory, entity theory, or parent
company theory). Three different methods of consolidation can be adopted:

• Proportionate method
• Line-by-line method
• Equity method.

Irrespective of the specific method adopted, the following steps should be taken
when consolidating financial statements.

A1.3.1 First Step of Consolidation
To harmonize accounting principles between companies of the group. Each independent
company can adopt different accounting criteria. The first step of the consolidation
procedure is to verify that accounting principles are homogeneous among companies
in the group. For example, all financial documents used in the consolidation should be
drawn up to the same reporting date. Accounting principles related to inventories or
amortization criteria should also be aligned among the different enterprises.

A1.3.2 Second Step of Consolidation
To delete equity investments. The consolidated financial statement presents the finan-
cial situation of a group of companies and therefore information on intragroup
equity investments is not provided. When starting the consolidation procedure, equity
investments should be deleted from the consolidated assets; at the same time, the
same amount of the parent’s portion of equity of each controlled entity should also
be deleted. The difference between equity investments (the purchasing price) and the
total fair market value of the difference between assets and liabilities of the con-
trolled company is called goodwill and is recognized as an asset in the consolidated
balance sheet. The goodwill is recognized only when the difference between the
equity investment and the market value of the assets of the controlled company is
positive. If the difference is negative, this negative value should be listed in the profit
and loss account.
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Box A1.2 Goodwill Recognition
Consider Company A, which acquires the whole share capital of Company B at
a price of 100,000 h as of March 31. The balance sheets of the respective compa-
nies at this date are shown herein.

A B

Property, plant, and equipment 60,000 30,000

Equity investments 100,000

Other noncurrent assets 20,000 5000

Current assets 30,000 10,000

Total assets 210,000 45,000

Capital 140,000 35,000

Reserves 70,000 10,000

Total liabilities 210,000 45,000

At the same date, the market value of Company B’s assets was as follows:

B

Property, plant, and equipment 35,000

Other noncurrent assets 7000

Current assets 13,000

Total assets 55,000

The difference between the equity investment of 100,000 h and the fair value of
assets of Company B (55,000 h) will give a goodwill of 45,000 h.
In order to define the consolidated balance sheet, the equity investment will be

deleted and replaced by the assets and liabilities of Company B. Accordingly, the
consolidated asset values will be equal to the assets of Company A summed with
the fair value of the assets of Company B.
The consolidated balance sheet is shown herein:

Consolidated Balance Sheet

Property, plant, and equipment 95,000

Goodwill 45,000

Other noncurrent assets 27,000

Current assets 43,000

Total assets 210,000

Capital 140,000

Reserves 70,000

Total liabilities 210,000
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A1.3.3 Third Step of Consolidation
To eliminate intragroup exchanges. Following the same logic to delete equity invest-
ments to provide information related to the group as an independent entity, intragroup
exchanges within the group should also not be considered in consolidation in order to
avoid the double-counting of any items (IAS 27). If the parent company and its
subsidiaries do business together, intragroup payables or receivables and intragroup
sales, costs, and profits are removed from consolidated financial statements.

These three steps are adopted to consolidate financial statements independent of the
method of consolidation. Each method is discussed in detail in the following sections.

A1.3.4 Proportionate Method
The proportionate method is related to proprietary theory. Following this method, the
consolidated financial statement is defined considering the fair value of assets and lia-
bilities of the controlled company multiplied by the percentage of control from the
parent. The emphasis is on the parent company and its investments on controlled enti-
ties. Information on minority interests is not provided in the consolidated statement.
Assume that parent Company X acquires 60% of Company Y at a purchasing price

of 5000 h. The balance sheets of the two companies are presented in Table A1.1 (for
simplicity, we assume that the book values of Company Y correspond to market
values).
The consolidated financial statement of the group composed of Company X plus

Company Y must be defined.
Assuming that the accounting principles between the companies are homogeneous,

the first step to consolidation is deleting equity investments. This operation must be
counterbalanced by the omission of the shareholder equity of the controlled company.
The result will be as follows in Table A1.2.
The second step of consolidation requires the calculation of the goodwill associated

with the difference between the market value of the acquisition and the book value of

Box A1.3 Intragroup Exchanges
Assume that Subsidiary Y sells 100 h of products to parent Company X and that
this sale is on credit. Each individual enterprise will register these events on its
records: Company Y will recognize a sale of 100 h and an account receivable of
the same amount. Company X will register an increase of inventory of 100 h and
an account payable of the same amount.
However, from a group perspective, no transaction has occurred. Products

(and the associated payables and receivables) have just moved from one company
to another, but no exchanges have occurred outside the group. Therefore, this
transaction should be eliminated from consolidated financial statements but
should be detailed in the records of each company in the group.
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the controlled company. The proportionate method calculates this value by focusing
only on the percentage of control by the parent:

Goodwill5market valueð% controlÞ � book valueð% controlÞ
With reference to the example, the goodwill will be equal to 2600 h, calculated as

the difference between the market value of the percentage of the company acquired for
5000 h and the book value of the controlled portion of 2400 h.
The third step consists of defining the value of the remaining assets and liabilities.

They are defined considering the fair value of all items of assets and liabilities multi-
plied by the percentage of control. Considering the example, the value of property,
plant, and equipment will be equal to the value of Company X (4000 h), adding the
value of property, plant, and equipment of Company Y for the only percentage con-
trolled by the parent (90003 0.65 9400).
Table A1.3 shows the result of the consolidation detailed in the last column.
The final consolidated statement does not provide any information on minority

interests and still focuses on the parent company. For this reason, the usefulness of the
information for third parties is quite limited.

Table A1.1 Balance Sheets of Company X and Company Y
X Y

Property, plant, and equipment 4000 9000

Equity investments 5000

Current assets 4500 7000

Total assets 13,500 16,000

Subscribed capital 3000 2000

Reserves 2000 2000

Liabilities 8500 12,000

Total liabilities 13,500 16,000

Table A1.2 Omission of Equity Investments
X Y X1Y Variation

Property, plant, and equipment 4000 9000 13,000

Goodwill �
Equity investments 5000 5000 25000

Current assets 4500 7000 11,500

Total assets 13,500 16,000 29,500

Subscribed capital 3000 2000 5000 22000

Reserves 2000 2000 4000 22000

Liabilities 8500 12,000 20,500

Total liabilities 13,500 16,000 29,500
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A1.3.5 Line-by-Line Method (Related to Equity Theory)
The line-by-line method can be applied to both equity theory and proprietary theory.
This paragraph focuses on the application of the line-by-line method with reference to
equity theory.
Given that the group is considered a separated and stand-alone entity, the consoli-

dated financial statement is defined considering the fair value of all assets and liabili-
ties of all the companies of the group. Hence, line by line, all the items are summed
considering the overall amount, arriving at the consolidated value. Furthermore, the
consolidated statement provides information on minority interests included as part of
the consolidated shareholders’ value.
Consider the same previous example: parent Company X acquires 60% of Company

Y at a purchasing price of 5000 h. The consolidated financial statement must be
defined adopting the line-by-line method. The steps of consolidation do not vary and
consist of the omission of equity participation, calculation of goodwill, and definition
of the remaining items.
The first step requires deleting equity participation and the corresponding value of

the shareholders’ equity of the controlled company. The result is analogous to the pre-
vious example with the proportionate method (refer to Table A1.2).
The second step implies the calculation of the goodwill. The formula will change as

follows:

Goodwill5 total market value� total book value

With reference to the example, the goodwill will be equal to 4333 h calculated as the
difference between the total market value of 8333 h and the total book value of 4000 h.
This approach is consistent with the principle behind the entity theory to consider the
group as a third independent entity.
The third step consists of defining the value of the remaining assets and liabilities.

They are calculated by summing, line by line, the value of each company involved. In
the example, the consolidated value of property, plant, and equipment will be equal to
the value of Company X (4000 h), adding the total value of property, plant, and
equipment of Company Y (9000 h).
Table A1.4 shows the result of the consolidation detailed in the last column.

Table A1.3 Consolidated Financial Statement Following the Proportionate Method
X Y X1Y Consolidation

Property, plant, and equipment 4000 9000 13,000 9400

Goodwill � 2600

Equity investments 5000 5000 �
Current assets 4500 7000 11,500 8700

Total assets 13,500 16,000 29,500 20,700

Subscribed capital 3000 2000 5000 3000

Reserves 2000 2000 4000 2000

Liabilities 8500 12,000 20,500 15,700

Total liabilities 13,500 16,000 29,500 20,700
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A1.3.6 Line-by-Line Method
(Related to Parent Company Theory)
The line-by-line method can also be applied with reference to parent company theory. In
this case, the only difference from the previous application is in the calculation of good-
will, which is based on the portion of shares owned by the parent rather than on the whole
market value of the controlled entity. The formula is analogous to the one applied for the
proportionate method and will provide the same value of goodwill of 2600 h. The remain-
ing calculations are equal to the line-by-line method related to entity theory.
Applying the calculation to the previous example, the consolidated financial state-

ment will result as follows.
As you can see from Table A1.5, this approach mixes the calculation of goodwill of

the proportionate method with the sum of the total value of items of the line-by-line
method.

Table A1.4 Consolidated Financial Statement Following the Line-by-Line Method
(Entity Theory)

X Y X1Y Consolidation

Property, plant, and equipment 4000 9000 13,000 13,000

Goodwill � 4333

Equity investments 5000 5000 �
Current assets 4500 7000 11,500 11,500

Total assets 13,500 16,000 29,500 28,833

Subscribed capital 3000 2000 5000 3000

Reserves 2000 2000 4000 2000

Minority interests 3333

Liabilities 8500 12,000 20,500 20,500

Total liabilities 13,500 16,000 29,500 28,833

Table A1.5 Consolidated Financial Statement Following the Line-by-Line Method
(Parent Company Theory)

X Y X1Y Consolidation

Property, plant, and equipment 4000 9000 13,000 13,000

Goodwill � 2600

Equity investments 5000 5000 �
Current assets 4500 7000 11,500 11,500

Total assets 13,500 16,000 29,500 27,100

Subscribed capital 3000 2000 5000 3000

Reserves 2000 2000 4000 2000

Minority interests 1600

Liabilities 8500 12,000 20,500 20,500

Total liabilities 13,500 16,000 29,500 27,100
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If we compare the results of the three approaches, we can see that the line-by-line
method generates a higher value of the group (assets equal to 28,833 h) when com-
pared with the proportionate method (assets equal to 20,700 h). These differences are
aligned with the theories behind these approaches: equity theory, which considers the
group a stand-alone entity, and proprietary theory, which considers the group an
extension of investments by the parent.

A1.3.7 Equity Method
The equity method is a synthetic method to consolidate financial statements that does
not show the details of the group but simply includes the excess of profits of the con-
trolled entities in the value of the investment of the parent. The value of the controlled
company corresponds to the book value of the company itself. The value of the acqui-
sition for the parent company is calculated as follows:

Book valueðtÞ5 book valueðt2 1Þ1 profitsðtÞ � dividendsðtÞ
where

t5 year
Book value5 value of the controlled company
Book value (t2 1)5 value of the controlled company at year (t2 1)
Profits5 profits gained by the controlled company
Dividends5 dividends distributed by the controlled company.

Assume that a parent buys an entity for 50 million h (for simplicity, we assume no
goodwill) in a given year. In the first year after the acquisition, the controlled company
makes a profit of 10 million h and distributes dividends for 1 million h. The applica-
tion of the equity method would show a revised value of the acquisition for the parent
company of 59 million h. No other information on the group is provided.
As you can see from the example, this is a very synthetic approach that does not

provide detailed information on the assets and liabilities of the group. It is usually
applied when the parent company exerts a significant influence and owns less than
half of voting rights.
A summary of the methods of consolidation, distinguished according to the type of

equity participation, is provided in Table A1.6.

Table A1.6 Consolidation Methods and Their Application
Equity Participation Type of Control Consolidation Method

Subsidiary (IAS 27) Significant influence Line-by-line method

Associate (IAS 28) Dominant influence Equity method or proportionate method

Joint venture (IAS 31) Joint control Equity method or proportionate method
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