# Lecture Notes in Mathematics 

Edited by A. Dold and B. Eckmann

## 536

## Wolfgang M. Schmidt

# Equations over Finite Fields An Elementary Approach 



Springer-Verlag
Berlin•Heidelberg•New York 1976

Author<br>Wolfgang M. Schmidt<br>Department of Mathematics<br>University of Colorado<br>Boulder, Colo., 80309/USA

```
Library of Congress Cataloging in Publication Data
Schmidt, Wolfgang M
    Equations over finite fields.
    (Iecture notes in mathematics ; 536)
    Bibliography: p.
    1. Diophantine analysis. 2. Modular fields.
I. Title. II. Series: Lecture notes in mathe-
matics (Berlin\ ; 536.
QA3.L28 vol.536 [QA242] 510'.8s [512.914]
                                    76-26612
```

AMS SubjectClassifications (1970): 10 A 10, 10 B15,10 G05, 12C 25, 14G 15

ISBN 3-540-07855-X Springer-Verlag Berlin • Heidelberg • New York ISBN 0-387-07855-X Springer-Verlag New York • Heidelberg • Berlin

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is concerned, specifically those of translation, reprinting, re-use of illustrations, broadcasting, reproduction by photocopying machine or similar means, and storage in data banks.
Under $\S 54$ of the German Copyright Law where copies are made for other than private use, a fee is payable to the publisher, the amount of the fee to be determined by agreement with the publisher.
(c) by Springer-Verlag Berlin • Heidelberg 1976

Printed in Germany
Printing and binding: Beltz Offsetdruck, Hemsbach/Bergstr.

## Preface

These Lecture Notes were prepared from notes taken by M. Ratliff and K. Spackman of lectures given at the University of Colorado.

I have tried to present a proof as simple as possible of Weil's theorem on curves over finite fields. The notions of "simple" or "elementary" have different interpretations, but $I$ believe that for a reader who is unfamiliar with algebraic geometry, perhaps even with algebraic functions in one variable, the simplest method is the one which originated with Stepanov. Hence it is this method which I follow.

The length of these Notes is perhaps shocking. However, it should be noted that only Chapters I and III deal with Weil's theorem. Furthermore, the style is (I believe) leisurely, and several results are proved in more than one way. I start in Chapter $I$ with the simplest case, i.e., with curves $y^{d}=f(x)$. At first $I$ do the simplest subcase, i.e., the case when the field is the prime field and when $d$ is coprime to the degree of $f$. This special case is now so easy that it could be presented to undergraduates. The general equation $f(x, y)=0$ is taken up only in Chapter $I I I$, but a reader in a hurry could start there. The second chapter, on character sums and exponential sums, is included at such an early stage because of the many applications in number theory. Chapters IV, $V$ and VI deal with equations in an arbitrary number of variables.

Possible sequences are chapters

I by itself, or

I, III for Weil's theorem, or
I.l,III for a reader who is in a hurry, or

I, II for character sums and exponential sums, or
I, II, IV, or

I, III, IV. 3 and $V$.
Originally I had planned to include Bombieri's version of the Stepanov method. I did include it in my lectures at the University of Colorado, but I first had to prove the Riemann-Roch Theorem and basic properties of the zeta function of a curve. A proof of these basic properties in the Lecture Notes would have made these unduly long, while their omission would have made the Bombieri version not self complete. Hence I decided after some hesitation to exclude this version from the Notes.

Recently Deligne proved far reaching generalizations of Weil's theorem to non-singular equations in several variables, thereby confirming conjectures of Weil. It is to be noted, however, that Deligne's proof rests on an assertion of Grothendieck concerning a certain fixed point theorem. To the best of my knowledge, a proof of this fixed point theorem has not appeared in print yet. It is perhaps needless to say that at present there is no elementary approach to such a generalization of Weil's theorem. But it is to be hoped that some day such an approach will become available, at least for those cases which are used most often in analytic number theory.

```
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## Introduction

Gauss (1801) made an extensive study of quadratic congruences modulo a prime $p$. He also obtained the number of solutions of the cubic congruence

$$
a x^{3}-b y^{3} \equiv 1 \quad(\bmod p)
$$

for primes $p=3 n+1$, and of the quartic congruence

$$
a x^{4}-b y^{4} \equiv 1 \quad(\bmod p)
$$

for primes $p=4 n+1$. He studied the congruence

$$
a x^{4}-b y^{2} \equiv 1(\bmod p)
$$

for arbitrary primes $p$.
Artin (1924) considered the congruence $y^{2} \equiv f(x)(\bmod p)$, where $f(X)$ is a polynomial whose leading coefficient is not divisible by $p$ and which has no multiple factors modulo $p$, and made the following conjecture: The number $N$ of solutions satisfies

$$
\begin{array}{r}
|N-p| \leqq 2 \sqrt{p} \quad \text { if } \quad \text { deg } f=3 \\
|N+1-p| \leqq 2 \sqrt{p} \quad \text { if } \quad \operatorname{deg} f=4
\end{array}
$$

This conjecture was proved by Hasse (1936 b, c.). In fact, let $\mathrm{F}_{\mathrm{q}}$ be the finite field with $q$ elements, and let $N$ be the number of solutions $(x, y) \in F_{q}^{2}$ of the equation $y^{2}=f(x)$, where $f(X)$ is a polynomial with coefficients in $F_{q}$ and with distinct roots. Then

$$
\begin{array}{r}
|N-q| \leqq 2 \sqrt{q} \text { if deg } f=3, \\
|N+1-q| \leqq 2 \sqrt{q} \text { if deg } f=4
\end{array}
$$

Suppose $f(X, Y)$ is a polynomial of total degree $d$, with
coefficients in $F_{q}$ and with $N$ zeros ( $x, y$ ) with coordinates in $\mathrm{F}_{\mathrm{q}}$. Suppose $\mathrm{f}(\mathrm{X}, \mathrm{Y})$ is absolutely irreducible, i.e., irreducible not only over $F_{q}$, but also over every algebraic extension thereof.

Weil $(1940,1948 \mathrm{a})^{\dagger}$ proved the famous theorem (the "Riemann Hypothesis for Curves over Finite Fields") that

$$
\begin{equation*}
|\mathrm{N}-\mathrm{q}| \leqq 2 \mathrm{~g} \sqrt{\mathrm{q}}+\mathrm{c}_{1}(\mathrm{~d}) \tag{1}
\end{equation*}
$$

where $g$ is the "genus" of the curve $f(x, y)=0$ and where $c_{1}(d)$ is a constant depending on $d$. It can be shown that $g \leqq \frac{1}{2}(d-1)(d-2)$, hence that

$$
|N-q| \leqq(d-1)(d-2) \sqrt{q}+c_{1}(d)
$$

Weil's proof depends on algebraic geometry, in particular on Castelnuovo's inequality. A somewhat simpler proof was given by Roquette (1953); see also Lang (1961), Eichler (1963).

More recently, Stepanov (1969, 1970, 1971, 1972a, 1972b, 1974)
gave a new proof of special cases of Weil's result which does not depend on algebraic geometry, but which is related to Thue's (1908) method in diophantine approximation. This method consists in the construction of a polynomial in one variable with rather many zeros. The construction is by the method of undetermined coefficients.

In particular, Stepanov proved that
(2)

$$
|N-q| \leqq c_{2}(d) \sqrt{q}
$$

if $f(X, Y)$ is of some special type, for instance if

$$
f(X, Y)=Y^{d}-f(X)
$$

where $d$ and the degree of $f$ are coprime. Later Bombieri (1973) and Schmidt proved (2) for absolutely irreducible $f(X, Y)$ by the Thue - Stepanov method. It follows from the theory of the zeta function that (2) implies (1).

In these Lectures we shall prove (2) by the Stepanov method.
I. Equations $y^{d}=f(x)$ and $y^{q}-y=f(x)$.

References: Stepanov (1969, 1970, 1971, 1972a), Mitkin (1972), Stark (1973).

## § 1. Finite Fields (Galois fields).

Let $F$ be any field. There is a smallest subfield $k \subseteq F$ (the intersection of all subfields of $F$ ), called the prime subfield of $F$, and either $k=\mathbb{Q}$ or $k=F_{p}$, the integers modulo a prime $p$.

In the first case $F$ is of characteristic 0 , in the second case of characteristic $p$. In the case when $F$ is finite, $\mathrm{k}=\mathrm{F}_{\mathrm{p}}$, and $\left[\mathrm{F}: \mathrm{F}_{\mathrm{p}}\right]$ is finite. If, say, $\left[\mathrm{F}: \mathrm{F}_{\mathrm{p}}\right]=\mathbb{K}$, then $|F|=p^{K}$. Hence if $F_{q}$ is a field with $q$ elements, then $q=p^{k}$, $p$ prime.

Let $F_{q}$ be a finite field and let $F_{q}^{*}$ be the multiplicative group of $F_{q}$. Then $\left|F_{q}^{*}\right|=q-1$. If $x \in F_{q}^{*}$, then $x^{q-1}=1$; hence, for $x \in F_{q}$, we have $x^{q}-x=0$. Therefore, $x^{q}-x=\prod_{x \in F_{q}}(x-x)$. So $F_{q}$ is the splitting field of $X^{q}-X$ over $F_{p}$, and $F_{q}$ is a normal extension of $F_{p}$. Moreover, as a splitting field, $\mathrm{F}_{\mathrm{q}}$ is unique up to isomorphisms.

Conversely, let $F$ be the splitting field of $x^{q}-x$ over $F_{p}$, where $q=p^{K}$. Let $x_{1}, \ldots, x_{q}$ be the roots of this polynomial in $F$. These roots are distinct since the derivative $D\left(X^{q}-X\right)=-1 \neq 0$. Now $x_{i}+x_{j}$ is a root of $\mathrm{X}^{\mathrm{q}}-\mathrm{X}$, since,

$$
\left(x_{i}+x_{j}\right)^{q}-\left(x_{i}+x_{j}\right)=x_{i}^{q}+x_{j}^{q}-x_{i}-x_{j}=0,
$$

and similarly for $x_{i}-x_{j}$. Also $x_{i} x_{j}$ is a root, since

$$
\left(x_{i} x_{j}\right)^{q}=x_{i}^{q} x_{j}^{q}=x_{i} x_{j}
$$

and similarly $x_{i} / x_{j}$ is a root if $x_{j} \neq 0$. These roots clearly form a field, so, in fact, $F=\left\{x_{1}, x_{2}, \ldots, x_{q}\right\}$. Thus a field with $q$ elements does exist.

Considering the above, we have:
THEOREM 1A. If $\mathrm{F}_{\mathrm{q}}$ is a finite field of order q , then $q=p^{K}, \quad p$ prime. For every such $q$, there exists exactly one field $F_{q}$. This field is the splitting field of $X^{q}-X$ over $F_{p}$, and all of its elements are roots of $X^{q}-X$.

THEOREM 1B. The multiplicative group $\mathrm{F}_{\mathrm{q}}^{*}$ is cyclic. For the prooi of this theorem we need

LEMMA 1C. Let $G$ be a finite group of order d. Suppose for every divisor $e$ of $d$, there are at most $e$ elements $x \in G$ with $x^{e}=1$. Then $G$ is cyclic.

The $t$ heorem follows immediately, since $X^{e}-1$ has at most $e$ roots in $F_{q}^{*}$. It only remains to give a

Proof of Lemma 1C. Every element of $G$ is of some order $e$, where e|d. Let $\psi(e)$ be the number of elements of $G$ whose order is e. Either $\psi(e)=0$ or $\psi(e) \neq 0$. Suppose $\psi(e) \neq 0$, and let $y \in G$ have order $e$. Then the elements $y, y^{2}, \ldots, y^{e}=1$ are distinct and all satisfy $x^{e}=1$. Since there are $e$ of these elements, by hypothesis there can be no other elements $x \in G$ satisfying $x^{e}=1$.

Now let $z \in G$ be any element of order $e$; then $z=y^{i}$ ( $1 \leq i \leq e$ ). Notice that $z=y^{i}$ has order $e$ precisely if $(i, e)=1$. Hence $\psi(e)=\varphi(e)$, where $\varphi$ is the Euler $\varphi$ function. So, in general, $\psi(e) \leqslant \varphi(e)$, taking into account the possibility that $\psi(e)=0 . \quad$ But

$$
d=\sum_{e \mid d} \psi(e) \leq \sum_{e \mid d} \varphi(e)=d
$$

Hence, for every divisor $e$ of $d, \psi(e)=\varphi(e)$; in particular, $\psi(d)=\varphi(d) \neq 0$. That is, there exists an element of order $d$; hence, $G$ is cyclic.

COROLLARY 1D. Let $q=p^{K}$. Then $F_{q}=F_{p}(x)$ for some $x$. Proof. Let x be a generator of $\mathrm{F}_{\mathrm{q}}^{*}$.

Let $F_{q} \subseteq F_{r}$ be finite fields; then $r=q^{n}$. Consider the mapping $\omega^{j)}: \mathrm{F}_{\mathrm{r}} \rightarrow \mathrm{F}_{\mathrm{r}}$ such that $\omega(\mathrm{x})=\mathrm{x}^{\mathrm{q}}$. This mapping is one-one. For suppose $x^{q}=y^{q}$, then

$$
0=x^{q}-y^{q}=(x-y)^{q},
$$

whence $x-y=0$ and $x=y$. The mapping $\omega$ is then one-one of a finite set to itself, hence is onto. Moreover, $\omega$ is an automorphism of $\mathrm{F}_{\mathrm{r}}$, since

$$
w(x+y)=(x+y)^{q}=x^{q}+y^{q}=w(x)+w(y)
$$

and $\quad w(x y)=(x y)^{q}=x^{q} y^{q}=w(x) w(y)$.
In fact, $\omega$ is an automorphism of ${ }^{F} \mathrm{~F}_{\mathrm{r}}$ over $\mathrm{F}_{\mathrm{q}} "$ (leaving $\mathrm{F}_{\mathrm{q}}$ fixed), since if $x \in F_{q}, \omega(x)=x^{q}=x$. In other words,
$\omega$ is a member of the Galois group of $\mathrm{F}_{\mathrm{r}}$ over $\mathrm{F}_{\mathrm{q}}$. The map $\omega$ is called the "Frobenius automorphism".

If $r=q^{k}$, then $1, w, w^{2}, \ldots, w^{k-1}$ are automorphisms of $F_{r}$ over $F_{q}$, and they are distinct because if

$$
\begin{array}{rlrl}
\omega^{i} & =\omega^{j} & (0 \leq i, j \leq \mathcal{K}-1), \\
\text { then } & \omega^{i}(x) & =\omega^{j}(x) & \\
& \text { for all } x \in F_{r}, \\
x^{q^{i}} & =x^{q^{j}} & & \text { for all } x \in F_{r}, \\
\text { so } & x^{q^{i}}-x^{q^{j}}=0 & \text { for all } x \in F_{r} .
\end{array}
$$

But the degree of the polynomial $x^{q^{i}}-X^{q^{j}}$ is less than $q^{K}=r$, so the above cannot hold identically for all $x \in F_{r}$, unless $x^{q^{i}}-X^{q^{j}}$ is identically zero and $i=j \cdot$ Since the order of the Galois group is $K$, these are the only automorphisms of $\mathrm{F}_{\mathbf{r}}$ over $\mathrm{F}_{\mathrm{q}}$. We have shown:

THEOREM 1E. Every automorphism of $F_{r}$ over $F_{q}$ is of the form $\omega^{i}(0 \leq i \leq k-1)$, where $\omega(x)=x^{q}$ 。 That is, the Galois group of $\mathrm{F}_{\mathrm{r}}$ over $\mathrm{F}_{\mathrm{q}}$ is cyclic with generator $\omega$.

Recall that the trace of an element is the sum of its conjugates. For the case $\mathrm{F}_{\mathrm{q}} \subseteq \mathrm{F}_{\mathrm{r}}$, the trace of an element $x \in F_{r}$ is

$$
T(x)=x+x^{q}+x^{q^{2}}+\ldots+x^{q^{k-1}} .
$$

LEMMA 1F. Let $x \in F_{r}$, with $F_{q} \subseteq F_{r}$. Then the following three conditions are equivalent:
(i) $\mathscr{T}(\mathrm{x})=0$.
(ii) There exists $y \in F_{r}$ with $x=y^{q}-y$.
(iii) There exist precisely $q$ elements $y \in F_{r}$ with

$$
x=y^{q}-y
$$

Proof: Exercise.
Now let $K$ be any field of characteristic $p$. Then the mapping $\omega: x \rightarrow x^{p}$ is an endomorphism of $K$. However, in this case, $\omega$ need not be onto.

Example: Let $K=F_{p}(X), \quad p$ prime. Then

$$
w\left(a_{0}+a_{1} x+\ldots+a_{t} x^{t}\right)=a_{0}+a_{1} x^{p}+\ldots+a_{t} x^{t p} .
$$

Here

$$
w\left(F_{p}(X)\right)=F_{p}\left(X^{p}\right)
$$

It is clear, however, that $\omega$ is onto whenever $K$ is algebraically closed.

Let $k[X]$ denote the ring of polynomials over $k$. Let D be the differentiation operator defined as usual:

$$
D\left(a_{0}+a_{1} x+\ldots+a_{t} X^{t}\right)=a_{1}+2 a_{2} x+\ldots+t a_{t} x^{t-1}
$$

THEOREM 1G. Let $k$ be a field of characteristic $p$, and let $M$ be an integer, $M \leq p$ Suppose $a(X) \in k[X]$ and for some $x \in k$,

$$
0=a(x)=D a(x)=D^{2} a(x)=\ldots=D^{M-1} a(x)
$$

Then $a(X)$ has a zero at $x$ of order $M$; i.e., $(X-x)^{M}$ divides $a(X)$, or in symbols, $\quad(X-x)^{M} \mid a(X)$.

Proof: Write

$$
a(X)=c_{0}+c_{1}(X-x)+c_{2}(X-x)^{2}+\ldots+c_{t}(X-x)^{t}
$$

Then, $\quad D_{a}^{\ell}(x)=\ell!\left[c_{\ell}+\binom{\ell+1}{\ell} c_{\ell+1}(X-x)+\cdots+\binom{t}{\ell} c_{t}(X-x)^{t-\ell}\right]$.

Substituting $x$, for $0 \leq \ell \leq M-1$, we have

$$
0=\ell!c_{\ell}
$$

But $\ell \leq M-1<p$, so $\ell!\neq 0$ in $k$. Hence $c_{\ell}=0$, $0 \leq \ell \leq M-1$. It now follows that $(X-x)^{M}$ divides $a(X)$.

Remark: The condition $M \leq p$ is essential in the above theorem. For example, consider $a(X)=X^{p}$. All derivatives vanish at $x=0$, yet $a(X)$ has a zero only of order $p$ at $\mathrm{x}=0$.
§2. Equations $y^{d}=f(x)$.

Special cases of these equations are equations

$$
y^{2}=f(x),
$$

where $f(X)$ has distinct roots and is of degree 3 or 4 . Such equations are called elliptic equations. Equations of the type

$$
y^{2}=f(x),
$$

with an arbitrary polynomial $f(X)$ are called hyperelliptic equations. We now are going to make some heuristic arguments on hyperelliptic equations.

If $q=2^{k}$, the mapping $y \rightarrow y^{2}$ is the Frobenius automorphism of $\mathrm{F}_{\mathrm{q}}$, so as y takes on all values in $\mathrm{F}_{\mathrm{q}}$, so does $y^{2}$, and conversely. It is then clear that the number of solutions of $y^{2}=f(x)$ is equal to the number of solutions of $y=f(x)$, which is $q$. On the other hand if $q$ is odd, the number of squares in $\mathrm{F}_{\mathrm{q}}^{*}$ is $\frac{\mathrm{q}-1}{2}$, because

$$
\begin{aligned}
\text { if } \quad \mathrm{F}_{\mathrm{q}}^{*} & =\left\{\mathrm{g}, \mathrm{~g}^{2}, \mathrm{~g}^{3}, \ldots, \mathrm{~g}^{\mathrm{q}-1}=1\right\}, \\
\text { then } \quad\left(\mathrm{F}_{\mathrm{q}}^{*}\right)^{2} & =\left\{\mathrm{g}^{2}, \mathrm{~g}^{4}, \ldots, \mathrm{~g}^{\mathrm{q}-1}\right\} \text { and }\left|\left(\mathrm{F}_{\mathrm{q}}^{*}\right)^{2}\right|=\frac{\mathrm{q}-1}{2} .
\end{aligned}
$$

One might, therefore, expect that for about half of the elements $x \in F_{q}, f(x)$ will be in $\left(F_{q}^{*}\right)^{2}$. For such an $x$, there are two values, namely $y$ and $-y$, with $y^{2}=f(x)$. So again we might expect roughly $2 \cdot \frac{1}{2} q=q$ solutions $(x, y)$ of our equation.

Let us now refine our intuitions by way of two examples.

Example 1. Consider the solutions $(x, y) \in F_{q} \times F_{q}$ of the equation

$$
\begin{gathered}
y^{2}=x^{4}+2 x^{2}+1 \\
\text { or } \quad\left(y-\left(x^{2}+1\right)\right)\left(y+\left(x^{2}+1\right)\right)=0
\end{gathered}
$$

Then either

$$
y=x^{2}+1
$$

or

$$
y=-\left(x^{2}+1\right)
$$

So there are approximately $2 q$ solutions to this equation. The problem appears to arise because $Y^{2}-f(X)$ is reducible $\operatorname{over} \quad \mathrm{F}_{\mathrm{q}}$.

Example 2. Consider $y^{2}=2 x^{4}+4 x^{2}+2$ over $F_{3}$. Then

$$
\left(y-\sqrt{2}\left(x^{2}+1\right)\right)\left(y+\sqrt{2}\left(x^{2}+1\right)\right)=0 .
$$

This factorization, of course, cannot occur in $F_{3}$, since 2 is not a square in $\mathrm{F}_{3}$. However, after adjoining a root of $x^{2}-2$ to $F_{3}$ (extending to $F_{9}$ ), the above factorization can be made. That is, the polynomial $\mathrm{Y}^{2}-2 \mathrm{X}^{4}-4 \mathrm{X}^{2}-2$ is irreducible over $F_{3}$, but not absolutely irreducible. Now if either

$$
\begin{aligned}
y-\sqrt{2}\left(x^{2}+1\right) & =0 \\
\text { or } \quad y+\sqrt{2}\left(x^{2}+1\right) & =0, \quad\left(x, y \in F_{3}\right)
\end{aligned}
$$

then since $\{1, \sqrt{2}\}$ is linearly independent over $F_{3}$, we have

$$
\begin{aligned}
y & =0 \\
\text { and } \quad x^{2}+1 & =0
\end{aligned}
$$

Thus there are no solutions at all. The same conclusion holds over $F_{p}$, where $p$ is a prime $\equiv 3(\bmod 8)$.

These examples should give an indication of why it seems reasonable that we should impose the condition that $Y^{d}-f(X)$ be absolutely irreducible, i.e. irreducible over $F_{q}$ and every algebraic extension of $F_{q}$, in order to draw the conclusion that the number of solutions be approximately equal to $q$.

THEOREM 2A. Suppose that $Y^{d}-f(X)$ is absolutely irreducible and that $q>100 \mathrm{dm}^{2}$ where $m=\operatorname{deg} f$. If $N$ is the number of zeros of the polynomial, then

$$
|N-q| \leq 4 d^{3 / 2} m \sqrt{q} .
$$

Note. No particular importance is attached to the specific values $100 \mathrm{dm}^{2}$ and $4 d^{3 / 2} \mathrm{~m}$. This theorem was proved but with different values of the constants) in an elementary way $b$ Stepanov in (1969) for $d=2, m$ odd and $q$ a prime, then in (1970) for ( $m, d$ ) $=1$ and $q$ a prime, finally in (1972a) for $\mathrm{d}=2, \mathrm{~m}$ odd and q an arbitrary prime power.

A somewhat sharper estimate will be derived in $\S(l)$ of $\mathrm{Ch} . \operatorname{II}$. The elliptic case of the theorem was first proved by Hasse (1936b, c). The theorem is a special case of Weil's famous theorem (1940, 1948of oquations $f(x, y)=0$, which will be proved in Chapter III.

The proof of Theorem 2A will be carried out in the next sections.
LEMMA 2B. Suppose

$$
\begin{aligned}
& X^{\prime}=a X+b Y+c \\
& Y^{\prime}=d X+e Y+f
\end{aligned}
$$

is a non-singular linear substitution; i.e.. $\left|\begin{array}{ll}a & b \\ d & e\end{array}\right| \neq 0$, with coefficients, $a, b, c, d, e, f$ in some field $k$. Let $f(X, Y)$ be a polynomial with coefficients in $k$ Then $f(X, Y)$ is $\underline{\text { irreducible over }} k$ if and only if $f(a X+b Y+c, \quad d X+e Y+f)$ is irreducible over $k$.

Proof: Exercise。

LEMMA 2C. Suppose the polynomial $Y^{d}-f(X)$ has coefficients in a field $k$. Then the following three conditions are equivalent:

$$
\begin{aligned}
& \text { (i) } \quad Y^{d}-f(X) \quad \text { is absolutely irreducible. } \\
& \text { (ii) } \quad Y^{d}-c f(X) \quad \text { is absolutely irreducible for every } \\
& c \neq 0, \quad c \in k . \\
& \text { (iii) If } f(X)=a\left(X-x_{1}\right)^{d} \ldots\left(X-x_{s}\right)^{d} \text { is the factori- } \\
& \text { zation of } f \text { in } \bar{k}, \underline{\text { with }} x_{i} \neq x_{j} \quad(i \neq j) \text {, then } \\
& \left(d_{1} d_{1}, d_{2}, \ldots, d_{s}\right)=1 .
\end{aligned}
$$

Proof: Each part of the proof will be by contraposition. (i) $\Rightarrow$ (ii). Suppose (ii) is not true. Then $Y^{d}-c f(X)$ is reducible over $\overline{\mathbf{k}}$ for some $\mathbf{c} \neq 0$, whence

$$
c\left(\left(\frac{Y}{d} \sqrt{c}\right)^{d}-f(X)\right)
$$

is reducible over $\bar{k}$. By Lemma $2 B, Y^{d}-f(X)$ is reducible over $\overline{\mathrm{k}}$, contradicting (i).
(ii) $\Rightarrow$ (iii). Suppose (iii) is not true. Let $t=\left(d_{1}, d_{1}, \ldots, d_{s}\right)>1$.

Put $\quad g(X)=\left(X-x_{1}\right)^{d_{1} / t} \ldots\left(X-x_{s}\right)^{d_{s} / t}$.
Then $\quad Y^{d}-\frac{1}{a} f(X)=Y^{d}-g(X)^{t}$

$$
=\left(Y^{d / t}-g(X)\right)\left(Y^{\frac{d}{t}(t-1)}+Y^{\frac{d}{t}(t-2)} g(X)+\ldots+g(X)^{t-1}\right) .
$$

So with $c=\frac{1}{a} \neq 0, \quad Y^{d}-c f(X)$ is reducible in $\bar{k}$, contradicting (ii).
(iii) $\Rightarrow$ (i). Consider $Y^{d}-f(X)$ as a polynomial in the ring $L[Y]$, with coefficients in the field $L=\vec{k}(X)$. We then have a factorization over $\overline{\mathrm{L}}$ :

$$
Y^{d}-f(X)=\left(Y-\eta_{1}\right) \ldots\left(Y-\mathscr{F}_{d}\right),
$$

where $\mathscr{O}_{1}, \ldots, \mathscr{B}_{\mathrm{d}}$ are "algebraic functions"; i.e., elements of $\overline{\mathrm{L}}$. In fact, we may set

$$
\mathfrak{m}_{1}=\zeta_{1} m, \ldots, m_{d}=\zeta_{d} \eta,
$$

where $\mathscr{D}$ is any root of $Y^{d}-f(X)$ in $\bar{L}$, and where $\zeta_{1}, \ldots, \zeta_{d}$ are elements of $\overline{\mathrm{k}}$ defined by

$$
\mathrm{Y}^{\mathrm{d}}-1=\left(\mathrm{Y}-\zeta_{1}\right) \ldots\left(Y-\zeta_{\mathrm{d}}\right)
$$

Suppose that $Y^{d}-f(X)$ is reducible over $\bar{k}$. Then there exists a product

$$
\left(\mathrm{Y}-\zeta_{\mathrm{i}_{1}} \mathfrak{y}\right) \cdots\left(\mathrm{Y}-\zeta_{\mathrm{i}_{\mathrm{h}}} \mathfrak{Y}\right) \in \overrightarrow{\mathrm{k}}[\mathrm{x}, \mathrm{Y}]
$$

where $h<d$. The constant term of this product, $\pm \zeta_{i_{1}} \zeta_{i_{2}} \cdots \zeta_{i_{h}} \mathscr{y}^{h} \in \bar{k}[x]$, whence $\eta^{h} \in \bar{k}[x]$. Let \& be the smallest positive integer with $\mathscr{D}^{\ell} \in \overline{\mathrm{k}}[\mathrm{X}]$. Then any integer $m$ with $\cap^{m} \in \bar{k}[X]$ is a multiple of $\ell$. Since $\eta^{\mathrm{d}} \in \overline{\mathrm{k}}[\mathrm{X}]$, it follows that $\ell \mid \mathrm{d}$, and since $\left.\mathscr{y}\right)^{h} \in \overline{\mathrm{k}}[\mathrm{X}]$, $\ell<d$. Say $\mathfrak{Z}^{\ell}=h(X)$. We have $\mathfrak{Y}^{d}=f(X)$, so

$$
h(X)^{d / \ell}=f(X)
$$

Take $\quad \mathrm{t}=\frac{\mathrm{d}}{\ell} ;$ then $\mathrm{t} \mid \mathrm{d}_{\mathrm{i}} \quad(\mathrm{i}=1, \ldots, \mathrm{~s}), \quad \mathrm{t}>1 . \quad$ So $t \mid\left(d, d_{1}, \ldots, d_{s}\right), \quad t>l$, and the lemma is established. COROLLARY. Suppose $\operatorname{deg} f=m$ Then $Y^{d}-f(X)$ is $\underline{\text { absolutely irreducible if }}(\mathrm{m}, \mathrm{d})=1$.

Note: Rather than the more general condition of absolute irreducibility adopted here, Stepanov always assumed (m,d)=1.

LEMMA 2D. Let $\underline{C}$ be a cyclic group of order $h$. For any integer $d>0$, let $\underline{\underline{C}}^{\text {d }}$ be the subgroup of $d^{\text {th }}$ powers of elements of $\underline{C}$. Let $d^{\prime}=(h, d)$. Then $\underline{C}^{d^{d}}=\underline{C}^{d^{\prime}}$, and consists precisely of those $x \in \underline{=}$ with

$$
\begin{equation*}
x^{h / d^{\prime}}=1 \tag{2.1}
\end{equation*}
$$

For any $x \in \underline{C}^{d}, \underline{\text { there are exactly }} d^{\prime}$ elements $y \in \underline{\underline{C}}$ with $y^{d}=x$.

Proof: Write $\underset{=}{\mathrm{C}}=\left\{g, g^{2}, \ldots, g^{h}=1\right\}$. Suppose $x \in \underline{C}^{d}$, hence is of the form $x=g^{i d}$, for some $i$. Then since $d^{\prime} \mid d$,

$$
x^{h / d^{\prime}}=\left(g^{\frac{i d}{d^{\prime}}}\right)^{h}=1
$$

Conversely, suppose $x^{h / d^{\prime}}=1$. We must ${ }_{i}$ show there is a $y \in \underline{C}$ with $y^{d}=x$. Let $x=g^{i}$. Then $g^{\frac{1 h}{d^{\prime}}}=1$; it follows that $\frac{i}{d^{+}}$is an integer, say, $i=d^{\prime} i_{o}$. If $y=g^{j}$, we need

$$
\begin{aligned}
& \mathrm{g}^{\mathrm{jd}}=\mathrm{x}=\mathrm{g}^{\mathrm{i}_{\mathrm{o}} \mathrm{~d}^{\prime}}, \\
& j \mathrm{~d} \equiv \mathrm{i}_{o^{d^{\prime}}}(\bmod \mathrm{h}) .
\end{aligned}
$$

or

This congruence has a solution $j$ since $(d, h)=d^{\prime}$ divides $\mathbf{i}_{0} d^{\prime}$ Moreover, the number of solutions $j(\bmod h)$ equals $(d, h)=d^{\prime}$. Since (2.1) depends only on $d^{\prime}$, we have $\underline{C}^{d}=C^{d^{\prime}}$, and the lemma is proved.

Given an equation $y^{d}=f(x)$ in $F_{q}$, we are interested in the number $N=N(d)$ of solutions $(x, y)$ with components in $F_{q}$. Let $N_{0}$ be the number of solutions with $y=0$; then $N_{0}$ is the number of $x \in F_{q}$ with $f(x)=C$.

Now consider the number of solutions with $y \neq 0$. For such a solution, $f(x) \in\left(F_{q}^{*}\right)$, so by Lemma 2D,

$$
f(x)^{\frac{q-1}{d^{T}}}=1 \text {, where } \quad d^{\prime}=(q-1, d)
$$

Let $N_{1}$ be the number of $x \in F_{q}$ with $f(x)^{\frac{q-1}{d r}}=1$. For such an $x$, there are $d^{\prime}$ elements $y$ with $y^{d}=f(x)$. Hence,

$$
N=N_{0}+d^{\prime} N_{1}
$$

This expression depends only upon $\mathrm{d}^{\prime}$, so $\mathrm{N}=\mathrm{N}\left(\mathrm{d}^{\prime}\right)$. Without loss of generality, we may therefore assume that $d \mid(q-1)$; then

$$
\mathrm{N}=\mathrm{N}_{0}+\mathrm{d} \mathrm{~N}_{1}
$$

where $N_{1}$ is the number of $x$ such that $f(x)^{\frac{q-1}{d}}=1$. Finally, let $N_{2}$ be the number of $x \in F_{q}$ with (2.2) $\left(f(x)^{\frac{q-1}{d}}\right)^{d-1}+\left(f(x)^{\frac{q-1}{d}}\right)^{d-2}+\ldots+f(x)^{\frac{q-1}{d}}+1=0$. But we have

$$
\left.z^{q}-z=z^{\frac{q-1}{d}}-1\right)\left(z^{\frac{q-1}{d}(d-1)}+z^{\frac{q-1}{d}(d-2)}+\cdots+z^{\frac{q-1}{d}}+1\right)
$$

Now, since every $z \in F_{q}$ satisfies $z^{q}-z=0$, and $Z^{q}-Z$ is a separable polynomial, every element of $F_{q}$ is a root of one and only one of the factors of $z^{q}-z$, whence

$$
\mathrm{q}=\mathrm{N}_{0}+\mathrm{N}_{1}+\mathrm{N}_{2}
$$

For future reference, we summarize:

LEMMA 2E: Let $N$ be the number of solutions $(x, y) \in F_{q} \times F_{q}$ of $y^{d}=f(x)$, where $d \mid(q-1) \cdot$ Then $N=N_{0}+d N_{1}$, where
$N_{0}$ is the number of $x \in F_{q}$ with $f(x)=0$, and $N_{1}$ is the number of $x \in F_{q}$ with $f(x)^{\frac{q-1}{d}}=1$. Further, $N_{0}+N_{1}+N_{2}=q, \underline{\text { where }} N_{2}$ is the number of $x$ satisfying (2.2).
§ 3. Construction of certain polynomials.

In order to prove Theorem 2A, we may clearly suppose

$$
\begin{equation*}
m>1, \quad d>1 \tag{3.1}
\end{equation*}
$$

We assume $d \mid(q-1)$, and, for the moment, that $(d, m)=1$, where $m=\operatorname{deg} f$. Also assume temporarily that $q=p$ or $p^{2}$, p prime. For convenience let

$$
\begin{equation*}
g(X)=f(X)^{\frac{q-1}{d}} . \tag{3.2}
\end{equation*}
$$

LEMMA 3A: Suppose $h_{0}(X), h_{1}(X), \ldots, h_{d-1}(X)$ are polynomials of the type

$$
h_{i}(X)=k_{i 0}(X)+x^{q_{k_{i 1}}(X)+\ldots+x^{q K_{k_{i K}}}(X), ~(X)}
$$

for $0 \leq i \leq d-1$, and where $\operatorname{deg} k_{i j} \leq \frac{q}{d}-m \cdot \underline{I f}$

$$
h_{0}(X)+g(X) h_{1}(X)+\ldots+g(X)^{d-1} h_{d-1}(X)=0,
$$

then each polynomial $k_{i j}(X)=0 \quad(0 \leq i \leq d-1, \quad 0 \leq j \leq K)$.

Proof: A typical summand is of the form

$$
\ell_{i j}(X)=g(x)^{i} x^{q j} k_{i j}(X)
$$

It suffices to show that the degrees of the non-zero summands are all distinct. We have

$$
\begin{aligned}
\operatorname{deg} \ell_{i j} & =q j+i \frac{q-1}{d} m+\operatorname{deg} k_{i j} \\
& =\frac{q}{d}(d j+i m)+\operatorname{deg} k_{i j}-\frac{i}{d} m,
\end{aligned}
$$

whence

$$
\frac{q}{d}(d j+i m)-m<\operatorname{deg} \ell_{i j} \leqq \frac{q}{d}(d j+i m)+\frac{q}{d}-m .
$$

Hence we need only show that for pairs (i,j) $\neq\left(i^{\prime}, j^{\prime}\right)$, we have $\mathrm{dj}+\mathrm{im} \neq \mathrm{dj} \mathrm{f}^{\prime}+\mathrm{i}^{\prime} \mathrm{m}$.

So suppose

$$
\mathrm{dj}+\mathrm{im}=\mathrm{dj} \mathrm{j}^{\prime}+\mathrm{i}^{\prime} \mathrm{m}
$$

Then

$$
i m \equiv i^{\prime} m(\bmod d),
$$

so since $(m, d)=1, \quad i \equiv i^{\prime}(\bmod d)$.
But $0 \leq i, \quad i^{\prime} \leq d-1, \quad$ so $i=i^{\prime}$ and $j=j^{\prime}$.

LEMMA 3B: (Fundamental lemma). Let $\varepsilon$ be an integer,
$1 \leq \varepsilon \leq d-1$, and let $a(Z)$ be a polynomial of degree $\varepsilon$.
Let $\mathcal{S}$ be the set of $x \in F_{q}$ with either $a(g(x))=0$ or
$f(x)=0$. Let $M \geq m+1$ be an integer with

$$
(M+3)^{2} \leq \frac{2 q}{d}
$$

Then there exists a polynomial $r(X) \neq 0$, which has a zero
of order $\geq M$ for every $x \in \mathcal{E}$ and has

$$
\operatorname{deg} r \leq \frac{\varepsilon}{d} q M+4 m q
$$

Proof: Let us try

$$
r(x)=f(X)^{M} \sum_{i=0}^{d-1} \sum_{j=0}^{K} k_{i j}(X) g(X)^{i} x^{q j},
$$

where the $k_{i j}(X)$ are polynomials with coefficients to be determined and $\operatorname{deg} k_{i j} \leq \frac{q}{d}-m$, and where

$$
\begin{equation*}
K=\left[\frac{\varepsilon}{d}(M+m+1)\right], \tag{3.3}
\end{equation*}
$$

"[ ]" denoting the integer part. If $D$ is the differentiation operator, then one finds by induction on $\ell$ for $0 \leq \ell \leq M-1$, that

$$
D^{\ell} r(X)=f(X)^{M-\ell} \sum_{i=0}^{d-1} \sum_{j=0}^{k} k_{i j}^{(\ell)}(X) g(X)^{i} X^{q j},
$$

where

$$
k_{i j}^{(\ell+1)}(X)=f(X)\left(D k_{i j}^{(l)}(X)\right)+(D f(X))\left(M-\ell+i \frac{q-1}{d}\right) k_{i j}^{(\ell)}(X)
$$

Hence $\mathbf{k}_{\mathrm{ij}}^{(\ell+1)}$ is a polynomial and

$$
\operatorname{deg} k_{i j}^{(\ell+1)}(X) \leq \operatorname{deg} k_{i j}^{(\ell)}(X)+m-1 .
$$

In particular,

$$
\begin{aligned}
\operatorname{deg} k_{i j}^{(\ell)}(X) & \leq \operatorname{deg}_{i j}(X)+\ell(m-1) \\
& \leq \frac{q}{d}-m+\ell(m-1) \\
& <\frac{q}{d}+\ell(m-1)-1
\end{aligned}
$$

by (3.1).
Now, by hypothesis, we have $(M+3)^{2} \leq \frac{2 q}{d}$, so $M<\sqrt{q}$, and since we are dealing with the special case where $q=p$ or $p^{2}$, we have $M<p$. Theorem $1 G$ is now applicable and for $x \in \subseteq$, we want that

$$
D^{\ell} r(x)=0 \quad(0 \leq \ell \leq M-1) .
$$

For any $z \in F_{q}$ satisfying $a(z)=0$, we have

$$
z^{\varepsilon}=c_{0}+c_{1} z+\ldots+c_{\varepsilon-1} z^{\varepsilon-1}
$$

since a(Z) is of degree $\varepsilon$. Hence for $i \geq 0$,

$$
z^{i}=c_{0}^{(i)}+c_{1}^{(i)} z+\cdots+c_{\varepsilon-1}^{(i)} z^{\varepsilon-1}
$$

In particular, for $x \in F_{q}$ satisfying $a(g(x))=0$, we have $x^{q}=x$ and

$$
g(x)^{i}=\sum_{t=0}^{\varepsilon-1} c_{t}^{(i)} g(x)^{t}
$$

Then for such an $x$,

$$
D^{\ell} r(x)=f(x)^{M-\ell} \sum_{t=0}^{\varepsilon-1} s_{t}^{(\ell)}(x) g(x)^{t}
$$

where

$$
s_{t}^{(\ell)}(X)=\sum_{i=0}^{d-1} \sum_{j=0}^{K} c_{t}^{(i)_{k}^{(l)}(X) x^{j} .}
$$

So certainly $D^{\ell} r(x)=0$ for $x \in F_{q}, \quad a(g(x))=0$,
provided the polynomials

$$
\mathrm{s}_{\mathrm{t}}^{(\ell)}(\mathrm{X}) \quad(0 \leq \mathrm{t} \leq \varepsilon-1)
$$

are all identically zero.
Notice that

$$
\operatorname{deg} \mathrm{s}_{\mathrm{t}}^{(\ell)}<\frac{q}{\mathrm{~d}}+\ell(\mathrm{m}-1)-1+\mathrm{K}
$$

Now, if we denote by $B$ the number of coefficients of $s_{t}^{(l)}$
for $0 \leq t \leq \varepsilon-1, \quad 0 \leq \ell \leq M-1$, then

$$
\begin{aligned}
B & <\varepsilon M\left(\frac{q}{d}+K\right)+\frac{M^{2}}{2}(m-1) \varepsilon \\
& <\frac{\varepsilon q}{d} M+\varepsilon M^{2}\left(\frac{m-1}{2}+\frac{\varepsilon}{d}\right)+\varepsilon M(m+1) \\
& <\frac{\varepsilon q}{d} M+\varepsilon M^{2} \frac{m+1}{2}+\varepsilon M(m+1)
\end{aligned}
$$

by (3.3).
If we denote by $A$ the number of possible coefficients of all the $k_{i j}$, then

$$
\begin{aligned}
A & \geq\left(\frac{q}{d}-m\right) d(K+1) \\
& \geq(q-m d) \frac{\varepsilon}{d}(M+m+1) \\
& \geq \frac{\varepsilon q}{d} M+\frac{\varepsilon q}{d}(m+1)-m \varepsilon(2 M),
\end{aligned}
$$

since $M \geq m+1$. If it is the case that $B<A$, then the number of conditions on the coefficients of $k_{i j}$ is less than the number of available coefficients of $k_{i j}$. Since the conditions are homogeneous linear equations, we can then obtain a non-trivial solution for these coefficients. In order that $B<A, \quad i f$ suffices that

$$
M^{2}\left(\frac{m+1}{2}\right)+3 M(m+1)<\frac{q}{d}(m+1)
$$

or that

$$
M^{2}+6 M<\frac{2 q}{d}
$$

This is guaranteed by our hypothesis that $(M+3)^{2} \leq \frac{2 q}{d}$.
We constructed $r(X)$ such that it has a zero of order $\geqq M$ for $x \in F_{q}$ with $a(g(x))=0$. Since $r(X)$ has a
factor $f(X){ }^{M}$, it is clear that $r(X)$ has a zero of order at least $M$ for each $x \in \mathbb{S}$. By Lemma 3A, $r(X) \neq 0$.

Finally,

$$
\begin{aligned}
\operatorname{deg} r(X) & \leq m M+\frac{q}{d}-m+(d-1) m \frac{(q-1)}{d}+q K \\
& \leq \frac{\varepsilon}{d} q M+q\left(\frac{1}{d}+m+m+1\right)+m M \\
& \leq \frac{\varepsilon}{d} q M+4 m q,
\end{aligned}
$$

and the lemma is proved.
§4. Proof of the Main Theorem.

In Lemma 3 B , the polynomial $\mathrm{r}(\mathrm{X})$ was constructed with a zero of order at least $M$ for every $x \in \mathbb{E}$. But obviously the number of zeros of $r(X)$, counted with multiplicities, cannot exceed its degree; hence,

$$
|S| \cdot M \leq \operatorname{deg} r \leq \frac{\varepsilon}{d} q M+4 q m,
$$

or

$$
|S| \leq \frac{\varepsilon}{\mathrm{d}} q+4 q \frac{\mathrm{~m}}{\mathrm{M}}
$$

Now choose

$$
M=\left[\sqrt{\frac{2 q}{d}}\right]-3
$$

By the assumption of Theorem 2A that $q>100 \mathrm{dm}^{2}$,

$$
M \geq \sqrt{\frac{2 q}{d}}-4 \geq \sqrt{\frac{q}{d}} \geq m+1
$$

Therefore

$$
|S| \leq \frac{\varepsilon}{d} q+4 m d^{\frac{1}{2}} q^{\frac{1}{2}}
$$

First choose $a(Z)=Z-1$; here $\varepsilon=1$. Observe that 5 is the set of $x \in F_{q}$ with either $g(x)=1$ or $f(x)=0$.

Thus

$$
|S|=N_{1}+N_{0} \leq \frac{q}{d}+4 \mathrm{md}^{\frac{1}{2}} q^{\frac{1}{2}},
$$

whence

$$
\begin{equation*}
\mathrm{N}=\mathrm{dN}_{1}+\mathrm{N}_{0} \leq \mathrm{d}|\subseteq| \leq q+4 \mathrm{md} \mathrm{q}^{3 / 2} \mathrm{q}^{1 / 2} . \tag{4.1}
\end{equation*}
$$

Secondly, choose $a(Z)=Z^{d-l}+\ldots+Z+1$. Here $\varepsilon=d-1$. Now, $\mathcal{S}=\left\{x \in F_{q}: g(x)^{d-1}+\ldots+g(x)+1=0 \quad\right.$ or $\left.\quad f(x)=0\right\}$.

Therefore,

$$
|S|=N_{2}+N_{0} \leq \frac{d-1}{d} q+4 m d^{\frac{1}{2}} q^{\frac{1}{2}} .
$$

But

$$
N_{1}=q-N_{0}-N_{2} \geq \frac{q}{d}-4 m d^{\frac{1}{?}} q^{\frac{1}{2}},
$$

whence

$$
\begin{equation*}
\mathrm{N} \geq \mathrm{dN}_{1} \geq \mathrm{q}-4 \mathrm{md}{ }^{3 / 2} \mathrm{q}^{1 / 2} . \tag{4.2}
\end{equation*}
$$

Finally, combining (4.1) and (4.2),

$$
|N-q| \leq 4 m d^{3 / 2} q^{1 / 2} .
$$

This does not, however, complete the proof of Theorem 2A in its generality. It has only been proved under the two assumptions that $(m, d)=1$ and $q=p$ or $p^{2}$. We shall proceed to remove these conditions.
§5. Removal of the condition ( $m, d$ ) $=1$.

The condition that $(m, d)=1$ was only required in the
proof of Lemma 3A. The task before us is to prove this lemma under the condition that $Y^{d}-f(X)$ is absolutely irreducible.

Remark: Recall that $h_{i}(X)$ was a polynomial of the type

$$
h_{i}(X)=k_{i 0}(X)+X^{q_{k}}{ }_{i l}(X)+\ldots+X^{q K_{k_{i K}}}(X),
$$

where

$$
\operatorname{deg} k_{i j} \leq \frac{q}{d}-m
$$

It is easy to see that for $c \in F_{q}, h_{i}(X-c)$ is a polynomial of the same type. Hence, we may make a substitution $X \rightarrow X-c$, and replace the polynomial $f(X)$ by $f(X-c)$. If $q>m$, we may choose $c \in F_{q}$ such that $f(-c) \neq 0$. Therefore without loss of generality, we assume $f(0) \neq 0$. First, we consider the case $d=2$. Assume that $Y^{2}-f(X)$ is absolutely irreducible and suppose

$$
\begin{align*}
& h_{0}(X)+h_{1}(X) g(X)=0  \tag{5.1}\\
& h_{0}(X)=-h_{1}(X) f(X)^{\frac{q-1}{2}}
\end{align*}
$$

Squaring, we obtain

$$
h_{0}^{2}(X) f(X)=h_{1}^{2}(X) f(X)^{q}
$$

Then, for some polynomial $\ell(X)$,

$$
k_{00}^{2}(X) f(x)=k_{10}^{2}(X) f(0)^{q}+X^{q} \ell(X)=k_{10}^{2}(X) f(0)+x^{q} \ell(X)
$$

Here

$$
\begin{aligned}
& \operatorname{deg} k_{00}^{2}(X) f(X) \leqq q-2 m+m=q-m<q, \\
& \operatorname{deg} k_{10}^{2}(X) f(0) \leqq q-2 m<q .
\end{aligned}
$$

It follows that

$$
k_{00}^{2}(X) f(X)=k_{10}^{2}(X) f(0)
$$

If $k_{00}(\mathrm{X}) \neq 0$,

$$
f(X)=\left(\sqrt{f(0)} \frac{k_{10}(X)}{k_{00}(X)}\right)^{2}
$$

which is impossible, since $Y^{2}-f(X)$ is absolutely irreducible. Therefore, $k_{00}(X)=0$ and $k_{10}(X)=0$, since $f(0) \neq 0$ 。 Then dividing (5.1) by $\mathrm{X}^{\mathrm{q}}$ and repeating the argument, we conclude that $k_{01}=k_{11}=0$. Continuing in this way we see that all the $k_{i j}$ are 0 。

For consideration of the general case $d>2$, we state, without proof, the fundamental theorem on symmetric polynomials.

LEMMA 5A: Suppose $a\left(X_{1}, \ldots, X_{d}\right)$ is a symmetric polynomial (i.e., invariant under any permutation of the variables) with coefficients in any field. Then there exists a polynomial $b\left(U_{1}, \ldots, U_{d}\right)$, with coefficients in the same field, such that

$$
a\left(X_{1}, \ldots, x_{d}\right)=b\left(s_{1}\left(X_{1}, \ldots, X_{d}\right), \ldots, s_{d}\left(X_{1}, \ldots, X_{d}\right)\right)
$$

where

$$
\begin{aligned}
& s_{1}=-\left(x_{1}+x_{2}+\cdots+x_{d}\right) \\
& s_{2}=x_{1} x_{2}+\cdots+x_{d-1} x_{d} \\
& \vdots \\
& s_{d}=(-1)^{d} x_{1} x_{2} \cdots x_{d} .
\end{aligned}
$$

Mor eover,
(a) If $a\left(X_{1}, \ldots, X_{d}\right)$ is of degree $\delta$ in each $X_{i}$,
then $b$ is of total degree $\delta$.
$\begin{array}{rlll}\text { (b) } & \frac{\text { If }}{i_{1}} & a\left(X_{1}, \ldots, X_{d}\right) & \text { is of total degree } \\ i_{d} & \text { then each } \\ \text { monomial } & U_{1}{ }^{1} \ldots U_{d} \text { of } b \text { with non-zero coefficients has }\end{array}$
the property that

$$
\dot{i}_{1}+2 i_{2}+\ldots+d{ }_{d}=\varepsilon
$$

Form a polynomial

$$
a\left(Y ; H_{0}, \ldots, H_{d-1}\right)=H_{0}+H_{1} Y+\ldots+H_{d-1} Y^{d-1}
$$

Let $\zeta_{1}, \ldots, \zeta_{d}$ be elements of $\bar{F}_{q}$ with

$$
x^{d}-1=\left(x-\zeta_{1}\right) \ldots\left(x-\zeta_{d}\right)
$$

and put

$$
b\left(Y ; H_{0}, \ldots, H_{d-1}\right)=\prod_{i=1}^{d} a\left(\zeta_{i} Y ; H_{0}, \ldots, H_{d-1}\right)
$$

Then $b$ is a polynomial symmetric in $\zeta_{1} Y, \ldots, \zeta_{d} Y$. By Lemma 5A, b must be a polynomial in the elementary symmetric functions $\quad s_{1}, \ldots, s_{d}$ of $\zeta_{1} Y, \ldots, \zeta_{d} Y$. But in our case, $s_{1}=\cdots=s_{d-1}=0$ and $s_{d}=-Y^{d}$, so that

$$
b\left(Y ; H_{0}, \ldots, H_{d-1}\right)=c\left(Y^{d} ; H_{0}, \ldots, H_{d-1}\right) .
$$

Here $c\left(W ; H_{0}, \ldots, H_{d-1}\right)$ is a polynomial of degree $d-1$ in $W$, and of degree $d$ in $H_{0}, \ldots, H_{d-1}$. Now set

$$
d\left(U, V ; H_{0}, \ldots, H_{d-1}\right)=v^{d-1} c\left(U / V ; H_{0}, \ldots, H_{d-1}\right)
$$

Then $d$ is a form of degree $d-1$ in $U, V$; and of degree d in $\mathrm{H}_{0}, \ldots, \mathrm{H}_{\mathrm{d}-1}$.

We now assume $\mathrm{Y}^{\mathrm{d}}$ - $\mathrm{f}(\mathrm{X})$ to be absolutely irreducible.

Suppose
(5.3) $\quad h_{0}(X)+h_{1}(X) g(X)+\ldots+h_{d-1}(X) g(X)^{d-1}=0$.

With the above notation,

$$
a\left(g(x) ; h_{0}(X), \ldots, h_{d-1}(X)\right)=0,
$$

and we obtain

$$
c\left(g(X)^{d} ; h_{0}(X), \ldots, h_{d-1}(X)\right)=0 .
$$

Recalling that $g(X)=f(X)^{\frac{q-1}{d}}$, we obtain $g(X)^{d}=f(X)^{q} / f(X)$ and

$$
d\left(f(X)^{q}, f(X) ; h_{0}(X), \ldots, h_{d-1}(X)\right)=0 .
$$

Collecting all terms with no factor of $X^{q}$,

$$
\begin{equation*}
d\left(f(0), f(x) ; k_{00}(X), \ldots, k_{d-1,0}(X)\right)+x^{q} \ell(X)=0 \tag{5.3}
\end{equation*}
$$ for some polynomial \& . Now,

$$
\begin{equation*}
d\left(f(0), f(X) ; k_{00}(X), \ldots, k_{d-1,0}(X)\right) \tag{5.4}
\end{equation*}
$$

is of degree $d-1$ in $f(0), f(X)$, and of degree $d$ in $k_{00}, \ldots, k_{d-1,0}$ But $\operatorname{deg} k_{i j} \leqslant \frac{q}{d}-m$, so the polynomial (5.4) is of degree $\leqq(d-1) m+d\left(\frac{q}{d}-m\right)<q$. Hence by $(5.3)$,

$$
d\left(f(0), f(X) ; k_{00}(X), \ldots, k_{d-1,0}(X)\right)=0 .
$$

Let $\{$ be the algebraic function with

$$
\mathfrak{V}^{\mathrm{d}}=\frac{\mathrm{f}(\mathrm{X})}{\mathrm{f}(0)}
$$

b is of degree $d$ over $\overline{F_{q}}(X)$, since $y^{d}-\frac{1}{f(0)} f(X)$ is absolutely irreducible. Retracing our steps, we must have

$$
c\left(\frac{f(0)}{f(X)} ; k_{00}(X), \ldots, k_{d-1,0}(X)\right)=0
$$

or

$$
c\left(\frac{1}{g}{ }^{d} ; k_{00}(X), \ldots, k_{d-1,0}(x)\right)=0
$$

and

$$
\mathrm{b}\left(\frac{1}{\mathfrak{D}} ; \mathrm{k}_{00}(\mathrm{X}), \ldots, \mathrm{k}_{\mathrm{d}-1,0}(\mathrm{X})\right)=0
$$

Therefore, some factor

$$
\begin{aligned}
& a\left(\frac{5}{7} ; k_{00}(\mathrm{x}), \ldots, \mathrm{k}_{\mathrm{d}-1,0}(\mathrm{x})\right)=0 \quad, \\
& \mathrm{k}_{00}(\mathrm{X})+\frac{\zeta}{5} \mathrm{k}_{10}(\mathrm{X})+\cdots+\left(\frac{\zeta}{\mathrm{T}}\right)^{\mathrm{d}-1} \mathrm{k}_{\mathrm{d}-1,0}(\mathrm{X})=0 \quad .
\end{aligned}
$$

or

But $\cong$ is algebraic of degree $d$ over $\overline{F_{q}}(X)$, so that

$$
\mathrm{k}_{00}(\mathrm{X})=\cdots=\mathrm{k}_{\mathrm{d}-1,0}(\mathrm{X})=0 .
$$

Now divide $(5.2)$ by $X^{q}$ and proceed similarly to conclude that

$$
k_{01}(X)=\cdots=k_{d-1,1}(X)=0 .
$$

Continuing in this way we see that all the $k_{i j}(X)$ are zero. We have shown that Lemma 3 A holds under the condition that $Y^{d}-f(X)$ is absolutely irreducible.

## §6. Hyperderivatives.

Let $k$ be a field. The polynomial ring $k[x]$ is a vector space over $k$. Let $E^{(l)}(\ell=0,1, \ldots)$ be the linear operator on $k[x]$ with

$$
E^{(\ell)}\left(x^{t}\right)=\binom{t}{\ell} x^{t-\ell} \quad(t=0,1, \ldots)
$$

If $D$ is the differentiation operator, then $D^{\ell}\left(X^{t}\right)=\ell:\binom{t}{\ell} X^{t-\ell}$, and hence $D^{\ell}=\ell: E^{(\ell)}$. Thus if $k$ is of characteristic 0 , then

$$
\mathrm{E}^{(\ell)}=\frac{1}{\ell!} \mathrm{D}^{\ell} .
$$

We call the operators $E^{(\ell)}$ hyperderivatives. They are also called Hasse derivatives. See the papers Hasse (1936a), Teichmüller (1936).

LEMMA 6A.

$$
\begin{aligned}
E^{(\ell)}\left(f_{1}(X) \ldots f_{t}(X)\right)= & \sum{ }^{i_{1} \geqq 0, \ldots, i_{t} \geqq 0}{ }^{\left(i_{1}\right)}\left(f_{1}(X)\right) \ldots E^{\left(i_{t}\right)}\left(f_{t}(X)\right) . \\
& i_{1}+\ldots+i_{t}=\ell
\end{aligned}
$$

Proof. It will suffice to prove the case $t=2$, since the general case follows by an obvious induction on $t$. Thus we have to show that
(6.1) $\quad E^{(\ell)}(f(X) g(X))=\sum_{i=0}^{\ell} E^{(i)}(f(X)) E^{(\ell-i)}(g(X))$.

By the linearity of $E^{(j)}$, we may suppose that $f(X), g(X)$ are monomials; say $f(X)=X^{a}, g(X)=X^{b}$. Then (6.1) is equivalent to

$$
\binom{a+b}{\ell}=\sum_{i=0}^{\ell}\binom{a}{i}\binom{b}{\ell-i}
$$

But this identity is an immediate consequence of the definition of $\binom{a+b}{\ell}$ as the number of subsets with $\quad \ell \quad$ elements contained in $a$ set of $a+b$ elements.

COROLLARY 6B. $E^{(\ell)}(X-c)^{t}=\binom{t}{\ell}(X-c)^{t-\ell}$.

$$
\begin{aligned}
\text { proof } E^{(\ell)}(x-c)^{t}= & \sum^{i_{1} \geqq 0, \ldots, i_{t} \geqq 0}{\left(E^{\left(i_{1}\right)}(X-c)\right) \ldots\left(E^{\left(i_{t}\right)}(X-c)\right) .} \begin{array}{l}
i_{1}+\ldots+i_{t}=\ell
\end{array}
\end{aligned}
$$

Now $E^{(1)}(X-c)=1$ and $E^{(i)}(X-c)=0$ if $i \geqq 2$.
Hence in the above sum, we need only consider summands with
each $i_{j}$ either 0 or 1 . The number of such summands is $\binom{t}{\ell}$, and each summand is $(x-c)^{t-\ell}$.

COROLLARY 6C. Suppose $0 \leqq \ell \leqq t$ Then

$$
\begin{equation*}
E^{(l)}\left(a(X) f(X)^{t}\right)=b(X) f(X)^{t-l}, \tag{6.2}
\end{equation*}
$$

where $b(X)$ is a polynomial with

```
deg b = deg a + \ell((deg f) - l).
```

proof. In

$$
\left.\begin{array}{rl}
E^{(l)}(a(X) f(X)
\end{array}\right)=\sum^{t} \sum_{\left(E^{\left(i_{0}\right)} a(X)\right)\left(E^{\left(i_{1}\right)}\right.}^{f(X)) \ldots\left(E^{\left(i_{t}\right)}(f(X)),\right.}
$$

every summand is divisible by $f(X)^{t-\ell}$. Hence a formula such as (6.2) holds. Furthermore,

$$
\begin{aligned}
\operatorname{deg} b & =\operatorname{deg}\left(E^{(\ell)}\left(a f^{t}\right)\right)-(t-\ell) \operatorname{deg} f \\
& =\operatorname{deg} a+t \operatorname{deg} f-\ell-(t-\ell) \operatorname{deg} f \\
& =\operatorname{deg} a+\ell(\operatorname{deg} f-1) .
\end{aligned}
$$

THEOREM 6D. Suppose $E^{(\ell)}(f(x))=0$ for $\ell=0,1, \ldots, M-1$.
Then $(X-x)^{M}$ divides $f(X)$.

Proof. We may write $f(X)=a_{0}+a_{1}(X-x)+\ldots+a_{d}(X-x){ }^{d}$.
By Corollary 6B,

$$
E^{(\ell)_{f}(X)=} a_{\ell}+\binom{\ell+1}{\ell} a_{\ell+1}(X-x)+\cdots+\binom{d}{\ell} a_{d}(X-x)^{d-\ell}
$$

The hypothesis of the lemma implies that $a_{\ell}=0$ for $\ell=0,1, \ldots, M-1$, and the conclusion follows.

LEMMA 6E. Suppose $k$ is of characteristic $p>0$. Let

$$
r(x)=h\left(x, x^{p^{\mu}}\right)
$$

for some polynomial $h(X, Y)$ Then for $\ell<p^{\mu}$,

$$
E^{(l)} r(x)=E_{X}^{(l)} h\left(x, x^{p^{\mu}}\right),
$$

where $\mathrm{E}_{\mathrm{X}}^{(\ell)}$ is the "partial" hyperderivative with respect to $X$ of $h(X, Y)$.

Proof. By linearity, it suffices to take the case when $h(X, Y)=X^{a} Y^{b}$. Then by Lemma 6A it suffices to show that for $0<\ell<\mathrm{p}^{\mu}$,

$$
E^{(\ell)}\left(x^{p^{\mu}}\right)=0
$$

This in turn follows from the fact that $\binom{p^{\mu}}{\ell}=\left(p^{\mu} / \ell\right)\binom{p^{\mu}-1}{\ell-1}$
is 0 in a field of characteristic $p$.
§7. Removal of the condition that $q=p$ or $p^{2}$.

We just have to prove Lemma 3B in general. We set up

$$
r(X)=h\left(X, X^{q}\right)
$$

with

$$
h(X, Y)=f(X)^{M} \sum_{i=0}^{d-l} \sum_{j=0}^{k} k_{i j}(X) g(X)^{i} Y^{j} .
$$

We now simply have to use Theorem 6D instead of Theorem $1 G$, hence have to compute $E^{(\ell)} r(X)$ instead of $D^{\ell} r(X)$. By Corollary 6C, and since $g(X)$ is a power of $f(X)$,

$$
E^{(l)}\left(f(X)^{M} k_{i j}(X) g(X)^{i}\right)=f(X)^{M-\ell} k_{i j}^{(\ell)}(X) g(X)^{i}
$$

where

$$
\operatorname{deg} k_{i j}^{(\ell)} \leqq \operatorname{deg} k_{i j}+\ell(m-1)
$$

In view of Lemma $6 E$ we have, for $0 \leqq \ell<M \leqq q=p^{K}$,

$$
E^{(\ell)} r(X)=f(X)^{M-\ell} \sum_{i=0}^{d-1} \sum_{j=0}^{K} k_{i}^{(l)}(X) g(X)^{i} X^{q j} .
$$

The rest of the argument is as in $\S 3$.
88. The Work of Stark.

Now suppose $d=2$ and consider again the hyperelliptic equation

$$
y^{2}=f(x)
$$

where $f(X)$ is a polynomial of degree $m$, and where $Y^{2}-f(X)$ is absolutely irreducible. We proved that the number $N$ of solutions satisfies

$$
|\mathrm{N}-\mathrm{q}|<4 \mathrm{md}{ }^{3 / 2} \mathrm{q}^{1 / 2}
$$

if $q>\mathrm{dm}^{2}$.
H. M. Stark (1973) obtained the sharper bounds

$$
|N-q| \leqq(m-1) q^{1 / 2}
$$

if $q=p$ and if $f(X)$ has $m$ distinct roots. Set

$$
g=\left\{\begin{array}{lll}
\frac{m-1}{2} & \text { if } & m \\
\text { is odd } \\
\frac{m-2}{2} & \text { if } & m \quad \text { is even }
\end{array}\right.
$$

The number $g$ is called the "genus" of the equation. Thus Stark obtains

$$
|\mathrm{N}-\mathrm{q}| \leqq 2 \mathrm{gq}^{1 / 2}, \quad \text { if } \mathrm{m} \text { is odd }
$$

$$
\begin{equation*}
\leqq(2 g+1) q^{1 / 2} \text {, if } m \text { is even. } \tag{8,1}
\end{equation*}
$$

In fact it follows from Weil's theorem that $|N-q| \leqq 2 g^{\frac{1}{2}} \quad$ if $m$ is odd, and $|N-q+1| \leqq 2 \mathrm{~g} \mathrm{q}^{\frac{1}{2}}$ if m is even. Moreover, the constant 2 g cannot be replaced by a smaller constant independent of $q$.

However, Stark in his paper did in some cases improve on (8.1) if $m$ is odd. For example, he showed that if $m=5$ (so that $g=2$ ) and if $q$ is a prime $p$ of the type $p=4 r^{2}+1 \quad(r \geqq 2)$, then

$$
|\mathrm{N}-\mathrm{p}| \leqq 2 \mathrm{~g}[\sqrt{\mathrm{p}}]-1
$$

He achieved this improvement by permitting polynomials $k_{i j}(X)$ in Lemma 3B
whose degree is larger than $\frac{q}{d}-m$. In fact their degrees may exceed
$\frac{q}{d}$. But then it is much more difficult to prove that the polynomial $r(X)$ of Lemma $3 B$ is not 0 .
§9. Equations $y^{q}-y=f(x)$.
The first elementary treatment of such equations is due to Stepanov (1971), with a less complicated treatment provided by Mitkin (1972).

THEOREM 9A: Suppose $r=q^{K} \cdot$ Let $f(X) \in \underset{q}{F^{K}[X] \text {, with }(q, \operatorname{deg} f)=1}$
and $\operatorname{deg} f<q$. If $N$ is the number of solutions $(x, y) \in F_{r}^{2}$ of $y^{q}-y=f(x), \underline{\text { then }}$

$$
|N-r|<q^{\left[\frac{k}{2}\right]+4}
$$

Note: This inequality is only significant when $K$ is large. For example, the theorem yields no information when $K=2$ : we get

$$
\left|N-q^{2}\right|<q^{5}
$$

but obviously

$$
0 \leq N \leq\left|F_{r}^{2}\right|=q^{4}
$$

Recall that if $x \in F_{r}$, then the trace

$$
\mathfrak{I}(f(x))=f(x)+f(x)^{q}+\ldots+f(x)^{q^{k-1}} \in F_{q}
$$

For $w \in F_{q}$, let $N_{w}$ be the number of $x \in F_{r}$ with

$$
\xi(f(x))=w .
$$

LEMMA 9B.

$$
\sum_{w \in \mathcal{F}_{\mathrm{q}}} \mathrm{~N}_{\mathrm{w}}=\mathrm{r} \quad \text { and } \quad \mathrm{N}=\mathbf{q}_{\mathrm{o}}
$$

Proof: The first statement is obvious. The fact that $N=q N_{0}$ follows from Lemma lF.

Now let $\nu=\left[\frac{k}{2}\right]$. We may assume $k \geq 3$; hence $v \geq 1$. Let

$$
\begin{aligned}
& g(X)=f(X)^{q^{\nu}}+f(X)^{q^{\nu+1}}+\ldots+f(X)^{q^{k-1}} \\
& h(X)=f(X)+f(X)^{q}+\ldots+f(X)^{q^{\nu-1}}
\end{aligned}
$$

LEMMA 9C: Let $w \in F_{q}$ be fixed. Let $M$ be divisible by $q$, and $0<M \leq q^{K-v-1}$. Then there is a polynomial $u(X) \neq 0$, which has a zero of order $\geq M$ for every $x \in F_{r}$ with

$$
\mathfrak{I}(f(x))=w,
$$

and $\operatorname{deg} u(X) \leq M \frac{r}{q}+q^{K+1}$.

Proof: We try

$$
u(x)=\sum_{i=0}^{q-1} \sum_{j=0}^{k} k_{i j}(X) g(X)^{i} X^{r j},
$$

where $K=\frac{M}{q}$, and the polynomials $k_{i j}(X)$ have $\operatorname{deg}_{i j}<\frac{r}{q}=q\left(\frac{k-1}{}\right.$, and coefficients to be determined. Since $K \leq 2 \nu+1, M \leq q^{K-\nu-1} \leq q^{\nu}$ 。 Thus for $\ell<M \leq q^{\nu}$ and $\boldsymbol{u}(X)=a\left(X, X^{\nu}\right)$, Lemma $6 E$ (with $\mu=\nu \sigma$ if $q=p^{\sigma}$ ) yields

$$
E^{(\ell)} u(X)=E_{X}^{(\ell)} a\left(X, X^{q^{\nu}}\right)
$$

Therefore, since $X^{r}=X^{q^{k}}$ and since

$$
g(x)=f\left(x^{q^{\nu}}\right)+\ldots+f\left(x^{q^{k-1}}\right)
$$

it follows that

$$
E^{(\ell)} u(X)=\sum_{i=0}^{q-1} \sum_{j=0}^{K} k_{i j}^{(\ell)}(X) g(X)^{i} X^{r j}
$$

with $k_{i j}^{(l)}(X)=E^{(l)} k_{i j}(X)$.

We proceed just as in the proof of Lemma 3B. Let $A$ be the total number of available coefficients of the polynomials $k_{i j}(X)$. Then

$$
A=q^{K-1} q(K+1)=q^{K-1} M+q^{K} .
$$

For $x \in F_{r}$ with $\mathcal{I}(f(x))=w$, we have $x^{r}=x$ and $w=h(x)+g(x)$. So, $E^{(\ell)} u(x)=s^{(\ell)}(x)$, where

$$
s^{(l)}(x)=\sum_{i=0}^{q-1} \sum_{j=0}^{k} k_{i j}^{(\ell)}(x)(w-h(X))^{i} X^{j} .
$$

In view of Theorem 6D, in order that $u(X)$ has a zero of order $M$ for our elements $x \in F_{r}$ with $\mathcal{I}(f(x))=w, i t$ is certainly sufficient that the polynomials $s^{(\ell)}(\mathrm{X})$ vanish identically. Since $K \leq q^{\nu-1}$,

$$
\begin{aligned}
\operatorname{deg} s^{(\ell)}(x) & \leq q^{k-1}+(q-1)^{2} q^{\nu-1}+K \\
& \leq q^{k-1}+q^{\nu+1}-2 .
\end{aligned}
$$

Let $B$ denote the total number of conditions (clearly in the form of linear homogeneous equations) on the coefficients of the $k_{i j}$. If, for each $\ell, 0 \leq \ell \leq M-1$, we try to make $s^{(\ell)}(X)=0$, then the number of conditions for this fixed $\ell$ is at most deg ${ }^{(\ell)}(X)+1 \leqq q^{K-1}+$ $q^{\nu+1}-1$. Hence

$$
B<M\left(q^{K-1}+q^{\nu+1}\right) \leqq M q^{K-1}+q^{K-\nu-1} q^{\nu+1}=M q^{K-1}+q^{K} .
$$

Thus $B<A$, and we may choose the coefficients of $k_{i j}(X)$, not all zero, so that $u(X)$ as a zero of order at least $M$ for the elements $x$ in question. Moreover,

$$
\begin{aligned}
\operatorname{deg} u(X) & \leq M K+(q-1)^{2} q^{K-1}+q^{K-1} \\
& \leq M \frac{r}{q}+q^{K+1} .
\end{aligned}
$$

Finally, $u(X)$ does not vanish identically, because the non-zero summands

$$
\ell_{i j}(x)=k_{i j}(X) g_{(X)^{i}} x^{r_{j}}
$$

have degrees

$$
\begin{aligned}
\operatorname{deg} \ell_{i j}(X) & =r j+i q^{k-1} \operatorname{deg} f+\operatorname{deg} k_{i j} \\
& =q^{K-1}(q j+i \operatorname{deg} f)+\operatorname{deg} k_{i j}
\end{aligned}
$$

which are distinct by the same argument as in Lemma 3 A . We only have to observe that $q$ and $d e g f$ are coprime.

Proof of Theorem 9A: For fixed $w \in F_{q}$,

$$
\begin{gathered}
N_{w} \cdot M \leq \operatorname{deg} r \leq M \frac{r}{q}+q^{K+1} \\
N_{w} \leq \frac{r}{q}+\frac{q^{K+1}}{M}
\end{gathered}
$$

Choose $M=q^{K-\nu-1}$; then for $k \geq 3, q \mid M$. We obtain

$$
N_{w} \leq \frac{r}{q}+q^{\nu+2},
$$

and by Lemma 9B,

So

$$
\begin{gathered}
N_{w}=r-\sum_{v \neq w}^{\prime} N_{v}>\frac{r}{q}-q^{v+3}, \\
\left|N_{w}-\frac{r}{q}\right|<q^{v+3}
\end{gathered}
$$

and, in particular,

$$
\left|N_{0}-\frac{r}{q}\right|<q^{v+3}
$$

By Lemma 9B again,

$$
|N-r|<q^{v+4}=q^{\left[\frac{k}{2}\right]+4}
$$

## II. Character Sums and Exponential Sums.

Literature: Weil (1948b), Carlitz and Uchiyama (1957), Perelmuter (1963), Postnikov (1967), Carlitz (1969).

## §1. Characters of Finite Abelian Groups.

We now interrupt our investigation of equations over finite fields to deal with character sums and exponential sums. These sums have many applications in analytic number theory.

Given an abelian (multiplicative) group $G$, a character on $G$ is a map $X$ from $G$ to the complex numbers with $|X(x)|=1$ for all $x$ and with

$$
x(x y)=x(x) x(y)
$$

for $x, y \in G$. Since $X(1)=X(1) \times(1)$, we have $X(1)=1$.

If $X_{1}, X_{2}$ are characters on $G$, then so is the map $X_{1} X_{2}$ defined by $\quad\left(x_{1} X_{2}\right)(x)=X_{1}(x) X_{2}(x)$. If $X$ is a character, then so is the map $x^{-1}$ defined by $x^{-1}(x)=1 / X(x)=\overline{X(x)} \quad$ (i.e., the complex conjugate of $X(x))$. It is now clear that the characters on $G$ form a group $G^{\prime}$ under multiplication, whose identity element is the character $X_{0}$ having $X_{0}(x)=1$ for $x \in G$. The group $G^{\prime}$ is called the dual group to $G$.

Write

$$
e(x)=e^{2 \pi i x}
$$

LEMMA 1A. Let $C_{n}^{C}$ be the cyclic group of order $n$, and let $g$ be a fixed generator. Given a residue class a (modulo $n$ ), the $\underline{m a p} x_{a}$ with

$$
\begin{equation*}
x_{a}\left(g^{t}\right)=e(a t / n) \quad(t=0, \pm 1, \ldots) \tag{1.1}
\end{equation*}
$$

is a character of $\underset{=}{C} n$ Every character of $\underset{=}{C}$ is of this type.
The dual group to $\underset{=}{C}$ is again cyclic of order $n$.

Proof. It is readily verified that $X_{a}$, as given by (1.l), is well defined and is a character. It clearly depends only on the residue class of a (modulo $n$ ) . For distinct residue classes, one gets distinct characters $X_{a}$. Since $X_{a} X_{b}=X_{a+b}$, the characters $X_{a}$ form a group which is isomorphic to the integers modulo $n$, and hence it is cyclic of order $n$. It remains to be shown that every character $X$ is a $X_{a}$ for some a. Now $X(g)^{n}=\chi\left(g^{n}\right)=X(1)=1$, so that $X(g)$ is an $n^{t h}$ root of unity, or $X(g)=e(a / n)$ for some a. But then $x\left(g^{t}\right)=e(a t / n)$, and $x=x_{a}$.

LEMMA 1B. Let $G=G_{1} \otimes G_{2}$ be the direct product of the abelian groups $G_{1}, G_{2}$. Then the dual groups $G^{\prime}, G_{1}^{\prime}, G_{2}^{\prime}$ satisfy

$$
\mathrm{G}^{\prime} \cong \mathrm{G}_{1}^{\prime} \otimes \mathrm{G}_{2}^{\prime}
$$

Proof. $G$ consists of pairs $\left(x_{1}, x_{2}\right)$ with $x_{1} \in G_{1}, \quad x_{2} \in G_{2}$. With every $X_{1} \in G_{1}^{\prime}$ and $X_{2} \in G_{2}^{\prime}$ we associate. the map $X: G \rightarrow \mathbb{C}$ with $X\left(x_{1}, x_{2}\right)=X_{1}\left(x_{1}\right) X_{2}\left(x_{2}\right)$. It is easily seen that $X$ is a character of $G$, and in fact that the map

$$
\left(x_{1}, x_{2}\right) \rightarrow x
$$

is an isomorphism of $G_{1}^{\prime} \otimes G_{2}^{\prime}$ into $G^{\prime}$. In fact, it is an isomorphism onto, for if $X \in G^{\prime}$, then

$$
x\left(x_{1}, x_{2}\right)=x\left(x_{1}, 1\right) x\left(1, x_{2}\right)=x_{1}\left(x_{1}\right) x_{2}\left(x_{2}\right)
$$

with $X_{1}\left(x_{1}\right)=X\left(x_{1}, 1\right)$ and $X_{2}\left(x_{2}\right)=X\left(1, x_{2}\right) ;$ clearly $X_{1} \in G_{1}^{\prime}$ and $X_{2} \in G_{2}^{\prime}$.

THEOREM 1C. Given a finite abelian group $G$, its group $G^{\prime}$ of characters is isomorphic to $G$.

Proof. It is well known that every finite abelian group $G$ is
 The theorem now follows from Lemma 1 A and repeated application of Lemma 1B.

THEOREM lD. Let $G$ be a finite abelian group of order $|G|$.
(a) Given a character $X$,

$$
\sum_{x \in G} x(x)= \begin{cases}|G| & \text { if } x=x_{0} \\ 0 & \text { if } x \neq x_{0}\end{cases}
$$

(b) Given an $x \in G$,

$$
\sum_{X \in G^{\prime}} X(x)=\left\{\begin{array}{lll}
|G| & \text { if } & x=1 \\
0 & \text { if } & x \neq 1
\end{array}\right.
$$

Proof. The assertion (a) is obvious if $X=X_{0}$. If $X \neq X_{0}$, there exists an $x_{1} \in G$ with $X\left(x_{1}\right) \neq 1$. As $x$ runs through $G$, so does $\mathrm{xx}_{1}$; therefore

$$
S=\sum_{x \in G} x(x)=\sum_{x \in G} x\left(x x_{1}\right)=x\left(x_{1}\right) S .
$$

The desired conclusion $S=0$ follows from $X\left(x_{1}\right) \neq 1$.
Part (b) may be proved in an entirely analogous manner. Or, one may observe that for given $x$, the map $X \rightarrow X(x)$ is a map
from $G^{\prime}$ into the complex numbers, which is in fact a character on $G^{\prime}$. In conjunction with Theorem 1 C , one sees that every character of $G^{\prime}$ is obtained in this way, and that $G$ is therefore the group of characters of $G^{\prime}$. The relation between $G, G^{\prime}$ is thus completely symmetric. Hence (b) follows from (a) if we interchange the roles of $G, G^{\prime}$.

## §2. Characters and Character Sums associated with Finite Fields.

The non-zero elements of the finite field $F_{q}$ form a cyclic group $F_{q}^{*}$ of $q-1$ elements. Hence the characters $X$ of $F_{q}^{*}$ also form a cyclic group of $q-1$ elements. Thus every character $X$ will have $x^{q-1}=X_{0}$, where $X_{0}$ is the character with $X_{0}(x)=1$ for all $x$. We call $X_{0}$ the principal character. We say that $X$ is of order $d$ if $X^{d}=X_{0}$, and if $d$ is the smallest positive integer with this property. It is easily seen that $d \mid q-1$. We say that $X$ is of exponent $e$ if $X^{e}=X_{0}$; clearly this is equivalent to $d \mid e$, where $d$ is the order of $X$.

Suppose $d \mid q-1$. For every $X$ of exponent $d$ and every $x \in F_{q}^{*}$, we have $X\left(x^{d}\right)=X(x)^{d}=X^{d}(x)=1$. Thus $X(y)=1$ if $y \in\left(F_{q}^{*}\right) d$, the group of non-zero $d^{t h}$ powers. Conversely, if $X(y)=1$ for every $y \in\left(F_{q}^{*}\right)^{d}$, then $X^{d}=X_{0}$. Thus if $X$ is a character of exponent $d$, then $X(x)$ depends only on the coset of $x$ modulo the subgroup $\left(F_{q}^{*}\right)^{d}$. Thus a character of exponent d may be interpreted as a character on the factor group $\mathrm{F}_{\mathrm{q}}^{*} /\left(\mathrm{F}_{\mathrm{q}}^{*}\right)^{\mathrm{d}}$. There are precisely $d$ such characters.

It will be convenient to extend the definition of characters
$X$ on $\mathrm{F}_{\mathrm{q}}^{*}$ by putting

$$
x(0)=\left\{\begin{array}{lll}
1 & \text { if } & x=x_{0} \\
0 & \text { if } & x \neq x_{0}
\end{array}\right.
$$

We still write $X=X_{1} X_{2}$ if $X(x)=X_{1}(x) X_{2}(x)$ for $x \in F_{q}^{*}$, but not necessarily for $x=0$. For instance, $x^{q-1}=x_{0}$, although $X(0)=0$ for $x \neq x_{0}$ and $x_{0}(0)=1$.

LEMMA 2A. Suppose $d \mid q-1$. Then

$$
\sum^{\sum \text { of exponent d }} X(x)=\left\{\begin{array}{lll}
d & \text { if } & x \in\left(F_{q}^{*}\right)^{d}, \\
0 & \text { if } & x \notin\left(F_{q}^{*}\right)^{d}, \quad x \neq 0, \\
1 & \text { if } & x=0 .
\end{array}\right.
$$

Proof. The characters of exponent $d$ are characters of $F_{q}^{*} /\left(F_{q}^{*}\right) d$ Hence the first two cases of the lemma follow from Theorem 1D. If $x=0$, then $\sum_{X} X(x)=X_{0}(0)+\sum_{X \neq X_{0}} X(0)=1+0=1$.

The characters $X$ studied so far will henceforth be called the multiplicative characters of $\mathrm{F}_{\mathrm{q}}$.

In §3 we shall take the "low road", and we shall easily prove

THEOREM 2B. Suppose $d \mid q-1$ and suppose $X \neq X_{0}$ is a character of exponent $d$. Suppose $f(X)$ is a polynomial of degree $m$ with coefficients in $F_{q}$ and with $Y^{d}-f(X)$ absolutely irreducible. Then if $q>100 \mathrm{dm}^{2}$, we have

$$
\begin{equation*}
\left|\sum_{x \in F_{q}} x(f(x))\right|<5 m d^{3 / 2} q^{1 / 2} \tag{2.1}
\end{equation*}
$$

This result will turn out to be a consequence of Theorem 2 A of Ch. I. We shall also prove

THEOREM 2B.' Suppose $X$ is a character of order $d>1$. Suppose $f(X) \in F_{q}[X]$ is of degree $m$ and is not a $d^{t h}$ power, i.e. not of the type $f(X)=c(\ell(X))^{d}$ with $\quad c \in F_{q}$ and $\ell(X) \in F_{q}[X]$. Then if $q>100 \mathrm{dm}^{2}$, we have again (2.1).

Later on we shall take the "high road" and prove the following sharper results.

THEOREM 2C. Suppose $X \neq X_{0}$ is a multiplicative character of exponent $d$. Suppose $f(X) \in F_{q}[X]$ has precisely $m$ distinct ones among its zeros, and suppose that $Y^{d}-f(X)$ is absolutely irreducible. Then

$$
\begin{equation*}
\left|\sum_{x \in F_{q}} x(f(x))\right| \leq(m-1) q^{1 / 2} \tag{2.2}
\end{equation*}
$$

THEOREM 2C'. Let $X$ be of order $d>1$. Suppose $f(X)$ has $m$ distinct ones among its zeros, and it is not a $d^{\text {th }}$ power. Then again (2.2) holds.

We now turn to additive characters of $\mathrm{F}_{\mathrm{q}}$. Such an additive character is simply a character of the additive group of $\mathrm{F}_{\mathrm{q}}$. If $q=p^{\nu}$ where $p$ is the characteristic, then this additive group is the direct sum of $\nu$ copies of $\underset{=}{C} p$. Write 3 for the trace from $F_{q}$ to $F_{p}$.

LEMMA 2D. For every $a \in F_{q}$, the function $\psi_{a}$ with

$$
\psi_{a}(x)=e(\mathcal{L}(a x) / p)
$$

is an additive character of $\mathrm{F}_{\mathrm{q}}$. Every additive character of $\mathrm{F}_{\mathrm{q}}$ is of this type.

Proof. We have $\mathcal{I}\left(a\left(x_{1}+x_{2}\right)\right)=\mathfrak{I}\left(a x_{1}\right)+\mathfrak{I}\left(a x_{2}\right)$, whence

$$
\psi_{a}\left(x_{1}+x_{2}\right)=\psi_{a}\left(x_{1}\right) \psi_{a}\left(x_{2}\right)
$$

Thus $\psi_{a}$ is an additive character. By Theorem $1 C$, the number of additive characters is $q$; but so is the number of elements $a \in F_{q}$. Since, as is easily seen, $\psi_{a} \neq \psi_{a^{\prime}}$, if $a \neq a^{\prime}$, it follows that as a runs through $\mathrm{F}_{\mathrm{q}}$, then $\psi_{\mathrm{a}}$ runs through all additive characters.

Additive characters will always be denoted by the letter $\psi$. The character $\psi_{0}$ with $\psi_{0}(x)=1$ for all $x$ is the identity element of the group of additive characters.

THEOREM 2E. Suppose $\psi \neq \psi_{0}$ is an additive character. Let $g(X)$ be a polynomial in $F_{q}[x]$ of degree $n$. Suppose that either
(i) $n<q$ and g.c.d. $(n, q)=1$, or, more generally, that
(ii) $\quad Z^{q}-Z-g(X) \quad$ is absolutely irreducible.

Then ${ }^{*}$

$$
\left|\sum_{x \in F_{q}} \psi(g(x))\right| \leq(n-1) q^{1 / 2}
$$

It will be proved in Theorem 1 B of Ch . III that hypothesis (i) implies hypothesis (ii). Strictly speaking, only the case (i) will be proved in this chapter. It will follow from Theorem 9A of Ch. I. The case (ii) depends on results which will be proved in Ch. III. The case (i) is used most often in analytic number theory. In view of Lemma 2 D , the cabs $\mathrm{y} \boldsymbol{\mathrm { P }}$ may be reformulated as follows.

COROLLARY 2F. Suppose $p$ is a prime. Suppose $g(X)=a_{n} X^{n}+\ldots+a_{0}$ is a polynomial with integer coefficients having $0<\mathrm{n}<\mathrm{p}$ and $p \nmid a_{n} \cdot \underline{\text { Then }}$

$$
\left|\sum_{x=0}^{p-1} e(g(x) / p)\right| s(n-1) p^{1 / 2}
$$

Next, we study "hybrid sums" involving a multiplicative character $X$ and additive character $\psi$.

THEOREM 2G. Let $X, \psi$ be, respectively, a multiplicative character $\neq X_{0}$ of order $d$ with $d \mid q-1$, and an additive character $\neq \psi_{0}$, of $F_{q} \cdot \underline{\text { Let }} f(X) \in F_{q}[X]$ have precisely $m$ distinct ones among this roots, and let $g(X) \in F_{q}[X]$ have degree $n$. Suppose that either
(i) $(d, \operatorname{deg} f)=(n, q)=1$, or, more generally, that
(ii) the polynomials $\mathrm{Y}^{\mathrm{d}}-\mathrm{f}(\mathrm{X})$ and $\mathrm{Z}^{\mathrm{q}}-\mathrm{Z}-\mathrm{g}(\mathrm{X})$ are
absolutely irreducible.

Then


Again, strictly speaking, the proof of the theorem in this chapter will be not quite complete. We shall need certain results proved only in Ch. VI. It will follow from Theorem 1 B in Ch . III that hypothesis (i) implies (ii).

The polynomials $f(X), g(X)$ of our theorems may sometimes be replaced by rational functions. (Perelmuter (1963)) Here we will prove only the following result of this kind.

THEOREM 2H. Suppose $\psi \neq \psi_{0}$ is an additive character of $F_{q}$. Suppose $a, b \in F_{q}$ are not both zero. Then

$$
\begin{equation*}
\left|\sum_{x \in F_{q}^{*}} \psi\left(a x+b x^{-1}\right)\right| \leq 2 q^{1 / 2} . \tag{2,3}
\end{equation*}
$$

Sums of the type of this theorem are called Kloosterman sums.
All the results enunciated in this section are due to $A$. Weil (1948b). The proofs of the authors listed at the beginning all follow more or less the same method, but they are given in a more elementary style. In particular, the reference to class field theory is avoided. We shall also present this same method.

Very easy special cases will be given in §3. In §4 we will follow the "low road" to prove Theorems 2B, 2 B '. In $\S 5$ we will give an application of Theorem $2 \mathrm{~B}^{\prime}$. Finally, in $\S 6-12$, we shall deal with the main theorems. In $\S 13$ we shall show that Theorem 2 E is in a t) sense best possible.

## §3. Gaussian Sums.

Before embarking on the more complicated proofs of the theorems announced in the last section, we now pause to prove results of a very simple nature.

The simplest of the hybrid sums introduced in the last section are when $f(X)=g(X)=X$. They are thus of the type

$$
G(X, \psi)=\sum_{x \in F_{q}} X(x) \psi(x),
$$

where $X, \psi$ are a multiplicative and an additive character. These sums are called Gaussian sums. In view of Theorem 1D, it is clear that
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$$
\begin{equation*}
G\left(x_{0}, \psi\right)=0 \text { if } \psi \neq \psi_{0}, \tag{3.1}
\end{equation*}
$$

\]

$$
G\left(x, \psi_{0}\right)=0 \text { if } x \neq x_{0} \text {, }
$$

$$
\begin{equation*}
G\left(\chi_{0}, \psi_{0}\right)=q . \tag{3.3}
\end{equation*}
$$

THEOREM 3A. If $X \neq X_{0}$ and $\psi \neq \psi_{0}$, then

$$
|G(\chi, \psi)|=q^{1 / 2} .
$$

Compare with the case $m=n=1$ of Theorem 2 G :

Proof.

$$
|G(x, \psi)|^{2}=\sum_{x} \sum_{y} x(x) \psi(x) \overline{x(y)} \overline{\psi(y)} .
$$

Since $X(0)=0$, we may restrict ourselves to summends with $y \neq 0$ Then $\overline{X(y)}=(X(y))^{-1}=\chi(1 / y)$ and $\overline{\psi(y)}=(\psi(y))^{-1}=\psi(-y)$. Putting $x=t y$, we obtain

$$
\begin{aligned}
|G(x, \psi)|^{2} & =\sum_{y \neq 0} \sum_{t} x(t y) \psi(t y) x(1 / y) \psi(-y) \\
& =\sum_{t} x(t) \sum_{y \neq 0} \psi((t-1) y) . \\
& =\sum_{t} x(t) \sum_{y} \psi((t-1) y)-\left(\sum_{t} x(t)\right) \\
& =\sum_{t} x(t) \sum_{y} \psi((t-1) y),
\end{aligned}
$$

by Theorem 10. Again by Theorem 1 D , the inner sum here is q if $\mathrm{t}=1$, and it is 0 if $\mathrm{t} \neq 1$. Thus

$$
|G(\chi, \psi)|^{2}=\chi(1) q=q .
$$

LEMMA 3B. Suppose $\psi \neq \psi_{0}$ is an additive character. Suppose $\mathrm{d} \mid \mathrm{q}-1$, and suppose $\mathrm{a} \neq 0$ lies in $\mathrm{F}_{\mathrm{q}}$. Then

$$
\sum_{y \in F_{q}} \psi\left(\text { ay }^{d}\right)=\sum_{\chi \text { of exponent } d} \bar{X}(a) G(x, \psi)
$$

Proof. For given $x \in F_{q}$, the number of $y \in F_{q}$ with $y^{d}=x$ equals $d$ if $x \in\left(\mathrm{~F}_{\mathrm{q}}^{*}\right)$, it equals 0 if $x \notin\left(\mathrm{~F}_{\mathrm{q}}^{*}\right)^{d,} x \neq 0$, and it is 1 if $x=0$. Hence by Lemma 2A,

$$
\sum_{y} \psi\left(a y^{d}\right)=\sum_{x} \psi(a x) \quad \sum_{x \text { of }} \quad x(x)
$$

Replacing $x$ by $x / a$ and noting that $X(x / a)=X(x) \bar{X}(a)$, we get

$$
\begin{aligned}
& \sum_{x} \psi(x) \sum_{X \text { of } \exp . d} X(x) \bar{X}(a) \\
= & \sum_{X \text { of }} \bar{X}(a) \sum_{x} X(x) \psi(x) \\
= & x \text { of } \sum_{\exp . d} \bar{X}(a) G(X, \psi) \cdot
\end{aligned}
$$

THEOREM 3C. Suppose $q$ is odd, $\psi \neq \psi_{0}$ is an additive character, and $a \neq 0, b, c$ lie in $\mathrm{F}_{\mathrm{q}}$. Then

$$
\left|\sum_{x \in F_{q}} \psi\left(a x^{2}+b x+c\right)\right|=q^{1 / 2}
$$

Compare with the case $\mathrm{n}=2$ of Theorem 2 E :

Proof.

$$
\sum_{x} \psi\left(a x^{2}+b x+c\right)=\sum_{x} \psi\left(a\left(x+\frac{b}{2 a}\right)^{2}+c-\frac{b^{2}}{4 a}\right)
$$

(3.4)

$$
=\psi\left(c-\left(b^{2} / 4 a\right)\right) \sum_{y} \psi\left(a y^{2}\right) .
$$

By the case $d=2$ of Lemma $3 B$ (2| $q-1$ since $q$ is odd), we have

$$
\begin{equation*}
\sum_{y} \psi\left(a y^{2}\right)=\sum_{x \text { of } \exp .2} \bar{x}(a) G(x, \psi) \tag{3.5}
\end{equation*}
$$

There are two characters $X$ of exponent 2 . One of them is $X_{0}$; then $G(x, \psi)=G\left(X_{0}, \psi\right)=0$ by (3.1). The other is $\neq X_{0}$; then $|G(x, \psi)|=q^{1 / 2}$ by Theorem 3A. Thus the sum (3.5) is $q^{1 / 2}$ in absolute value, and the theorem is an immediate consequence of (3.4).

THFOREM 3D. For an additive character $\psi \neq \psi_{0}, \quad a \neq 0$ in $F_{q}$ and for $\mathrm{d} \geq 1$,

$$
\left|\sum_{x \in F_{q}} \psi\left(a x^{d}\right)\right| \leq(d-1) q^{1 / 2} .
$$

Our theorem is a special case of Theorem 2 E .

Proof.

$$
\sum_{x} \psi\left(a x^{d}\right)=\sum_{x} \psi\left(a x^{d^{\prime}}\right),
$$

where $d^{\prime}=$ g.c.d. $(d, q-1)$. Hence we may suppose that $d \mid q-1$.
Now from Lemma 3B,

$$
\sum_{x} \psi\left(a x^{d}\right)=\sum_{x \text { of } \exp . d} \bar{x}(a) G(x, \psi) .
$$

There are precisely $d$ characters of exponent $d$. One of them is $X_{0}$ and has $G\left(X_{0}, \psi\right)=0$. The other $d-1$ characters have $G(\chi, \psi)$ of modulus $q^{1 / 2}$. The theorem follows.
§4. The low road.

As promised in $\delta 2$, we shall give an easy proof of Theorems 2B, $2 B^{\prime}$, using Theorem 2A of Ch . I.

LEMMA 4A. Suppose $g$ is a generator of (the cyclic group) $F_{q}^{*}$, and $X \neq X_{0}$ is a multiplicative character of exponent $d$. Then

$$
\sum_{k=0}^{d-1} x\left(g^{k}\right)=0
$$

Proof. $X$ is a character (but not the principal character) of the factor group $F_{q}^{*} /\left(F_{q}^{*}\right)^{d}$. On the other hand, $g^{0}, g^{1}, \ldots, g^{d-1}$ run through the cosets of this factor group. The lemma thus follows from Theorem 1D.

Proof of Theorem 2B. Again let $g$ be a generator of $F_{q}^{*}$. Let $Z_{k}$ be the number of $x$ with $f(x)$ in the $\operatorname{coset} g^{k}\left(F_{q}^{*}\right)$. Then

$$
\begin{equation*}
\sum_{x \in F_{q}} x(f(x))=\sum_{k=0}^{d-1} Z_{k} x\left(g^{k}\right) \tag{4.1}
\end{equation*}
$$

Now let $N_{k}$ be the number of $(x, y) \in F_{q}^{2}$ with

$$
\begin{equation*}
y^{\mathbf{d}}=f(x) g^{-k} \tag{4.2}
\end{equation*}
$$

Since $Y^{d}-f(X) g^{-k}$ is again absolutely irreducible by Lemma 2C of Ch . I, it follows that Theorem 2 A of Ch . I is applicable and that
$\left|\mathrm{N}_{\mathrm{k}}-\mathrm{q}\right|<4 \mathrm{md}{ }^{3 / 2}{ }_{\mathrm{q}}{ }^{1 / 2}$. Let $\mathrm{N}_{\mathrm{k}}^{\prime}$ be the number of solutions of (4.2) with $\mathrm{y} \neq 0$. Then $\left|N_{k}^{\prime}-N_{k}\right| \leq m$, so that $\left|N_{k}^{\prime}-q\right|<5 m d{ }^{3 / 2}{ }_{q}{ }^{1 / 2}$. If we write $Z_{k}=(q / d)+R_{k}$ and observe that $Z_{k}=N_{k}^{\prime} / d$, we obtain

$$
\left|R_{k}\right|<5 \mathrm{md}^{1 / 2}{ }_{\mathrm{q}}^{1 / 2}
$$

Now (4.1) in conjunction with Lemma 4A yields

$$
\begin{aligned}
\left|\sum_{x \in F_{q}} x(f(x))\right| & =\left|\sum_{k=0}^{d-1}\left(\frac{q}{d}+R_{k}\right) x\left(g^{k}\right)\right|=\left|\sum_{k=0}^{d-1} R_{k} x\left(g^{k}\right)\right| \\
& \leq \sum_{k=0}^{d-1}\left|R_{k}\right|<5 m^{3 / 2}{ }_{q} 1 / 2
\end{aligned}
$$

LEMMA 4B. Let $f(X)$ be a polynomial in $F_{q}[X]$, and let $d$ be a divisor of $q-1$. The following three conditions are equivalent.
(i) $f(X)=c k(X)^{d}$ with $c \in F_{q}, \quad k(X) \in F_{q}[x]$.
(ii) $f(X)=h(X)^{d}$ with $h(X) \in \bar{F}_{q}[x]$.
(iii) $f(x)=c\left(x-x_{1}\right)^{e_{1}} \ldots\left(x-x_{s}\right)^{e}{ }^{s} \underline{\text { with }} x_{i} \in \bar{F}_{q}$ and $d \mid e_{i}(i=1, \ldots, s)$.

Proof. If (i) holds, then (ii) is true with $h(X)=c^{1 / d} k(X)$. Clearly (ii) implies (iii). If (iii) holds, set $k(X)=$ $\left(x-x_{1}\right)^{e_{i} / d} \ldots\left(x-x_{s}\right)^{e^{\prime / d}}$. Then $f(x)=c k(x)^{d}$, and we have to show that $k(X) \in F_{q}[x]$. Write $k(X)=X^{u}+c_{1} X^{u-1}+\ldots+c_{u}$. We know that $k(X)^{d} \in F_{q}[x]$. The coefficient of $X^{d u-1}$ in $k(X){ }^{d}$ is $d c_{1}$. Since $d \neq 0$ in $F_{q}$, it follows that $c_{1} \in F_{q}$. Suppose we know that $c_{1}, \ldots, c_{i-1} \in F_{q}$. The coefficient of $X^{d u-i}$ in $k(X){ }^{d}$
is dc ${ }_{i}$ plus a polynomial in $c_{1}, \ldots, c_{i-1}$ with coefficients in $F_{q}$. Hence $c_{i}$ also is in $F_{q}$.

$$
\text { Proof of Theorem 2 } B^{\prime} \text {. Write } f(X)=c\left(X-x_{1}\right)^{e_{1}} \ldots\left(X-x_{s}\right)^{e}{ }^{\mathrm{s}}
$$

where $x_{1}, \ldots, x_{s}$ are distinct elements of $\bar{F}_{q}$. By our hypothesis, $e=$ g.c.d. $\left(e_{1}, \ldots, e_{s}, d\right)$ is a proper divisor of $d$. We have

$$
f(X)=\operatorname{ck}(X)^{e}
$$

where $k(X)=\left(X-x_{1}\right)^{e 1_{1} / e} \ldots\left(X-x_{s}\right)^{e} s^{/ e}$. By Lemma $4 B$, applied with $e$ in place of $d$, we see that $k(X) \in F_{q}[X]$. Since g.c.d. $\left(e_{1} / e, \ldots, e_{s} / e, d / e\right)=1$, it follows from Lemma $2 C$ of $C h$. I that

$$
\mathrm{Y}^{\mathrm{d} / \mathrm{e}}-\mathrm{k}(\mathrm{X})
$$

is absolutely irreducible. The character $\chi^{e}$ is of exponent $d / e$ and is not the principal character since $e \neq d$. By Theorem 2B, $\left|\sum_{x} X(f(x))\right|=\left|x(c) \sum_{x} x^{e}(k(x))\right|<5(m / e)(d / e)^{3 / 2} q_{q}^{1 / 2} \leq 5 m^{3 / 2} q^{1 / 2}$. §5. Systems of equations $y_{1}^{d_{1}}=f_{1}(x), \ldots, y_{n}^{d}=f_{n}(x)$.

Throughout, $f_{1}(X), \ldots, f_{n}(X)$ will be polynomials with coefficients in $\mathrm{F}_{\mathrm{q}}$ and of degree $\leq \mathrm{m}$. Put

$$
\begin{equation*}
\delta=1 . c \cdot m \cdot\left(d_{1}, \ldots, d_{n}\right) \quad \text { and } \quad d=d_{1} d_{2} \ldots d_{n} . \tag{5.1}
\end{equation*}
$$

THEOREM 5A. Let $X$ be a variable and let $\prod_{1}, \cdots, M_{n}$ be
algebraic quantities with

$$
\begin{equation*}
\mathfrak{n}_{1}^{d_{1}}=f_{1}(X), \ldots, \mathfrak{m}_{n}^{d_{n}}=f_{n}(X) \tag{5.2}
\end{equation*}
$$

Suppose
(5.3)

$$
\left[\overline{\mathrm{F}}_{\mathrm{q}}\left(\mathrm{X}, \mathfrak{g}_{1}, \ldots, \mathfrak{g}_{\mathrm{n}}\right): \overline{\mathrm{F}}_{\mathrm{q}}(\mathrm{X})\right]=\mathrm{d}
$$

Then if $q>100 \delta^{3} \mathrm{~m}^{2} \mathrm{n}^{2}$, the number $N$ of solutions $\left(x, y_{1}, \ldots, y_{n}\right) \in$ $\mathrm{F}_{\mathrm{q}}^{\mathrm{n}+1}$ of the equations in the title satisfies

$$
|N-q|<5 \text { mnd } \delta^{5 / 2} q^{1 / 2}
$$

Proof. Write $d_{i}^{\prime}=$ g.c.d. $\left(d_{i}, q-1\right)$. By an argument used in Ch. I, §2, the number of solutions of the equations in the title is the same as the number of solutions of

$$
\begin{equation*}
y_{1}^{d_{1}^{\prime}}=f_{1}(x), \ldots, y_{n}^{d_{n}^{\prime}}=f_{n}(x) \tag{5.4}
\end{equation*}
$$

Moreover, write $d_{i}=d_{i}^{\prime} e_{i}$ and let $\eta_{1}^{\prime}, \ldots, \eta_{n}^{\prime} \quad$ satisfy $n_{i}^{d_{i}^{\prime}}=f_{i}(X)$ $(i=1, \ldots, n)$, and let $\eta_{1}, \ldots, \eta_{n}$ have $\eta_{i}^{e_{i}}=\eta_{i}^{\prime} \quad(i=1, \ldots, n)$. Then (5.2) and hence (5.3) holds. We have

$$
\begin{gathered}
{\left[\bar{F}_{q}\left(x, m_{1}^{\prime}, \ldots, \mathfrak{g}_{n}^{\prime}\right): \bar{F}_{q}(x)\right] \leq d_{1}^{\prime} \ldots d_{n}^{\prime}} \\
{\left[\bar{F}_{q}\left(x, \eta_{1}, \ldots, m_{n}\right): \bar{F}_{q}\left(x, m_{1}^{\prime}, \ldots, m_{n}^{\prime}\right)\right] \leq e_{1} \ldots e_{n} \cdot}
\end{gathered}
$$

Hence in view of (5.3),

$$
\left[\overline{\mathrm{F}}_{\mathrm{q}}\left(\mathrm{X}, \mathfrak{\eta}_{1}^{\prime}, \ldots, \mathfrak{\eta}_{\mathrm{n}}^{\prime}\right): \overline{\mathrm{F}}_{\mathrm{q}}(\mathrm{X})\right]=\mathrm{d}_{1}^{\prime} \ldots \mathrm{d}_{\mathrm{n}}^{\prime}=\mathrm{d}^{\prime}
$$

say. Therefore the system of equations (5.4) also satisfies the hypothesis of the theorem. We may therefore suppose without loss of generality that

$$
\begin{equation*}
d_{i} \mid(q-1) \quad(i=1, \ldots, n) \tag{5.5}
\end{equation*}
$$

Let $x$ be a character of order $\delta$, and let $X_{i}$ be the character

$$
x_{i}=x^{\delta / d_{i}} \quad(i=1, \ldots, n)
$$

Then $X_{i}$ is of order $d_{i}$. The characters of exponent $d_{i}$ are

$$
x_{i}^{0}=x_{0}, x_{i}, x_{i}^{2}, \ldots, x_{i}^{d_{i}^{-1}}
$$

By Lemma 2A, the number of $y \in F_{q}$ with $y^{d_{i}}=w$ equals

$$
x \text { of } \sum_{\exp \cdot d_{i}} x(w)=\sum_{j=0}^{d_{i}-1} x_{i}^{j}(w)
$$

Hence

$$
N=\sum_{x \in F_{q}} \sum_{j_{1}}^{d_{1}^{-1}} \ldots \sum_{j_{n}}^{d_{n}^{-1}} x_{1}^{j_{1}}\left(f_{1}(x)\right) \ldots x_{n}^{j_{n}}\left(f_{n}(x)\right)
$$

$$
\begin{equation*}
=\sum_{j_{1}=0}^{d_{1}^{-1}} \ldots \sum_{j_{n}=0}^{d_{n}^{-1}}\left(\sum_{x \in F_{q}} x\left(f_{1}(x)^{j_{1} \delta / d_{1}} \ldots f_{n}(x)^{j_{n}^{\delta / d_{n}}}\right)\right) \tag{5,6}
\end{equation*}
$$

The main term is for $j_{1}=\ldots=j_{n}=0$, and it equals $q$. The other summands are character sums

$$
\sum_{x \in F_{q}} x(g(x))
$$

with

$$
g(X)=f_{1}(X)^{j_{1} \delta / d_{1}} \ldots f_{n}(X)^{j_{n} \delta / d_{n}}=\eta_{1}^{j_{1} \delta} \ldots \eta_{n}^{j_{n} \delta}
$$

having $j_{1}, \ldots, j_{n} \neq 0, \ldots, 0$. If $g(X)$ were a $\delta^{\text {th }}$ power in $\bar{F}_{q}[x]$, then $\prod_{1}^{j_{1}^{n}} \ldots \eta_{n}^{j_{n}} \in \bar{F}_{q}[x]$. But in view of (5.3), the
elements $\mathfrak{D}_{1}{ }_{1} \ldots \eta_{n}{ }_{n} \quad$ with $\quad 0 \leq j_{i}<d_{i} \quad(i=1, \ldots, n) \quad$ are $a$ field basis of $\bar{F}_{q}\left(X, \eta_{1}, \ldots, \prod_{n}\right)$ over $\vec{F}_{q}(X)$, and hence
$\left.\eta_{1}^{j} \ldots\right)_{n}^{j} \not{ }_{n} \stackrel{\rightharpoonup}{F}_{q}[x]$ if some $j_{i}$ is not 0 . Thus $g(x)$ is not a $\delta^{\text {th }}$ power, i.e., it is not of the type of Lemma $4 B$ with $\delta$ in place of $d$. By Theorem $2 B^{\prime}$, and since $q>100 \delta^{3} \mathrm{~m}^{2} \mathrm{n}^{2}=100 \delta(\delta \mathrm{mn})^{2}$, we get

$$
\left|\sum_{x \in F_{q}} x(g(x))\right|<5(\mathrm{mn} \mathrm{\delta}) \delta^{3 / 2} \mathrm{q}^{1 / 2} .
$$

In view of (5.6), we obtain

$$
|\mathrm{N}-\mathrm{q}|<5 \mathrm{mn} \delta^{5 / 2} \mathrm{dq}^{1 / 2}
$$

Recall that the "big $O$ " notation $O(g(n))$ always stands for a function $f(n)$ with $|f(n)| \leq c g(n)$ for some fixed $c>0$.

COROLLARY 5B. Let $t$ be a fixed positive integer. For a prime $p$, let $L=L_{t}(p)$ be the number of $x(\bmod p)$ such that

$$
x+1, x+2, \ldots x+t
$$

are (non-zero) quadratic residues mod $p$. Then for large $p$,

$$
L=\frac{p}{2^{t}}+O\left(p^{1 / 2}\right)
$$

Deduction of the Corollary. In the field $F_{p}$, consider the system of equations

$$
\begin{equation*}
\mathrm{y}_{1}^{2}=\mathrm{x}+1, \ldots, \mathrm{y}_{\mathrm{t}}^{2}=\mathrm{x}+\mathrm{t} . \tag{5.7}
\end{equation*}
$$

In the notation of Theorem $5 \mathrm{~A}, \mathrm{~m}=1$ and, since $\mathrm{d}_{\mathrm{i}}=2$ for $l \leq i \leq t$, we have $d=2^{t}$. Let $m_{1}, \ldots, m_{t}$ be quantities with

$$
\eta_{1}^{2}=x+1, \ldots, \eta_{t}^{2}=x+t
$$

In order to apply Theorem 5A to this case, we need that

$$
\left[\bar{F}_{p}\left(X, m_{l}, \ldots, \mathfrak{I}_{t}\right): \bar{F}_{p}(X)\right]=2^{t} .
$$

This is true if $p \geq t, p \neq 2$, as may be shown as an exercise.
In fact, the reader might want to do the following

Exercise. Let $D$ be a unique factorization domain of characteristic $\neq 2$ with quotient field $K$. Let $p_{1}, \ldots, p_{t}$ be distinct primes in D. Then

$$
\left[K\left(\sqrt{p}_{1}, \cdots, \sqrt{p_{t}}\right): K\right]=2^{t} .
$$

(See also Besicovitch (1940)).
If $N$ is the number of solutions of the system (5.7), then by Theorem 5A,

$$
|N-p|=O\left(p^{l / 2}\right)
$$

If $N^{\prime}$ is the number of solutions with $x+1, \ldots, x+t$ all non-zero, then $\left|N-N^{\prime}\right|=O(1)$, so that

$$
\left|N^{\prime}-p\right|=O\left(p^{l / 2}\right)
$$

Since $N^{\prime}=2^{t}$ L , the Corollary follows.
§6. Auxiliary lemmas on $\omega_{1}^{\nu}+\cdots+\omega_{\ell}^{\nu} \cdot$
Given a complex valued function $f(v)$ and a real valued function $\mathrm{g}(v)>0$, the Vinogradov notation

$$
f(v) \ll g(v)
$$

means that $|f(\nu)|<c g(\nu)$ for some positive constant $c$ and for $\nu=1,2, \ldots$. Thus it means that $f(\nu)=O(g(\nu))$.

LEMMA 6A. Let $\omega_{1}, \ldots, \omega_{\ell}$ be complex numbers, and let $B>0$. If
(6.1)

$$
w_{1}^{\nu}+\ldots+w_{l}^{\nu} \ll B^{\nu} \text { for } \nu=1,2, \ldots,
$$

then $\left|\omega_{j}\right| \leq B \quad(j=1, \ldots, \ell)$.

Proof. For small values of $|\mathbf{z}|$, we have

$$
-\log (1-\omega z)=\omega z+\frac{1}{2} \omega^{2} z^{2}+\frac{1}{3} \omega^{3} z^{3}+\ldots
$$

Thus
(6.2) $-\log \left(\left(1-\omega_{1} z\right) \cdots\left(1-\omega_{\ell} z\right)\right)=\sum_{\nu=1}^{\infty} \frac{1}{\nu}\left(\omega_{1}^{\nu}+\cdots+\omega_{\ell}^{\nu}\right) z^{\nu}$.

In view of (6.1), the sum on the right is convergent for $|z|<B^{-1}$. Hence the function (6.2) is analytic for $|z|<B^{-1}$. Thus $1-\omega_{j} z \neq 0$ if $|z|<B^{-1}$, and therefore $\left|w_{j}\right| \leq B \quad(j=1, \ldots, \ell)$.

In our proof we used facts about analytic functions. We now shall prove a stronger result without using analytic functions. Write $\mathfrak{R z}$ for the real part of $z$.

LEMMA 6B. Let $\omega_{1}, \ldots, \omega_{\ell}$ be complex numbers, and let $B>0$,
c>0. If
(6.3)

$$
\Re\left(\omega_{1}^{\nu}+\cdots+\omega_{l}^{\nu}\right)<B^{\nu} \quad(\nu=1,2, \ldots),
$$

then $\left|\omega_{j}\right| \leqslant B \quad(j=1, \ldots, \ell)$.

This is an immediate consequence of the even stronger

LEMMA 6C. Let $\omega_{1}, \ldots, \omega_{\&}$ be non-zero complex numbers. There are infinitely many positive integers $\nu$ with
(6.4) $\quad \Re\left(\omega_{1}^{\nu}+\cdots+\omega_{\ell}^{\nu}\right)>\left(1-2 \pi \nu^{-1 / \ell}\right)\left(\left|\omega_{1}\right|^{\nu}+\ldots+\left|\omega_{\ell}\right|^{\nu}\right)$,
hence with

$$
\Re\left(\omega_{1}^{\nu}+\cdots+\omega_{l}^{\nu}\right)>(1-\varepsilon)\left(\left|\omega_{1}\right|^{\nu}+\cdots+\left|\omega_{l}\right|^{\nu}\right),
$$

for given $\varepsilon>0$.

For the proof we shall need Dirichlet's Theorem on Simultaneous Approximations:

LEMMA 6D. Let $\theta_{1}, \ldots, \theta_{\ell}$ be real. There exist $(\ell+1)$-tuples of integers $\nu, m_{l}, \ldots, m_{\ell}$ with arbitrarily large $\nu>0$ and with

$$
\begin{equation*}
\left|\theta_{i}-\frac{m_{i}}{\nu}\right|<\nu^{-1-(1 / \ell)} \quad(i=1, \ldots, \ell) . \tag{6.5}
\end{equation*}
$$

Proof. Write $\alpha=[\alpha]+\{\alpha\}$, where $[\alpha]$ is the integer part of $\alpha$, i.e. the integer with $\alpha-1<[\alpha] \leqslant \alpha$, and where $\{\alpha\}$ is the fractional part of $\alpha$, i.e., the number with $0 \leq\{\alpha\}<1$ such that $\alpha-\{\alpha\}$ is an integer.

Now suppose $N>0$ is an integer. The points

$$
\begin{equation*}
\left(\left\{u \theta_{1}, \ldots,\left\{{ }^{u} \theta_{\ell}\right\}\right)\right. \tag{6.6}
\end{equation*}
$$

with $u=0,1, \ldots, N^{\ell}$ are $N^{\ell}+1$ points in the half open unit cube $0 \leq x_{1}<1, \ldots, 0 \leq x_{\ell}<1$. This unit cube may be decomposed in an obvious way onto $N^{\ell}$ half open small cubes of side $N^{-l}$. Two of the points (6.6) will lie in the same small cube. If these points belong to the parameters $u^{\prime}, u$ with $u^{\prime}<u$, then

$$
\left|\left\{u \theta_{j}\right\}-\left\{u^{\prime} \theta_{j}\right\}\right|<N^{-1} \quad(j=1, \ldots, \ell)
$$

or

$$
\left|u \theta_{j}-u^{\prime} \theta_{j}-m_{j}\right|<N^{-1} \quad(j=1, \ldots, \ell)
$$

for certain integers $m_{1}, \ldots, m_{l}$. Putting $v=u-u^{\prime}$, we have

$$
\begin{equation*}
\left|v \theta_{j}-m_{j}\right|<N^{-1} \quad(j=1, \ldots, \ell) \tag{6.7}
\end{equation*}
$$

whence (6.5) in view of $v \leq N^{l}$.
If at least one of the $\theta_{j}$ is irrational, then as $N \rightarrow \infty$, the inequalities (6.7) cannot be satisfied with bounded values of $\nu$. Hence there will be ( $\ell+1$ )-tuples with (6.5) and with arbitrarily large values of $\nu$. If all the $\theta_{j}$ are rational, say if $\theta_{j}=a_{j} / b$ ( $j=1, \ldots, \ell$ ) with $b>0$, we may set

$$
\nu=\mathrm{tb}, \mathrm{~m}_{1}=\mathrm{ta}_{1}, \cdots, \mathrm{~m}_{\ell}=\mathrm{ta}_{\ell}
$$

with $\quad t=1,2, \ldots$.

$$
|e(\theta)-e(\eta)| \leq 2 \pi\left|\theta-\eta_{1}\right|
$$

Write $\omega_{j}=\left|\omega_{j}\right| e\left(\theta_{j}\right)$ with real $\theta_{j}$. There will be infinitely many $\nu$, and integers $m_{1}, \ldots, m_{\ell}$, having

$$
\left|v \theta_{j}-m_{j}\right|<v^{-1 / \ell} \quad(j=1, \ldots, \ell)
$$

For such $\nu$,

$$
\left|e\left(v \theta_{j}\right)-1\right|=\left|e\left(v \theta_{j}\right)-e\left(m_{j}\right)\right| \leq 2 \pi\left|v \theta_{j}-m m_{j}\right|<2 \pi \nu-1 / \ell
$$

whence

$$
\Re\left(\omega_{j}^{\nu}\right)=\left|\omega_{j}\right|^{\nu} \Re\left(e\left(v \theta_{j}\right)\right)>\left(1-2 \pi \nu^{-1 / \ell}\right)\left|\omega_{j}\right|^{\nu}(j=1, \ldots, \ell)
$$

whence (6.4).
§7. Further auxiliary lemmas.

LEMMA 7A.. Let $v, m$ be positive integers. Writing $(v, m)=$ g.c.d. (v,m), we have the polynomial identity

$$
\begin{equation*}
\prod_{u=1}^{v}(1-e(m u / v) x)=\left(1-x^{\frac{v}{(v, m)}}\right)(v, m) \tag{7.1}
\end{equation*}
$$

Proof. In the case $(\nu, m)=1$, the identity reduces to

$$
\prod_{u=1}^{\nu}(1-e(m u / \nu) x)=1-x^{\nu}
$$

It is correct in this case, since both sides are polynomials of degree $v$ with constant term 1 and with roots $e(-m u / v)(u=1, \cdots, v)$

In general, put $v=v_{1}(v, m), \quad m=m_{1}(v, m)$. As $u$ runs through a residue system modulo $v$, it runs ( $v, m$ ) times through a residue system modulo $v_{1}$. Thus (7.1) is obtained by raising

$$
\begin{equation*}
\prod_{u=1}^{\nu_{s}}\left(1-e\left(m_{1} u / \nu_{1}\right) x\right)=1-x^{\nu} 1 \tag{7.2}
\end{equation*}
$$

to the $(v, m)^{\text {th }}$ power. But (7.2) is correct by the special case already considered, since $\left(\nu_{1}, m_{1}\right)=1$.

LEMMA 7B. Let $h(X)=X^{d}+a_{1} X^{d-1}+\ldots+a_{d}$ be an irreducible polynomial in $F_{q}[x]$. Then in $F_{q}[X]$ it splits into $r=(\nu, d)$ irreducible polynomials of degree $d / r$ :

$$
\begin{equation*}
h(X)=h_{1}(X) \ldots h_{r}(X) \tag{7.3}
\end{equation*}
$$

If we normalize $h_{i}(X)$ such that its leading coefficient is 1 , then $h_{i}(X) \in \underset{q}{F}{ }_{r}[X] \quad(i=1, \ldots, r) \quad$ The elements $\quad \sigma$ of the Galois group of ${ }^{q}{ }^{\mathrm{F}} \mathrm{r}^{/ F_{q}}$ permute ${ }^{\dagger \text { ) }}$ the polynomials $h_{1}, \ldots, h_{r}$. Given $h_{i}, h_{j}$, there is a $\sigma$ in the Galois group with $\sigma h_{i}=h_{j}$.

Proof. Consider the fields


The roots of $h(X)$ are algebraic of degree $d$ over $F_{q}$, hence lie in ${\underset{q}{d}}^{d}$. They are algebraic of degree $d / r$ over $F_{q} r$. Hence in $\underset{q}{ }{ }_{q}$, the polynomial $h(X)$ has the factorization (7.3), where each $h_{i}$ is of degree $d / r$ and is irreducible over $\underset{q}{ }{ }_{r}$. Since
${ }^{\dagger}$ we let $\sigma$ operate on the coefficients of the polynomials.
$(d / r, \nu / r)=1$, the roots are still of degree $d / r$ over $\underset{q}{V}$, and hence the polynomials $h_{i}(X)$ are still irreducible over $F_{\mathcal{q}}$. The elements $\sigma$ of the Galois group $\left.G=G_{\left(F_{q}\right.}^{r} \mathcal{F}_{q}\right)$ leave $h_{\text {invariant; }}$ hence they permute $h_{1}, \ldots, h_{r}$. Given $i$ in $1 \leq i \leq r$, the polynomial

$$
\prod_{\sigma \in G} \sigma h_{i}
$$

is invariant under $G$, hence lies in $F_{q}[X]$. It has roots in common with the irreducible polynomial $h$, hence equals $h=h_{1} \ldots h_{r}$ So as $\sigma$ runs through $G$, then $\sigma h_{i}$ runs through $h_{1}, \ldots, h_{r}$.
88. Zeta Function and L-Functions.

Throughout, $h=h(X)$ will denote a monic (i.e. with leading coefficient 1) polynomial with coefficients in $\mathrm{F}_{\mathrm{q}}$. If $\mathrm{h}(\mathrm{X})$ is of degree $d$, put

$$
\stackrel{\mathfrak{N}}{=}(\mathrm{h})=\mathrm{q}^{\mathrm{d}} .
$$

For complex

$$
s=\sigma+i t
$$

put

$$
\zeta(s)=\sum_{h} \frac{1}{\frac{n}{\underline{n}}(h)^{s}}
$$

Here the sum is over monic polynomials $h \in F_{q}[X]$.

THEOREM 8A. (i) The sum for $\zeta$ (s) is absolutely convergent for $\sigma>1$, in fact uniformly convergent for $\sigma>\sigma_{0}>1$.
(ii) For $\sigma>1$,

$$
\zeta(s)=\prod_{h \text { irred. }}\left(1-\underline{R}_{\underline{(h}}()^{-s}\right)^{-1},
$$

where the product is over irreducible monic polynomials in $\mathrm{F}_{\mathrm{q}}[\mathrm{x}]$.

$$
\begin{equation*}
\zeta(s)=\frac{1}{1-q^{1-s}} \tag{iii}
\end{equation*}
$$

Proof. (i)
(8.1)

$$
\zeta(s)=\sum_{d=0}^{\infty} \frac{N(d)}{d s}=\sum_{d=0}^{\infty} \frac{q^{d}}{q^{d s}},
$$

where $N(d)$ is the number of monic polynomials of degree $d$. The sum on the right is clearly absolutely convergent if $\sigma>1$, and uniformly so if $\sigma>\sigma_{0}>1$.
(ii) Since every polynomial may uniquely be written as a product of powers of irreducible polynomials, we have, for $\sigma>1$,

$$
\begin{aligned}
\zeta(s) & =\prod_{h \text { irred. }}\left(1+\frac{1}{\underline{R}(h)^{s}}+\frac{1}{\underline{R}^{\left(h^{2}\right)^{s}}}+\cdots\right) \\
& =\prod_{h \text { irred. }}\left(1-\underline{N}(h)^{-s}\right)^{-1} .
\end{aligned}
$$

(iii) follows immediately from (8.1).

Remark. We call $\zeta(\mathrm{s})$ a Zeta Function. It is almost (but not quite) the Zeta Function of the "function field" $F_{q}(X)$. For a reader familiar with Zeta Functions of function fields, we remark the
following. The prime divisors of the rational function field $F_{q}(X)$ consist of prime divisors which correspond to irreducible monic polynomials, plus the "infinite" prime divisor. Our Zeta Function differs from the Zeta Function of the field $F_{q}(X)$ in that in the product (ii) the factor corresponding to the infinite prime divisor is missing. This is why we have $\zeta(s)=\left(1-q^{1-s}\right)^{-1}$, while the Zeta Function of the function field is $\left(1-q^{-s}\right)^{-1}\left(1-q^{1-s}\right)^{-1}$.

Let $G$ be the group of rational functions $h_{1}(X) / h_{2}(X)$, where $h_{1}, h_{2}$ are monic in $F_{q}[X]$. Let $\bar{G}$ be a subgroup of $G$ such that

$$
\begin{equation*}
\text { if } h_{1} h_{2} \in \bar{G}, \text { then } h_{1}, h_{2} \in \bar{G} \tag{8.2}
\end{equation*}
$$

for polynomials $h_{1}, h_{2}$. Let $X$ be a character on $\bar{G}$. we extend the definition of $\chi$ by setting $\chi(h)=0$ if $h$ is a polynomial not in $\bar{G}$. Then still $X_{\left(h_{1} h_{2}\right)}=X\left(h_{1}\right) X\left(h_{2}\right)$ for monic polynomials $h_{1}, h_{2}$. For $s=\sigma+i t$, put

$$
L(s, X)=\sum_{h} X(h) \underset{=}{\underline{N}(h)^{-s}}
$$

where the sum is over monic polynomials $h \in F_{q}[x]$.
THEOREM 8B. (i) The sum for $L(s, X)$ is absolutely convergent
for $\sigma>1$, in fact uniformly convergent for $\sigma>\sigma_{0}>1$.
(ii) For $\sigma>1$,

$$
\mathrm{L}(\mathrm{~s}, X)=\prod_{\mathrm{h}} \prod_{\text {irred }}\left(1-X(\mathrm{~h}) \underset{\mathscr{R}}{=}(\mathrm{h})^{-s}\right)^{-1}
$$

Proof. Everything works almost the same as in parts (i), (ii) of Theorem 8A. The details are left as an exercise.

Remark. The experts will see that our functions $L(s, X)$ are L-Functions associated with the function field $F_{q}(X)$.
§9. Special L-Functions.
Let $f(X)$ be a fixed monic polynomial in $F_{q}[x]$. In $\bar{F}_{q}[x]$ it factors into $\left(X+\gamma_{1}\right)^{a} \ldots\left(X+\gamma_{m}\right)^{a}$, say. Let $\bar{G}$ be the subgroup of $G$ consisting of rational functions $r(X)=h_{1}(X) / h_{2}(X) \quad$ having $h_{1}\left(\gamma_{i}\right) h_{2}\left(\gamma_{i}\right) \neq 0 \quad(i=1, \ldots, m)$. Then $\bar{G}$ satisfies (8.2). For $r(X) \in \vec{G}$, put $^{+}$)

$$
\begin{equation*}
\{r\}=r\left(\nu_{1}\right)^{a}{ }^{1} \ldots r\left(\nu_{m}\right)^{a}{ }^{a} \tag{9.1}
\end{equation*}
$$

If $\quad r(X)=\left(X+\alpha_{1}\right) \ldots\left(X+\alpha_{u}\right)\left(X+\beta_{1}\right)^{-1} \ldots\left(X+\beta_{v}\right)^{-1}$, then

$$
\{r\}=f\left(\alpha_{1}\right) \ldots f\left(\alpha_{u}\right) f\left(\beta_{1}\right)^{-1} \ldots f\left(\beta_{v}\right)^{-1}
$$

Always $\{\mathbf{r}\} \in \mathrm{F}_{\mathrm{q}}$ and $\left\{\mathrm{r}_{1} \mathrm{r}_{2}\right\}=\left\{\mathrm{r}_{1}\right\}\left\{\mathrm{r}_{2}\right\}$. Thus if $X$ is a multiplicative character of $\mathrm{F}_{\mathrm{q}}$, then

$$
X\left(\left\{r_{1} r_{2}\right\}\right)=X\left(\left\{r_{1}\right\}\right) \times\left(\left\{r_{2}\right\}\right)
$$

Therefore $X(\{r\})$ is a character on the group $\bar{G}$.
Let $\overline{\vec{H}}$ be the subgroup of $\bar{G}$ consisting of $r(X)=h_{1}(X) / h_{2}(X)$
with $h_{1}\left(\gamma_{i}\right)=h_{2}\left(\gamma_{i}\right) \neq 0 \quad(i=1, \ldots, m)$.

LEMMA 9A. $X(\{r\})=1$ for $r \in \overline{\bar{H}}$.

Proof. Obvious.

Let $g(X)$ be a fixed polynomial in $F_{q}[X]$, of degree $n$ and with constant term zero. Given $r=r(X) \in G$, put $[r]=0$ if $\mathbf{r}(\mathrm{X})=1$, and
${ }^{\dagger)}$ Put $\quad\{r\}=1$ if $f(X)=1$.
$\left.{ }^{*}\right)_{\text {We allow }} \mathrm{n}=0, \mathrm{~g}(\mathrm{X})=0$.

$$
\begin{equation*}
[r]=g\left(\alpha_{1}\right)+\cdots+g\left(\alpha_{u}\right)-g\left(\beta_{1}\right)-\cdots-g\left(\beta_{v}\right) \tag{9.2}
\end{equation*}
$$

if $r(X)=\left(X+\alpha_{1}\right) \cdots\left(X+\alpha_{u}\right)\left(X+\beta_{1}\right)^{-1} \ldots\left(X+\beta_{v}\right)^{-1}$ with $\alpha_{1}, \ldots, \alpha_{u}, \beta_{1}, \ldots, \beta_{v}$ in $\bar{F}_{q}$. Then $[r] \in F_{q}$ and $\left[r_{1} r_{2}\right]=$ $\left[r_{1}\right]+\left[r_{2}\right]$. Thus if $\psi$ is an additive character of $F_{q}$, then

$$
\psi\left(\left[r_{1} r_{2}\right]\right)=\psi\left(\left[r_{1}\right]\right) \psi\left(\left[r_{2}\right]\right) .
$$

Thus $\psi([r])$ is a character on the group $G$.
Let $H$ be the subset of $G$ consisting of rational functions $r(X)=h_{1}(X) / h_{2}(X)$ having

$$
\begin{equation*}
h_{1}(X)=x^{u}+a_{1} x^{u-1}+\ldots+a_{u}, \quad h_{2}(X)=x^{v}+b_{1} x^{v-1}+\ldots+b_{v} \tag{9.3}
\end{equation*}
$$

with

$$
\begin{equation*}
a_{1}=b_{1}, a_{2}=b_{2}, \ldots, a_{n}=b_{n} \tag{9.4}
\end{equation*}
$$

For example, polynomials $X^{u}$ lie in $H$, and so do polynomials $x^{u}+a_{n+1} x^{u-n-1}+\cdots+a_{u}$ with $u>n$. It is easily seen that $H$ is a subgroup of G.

Lemma 9B. $\psi([r])=1 \quad$ if $\quad r \in H$.
proof. In (9.2), $\mathrm{g}\left(\alpha_{1}\right)+\ldots+\mathrm{g}\left(\alpha_{\mathrm{u}}\right)$ is a symmetric polynomial of degree $n$ in $\alpha_{1}, \ldots, \alpha_{u}$. Hence it is a polynomial in the first $n$ elementary symmetric polynomials in $\alpha_{1}, \ldots, \alpha_{u}$, i.e., in the coefficients $a_{1}, \ldots, a_{n}$ in (9.3):

$$
g\left(\alpha_{1}\right)+\ldots+g\left(\alpha_{u}\right)=\ell_{1}\left(a_{1}, \ldots, a_{n}\right)
$$

with a polynomial $\ell_{1}$. Similarly,

$$
g\left(\beta_{1}\right)+\cdots+g\left(\beta_{v}\right)=\ell_{2}\left(b_{1}, \ldots, b_{n}\right) .
$$

Since the two symmetric functions $g\left(\alpha_{1}\right)+\ldots+g\left(\alpha_{u}\right)$ and $g\left(\beta_{1}\right)+\ldots+g\left(\beta_{v}\right)$ have constant term zero, and since they are "the same", except perhaps for the number of variables, the two polynomials $l_{1}$ and $l_{2}$ are the same. Thus (9.4) implies that $[r]=0$, whence $\psi([r])=1$.

Now put

$$
X(r)=x(\{r\}) \psi([r]) .
$$

Then $X_{\text {will be a character on the group }} \overline{\mathrm{G}}$. Let $\overline{\mathrm{H}}$ be the intersection $\overline{\mathrm{H}}=\mathrm{H} \cap \overline{\overline{\mathrm{H}}}$. Then $\overline{\mathrm{H}}$ is a subgroup of $\overline{\mathrm{G}}$, and we have the
corollary 9c. $X(r)=1$ if $r \in \bar{H}$.

LEMMA 9D. Suppose $\ell \geq 0$. Then every coset of $\bar{H}$ in $\overline{\mathrm{G}}$ contains precisely $q^{l}$ polynomials of degree $n+m+l$.

Proof. It will suffice to show that if $r(X)$ is in $\bar{G}$, then there are precisely $q^{\ell}$ polynomials $k(X)=x^{n+m+\ell}+b_{1} x^{n+m+\ell-1}$ $+\ldots+b_{n+m+\ell}$ with $k(X) / r(X) \in \bar{H}$. If $r(X)$ has the expansion $r(X)=x^{u}+a_{1} x^{u-1}+a_{2} x^{u-2}+\cdots$, then this condition means that

$$
\begin{equation*}
b_{1}=a_{1}, \ldots, b_{n}=a_{n} \tag{9.5}
\end{equation*}
$$

and that

$$
\begin{equation*}
k\left(\gamma_{i}\right)=r\left(\gamma_{i}\right) \quad(i=1, \ldots, m) . \tag{9.6}
\end{equation*}
$$

The coefficients $b_{1}, \ldots, b_{n}$ are determined by (9.5). Pick
$b_{n+1}, \ldots, b_{n+\ell}$ arbitrary. Then the relations (9.6) are $m$ (nonhomogeneous) linear equations in the $m$ remaining coefficients $b_{n+\ell+1}, \ldots, b_{n+\ell+m}$. The matrix of this system of equations is $\left(\gamma_{i}^{j}\right)$ ( $1 \leq i \leq m, 0 \leq j \leq m-1$ ). The determinant is a Van der Monde determinant. Since $\gamma_{1}, \ldots, \gamma_{m}$ are distinct, the determinant is non-zero. Thus we can solve the system (9.6) uniquely.

Hence our freedom consists precisely in picking $b_{n+1}, \ldots, b_{n+\ell}$. This gives $q^{\ell}$ possibilities.

LEMMA 9E. Suppose that
either $X \neq X_{0}$ is of exponent $d$ and $Y^{d}-f(X)$ is absolutely
(9.7) $\quad \underline{\text { irreducible }, ~}$
or $\psi \neq \psi_{0}$ and either (i) $(n, q)=1$ or, more generally, (ii)

$$
Z^{q}-Z-g(X) \text { is absolutely irreducible. }
$$

Then the character $X$ is not principal, i.e., $X(k) \neq 1$ for some $k \in \vec{G}$.

Proof. Suppose $X(k)=1$. Then $X(\{k\}) \psi([k])=1$. Since $\chi(\{k\})$ is a $d^{t h}$ root of unity and $\psi([k])$ is a $p^{t h}$ root of unity with $(d, p)=1$, it is easily seen that

$$
X(\{k\})=\psi([k])=1 .
$$

Hence in the first case of the lemma it will suffice to find a $k$ with $X(\{k\}) \neq 1$, and in the second case it will suffice to find a $k$ with $\psi([k]) \neq 1$.

If $X \neq X_{0}$, suppose it to be of order $e$ with e|d. Since $Y^{d}-f(X)$ is absolutely irreducible, not all the exponents in
$f(X)=\left(X+\gamma_{1}\right)^{a}{ }^{1} \ldots\left(X+\gamma_{m}\right)^{a_{m}}$ are multiples of $e . \quad$ (See Lemma 2C of Ch. I). Say e $\uparrow \mathrm{a}_{1}$. Given $\mathrm{c}_{2}, \ldots, \mathrm{c}_{\mathrm{m}}$ in $\mathrm{F}_{\mathrm{q}}^{*}$, we can therefore
 By the argument of Lemma 9D, there is a polynomial $k(X) \in \bar{G}$ with

$$
k\left(\gamma_{i}\right)=c_{i} \quad(i=1, \ldots, m)
$$

Then $\{k\}=c_{1}{ }^{a_{1}} \ldots c_{m}^{a_{m}}$ and $X(\{k\}) \neq 1$.
If $\psi \neq \psi_{0}$, suppose first, (i), that $(n, q)=1$ and $f(X)=1$. say, $g(X)=a X^{n}+g_{1}(X)$ where $g_{1}$ is of degree $<n$. If $k(X)=X^{n}+v=$ $\left(\mathrm{X}+\alpha_{1}\right) \ldots\left(\mathrm{X}+\alpha_{\mathrm{n}}\right)$, then $\mathrm{g}_{1}\left(\alpha_{1}\right)+\ldots+\mathrm{g}_{1}\left(\alpha_{\mathrm{n}}\right)=0$, since it is a polynomial with constant term zero in the first $n-1$ elementary symmetric polynomials in $\alpha_{1}, \ldots, \alpha_{n}$. On the other hand, $\alpha_{1}+\cdots+\alpha_{n}^{n}=$ $(-1)^{\mathrm{n}+1} \mathrm{nv}$, so that $[k]=(-1)^{\mathrm{n}+1}$ anv and

$$
\begin{equation*}
\psi([k])=\psi\left(\left[x^{n}+v\right]\right)=\psi\left((-1)^{n+1} \text { anv }\right) . \tag{9.8}
\end{equation*}
$$

For a proper choice of $v, \psi([k]) \neq 1$, since $n$ is not divisible by the characteristic.

More generally, (ii), let $\psi \neq \psi_{0}$, and let $z^{q}-z-g(X)$ be absolutely irreducible. For every $b \in F_{q}^{*}, \quad b Z{ }^{q}-b Z-g(X)=$ $(b Z)^{q}-(b Z)-g(X)$ is absolutely irreducible. So for $a \in F_{q}^{*}$, also $Z^{q}-Z-a g(X)$ is absolutely irreducible, and hence

$$
\begin{equation*}
z^{p}-z-a g(X) \tag{9.9}
\end{equation*}
$$

$\underset{\text { is }}{+}$
is absolutely irreducible, where $p$ is the characteristic. Write $\mathcal{Z}, \mathcal{Z}_{V}, \mathcal{Z}_{V}^{\prime}$, respectively, for the trace $F_{q} \rightarrow F_{p}$, $\mathrm{F}_{\mathrm{q}} \rightarrow \mathrm{F}_{\mathrm{q}}, \quad \underset{\mathrm{q}}{\mathrm{F}} \rightarrow \mathrm{F}_{\mathrm{p}}$. The character $\psi$ is of the type $\psi(z)=$
†)
For if $q=p^{\nu}$, then $Z^{q}-Z=u(Z)^{p}-u(Z)$ with $u(Z)=$ $z^{p^{\nu-1}}+\cdots+Z^{p}+z \quad$.
$\psi_{a}(z)=e(\mathcal{T}(a z) / p)$ for some $a \in F_{q}^{*}$. If $N_{v}$ is the number of zeros $(x, z)$ of (9.9) in $F_{v}$, then by Theorem 1 A of Ch. III, $N_{v}=q^{\nu}+O\left(q^{\nu / 2}\right)$. Hence if $\nu$ is large, $N_{v}<q^{\nu}$. Now for given $x \in F_{q}$, either $\mathcal{I}_{V}^{\prime}(\operatorname{ag}(x))=0$, in which case by Lemma 1 F of Ch . I there are p values of $\mathrm{z} \in \mathrm{F}_{\mathrm{q}}{ }^{\nu}$ with $z-z-\operatorname{ag}(x)=0 . \operatorname{Or} \mathcal{S}_{V}^{\prime}(\operatorname{ag}(x)) \neq 0$, in which case there is no such $z$. Since $N_{V}<p q^{\nu}$, there will be an $x \in F \quad$ with $\mathcal{Z}_{v}^{\prime}(\operatorname{ag}(x)) \neq 0$. Put $k(X)=\left(X+x_{1}\right) \ldots\left(X+x_{v}\right) \in F_{q}^{q}[X]$, where ${ }^{x}{ }_{1}=x, \ldots, x_{v}$ are the conjugates of $x$ over $F_{q}$. Then $[k]=g\left(x_{1}\right)+\ldots+g\left(x_{\nu}\right)=\mathcal{Z}_{v}(g(x))$ and

$$
\begin{aligned}
\psi([k]) & \left.=\mathrm{e}\left(\mathcal{S}_{V}\left(\operatorname{as}_{V} g(x)\right)\right) / \mathrm{p}\right)=\mathrm{e}\left(\mathfrak{S}_{V}(\mathrm{ag}(\mathrm{x})) / \mathrm{p}\right) \\
& =\mathrm{e}\left(\mathfrak{S}_{V}^{\prime}(\mathrm{ag}(\mathrm{x})) / \mathrm{p}\right) \neq 1 .
\end{aligned}
$$

By the freedom in the choice of $x$ we may ensure that $k \in \bar{G}$.
LEMMA 9F. Suppose the hypothesis (9.7) of Lemma 9E holds.
$\underline{\text { Suppose }} 2 \geq 0$, Then

$$
\begin{gathered}
\sum_{h \in G} X(h)=0 \\
\text { hmonic pol. } \\
\text { deg } h=n+m+l
\end{gathered}
$$

Proof. By Corollary 9C and by Lemma $9 E, X$ induces a non-principal character on the finite factor group $\bar{G} / \bar{H}$. On the other hand, as $h$ runs through polynomials of $\bar{G}$ of degree $n+m+\ell$, then by Lemma 9D, it will lie precisely $q^{\ell}$ times in every given coset of $\bar{G} / \bar{H}$. The lemma is therefore a consequence of Theorem 1D.

As in 88, extend the definition of $X$ by putting $X(h)=0$ if $h$ is a polynomial $\nexists \bar{G}$. As in $\delta 8$, form the LrFunction $L(s, X)$.

THEOREM 9G. Again suppose (9.7). Putting $U=q^{-s}$, we have
(9.9)

$$
L(s, X)=1+c_{1} U_{+} \cdots+c_{n+m-1} U^{n+m-1}
$$

If $X \neq X_{0}$ or if $X=X_{0}, f(X)=1$, then

$$
c_{1}=\sum_{x \in F_{q}} X(f(x)) \psi(g(x))
$$

Proof. $\quad L(s, X)=1+c_{1} U+c_{2} v^{2}+\cdots \quad$ with

$$
c_{t}=\sum_{\substack{h \in \bar{G} \\ \text { pol. of deg. } t}} X(h)
$$

Here $c_{t}=0$ if $t \geq n+m$, by Lemma $9 F$. Hence $L(s, X$ is a polynomial in $U$ of degree $<n+m$. Now

$$
\begin{aligned}
& c_{1}=\sum_{\substack{h \in \bar{G} \\
\operatorname{deg}=1}} X(h)=\sum_{\substack{x \\
x+\gamma_{i} \neq 0}} X(x+x) \\
& =\sum_{\substack{\mathbf{x} \\
x+\gamma_{\mathbf{i}} \neq 0}} x(\{x+x\}) \psi([x+x]) \\
& =\sum_{\substack{x \\
x+\gamma_{i} \neq 0}} x\left(\left(\gamma_{1}+x\right)^{a} 1 \ldots\left(\gamma_{m}+x\right)^{a}\right) \psi(g(x)) \\
& =\sum_{\substack{x \\
f(x) \neq 0}} X(f(x)) \psi(g(x)) \\
& =\quad \sum_{x} X(f(x)) \psi(g(x)) .
\end{aligned}
$$

§10. Field extensions. The Hasse-Davenport relations.

Given an overfield $F_{\nu}$ of $F_{q}$, write $\Re_{V}$ for the norm from $F_{V}$ to $F_{q}$ and ${\underset{V}{V}}^{T}$ for the trace from $F_{q}$ to $F_{q}$. If $X$ is a multiplicative character of $F_{q}$, then $X_{v}$ defined by

$$
\left.X_{V}(x)=X \Re_{V}(x)\right)
$$

is a multiplicative character of $\mathrm{F}_{\mathrm{q}}{ }_{\mathrm{V}} . \quad$ If $\psi$ is an additive character of $\mathrm{F}_{\mathrm{q}}$, then $\psi_{\nu}$ defined by

$$
\psi_{V}(x)=\psi\left(\mathcal{S}_{V}(x)\right)
$$

is an additive character of $\mathrm{F}_{\mathrm{q}}{ }^{\nu}$.
As in $\delta 9, \operatorname{let} f(X) \in F_{q}[X]$ be monic, with a factorization $\left(X+Y_{1}\right)^{a} \ldots\left(X+Y_{m}\right)^{a} m$ in $\bar{F}_{q}[X]$. Let $G_{v}$ be the group of rational functions $r(X)=h_{1}(X) / h_{2}(X)$ with manic $h_{i}(X) \in \mathcal{F}_{V}[X]$ $(i=1,2)$, and let $\vec{G}_{v}$ be the subgroup consisting of rational functions having $h_{1}\left(\gamma_{i}\right) h_{2}\left(Y_{i}\right) \neq 0 \quad(i=1, \ldots, m) \quad$ For $r(X) \in \bar{G}_{V}$, define $\{r\}$ by (9.1). Then $X_{V}(\{r\})$ will be a character on $\bar{G}_{V}$. The definition of $\overline{\bar{H}}_{v}$ is now obvious, and the obvious analog of Lemma 9A holds.

Again, let $g(X) \in F_{q}[X]$ be of degree $n$ and with constant term zero. For $\mathbf{r}=\mathbf{r}(\mathrm{X}) \in \mathrm{G}_{V}$, define $[\mathbf{r}]$ by (9.2). Then $\psi_{V}([\mathbf{r}])$ will be a character on $G_{v}$; the analog of Lemma 9 B holds, if $H_{V}$ is defined in the obvious way.

It is now clear that
(10.1)

$$
X_{v}(r)=\chi_{v}(\{r\}) \psi_{v}([r])
$$

is a character on $\bar{G}_{v}$, which is 1 for $r(X) \in \bar{H}_{v}=H_{v} \cap \overline{\bar{H}}_{v}$.
The sum we are interested in is
(10.2)

$$
S=\sum_{x \in \mathrm{~F}_{\mathrm{q}}} X(f(\mathrm{x})) \psi(\mathrm{g}(\mathrm{x})) ;
$$

we now put
(10.3)

$$
S_{v}=\sum_{x \in F_{q}} X_{v}(f(x)) \psi_{v}(g(x)) .
$$

We put

$$
\mathrm{L}_{\nu}(\mathrm{s}, X)=\sum_{\mathrm{h} \in \mathrm{~F}}^{\underset{\sim}{\nu}[\mathrm{x}]} \chi_{\nu}(\mathrm{h}) \underset{\sim}{\mathscr{R}}(\mathrm{h})^{-\mathrm{s}}
$$

where $\underset{\sim}{\mathscr{R}}(\mathrm{h})=q^{\nu \mathrm{d}}$ if $\mathrm{d}=\operatorname{deg} h$. The main result of this section is

THEOREM 10A.

$$
L_{V}(s, X)=\prod_{u=1}^{V} L\left(s-\frac{2 \pi i u}{v \log q}, X\right)
$$

Before proving this theorem, we note the following supplement to Lemma 7B:

LEMMA 10B. Make the same assumptions as in Lemma 7B, and let (7.3) be the factorization of $h(X)$ in $F_{V}[x] \cdot$ Then
(i) $\underset{\sim}{\mathscr{R}} \nu_{i}\left(h_{i}\right)=\underline{R}(h)^{\nu / r}$,
(ii) $X_{\nu}\left(h_{i}\right)=X(h)^{\nu / r}$.

(ii) We have $\{\mathrm{h}\}=\left\{\mathrm{h}_{\mathbf{1}}\right\} \ldots\left\{\mathrm{h}_{\mathrm{r}}\right\}$. Here by Lemma $7 \mathrm{~B},\left\{\mathrm{~h}_{\mathrm{l}}\right\}, \ldots,\left\{\mathrm{h}_{\mathrm{r}}\right\}$ are in $\underset{q^{r}}{ }{ }_{r}$ and are conjugates over $F_{q}$. Hence if $\boldsymbol{N}_{\mathbf{r}}$ is the norm from $\underset{q^{r}}{ }{ }^{r}$ to $\mathrm{F}_{\mathrm{q}}$, then $\{\mathrm{h}\}=\mathfrak{N}_{\mathrm{r}}\left(\left\{\mathrm{h}_{\mathrm{i}}\right\}\right) \quad(\mathrm{i}=1, \ldots, \mathrm{r})$. Thus ${ }^{\dagger}$ )

$$
\begin{equation*}
\left.\mathfrak{N}_{V}\left(\left\{h_{i}\right\}\right)=\mathbb{N}_{r}\left(\left\{h_{i}\right\}\right)\right)^{v / r}=\{h\}^{v / r} \quad(i=1, \ldots, r) . \tag{10.4}
\end{equation*}
$$

On the other hand, $[h]=\left[h_{1}\right]+\cdots+\left[h_{r}\right]$. Therefore $[h]=\mathfrak{I}_{r}\left(\left[h_{i}\right]\right)$ (i $=1, \ldots, r$ ), where $\mathcal{I}_{r}$ is the trace from $\underset{q}{ }{ }_{q}$ to $F_{q}$. Thus (10.5)

$$
I_{V}\left(\left[h_{i}\right]\right)=\frac{V}{r} I_{r}\left(\left[h_{i}\right]\right)=\frac{v}{r}[h] \quad(i=1, \ldots, r) .
$$

In view of the definition of $\chi_{\nu}$ as given in (10.1), the desired conclusion follows from (10.4), (10.5).

Proof of Theorem 10A. By the product formula of Theorem 8B,

An irreducible monic polynomial $h(X) \in F_{q}[x]$ of degree $d$ splits over $\underset{q^{\nu}}{ }{ }^{\text {according to Lemmas } 7 B, ~ l o c i n t o ~} h(X)=\ell_{1}(X) \cdots \ell_{r}(X)$
 On the other hand, every monic irreducible $\ell(X) \in \mathrm{F}_{\mathrm{q}^{\nu}}[\mathrm{X}]$ is the

[^1]factor of a unique monic irreducible $h(x) \in F_{q}[x]$. Therefore
$$
L_{v}(s, X)=\prod_{\substack{\text { irred, ionic, } \\ \\ \text { in } \underset{q}{ }[X]}}\left(1-\left(X(h) \underset{=}{=}(h)^{-s}\right)^{v /(\nu, \operatorname{deg} h)}\right)^{-(\nu, \operatorname{deg} h)}
$$

Applying Lemma 7 A with $\mathrm{m}=\operatorname{deg} \mathrm{h}$ and $\quad X=X(h) \underset{\sim}{\underline{n}}(\mathrm{~h})^{-s}$, we obtain



$$
=\prod_{u=1}^{\nu} L\left(s-\frac{2 \pi i u}{\nu \log q}, X\right)
$$

Recall that under the condition (9.7), $L(s, X)$ was a polynomial in $\mathrm{U}=\mathrm{q}^{-\mathrm{S}}$ with constant term 1 (see Theorem 9 G ). Thus it is of the form $\left(1-\omega_{1} U\right) \ldots\left(1-\omega_{k} U\right)$ with complex $\omega_{1}, \ldots, \omega_{k}$. We now have the

$$
\begin{aligned}
& \text { COROLLARY 10C. If } L(s, X) \text { is given by } \\
& L(s, X)=\left(1-\omega_{1} U\right) \cdots\left(1-\omega_{k} U\right)
\end{aligned}
$$

with $U=q^{-S}$, then

$$
L_{\nu}(s, X)=\left(1-\omega_{1}^{\nu} V_{V}\right) \ldots\left(1-\omega_{k}^{\nu} U_{v}\right)
$$

$\underline{\text { with }} U_{V}=q^{-\nu s}$
proof.

$$
q^{-(s-(2 \pi i u /(\nu \log q)))}=e(u / \nu) U
$$

so that
$L(s-(2 \pi i u /(\nu \log q)), \chi)=\left(1-\omega_{1} e(u / \nu) U\right) \ldots\left(1-\omega_{k} e(u / \nu) U\right)$.

Thus by Theorem 10A,

$$
\begin{aligned}
L_{v}(s, X) & =\left(\prod_{u=1}^{\nu}\left(1-\omega_{1} e(u / \nu) U\right)\right) \ldots\left(\prod_{u=1}^{\nu}\left(1-\omega_{k} e(u / \nu) U\right\rangle\right) \\
& =\left(1-\omega_{1}^{\nu} U^{\nu}\right) \ldots\left(1-\omega_{k}^{\nu} U^{\nu}\right) \\
& =\left(1-\omega_{1}^{\nu} U_{V}\right) \ldots\left(1-\omega_{k}^{\nu} U_{V}\right)
\end{aligned}
$$

COROLJARY 10D. Suppose that (9.7) holds. Suppose that $X \neq X_{0}$ or $X=X_{0}$ with $f(X)=1$. Then the sum $S_{v}$ given by (10.3) is of the form

$$
s_{v}=-w_{1}^{\nu}-\ldots-w_{n+m-1}^{\nu}
$$

Proof. By Theorem 9G, applied to $\underset{q}{ } \mathrm{~F}^{\nu}$ instead of $\mathrm{F}_{\mathrm{q}}$, and by Corollary loc,

$$
\begin{aligned}
L_{V}(s, X) & =1+c_{v, 1} U_{V}+\cdots+c_{V, n+m-1} U_{V}^{n+m-1} \\
& =\left(1-w_{1}^{\nu} U_{V}\right) \cdots\left(1-\omega_{n+m-1}^{v} U_{V}\right)
\end{aligned}
$$

$$
c_{v, 1}=s_{v}
$$

On the other hand, it is clear that $c_{\nu, 1}=-\left(\omega_{1}^{\nu}+\ldots+\omega_{n+m-1}^{\nu}\right)$, and the corollary follows.

COROLLARY 10E. (Davenport-Hasse Relation). Let $X$, $\psi$ be
a multiplicative and an additive character of $\mathrm{F}_{\mathrm{q}}$. Recall that the Gaussian sum $G(X, \psi)$ was $\sum_{X} X(x) \psi(x)$, over $x \in F_{q}$. Now put

$$
G_{\nu}(x, \psi)=\sum_{x \in F_{q}} X_{\nu}(x) \psi_{\nu}(x)
$$

Then unless $X=X_{0}, \psi=\psi_{0}$ and $\nu$ is even,

$$
-G_{v}(X, \psi)=(-G(\chi, \psi))^{\nu} .
$$

See Davenport - Hasse (1935).

Proof. Suppose $X \neq X_{0}$. We have $G(X, \psi)=S$ and $G_{V}(X, \psi)=S_{V}$ where $S, S_{V}$ are given by (10.2), (10.3) with $f(X)=g(X)=X$. Thus $n=m=1$. By Corollary $100, \quad S_{v}=-\omega_{1}^{\nu}$ for $v=1,2, \ldots$, whence $S_{V}=-\left(-S_{1}\right)^{\nu}$. The case when $X=X_{0}$ follows from (3.1), (3.3). §11. Proof of the Principal Theorems.
(a) Theorems 2C, $2 \mathrm{C}^{\prime}$. We deal with multiplicative character sums. So let $X \neq X_{0}$ be a multiplicative character, and let $\psi=\psi_{0} \cdot$ Let $f(X)$ be as in Theorem 2C and monic, and put $g(X)=0$, so that $\mathrm{n}=\operatorname{deg} \mathrm{g}=0$. In this case
(11.1)

$$
S=\sum_{x \in F_{q}} x(f(x)) \quad \text { and } \quad S_{v}=\sum_{x \in F{ }_{q}} X_{v}(f(x)) .
$$

In view of Corollary 10D,

$$
\begin{equation*}
S_{v}=-\omega_{1}^{\nu}-\ldots-\omega_{m-1}^{\nu} \tag{11.2}
\end{equation*}
$$

Now suppose that $X$ is of exponent $d$ where $d>1$ and
$d \mid q-1$. There are $d$ characters $X$ of exponent $d$. For each such character $X$, we may define the sums $S=S_{X}$ and $S_{V}=S_{X V}$. We then have for $X \neq X_{0}$,

$$
\begin{equation*}
S_{x \nu}=-\omega_{x_{1}}^{v}-\cdots-w_{x, m-1}^{v} \tag{11.3}
\end{equation*}
$$

Taking the sum over $X \neq X_{0}$ of exponent $d$, we obtain

$$
\begin{equation*}
\sum_{x \neq x_{0}} S_{X V}=-\sum_{x \neq x_{0}} \sum_{i=1}^{m-1} \omega_{x i}^{\nu} \tag{11.4}
\end{equation*}
$$

On the other hand, for $X=X_{0},(11.1)$ yields
(11.5)

$$
S_{X_{0} \nu}=q^{\nu}
$$

LEMMA 11A. For given $w \in F_{q}$, the number of $y \in F \underset{q}{ }$ with $y^{d}=w \quad$ equals

$$
\left.\sum_{X} X_{V}(w)=\sum_{X} X \Re_{V}(w)\right)
$$

Proof. We first note that the map $w \rightarrow श(w)$ is a group homomorphism $\mathrm{F}_{\mathrm{q}}^{*} \rightarrow \mathrm{~F}_{\mathrm{q}}^{*}$. For each $\mathrm{z} \in \mathrm{F}_{\mathrm{q}}^{*}$, the number of $w \in \mathrm{~F}_{\mathrm{q}}^{*}$ with

$$
\mathfrak{l}(w)=w^{1+q+\cdots+q^{v-1}}=z
$$

is $\leq 1+q+\ldots+q^{\nu-1}=\left(q^{\nu}-1\right) /(q-1)=\left|F_{q}^{*}\right|^{\nu} /\left|F_{q}^{*}\right|$; hence the number of these $w$ is exactly this number, and our homomorphism is onto.

The restriction of the map to $\left(F_{q}^{*} \nu^{d}\right.$ is a map $\left(F_{q}^{*}{ }_{\nu}\right)^{d} \rightarrow\left(\dot{F}_{q}^{*}\right)$ d , and comparing cardinalities we see that it is onto again.

According to Lemma 2A, the sum in Lemma liA is $d$ or 0 or 1 , respectively, if $\cap(w) \in\left(\mathrm{F}_{\mathrm{q}}^{*}\right)^{\mathrm{d}}$ or $\notin\left(\mathrm{F}_{\mathrm{q}}{ }^{*}\right)^{\mathrm{d}}, \neq 0$, or $=0$. In the first case, by what we just said, $w \in\left(F_{q}^{*}\right)^{d}$, and there are $d$ elements $y$ with $y^{d}=w$. In the second case, $w \notin\left(F^{*} \nu^{*}\right)^{d}, \neq 0$ and there are no solutions $y$ with $y^{d}=w$. In the third case, $w=0$, and there is the single solution $y=0$.

Writing $N_{\nu}$ for the number of solutions $x, y$ in $\mathrm{F}_{\mathrm{q}}{ }^{\nu}$ of $y^{d}=f(x)$, we immediately obtain

LEMmA 11B.

$$
N_{\nu}=\sum_{X \text { of }} \sum_{\exp . d} X_{V}(f(x))=\sum_{X \text { of }} S_{X V} .
$$

Now we know from Theorem 2A of Ch. I that if $Y^{d}-f(X)$ is absolutely irreducible, then

$$
\begin{equation*}
N_{\nu}-q^{\nu} \ll q^{\nu / 2} . \tag{11.6}
\end{equation*}
$$

Combining this with (11.4), (11.5) and Lemma llB, we obtain

$$
\sum_{\substack{x \neq x_{0}}} \sum_{i=1}^{m-1} \omega_{x i}^{\nu} \ll q^{\nu / 2} .
$$

Lemma 6A yields
(11.7)

$$
\left|\omega_{x i}\right| \leq q^{1 / 2}
$$

for all $X$, i under consideration. Thus from (11.2) or (11.3), $\left|S_{\nu}\right| \leq(m-1) q^{\nu / 2}$, and $|S| \leq(m-1) q^{1 / 2}$.

We assumed that $f(X)$ was monic. But since $X(a f(x))=X(a) X(f(x))$, our character sum estimate clearly holds in general. Therefore the proof of Theorem 2C is complete. Theorem 2C' can be deduced from Theorem 2C in the same way in which Theorem $2 B^{\prime}$ was deduced from Theorem 2B.

We remark that Lemma llB, together with (11.4), (11.5), (11.7) and the fact that there are $d-1$ characters $X \neq X_{0}$ of exponent d , gives

$$
\left|N_{v}-q^{\nu}\right| \leq(d-1)(m-1) q^{\nu / 2}
$$

and

$$
|N-q| \leq(d-1)(m-1) q^{1 / 2}
$$

This improves upon Theorem 2A of Ch. I.
(b) Theorem 2E. We next consider additive character sums.

So let $\psi \neq \psi_{0}$ be an additive character, and let $X=X_{0}$. Let $g(X)$ be as in Theorem 2E, and put $f(X)=1$, so that in the notation of $\S 9,10, m=\operatorname{deg} f \stackrel{0}{\circ}=$. In this case

$$
\begin{equation*}
S=\sum_{x \in F_{q}^{\prime}} \psi(g(x)) \quad \text { and } \quad S_{\nu}=\sum_{x \in F_{q}} \psi_{\nu}(g(x)) . \tag{11.8}
\end{equation*}
$$

By Corollary 10D,

$$
s_{\nu}=-w_{1}^{\nu}-\ldots-w_{n-1}^{\nu}
$$

There are $q$ additive characters $\psi$ of $F_{q}$. For each such $\psi$ we may define $S_{v}=S_{\psi v}$, and for each $\psi \neq \psi_{0}$, we have

$$
\begin{equation*}
S_{\psi \nu}=-\omega_{\psi 1}^{\nu}-\ldots-\omega_{\psi, n-1}^{\nu} . \tag{11.9}
\end{equation*}
$$

Taking the sum over characters $\psi \neq \psi_{0}$, we get

$$
\begin{equation*}
\sum_{\psi \neq \psi_{0}} s_{\psi v}=-\sum_{\psi \neq \psi 0} \sum_{i=1}^{n-1} \omega_{\psi i}^{\nu} . \tag{11.10}
\end{equation*}
$$

On the other hand, for $\psi=\psi_{0}$, (11.8) yields

$$
\begin{equation*}
S_{\psi_{0} \nu}=q^{\nu} . \tag{11.11}
\end{equation*}
$$

LEMMA 11C. For given $w \in F_{q} \nu$, the number of $z \in F \underset{q}{ }{ }^{\nu}$ with $z^{q}-z=w$ equals

$$
\begin{equation*}
\sum_{\psi} \psi_{v}(w)=\sum_{\psi} \psi\left(s_{v}(w)\right) . \tag{11.12}
\end{equation*}
$$

Proof. We shall use Theorem $1 F$ of Ch. I. If $\mathcal{Z}(w)=0$, then on the one hand, we have $q$ solutions $z \in \mathcal{F}_{q}{ }^{\nu}$ of $z^{q}-z=w$, and on the other hand, our sum (11.12) is $q$ by Theorem ld. If $\mathfrak{T}(w) \neq 0$, then there is no $z \in F_{q}{ }^{\nu}$ with $\quad z^{q}-z=w$, and the sum (11.12) is zero, by Theorem 1D again.

Writing $N_{\nu}$ for the number of solutions $x, z$ in $F_{q}{ }^{\nu}$ of $z^{q}-z=g(x)$, we obtain

LEMMA 11D.

$$
N_{v}=\sum_{\psi} \sum_{x} \psi_{v}(g(x))=\sum_{\psi} S_{\psi v}
$$

Now suppose we know somehow that (11.6) holds. Then very much as in (a), we may conclude that

$$
\begin{equation*}
\left|w_{\psi i}\right| \leq q^{1 / 2} \quad\left(\psi \neq \psi_{0} ; i=1, \ldots, n-1\right) \tag{11.13}
\end{equation*}
$$

and hence that $|S| \leq(n-1) q^{1 / 2}$.
Now if condition (i) of Theorem $2 E$ holds, then (11.6) is true by Theorem 9 A of $\mathrm{Ch} . \mathrm{I}$. Or if (ii), $Z^{q}-Z-g(X)$ is absolutely irreducible, then (11.6) is true by Theorem 1 A of Ch . III.

We assumed that $g(X)$ had constant term zero. Now since $\psi(g(x)+a)=\psi(a) \psi(g(x))$, it is clear that the modulus of the character sum $S$ does not change if we replace $g(X)$ by $g(X)+a$. On the other hand, the hypotheses of Theorem 2 E are not affected by this change. This is obvious for (i). As for (ii), we note that every a is of the type $a=b^{q}-b$ for some $b \in \vec{F}_{q}$, and hence $Z^{q}-Z-g(X)-a$ $=(Z-b)^{q}-(Z-b)-g(X)$ is absolutely irreducible if and only if $Z^{q}-Z-g(X)$ is. Thus Theorem $2 E$ is completely proved.

We remark that in view of (11.10), (11.11), (11.13) and Lemma 11D, we have

$$
\begin{equation*}
\left|N_{\nu}-q^{\nu}\right| \leq(q-1)(n-1) q^{\nu / 2} \tag{11.14}
\end{equation*}
$$

which is an improvement upon Theorem 9 A of Ch . I.
(c) Theorem 2G. Suppose $f(X)$, $g(X)$ satisfy the hypotheses of Theorem 2G. Assume initially that $f(X)$ is monic and that $g(X)$ has constant term zero. For every multiplicative character $X$ of exponent $d$ and every additive character $\psi$, we put

$$
S_{X \psi \nu}=\sum_{x \in F_{q}} \chi_{\nu}(f(x)) \psi_{\nu}(g(x))
$$

By Corollary 10D,
(11.15)

$$
S_{X \psi \nu}=-\left(\omega_{X \psi 1}^{\nu}+\cdots+\omega_{X \psi, m+n-1}^{\nu}\right) \quad\left(x \neq x_{0} \text { of exp. } d, \psi \neq x_{0}\right)
$$

On the other hand, by (11.3),

$$
s_{x \nu}=s_{x \psi_{0} \nu}=-\left(\omega_{x 1}^{\nu}+\cdots+\omega_{x, m-1}^{\nu}\right) \quad\left(x \neq x_{0}\right)
$$

Also, by (11.9),

$$
S_{\psi \nu}=S_{x_{0} \psi \nu}=-\left(\omega_{\psi 1}^{\nu}+\cdots+\omega_{\psi, n-1}^{\nu}\right) \quad\left(\psi \neq \psi_{0}\right)
$$

Finally,

$$
S_{X_{0} \psi_{0} \nu}=q^{\nu}
$$

LEMMA 11E. For $w_{1}, W_{2} \in F_{q} \nu$ the number of $y, z \in F_{q}$ with

$$
y^{d}=w_{1}, \quad z^{q}-z=w_{2}
$$

is

$$
\sum_{\chi} \sum_{\psi} x_{\nu}\left(w_{1}\right) w_{v}\left(w_{2}\right)
$$

Proof. Combine Lemmas ll A, lld.

We obtain

LEMMA 11F. The number $N_{\nu}$ of $x, y, z \quad$ in $\underset{q}{V} \quad$ with $\quad y^{d}=f(x)$, $z^{q}-z=g(x)$ is given by

Now suppose we know from some source that (11.6) holds. Then
(11.16) $\quad\left|\omega_{\chi \psi i}\right| \leq q^{1 / 2}$ for $x$ of exp. $d,(\chi, \psi) \neq\left(\chi_{0}, \psi_{0}\right)$, and $i=1, \ldots, m+n-1$.

In view of (11.15), we obtain $\left|S_{\nu}\right| \leq(m+n-1) q^{\nu / 2}$ and
$|S| \leq(m+n-1) q^{1 / 2}$.
Now under the conditions of Theorem 2G, the equations $y^{d}=f(x)$, $z^{q}-z=g(x)$ define an absolute curve. (See Example 3 in $\S 2$ of Ch. VI). So (ll.6) holds by Theorem 7A of Ch. VI.

Theorem 2 G is proved, since the restrictions that $\mathrm{f}(\mathrm{X})$ be monic and $g(X)$ be of constant term zero, can be easily removed. §12. Kloosterman Sums.

It is easily seen that the sum (2.3) is $\mathbf{- 1}$ if $a \neq 0$, $b=0$, or if $a=0, b \neq 0$; hence we may suppose that $a b \neq 0$.

LEMMA 12A. Let $q$ be odd and let $X(x)$ be the quadratic character of $F_{q}$, i.e., $X(x)=1$ or $X(x)=-1 \quad$ if $x \neq 0$ is a square or a non-square in $F_{q}$, respectively; and $X(0)=0$. Then if $\psi \neq \psi 0$ and if $a b \neq 0$;
(12.1)

$$
\sum_{x \in F_{q}^{*}} \psi\left(a x+b x^{-1}\right)=\sum_{x \in F_{q}} \psi(x) x\left(x^{2}-4 a b\right)
$$

Proof. The sum on the left hand side is
(12.2)

$$
\sum_{y \in F_{q}} \psi(y) z(y)
$$

where $Z(y)$ is the number of $x \in F_{q}^{*}$ with $y=a x+b x^{-1}$. Solving this equation for $x$ we obtain $x=(2 a)^{-1}\left(y \pm \sqrt{y^{2}-4 a b}\right)$, which may or may not lie in $\mathrm{F}_{\mathrm{q}}$. We obtain

$$
z(y)=x\left(y^{2}-4 a b\right)+1:
$$

For if $y^{2}-4 a b \neq 0$ is a square (or a non-square), then $Z(y)=2$ (or 0 ); and if $y^{2}-4 a b=0$, then $Z(y)=1$. Thus (12.2) becomes

$$
\sum_{y} \psi(y) x\left(y^{2}-4 a b\right)+\sum_{y} \psi(y)=\sum_{x} \psi(x) \times\left(x^{2}-4 a b\right)
$$

The polynomials $Y^{2}-\left(X^{2}-4 a b\right)$ and $Z^{q}-Z-X$ are absolutely irreducible. Hence by Theorem $2 G$, the sum on the right hand side of (12.1) has modulus $\leq(m+n-1) q^{1 / 2}=(2+1-1) q^{1 / 2}=2 q^{1 / 2}$.

This completes the proof of Theorem 2 H if q is odd, but it depends on Theorem 2G, which in turn depends on Ch. VI. But we needed Ch. VI only to show (11.6), i.e., $N_{v}-q^{\nu} \ll q^{\nu / 2}$. But in our case the number $N_{V}$ is the number of solutions $x, y, z$ in $F \underset{q}{ } \quad$ of

$$
y^{2}=x^{2}-4 a b, \quad z^{q}-z=x
$$

This number $N_{V}$ is also the number of solutions $y, z$ of

$$
y^{2}=\left(z^{q}-z\right)^{2}-4 a b
$$

Since $y^{2}-\left(Z^{q}-Z\right)^{2}+4 a b$ is absolutely irreducible, the number $N_{V}$ satisfies (11.6) by Theorem 2 A of Ch. I.

We now will sketch another proof of Theorem 2 H , which works for $q$ even as well. Let $G$ again be the group of rational functions $h_{1}(X) / h_{2}(X)$ whose numerators and denominators are monic polynomials. Let $\hat{G}$ be the subgroup of functions whose numerators and denominators have non-zero constant term. Given $r(X) \in \hat{G}, \operatorname{put}[r]=1$ if $r(X)=1$, and

$$
\begin{aligned}
& \quad[r]=a\left(\alpha_{1}+\ldots+\alpha_{u}-\beta_{1}-\ldots-\beta_{v}\right)+b\left(\frac{1}{\alpha_{1}}+\ldots+\frac{1}{\alpha_{u}}-\frac{1}{\beta_{1}}-\ldots-\frac{1}{\beta_{v}}\right) \\
& \text { if } r(X)=\left(X+\alpha_{1}\right) \ldots\left(X+\alpha_{u}\right)\left(X+\beta_{1}\right)^{-1} \ldots\left(X+\beta_{v}\right)^{-1} \text { with } \\
& \alpha_{1}, \ldots, \alpha_{u}, \beta_{1}, \ldots, \beta_{v} \text { in } \bar{F}_{q} . \operatorname{Then}[r] \in F_{q} \text { and }\left[r_{1} r_{2}\right]= \\
& {\left[r_{1}\right]+\left[r_{2}\right] \text {. }}
\end{aligned}
$$

The function

$$
X(r)=\psi([r])
$$

will be a character on $\hat{G}$. Let $\hat{H}$ be the subset of $\hat{G}$ consisting of $r(X)=h_{1}(X) / h_{2}(X) \quad$ having

$$
h_{1}(X)=X^{u}+a_{1} X^{u-1}+\ldots+a_{u-1} X+a_{u}, \quad h_{2}(X)=X^{v}+b_{1} X^{v-1}+\ldots+b_{v-1} X+b_{v}
$$

with

$$
a_{1}=b_{1}, \frac{a_{u-1}}{a_{u}}=\frac{b_{v-1}}{b_{v}}
$$

For example, monomials $X^{\mathrm{u}}$ lie in $\hat{H}$, and so do polynomials of degree $u \geq 2$ of the type $x^{u}+a_{2} X^{u-2}+\ldots+a_{u-2} x^{2}+a_{u}$. It is easily seen that $\hat{H}$ is a subgroup of $\hat{G}$. As an analog of Lemma 9B, we now observe

Lemma 12B. $X(r)=1$ if $r \in \hat{H}$.

Proof. If $\mathbf{r} \in \hat{H}$, then

$$
\begin{gathered}
\alpha_{1}+\cdots+\alpha_{u}-\beta_{1}-\cdots-\beta_{v}=a_{1}-b_{1}=0, \\
\frac{1}{\alpha_{1}}+\ldots+\frac{1}{\alpha_{u}}-\frac{1}{\beta_{1}}-\ldots-\frac{1}{\beta_{v}}=\frac{a_{u-1}}{a_{u}}-\frac{b_{v-1}}{b_{v}}=0,
\end{gathered}
$$

so that $[r]=0$.
The analog of Lemma 9D is

LEMMA 12C. Suppose $\ell \geq 0$. Then every coset of $\hat{H}$ in $\hat{G}$ contains precisely $q^{\ell}(q-1)$ polynomials of degree $\ell+3$.

The proof of this is left as an exercise. Carrying out the obvious analog to the argument in $\S 9$, one sees that the L-Function $L(s, X)$ is a polynomial in $U=q^{-s}$ of the type

$$
L(s, U)=1+c_{1} U+c_{2} U^{2}=\left(1-w_{1} U\right)\left(1-w_{2} U\right)
$$

with

$$
c_{1}=\sum_{x \in F_{q}^{*}} \psi\left(a x+b x^{-1}\right)
$$

Thus it suffices to show that $\left|\omega_{i}\right| \leq q^{1 / 2} \quad(i=1,2)$. This is accomplished by showing that the number $N_{v}$ of solutions $x, z$ in $F_{q}{ }^{\nu}$ of $x \neq 0, \quad z^{q}-z=a x+b x^{-1}$, satisfies (11.6). Since clearly $a x^{2}-\left(Z^{q}-Z\right) X+b$ is absolutely irreducible, this follows from Theorem lA of Ch. III.
§13. Further Results.
Let $\psi=\psi_{0}$ be an additive character. Let $g(X)$ be a polynomial
of degree $n$ with $(n, q)=1$ and with constant term zero. We
know from Theorem 9G that if $\chi(r)=\psi([r])$, where $[r]$ is defined as in $\S 9$, then with $U=q^{-S}$,

$$
\mathrm{L}(\mathrm{~s}, \chi)=1+\mathrm{c}_{1} \mathrm{U}+\cdots+\mathrm{c}_{\mathrm{n}-1} \mathrm{U}^{\mathrm{n}-1} .
$$

We now prove

$$
\text { THEOREM 13A. }\left|c_{n-1}\right|=q^{(n-1) / 2} .
$$

Proof. We have

$$
c_{n-1}=\sum_{\substack{h \text { manic }_{\text {deg }}^{h=n-1}}} X(h)
$$

so that

$$
\left|c_{n-1}\right|^{2}=\sum_{\operatorname{deg}_{1} \sum_{n-1}} \sum_{h_{2}} X\left(h_{1} / h_{2}\right)
$$

Now $X(k)$ depends only on the coset $C$ of $k$ modulo the subgroup H of G . Thus
(13.1)

$$
\left|c_{n-1}\right|^{2}=\sum_{C} X(C) Z(C)
$$

where the sum is over costs $C$ of $H$ in $G$, and where $Z(C)$ is the number of pairs of manic polynomials $h_{1}, h_{2}$ of degree $n-1$ with $\quad h_{1} / h_{2} \in C$.

We write $\quad r_{1} \equiv r_{2}(\bmod H) \quad i f \quad r_{1} / r_{2} \in H, i . e ., i f \quad r_{1}, r_{2}$ lie in the same coset $C$. If we expand the rational functions as

$$
r_{i}(X)=X^{u_{i}}+a_{i 1} X^{u_{i}-1}+a_{i 2} X^{u_{i}-2}+\cdots \quad(i=1,2)
$$

then $r_{1} \equiv r_{2}(\bmod H) \quad$ if and only if

$$
a_{11}=a_{21}, \ldots, a_{1 n}=a_{2 n}
$$

Thus if $C\left(v_{1}, \ldots, v_{n}\right)$ consists of rational functions $r(X)=X^{u}+a_{1} X^{u-1}+\ldots$ with $a_{1}=v_{1}, \ldots, a_{n}=v_{n}$, then the sets $C\left(v_{1}, \ldots, v_{n}\right)$ are just the cosets of $H$ in $G$.

Now $h_{1} / h_{2}$ with $h_{1}=x^{n-1}+a_{1} x^{n-2}+\ldots+{ }_{n-1}, \quad h_{2}=$ $x^{n-1}+b_{1} x^{n-2}+\ldots+b_{n-1}$ lies in $C\left(v_{1}, \ldots, v_{n}\right)$ precisely if

$$
\begin{aligned}
& a_{1}=b_{1}+v_{1} \\
& a_{2}=b_{2}+b_{1} v_{1}+v_{2}
\end{aligned}
$$

(13.2)

$$
\begin{aligned}
a_{n-1} & =b_{n-1}+b_{n-2} v_{1}+\cdots+b_{1} v_{n-2}+v_{n-1} \\
0 & =b_{n-1} v_{1}+\cdots+b_{1} v_{n-1}+v_{n}
\end{aligned}
$$

Thus $Z\left(C\left(v_{1}, \ldots, v_{n}\right)\right)$ is simply the number of solutions in $a_{1}, \ldots, a_{n-1}, b_{1}, \ldots, b_{n-1}$ in $F_{q}$ of (13.2).

LEMMA 13B.
$Z\left(C\left(v_{1}, \ldots, v_{n}\right)\right)=\left\{\begin{array}{llll}q^{n-2} & \text { if } v_{1}, \ldots, v_{n-1} \text { are not } 0, \ldots, 0, \\ q^{n-1} & \text { if } v_{1}=\ldots=v_{n-1}=v_{n}=0, \\ 0 & \text { if } v_{1}=\ldots=v_{n-1}=0, \quad v_{n} \neq 0 .\end{array}\right.$

Proof. The number of solutions $a_{1}, \ldots, a_{n-1}, b_{1}, \ldots, b_{n-1}$ in $F_{q}$ of (13.2) is just the number of solutions $b_{1}, \ldots, b_{n-1}$ in $\mathrm{F}_{\mathrm{q}}$ of the last equation (13.2).

In view of (9.8), we have

LEMMA 13C. X(C $(0, \ldots, 0, v))=\psi\left((-1)^{n+1} n \notin V\right)$, where $a$ is the leading coefficient of $g(X)$.

The proof of Theorem 13A is now completed as follows.
By (13.1), Lemmas 13B, 13C, and since $X(C(0, \ldots, 0))=1=\psi(0)$, we obtain

$$
\begin{aligned}
\left|c_{n-1}\right|^{2}= & \sum_{v_{1}} \ldots \sum_{v_{n}} X\left(C\left(v_{1}, \ldots, v_{n}\right)\right) z\left(C\left(v_{1}, \ldots, v_{n}\right)\right) \\
= & q^{n-2} \sum_{v_{1}} \ldots \sum_{v_{n}} X\left(c\left(v_{1}, \ldots, v_{n}\right)\right) \\
& +\left(q^{n-1}-q^{n-2}\right) X(c(0, \ldots, 0)) \\
& -q^{n-2} \sum_{v \neq 0} X_{(c(0, \ldots, 0, v))} .
\end{aligned}
$$

Here the first summand is zero, since $C\left(v_{1}, \ldots, v_{n}\right)$ ranges through all the cosets of $H$ in $G$. Combining the second and third summand, we obtain

$$
q^{n-1}-q^{n-2} \sum_{v}=\psi\left((-1)^{n+1} n a v\right)=q^{n-1}
$$

The proof of Theorem 13A is complete. Now we know that in $L(s, X)=\left(1-\omega_{1} U\right) \ldots\left(1-\omega_{n-1} U\right)$, the absolute values $\left|\omega_{j}\right| \leq q^{1 / 2}$ ( $j=1, \ldots, n-1$ ) But in view of Theorem 13A, we now have
(13.3)

$$
\left|w_{j}\right|=q^{1 / 2} \quad(j=1, \ldots, n-1)
$$

COROLLARY 13D. Let $g(X)$ be of degree $n$ with $(n, q)=1$, and
let $\psi \neq \psi 0$ be an additive character of $\mathrm{F}_{\mathrm{q}}$. Then

$$
S_{\nu}=\sum_{x \in F_{q}^{\nu}} \psi_{\nu}(g(x))
$$

is of the form

$$
s_{\nu}=-w_{1}^{\nu}-\cdots-\omega_{n-1}^{\nu}
$$

where $w_{1}, \ldots, w_{\mathrm{n}-1}$ have (13.3).
In particular, neither the exponent $\frac{1}{2}$ nor the constant factor n-1 in Theorem 2E may be improved. In fact, by Lemma 6C, we have

COROLLARY 13E. Let $S_{\nu}$ be as above. There are infinitely many positive integers with

$$
\left|S_{\nu}\right|>(n-1) q^{\nu / 2}\left(1-2 \pi \nu^{-1 /(n-1)}\right)
$$

Similarly, neither the exponent $\frac{1}{2}$ nor the factor $(q-1)(n-1)$ in (11.14) may be improved.

The arguments of this section may be carried over, with suitable changes, to multiplicative character sums and hybrid sums.
III. Absolutely Irreducible Equations $f(x, y)=0 \quad$.

References: Stepanov (1972b, 1974), Schmidt (1973).
§1. Introduction. This chapter is devoted to a proof of

THEOREM 1A. Suppose $f(X, Y) \in F_{q}[X, Y]$ is absolutely
irreducible and of total degree $d>0$. Let $N$ be the number of zeros of $f$ in $\mathrm{F}_{\mathrm{q}}^{2}$. If $\mathrm{q}>250 \mathrm{~d}^{5}$, then

$$
\begin{equation*}
|N-q|<\sqrt{2} d^{5 / 2} q^{1 / 2} . \tag{1.1}
\end{equation*}
$$

As is well known, this estimate follows from the Riemann Hypothesis for curves over finite fields, which was first proved by Weil (1940, 1948a). In fact, the Riemann Hypothesis gives the stronger estimate

$$
|N-q| \leqq(d-1)(d-2) q^{1 / 2}+c(d)
$$

for some constant $c(d)$. Special cases of Theorem lA (but with $\sqrt{2} d^{5 / 2}$ replaced by some other constant depending on d) were proved by Stepanov by elementary methods; his most general result was in (1972b, 1974). Stepanov's method was extended by Schmidt (1973) to yield Theorem 1A, and also by Bombieri (1973).

In order to provide easy examples of absolutely irreducible polynomials $f(X, Y)$, we now state

THEOREM 1B. Let

$$
f(X, Y)=g_{0} Y^{d}+g_{1}(X) Y^{d-1}+\ldots+g_{d}(X),
$$

where $g_{0}$ is a non-zero constant, be a polynomial with coefficients in a field $k$ Put

$$
\psi(f)=\max _{1 \leq i \leq d} \frac{1}{i} \operatorname{deg}_{i}
$$

and suppose that $\psi(f)=m / d$ with $(m, d)=1$. Then $f(X, Y)$ is irreducible, in fact absolutely irreducible.

Remark. The polynomials considered by Stepanov (1972b, 1974)
were all of the type of this theorem.
To prove Theorem 1B, we need

LEMMA 1C: If
(1.2) $f(X, Y)=u(X, Y) v(X, Y)$,
then $\psi(f)=\max \{\psi(u), \psi(v)\}$.

Proof: Suppose $a+b=d$ and

$$
\begin{aligned}
& u(X, Y)=u_{0} Y^{a}+u_{1}(X) Y^{a-1}+\ldots+u_{a}(X), \\
& v(X, Y)=v_{0} Y^{b}+v_{1}(X) Y^{b-1}+\ldots+v_{b}(X)
\end{aligned}
$$

Then

$$
g_{i}(X)=\sum_{j+k=i} u_{j}(X) v_{k}(X) \quad(0 \leq i \leq d)
$$

Since each summand $u_{j}(X) v_{k}(X)$ has degree at most $j \psi(u)+k \psi(v) \leqq$ $(j+k) \max (\psi(u), \psi(v))=i \max (\psi(u), \psi(v))$, we have

$$
\frac{1}{i} \operatorname{deg~g}_{i}(X) \leq \max \{\psi(u), \psi(v)\} \quad(1 \leq i \leq d)
$$

whence
(1.3) $\psi(f) \leq \max \{\psi(u), \psi(v)\}$.

Now make the substitution $Y \rightarrow Y$, where $\psi=\psi(f)$. Then
(1.2) becomes
$g_{0} Y^{\psi d}+g_{1}(X) Y^{\psi(d-1)}+\ldots+g_{d}(X)=\left(u_{0} Y^{\psi a}+u_{1}(X) Y^{\psi(a-1)}+\ldots+u_{a}(X)\right)$ $\left(v_{0} Y^{\psi b}+v_{1}(X) Y^{\psi(b-1)}+\ldots+v_{b}(X)\right)$ $=\hat{\mathrm{u}}(\mathrm{X}, \mathrm{Y}) \hat{\mathrm{v}}(\mathrm{X}, \mathrm{Y}) \quad$,
say. Examining the total degrees of both sides of this equation ${ }^{\dagger}$ ),
we notice that the L.H.S. has degree $\psi d$, while

$$
\operatorname{deg} \hat{u}(X, Y) \geq \psi a \quad \text { and } \quad \operatorname{deg} \hat{v}(X, Y) \geqq \psi b \quad,
$$

so that the R.H.S. has degree $\geqq \psi a+\psi b=\psi d$ 。 Hence in fact

$$
\operatorname{deg} \hat{u}(X, Y)=\psi a \quad \text { and } \quad \operatorname{deg} \hat{v}(X, Y)=\psi b
$$

It follows that
$\operatorname{deg} u_{j}(X) \leq j \psi \quad(1 \leqq j \leqq a) \quad$ and $\quad \operatorname{deg} v_{k}(X) \leq k \psi \quad(1 \leqq k \leqq b)$,
whence

$$
\psi(u) \leq \psi \quad \text { and } \psi(v) \leq \psi .
$$

This, in conjunction with (1.3), proves the lemma.

[^2]Proof of Theorem 1B. Suppose

$$
f(X, Y)=u(X, Y) v(X, Y)
$$

is a proper factorization of $f(X, Y)$. Then

$$
\operatorname{deg}_{Y} u(X, Y)<d \quad \text { and } \quad \operatorname{deg}_{Y} v(X, Y)<d
$$

We have

$$
\psi(u)=\max _{1 \leq i \leq \operatorname{deg}_{Y}} \frac{1}{\mathrm{i}} \operatorname{deg} u_{i}(x)=\frac{r}{s}, \text { with } \quad 1 \leq s<d,
$$

and $\quad \psi(v)=\max _{1 \leq j \leq \operatorname{deg}_{Y}} \frac{1}{\frac{j}{j}} \operatorname{deg}_{j}(x)=\frac{w}{z}$, with $\quad 1 \leq z<d$.

Hence $\psi(f) \neq \max \{\psi(u), \psi(v)\}$, and the contradiction is obtained by applying Lemma 1 C ,

The remainder of this section will be used to obtain a very
modest reduction of Theorem la to a special case.
Suppose $f(X, Y)=g\left(X, Y^{p}\right)$ where, as usual, $q=p^{K}$. Since $y \rightarrow y^{p}$ is an automorphism of $F_{q}$, as ( $x, y$ ) ranges over all pairs in $F_{q}^{2}$, so does $\left(x, y^{p}\right)$. Therefore the number of zeros of $g(X, Y)$ is equal to the number of zeros of $f(X, Y)$, and we may replace $f$ by g. This process decreases the degree in $Y$ of the polynomial under consideration. After a finite number of such steps, we obtain a polynomial which is not a polynomial in $Y^{p}$, i.e. a polynomial which is "separable in $Y$ ".

If

$$
f(X, Y)=\sum a_{i j} X^{i} Y^{j}
$$

is separable in $Y$, then there is some coefficient

$$
a_{i_{0} j_{0}} \neq 0 \text {, where } p \nmid j_{0}
$$

Set

$$
h(X, Y)=f(X+c Y, Y)=\sum a_{i j}(c) X^{i} Y^{j}
$$

Then the coefficients $a_{i j}(c)$ are polynomials in $c$ of degree at most $d$, with the properties that
(i) the polynomial $a_{i_{0}} j_{0}$ (c) is not identically zero,
(ii) the coefficient of $Y^{d}$ is $a_{0 d}(c)=f_{d}(c, 1)$,
where $f_{d}(X, Y)$ consists of the terms of $f(X, Y)$ which are of total degree $d$. In particular, $a_{0 d}(c)$ is not identically zero. If $q>2 d$, (which is the case in Theorem $1 A$ ), we can choose $c \in F_{q}$ so that

$$
a_{i_{0} j_{0}}(c) \neq 0 \quad \text { and } \quad a_{0 d}(c) \neq 0
$$

Then in the polynomial $h(X, Y), Y^{d}$ occurs with a non-zero coefficient; moreover, $h$ is separable in $Y$. Dividing by an appropriate constant, we achieve the following

Reduction: Without loss of generality, we may assume that
$f(X, Y)=Y^{d}+g_{1}(X) Y^{d-1}+\ldots+g_{d}(X), \quad \operatorname{deg} g_{i}(X) \leq i$,
and that $f(X, Y)$ is separable in $Y$.

```
82. Independence results.
    We begin with a simple remark. Suppose f(X,Y) is a polynomial
with coefficients in a field K and of degree d > 0 in Y .
Suppose f(X,Y) is irreducible over K . Then if we regard f(X,Y)
as a polynomial in Y with coefficients in the field K(X), it is
still irreducible }\mp@subsup{}{}{\dagger}\mathrm{ ) Hence if 鸟 satisfies f(X,O) = 0, then
[K(X,Y) : K(X)] = d .
```

LEMMA 2A. Suppose $f(X, Y)$ and $g(Z, U)$ are polynomials with
coefficients in a field $K$, both absolutely irreducible over $K$.
Suppose $f$ is of degree $d>0$ in $Y$ and $g$ is of degree $d^{\prime}>0$
in $U$. Let $M, \mathcal{U}$ be quantities with
$f(X, Y)=0, \quad g(Z, H)=0$.
(So that $[K(X, D): K(X)]=d$ and $\left.[K(Z, \mathcal{U}): K(Z)]=d^{\prime}.\right)$ Then
$[K(X, Z, M), \mathcal{U}): K(X, Z)]=d^{\prime}$.

Remark: The absolute irreducibility of $f$ and $g$ is essential. By way of example, take $K=Q$ and

[^3]\[

$$
\begin{aligned}
& f(X, Y)=Y^{4}-2 X^{2} \\
& g(Z, U)=U^{4}-2 Z^{2}
\end{aligned}
$$
\]

If $\cap$ and $\mathfrak{U}$ are as above, then we have the following diagram:


Hence

$$
[Q(X, Z, \mathbb{D}, \mathfrak{U}): Q(X, Z)]=8 \neq 16 .
$$

Proof of the lemma: We need to show that

$$
\begin{equation*}
[\mathrm{K}(\mathrm{x}, \mathrm{z}, \mathfrak{y}), \mathfrak{U}): \mathrm{K}(\mathrm{x}, \mathrm{z}, \mathfrak{y}))]=\mathrm{d}^{\prime} \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
[\mathrm{K}(\mathrm{X}, \mathrm{Z}, \mathfrak{y}): \mathrm{K}(\mathrm{X}, \mathrm{Z})]=\mathrm{d} \tag{2.2}
\end{equation*}
$$

To show (2.1) it will suffice to show that $g(Z, U)$ remains irreducible over $K(X, \mathscr{Y})$. Otherwise,

$$
g(Z, U)=g_{1}(Z, U) g_{2}(Z, U),
$$

where $g_{i}(Z, U) \quad(i=1,2)$ has coefficients in $K(X, Y)$ and is of degree less than $d^{\prime}$ in $U$. Write

$$
g_{i}(Z, U)=\sum_{j, k} c_{i j k} Z^{j_{U}}{ }^{k} \quad(i=1,2)
$$

where

$$
\left.c_{i j k}=r_{i j k}^{(0)}(X)+r_{i j k}^{(1)}(X) \mathscr{Y}\right)+\ldots+r_{i j k}^{(d-1)}(X) \mathcal{Y}^{d-1}
$$

with rational functions $r_{i j k}^{(h)}(X)$.
Pick $x \in \vec{K}$ such that the denominators of the $r_{i j k}^{(h)}(x)$ are non-zero and such that if

$$
f(X, Y)=a_{0}(X) Y^{d}+a_{1}(X) Y^{d-1}+\ldots+a_{d}(X)
$$

then $a_{0}(x) \neq 0$. Pick $y \in \vec{K}$ such that $f(x, y)=0$. Then the pair ( $x, y$ ) satisfies any equation over $K$ which is satisfied by $\left(x, D^{\dagger}\right)$. Put

$$
\bar{c}_{i j k}=r_{i j k}^{(0)}(x)+\ldots+r_{i j k}^{(d-1)}(x) y^{d-1}
$$

and

$$
\bar{g}_{i}(Z, U)=\sum_{j, k} \bar{c}_{i j k} Z^{j_{U}^{k}} \quad(i=1,2)
$$

Then $\bar{c}_{i j k} \in \bar{K}$ and

$$
\mathrm{g}(\mathrm{Z}, \mathrm{U})=\overline{\mathrm{g}}_{1}(\mathrm{Z}, \mathrm{U}) \overline{\mathrm{g}}_{2}(\mathrm{Z}, \mathrm{U})
$$

contradicting the absolute irreducibility of $g(Z, U)$.
This completes the proof of (2.1). The proof of (2.2) is similar but simpler.

LEMMA 2B: Suppose $f(X, Y) \in K[X, Y]$ is of degree $d>0$ in Y, irreducible over $K$ and separable in $Y$. Let $f(X, \mathfrak{Y})=0$ and $f(Z, U)=0$. Then $f$ is absolutely irreducible if and only if

$$
[K(x, z, \mathfrak{y}, \mathfrak{U}): K(X, Z)]=d^{2}
$$

[^4]Proof: The "only if" part follows from Lemma 2A. The "if" part will be given later ${ }^{\dagger}$ in these lectures; we do not need it now. Let $K$ be a field of characteristic $p ;$ let $q=p^{K} \quad$ If

$$
f(X, Y)=\sum_{i, j} a_{i j} X^{i} Y^{j} \quad\left(a_{i j} \in K\right)
$$

define

$$
f^{[q]}(X, Y)=\sum_{i, j} a_{i j}^{q} X^{i} Y^{j}
$$

Since the mapping $x \rightarrow x^{q}$ is an automorphism of $\bar{K}$, it follows that if $f$ is absolutely irreducible, then so is $f^{[q]}$.

COROLLARY 2C: Suppose $f(X, Y), f^{[q]}(X, Y)$ are as above. Suppose $f$ is of degree $d>0$ in $Y$. Let $X, Z$ be variables, and let 5 , it be such that

$$
f(X, D)=0, \quad f^{[q]}(Z, U)=0
$$

Then

$$
[K(X, Z, \mathfrak{n}, \mathfrak{U}): K(X, Z)]=d^{2} .
$$

LEMMA 2D: Let $K$ be a field of characteristic p. Suppose

$$
f(X, Y)=Y^{d}+g_{1}(X) Y^{d-1}+\ldots+g_{d}(X)
$$

is a polynomial in $K[X, Y]$, absolutely irreducible and with

$$
\operatorname{deg} g_{i}(X) \leq i \quad(1 \leq i \leq d)
$$

Let $f(X, \eta)=0 \quad$ If

[^5]$$
a(X, Y, Z, W) \neq 0
$$
is a polynomial with
\[

$$
\begin{aligned}
& \text { (i) } \operatorname{deg}_{X} a \leq(q / d)-d, \\
& \text { (ii) } \operatorname{deg}_{Y} a \leq d-1, \\
& \text { (iii) } \operatorname{deg}_{W} a \leq d-1,
\end{aligned}
$$
\]

then

$$
\mathrm{a}\left(\mathrm{x}, \mathfrak{D}, \mathrm{x}^{\mathrm{q}}, \mathfrak{D}^{\mathrm{q}}\right) \neq 0
$$

Before commencing with the proof, we give some heuristic arguments. Since $f$ is irreducible, the elements

$$
\mathfrak{b}^{i} \quad(0 \leq i \leq d-1)
$$

are linearly independent over $K(X)$. On the other hand, since there are $d^{2}$ of them, the elements

$$
\mathfrak{D}^{\mathrm{i}} \mathfrak{Y}^{\mathrm{qk}} \quad(0 \leq \mathrm{i}, \mathrm{k} \leq \mathrm{d}-1)
$$

are linearly dependent over $K(X)$. Hence the lemma is not trivial. However, the powers of $X$ in $a\left(X, Y, X^{q}, Y^{q}\right)$ are restricted. We have only the powers

$$
x^{q j+v} \quad(0 \leq v \leq(q / d)-d ; j=0,1, \ldots)
$$

So roughly only one $d^{\text {th }}$ of all possible exponents in $X$ can occur. That is why the lemma has a chance of working.

Proof of the lemma: The method is similar to that of Chapter I, §5. Put

$$
\hat{a}\left(X, Y, Z ; w_{1}, \ldots, w_{d}\right)=\prod_{i=1}^{d} a\left(X, Y, Z, w_{i}\right)
$$

This is a polynomial in $d+3$ variables, symmetric in $w_{1}, \ldots, w_{d}$. By Lemma 5A of Chapter I,

$$
\hat{a}\left(X, Y, Z ; W_{1}, \ldots, W_{d}\right)=b\left(X, Y, Z ; s_{1}\left(W_{1}, \ldots, W_{d}\right), \ldots, s_{d}\left(W_{1}, \ldots, W_{d}\right)\right),
$$

where $s_{1}, \ldots, s_{d}$ are the elementary symmetric polynomials in $\mathrm{w}_{1}, \ldots, \mathrm{w}_{\mathrm{d}}$. By the same lemma, the total degree of $\mathrm{b}\left(\mathrm{X}, \mathrm{Y}, \mathrm{Z} ; \mathrm{V}_{1}, \ldots, \mathrm{~V}_{\mathrm{d}}\right)$ in $V_{1}, \ldots, V_{d}$ is at most $d-1$.

Now since

$$
\eta^{\mathrm{d}}=-g_{1}(x) \eta^{\mathrm{d}-1}-\cdots-g_{d}(x),
$$

we have for any positive integer $t$,

$$
\begin{equation*}
\mathfrak{Y}^{d-1+t}=g_{1}^{(t)}(X) \mathfrak{Y}^{d-1}+\cdots+g_{d}^{(t)}(X), \tag{2.3}
\end{equation*}
$$

where it is easily verified by induction that

$$
\operatorname{deg}_{\mathrm{i}}^{(\mathrm{t})}(\mathrm{X}) \leq(\mathrm{t}-1+\mathrm{i}) \quad(1 \leq \mathrm{i} \leq \mathrm{d}) .
$$

Since

$$
\operatorname{deg}_{Y} b \leq d(d-1)=(d-1)+(d-1)^{2},
$$

we apply (2.3) with $t \leq(d-1)^{2}$, to obtain

$$
\left.b\left(x, y, z ; v_{1}, \ldots, v_{d}\right)=c(x, y), z ; v_{1}, \ldots, v_{d}\right),
$$

where $\operatorname{deg}_{\mathrm{Y}} \mathrm{c} \leq \mathrm{d}-1$. Furthermore,

$$
\begin{aligned}
\operatorname{deg}_{X} c & \leq \operatorname{deg}_{X} b+\left((d-1)^{2}-1+d\right) \\
& =\operatorname{deg}_{X} b+d(d-1) \\
& \leq d \operatorname{deg}_{X} a+d(d-1) \\
& \leq q-d^{2}+d(d-1) \\
& <q
\end{aligned}
$$

Suppose, indirectly, that

$$
\mathrm{a}\left(\mathrm{x}, \mathfrak{D}, \mathrm{x}^{\mathrm{q}}, \mathfrak{D}^{q}\right)=0
$$

Let $\mathfrak{\eta}_{1}=\mathfrak{Y}$ and $f(X, Y)=\left(Y-\mathfrak{D}_{1}\right)\left(Y-\prod_{2}\right) \ldots\left(Y-\mathfrak{D}_{d}\right)$. Then

$$
\left.\hat{a}(x, \eta), x^{q} ; \eta_{1}^{q}, \ldots, M_{d}^{q}\right)=0 ;
$$

and since

$$
\left.s_{i}()_{1}, \ldots, \mathfrak{D}_{d}\right)=g_{i}(X), \quad(1 \leq i \leq d)
$$

whence

$$
s_{i}\left(\eta_{1}^{q}, \ldots, \eta_{d}^{q}\right)=g_{i}^{[q]}\left(X^{q}\right), \quad(1 \leq i \leq d)
$$

we have

$$
b\left(x, \mathfrak{m}, X^{q} ; g_{1}^{[q]}\left(X^{q}\right), \ldots, g_{d}^{[q]}\left(X^{q}\right)\right)=0
$$

Therefore

$$
c\left(X, Y_{0}, X^{q} ; g_{1}^{[q]}\left(X^{q}\right), \ldots, g_{d}^{[q]}\left(x^{q}\right)\right)=0 .
$$

But since $\operatorname{deg}_{Y} c \leq d-1$, and $\mathbb{Z}$ is algebraic of degree $d$, we must have the following identity in two variables:

$$
c\left(x, Y, X^{q} ; g_{1}^{[q]}\left(X^{q}\right), \ldots, g_{d}^{[q]}\left(X^{q}\right)\right)=0 .
$$

Now make the substitution $x=x_{1}+x_{2}$. Note that $X^{q}=x_{1}^{q}+x_{2}^{q}$, so that for some polynomial $\ell$,

$$
c\left(X_{1}+X_{2}, Y, X_{1}^{q} ; g_{1}^{[q]}\left(X_{1}^{q}\right), \ldots, g_{d}^{[q]}\left(X_{1}^{q}\right)\right)+X_{2}^{q}\left(X_{1}, X_{2}, Y\right)=0 .
$$

Since $\operatorname{deg}_{X} c<q$, the first summand has a degree strictly smaller than $q$ in $X_{2}$, and we obtain the identity

$$
c\left(X_{1}+X_{2}, Y, X_{1}^{q} ; g_{1}^{[q]}\left(X_{1}^{q}\right), \ldots, g_{d}^{[q]}\left(X_{1}^{q}\right)\right)=0 .
$$

Since $X_{1}+X_{2}, Y, X_{1}^{q}$ are algebraically independent, we may replace them by variables $X, Y, Z$, to obtain

$$
c\left(X, Y, Z ; g_{1}^{[q]}(Z), \ldots, g_{d}^{[q]}(Z)\right)=0
$$

Substituting $\cap$ for $Y$, we obtain

$$
\begin{equation*}
b\left(X, \mathfrak{M}, \mathrm{z} ; \mathrm{g}_{1}^{[\mathrm{q}]}(\mathrm{Z}), \ldots, \mathrm{g}_{\mathrm{d}}^{[\mathrm{q}]}(\mathrm{Z})\right)=0 \tag{2.4}
\end{equation*}
$$

Now let $u_{1}, \ldots, u_{d}$ be quantities with

$$
f^{[q]}(Z, U)=\left(U-u_{1}\right) \ldots\left(U-u_{d}\right),
$$

whence

$$
s_{i}\left(u_{1}, \ldots, u_{d}\right)=g_{i}^{[q]}(Z) \quad(1 \leq i \leq d) .
$$

By the construction of the polynomial $b$, and by (2.4),

$$
\left.\hat{a}(X, D), Z ; u_{1}, \ldots, u_{d}\right)=0 .
$$

Hence for some $i, \quad 1 \leq i \leq d$, the quantity $U=U_{i}$ satisfies

$$
\mathrm{a}(\mathrm{X}, \mathrm{D}, \mathrm{Z}, \mathrm{U})=0 .
$$

But by Corollary 2C, and since $f(X, m)=0, \quad f^{[q]}(Z, L u)=0$, the $d^{2}$ elements و $^{j} \mathfrak{u}^{k} \quad(0 \leq j, k \leq d-1)$ are linearly independent over
$K(X, Z)$. Therefore $a(X, Y, Z, W)$ must be identically zero. This is a contradiction, and the lemma is established.
§3. Derivatives.

Let $f(X, Y)$ be the polynomial of Theorem lA. It is of total degree $d$, and we may assume it to be separable in $Y$. Let $f_{X}(X, Y), \quad f_{Y}(X, Y)$ denote partial derivatives with respect to $X, Y$, respectively. As before, let $\mathfrak{Y}$ satisfy $f(X, \mathfrak{M})=0$.

Let $D$ be the operator of differentiation with respect to $X$ in $\mathrm{F}_{\mathrm{q}}(\mathrm{X})$. Since $\boldsymbol{m}$ is separable over this field, $D$ may uniquely be extended to a derivation in $\mathrm{F}_{\mathrm{q}}(\mathrm{X}, \mathfrak{Y})$. In fact, $\mathrm{D}(\mathrm{f}(\mathrm{X}, \mathfrak{M}))=$ $f_{X}(X, \mathfrak{Y})+f_{Y}(X, \mathfrak{D}) D(D)=0$, whence

$$
\begin{equation*}
D \mathscr{D}=-f_{X}(X, \mathfrak{D}) / f_{Y}(X, D) \tag{3.1}
\end{equation*}
$$

LEMMA 3A: Suppose $0 \leq \ell \leq M$. If $a(X, Y)$ is a polynomial,
then

$$
D^{\ell}\left(f_{Y}^{2 M}(X, \mathfrak{Y}) a(X, \mathfrak{Y})\right)=f_{Y}^{2 M-2 \ell}(X, \mathfrak{Y}) a^{(\ell)}(X, \mathfrak{Y}),
$$

where $a^{(\ell)}(X, Y)$ is a polynomial with

$$
\operatorname{deg} a^{(l)} \leq \operatorname{deg} a+(2 d-3) \ell .
$$

Proof: The proof is by induction on $\ell$. If $\ell=0$, there is nothing to prove. Suppose the 1 emma holds for $\ell, 0 \leq \ell<\mathrm{M}$. Then

$$
\begin{aligned}
D^{\ell+1}\left(f_{Y}^{2 M}(X, \mathfrak{Y}) a(X, \mathfrak{Y})\right)= & D\left(f_{Y}^{2 M-2 \ell}(X, \mathfrak{Y}) a^{(\ell)}(X, \mathfrak{Y})\right) \\
= & (2 M-2 \ell) f_{Y}^{2 M-2 \ell-1}(X, \mathfrak{Y})\left(f_{Y X}(X, \mathfrak{Y})+f_{Y Y}(X, \mathfrak{Y}) D \mathfrak{Y}\right) a^{(\ell)}(X, \mathfrak{Y}) \\
& +f_{Y}^{2 M-2 \ell}(X, \mathfrak{Y})\left(a_{X}^{(\ell)}(X, \mathfrak{Y})+a_{Y}^{(\ell)}(X, \mathfrak{Y}) D \mathfrak{Y}\right)
\end{aligned}
$$

Substituting (3.1), we get

$$
\begin{aligned}
& f_{Y}^{2 M-2(\ell+1)}(X, \mathfrak{Y})\left((2 M-2 \ell) f_{Y X}(X, \mathfrak{D}) f_{Y}(X, \mathfrak{Y})-f_{Y Y}(X, \mathfrak{Y}) f_{X}(X, \mathfrak{D})\right) a^{\ell}(X, \mathfrak{Y}) \\
&\left.+a_{X}^{(\ell)}(X, \mathfrak{Y}) f_{Y}^{2}(X, \mathfrak{Y})-a_{Y}^{(\ell)}(X, \mathfrak{Y}) f_{X}(X, \mathfrak{Y}) f_{Y}(X, \mathfrak{Y})\right) \\
&\left.=f_{Y}^{2 M-2(\ell+1)}(X, \mathfrak{Y}) a^{(\ell+1)}(X, \mathfrak{Y})\right)
\end{aligned}
$$

say. It is then clear that


## ILEMMA 3B: Let

$$
f(X, Y)=Y^{d}+g_{1}(X) Y^{d-1}+\ldots+g_{d}(X)
$$

where
(3.2)

$$
\operatorname{deg} g_{i}(X) \leq i \quad(1 \leq i \leq d)
$$

Suppose

$$
f(X, Y)=\left(Y-\mathfrak{D}_{1}\right)\left(Y-\mathfrak{V}_{2}\right) \cdots\left(Y-\prod_{d}\right)
$$

If $a\left(X, Y_{1}, \ldots, Y_{d}\right)$ is a polynomial symmetric in $Y_{1}, \ldots, Y_{d}$, then

$$
a\left(x, \eta_{1}, \ldots, \eta_{d}\right)=b(x)
$$

where $b(X)$ is a polynomial with

$$
\operatorname{deg} b \leq \text { total deg } a\left(X, Y_{1}, \ldots, Y_{d}\right)
$$

Proof: Let $\delta$ denote the total degree of $a\left(X, Y_{1}, \ldots, Y_{d}\right)$. Then

$$
a\left(X, Y_{1}, \ldots, Y_{d}\right)=\sum_{v=0}^{\delta} X_{c_{v}}^{v}\left(Y_{1}, \ldots, Y_{d}\right)
$$

where $c_{v}\left(Y_{1}, \ldots, Y_{d}\right)$ is a polynomial of degree $\leqq \delta-v$, symmetric in $Y_{1}, \ldots, Y_{d}$. By Lemma 5 A , Chapter I ,

$$
c_{v}\left(Y_{1}, \ldots, Y_{d}\right)=h_{v}\left(s_{1}\left(Y_{1}, \ldots, Y_{d}\right), \ldots, s_{d}\left(Y_{1}, \ldots, Y_{d}\right)\right)
$$

Moreover, by the same lemma, any monomial ${ }^{s_{1}} 1_{s_{s}}{ }_{2} \ldots s_{d}{ }^{i}{ }_{d}$ occurring in $h_{v}\left(s_{1}, \ldots, s_{d}\right)$ has $i_{1}+2 i_{2}+\ldots+d i_{d} \leq \delta-v$. Hence in

$$
c_{v}\left(D_{1}, \ldots, g_{d}\right)=h_{v}\left(g_{1}(X), \ldots, g_{d}(X)\right),
$$

every summand $\mathrm{g}_{1}{ }^{\mathrm{i}} \mathbf{1}^{(X)} \mathrm{g}_{2}{ }^{\mathrm{i}}(\mathrm{X}) \ldots \mathrm{g}_{\mathrm{d}}(\mathrm{X})$ has degree at most

$$
i_{1}+2 i_{2}+\cdots+d i_{d} \leq \delta-v
$$

by (3.2). Therefore every summand $X^{v_{c}}{ }_{v}\left(\eta_{1}, \ldots, \eta_{d}\right)$ of $a\left(X, \eta_{1}, \ldots, \mathscr{O}_{d}\right)$ is a polynomial of degree $\leq v+\delta-v=\delta$.
84. Construction of two algebraic functions.

Let $f(Y)=a_{0} Y^{d}+a_{1} Y^{d-1}+\ldots+a_{d}=a_{0}\left(Y-y_{1}\right) \ldots\left(Y-y_{d}\right)$;
thus $y_{1}, \ldots, y_{d}$ are the roots of $f(Y)$. The discriminant $\Delta$ of $f$ is

$$
\Delta=a_{0}^{2 d-2} \prod_{1 \leqq i<j \leqq d}\left(y_{i}-y_{j}\right)^{2}
$$

It is well known (and may be deduced from Lemma 5A of Chapter I), that $\Delta$ is a polynomial of degree $2 d-2$ in the coefficients $a_{0}, \ldots, a_{d}$. Moreover, every monomial $a_{0}{ }_{0}{ }_{0}{ }_{a_{1}}{ }_{1} \ldots a_{d}{ }_{d}$ occuring in this polynomial has

$$
\begin{equation*}
i_{1}+2 i_{2}+\cdots+d i_{d}=d(d-1) \tag{4.1}
\end{equation*}
$$

Now let

$$
f(X, Y)=Y^{d}+g_{1}(X) Y^{d-1}+\ldots+g_{d}(X),
$$

with
(4.2) $\quad \operatorname{deg}_{i}(x) \leq i \quad(1 \leq i \leq d)$.

Let $\Delta(X)$ be the discriminant of $f(X, Y)$ as a polynomial in $Y$. Clearly $\Delta(X)$ is a polynomial in $X$. Moreover, by (4.1), (4.2),

$$
\begin{equation*}
\operatorname{deg} \Delta(x) \leqq d(d-1) . \tag{4.3}
\end{equation*}
$$

In what follows, we shall assume that

$$
\begin{equation*}
d \geqq 2 \tag{4.4}
\end{equation*}
$$

We may do so, since Theorem 1 A is trivial if $\mathrm{d}=1$.
Let $S$ be the set of $x \in F_{q}$ with $\Delta(x) \neq 0$. Then

$$
\begin{equation*}
q-d(d-1) \leq|\mathbb{S}| \leq q \tag{4.5}
\end{equation*}
$$

If $x \in \mathbb{E}$, the polynomial $f(x, y)$ has $d$ distinct roots
$y_{1}, \ldots, y_{d} \in \overline{F_{q}}$. We are, of course, interested in those $y^{\prime} s$ which in fact lie in $\mathrm{F}_{\mathrm{q}}$. Let $\mathcal{T}_{1}(\mathrm{x})$ be the set of those y 's among $y_{1}, \ldots, y_{d}$ which lie in $F_{q}$. Let $\mathcal{I}_{2}(x)$ consist of those y's which are not in $F_{q}$. Then for every $x \in \mathbb{S}$,

$$
\left|\mathfrak{I}_{1}(x)\right|+\left|\mathfrak{I}_{2}(x)\right|=\mathrm{d} .
$$

$$
\begin{aligned}
& \text { Define } g_{0}(X)=1 \text { and } \\
& e_{1}\left(X, Y, Y^{\prime}\right)=Y-Y^{\prime}, \\
& e_{2}\left(X, Y, Y^{\prime}\right)=\sum_{j=1}^{d} g_{d-j}(X)\left(Y^{j-1}+Y^{j-2} Y^{\prime}+\ldots+Y^{j-1}\right)
\end{aligned}
$$

Then

$$
\begin{gathered}
f(X, Y)-f\left(X, Y^{\prime}\right)=e_{1}\left(X, Y, Y^{\prime}\right) e_{2}\left(X, Y, Y^{\prime}\right) \\
\text { If } x \in \mathcal{E} \text { and } y \in \mathcal{F}_{1}(x) \cup \mathfrak{T}_{2}(x) \text {, then } \\
0=f(x, y)=(f(x, y))^{q}=f\left(x, y^{q}\right)
\end{gathered}
$$

whence

$$
0=f(x, y)-f\left(x, y^{q}\right)=\left(y-y^{q}\right) e_{2}\left(x, y, y^{q}\right)
$$

If $y \in \mathfrak{I}_{1}(x)$, then $y \in F_{q}$, so $y-y^{q}=0$; and because $y$ is
a simple root of $f(x, Y), \quad e_{2}\left(x, y, y^{q}\right) \neq 0$. If $y \in \mathcal{I}_{2}(x)$, then $y^{q} \neq y$, hence $e_{2}\left(x, y, y^{q}\right)=0$. Hence for $\lambda=1$ or $2, \mathfrak{I}_{\lambda}(x)$ is the set of $y$ with

$$
f(x, y)=0 \quad \text { and with } \quad e_{\lambda}\left(x, y, y^{q}\right)=0 .
$$

Notation: Set $\varepsilon_{1}=1, \varepsilon_{2}=d-1$. Then $e_{\lambda}$ has total degree $\varepsilon_{\lambda} \quad(\lambda=1,2)$.

LEMMA 4A: Suppose $\lambda=1$ or 2 . Let $M$ be a positive
integer with

$$
d \mid M, \quad M \geq d^{2}, \quad 2(d-1)(M+8)^{2} \leq q .
$$

Then there exists a polynomial $a(X, Y)$ such that
(i) $a(x, \mathfrak{Y}) \neq 0$,
(ii) if $a^{(l)}(X, Y)$ is defined as in Lemma 3A, then

$$
\mathrm{a}^{(\ell)}(\mathrm{x}, \mathrm{y})=0 \quad(0 \leq \ell<\mathrm{M})
$$

for $x \in \mathcal{S}$ and $y \in \mathbb{T}_{\lambda}(x)$,
(iii) $\quad \operatorname{deg} a(X, Y) \leq\left(\varepsilon_{\lambda} / d\right) q M+q(d-3 / 2)$.

Proof: The idea of the proof is similar to the ideas used to prove Lemmas $3 B$ and $9 C$ in Chapter $I$. We try

$$
a(X, Y)=\sum_{\substack{k}}^{\sum_{j=0}^{d-1} b_{j k}(X, Y) X^{q j} Y^{q k}} \begin{aligned}
& j+k \leq K
\end{aligned}
$$

with

$$
b_{j k}(X, Y)=\sum_{i=0}^{d-1} a_{i j k}(X) Y^{i},
$$

where

$$
\operatorname{deg} a_{i j k}(X) \leq(q / d)-d-i-j-k,
$$

and

$$
K=\left(\varepsilon_{\lambda} / d\right) M+d-2
$$

By Lemma 2D, if not all $a_{i j k}(X)$ are zero, then

$$
a(x, y) \neq 0
$$

Since the derivatives of $X^{q}$ and $\mathfrak{Y}^{q}$ vanish, it is clear that

$$
a^{(\ell)}(X, Y)=\sum_{\substack{k \\ j=0 \\ j+k \leqq k}}^{\substack{d-1}{ }_{j k}^{(\ell)}(X, Y) X^{q j} Y^{q k}, ~}
$$

where, by Lemma 3A,
$\operatorname{deg} b_{j k}^{(\ell)} \leq \operatorname{deg} b_{j k}+(2 d-3) \ell \leq(q / d)-d-j-k+(2 d-3) \ell$.
We want ${ }^{(\ell)}(x, y)=0$ for $0 \leq \ell<M, \quad x \in S$ and $y \in \mathcal{F}_{\lambda}(x)$.
Case 1: $\lambda=1$. Here $x, y \in F_{q}$, so $x^{q}=x$ and $y^{q}=y$.
We need to have the polynomial

$$
c^{(l)}(X, Y)=\sum_{\substack{j=0 k=0 \\ j+k \leq K}}^{d \sum_{j k}^{(\ell)}(X, Y) X^{j} Y^{k}}
$$

vanish for the pairs ( $x, y$ ) under consideration. Notice that

$$
\operatorname{deg} c^{(\ell)} \leq(q / d)+(2 d-3) \ell-2 .
$$

Case 2: $\lambda=2$. Here $x \in F_{q}, f(x, y)=0$ and $e_{2}\left(x, y, y^{q}\right)=0$.
So $\mathrm{x}^{\mathrm{q}}=\mathrm{x}$ and

$$
\begin{aligned}
0= & e_{2}\left(x, y, y^{q}\right)=y^{q(d-1)}+y^{q(d-2)} y+\cdots+y^{d-1} \\
& +g_{1}(x)\left(y^{q(d-2)}+\cdots+y^{d-2}\right)+\cdots+g_{d-1}(x) .
\end{aligned}
$$

Hence we may express $y^{q(d-1)}$ in terms of $1, y^{q}, \ldots, y^{q(d-2)}$, with coefficients which are polynomials in $x, y$ of degree at most $d-1$. That is, we need that a certain polynomial $c^{(l)}\left(\mathrm{X}, \mathrm{Y}, \mathrm{Y}^{\prime}\right)$ vanishes for $\left(x, y, y^{q}\right)$, where $c^{(\ell)}\left(X, Y, Y^{\prime}\right)$ is of degree at most $d-2$ in $\mathrm{Y}^{\prime}$, and of total degree at most $(\mathrm{q} / \mathrm{d})+(2 \mathrm{~d}-3) \ell-2$ in $\mathrm{X}, \mathrm{Y}$. In both cases, we need that a certain polynomial $\mathrm{c}^{(\ell)}\left(\mathrm{X}, \mathrm{Y}, \mathrm{Y}^{\prime}\right)$ vanishes at $\left(x, y, y^{q}\right)$, where

$$
\begin{aligned}
& \operatorname{deg} c^{(l)} \text { in } X, Y \text { together is } \leq(q / d)+(2 d-3) l-2, \\
& \operatorname{deg} c^{(l)} \text { in } \mathrm{Y}^{\prime} \text { is } \leq \varepsilon_{\lambda}-1 .
\end{aligned}
$$

We know that for a pair ( $x, y$ ) with $f(x, y)=0$,

$$
y^{d}=-g_{1}(x) y^{d-1}-\ldots-g_{d}(x),
$$

and for positive integers $t$,

$$
y^{d-1+t}=g_{1}^{(t)}(x) y^{d-1}+\cdots+g_{d}^{(t)}(x)
$$

where

$$
\operatorname{deg}_{i}^{(t)}(X) \leq t+i-1
$$

(See (2.3)). We may express $y^{d}, y^{d+1}, \ldots$ in terms of $1, y, \ldots, y^{d-1}$. Hence $c^{(\ell)}\left(x, y, y^{q}\right)=0 \quad$ precisely if a certain polynomial
$d^{(\ell)}\left(x, y, y^{q}\right)=0$, where

$$
\begin{aligned}
& \operatorname{deg}_{X} d^{(l)} \leq(q / d)+(2 d-3) \ell-2 \\
& \operatorname{deg}_{Y} d^{(l)} \leq d-1 \\
& \operatorname{deg}_{Y^{\prime}} d^{(l)} \leq \varepsilon_{\lambda}-1 .
\end{aligned}
$$

Condition (ii) of the lemma is certainly satisfied if $d^{(l)}\left(X, Y, Y^{\prime}\right)$ is identically zero for $0 \leq \ell<M$.

The number of coefficients of $d^{(\ell)}\left(X, Y, Y^{\prime}\right)$ is at most

$$
\varepsilon_{\lambda} d((q / d)+(2 d-3) \ell-1)<\varepsilon_{\lambda} q+\left(2 d^{2}-3 d\right) \varepsilon_{\lambda} \ell
$$

The number $B$ of coefficients of all polynomials $d^{(\ell)}\left(X, Y, Y^{\prime}\right)$, $0 \leq \ell<M$, satisfies

$$
B<\varepsilon_{\lambda} q M+\varepsilon_{\lambda} \frac{1}{2} M^{2}\left(2 d^{2}-3 d\right)
$$

These coefficients are linear combinations of the coefficients of the $a_{i j k}(X)$. We obtain a system of linear homogeneous equations in the as yet undetermined coefficients of the polynomials $a_{i j k}$ ( $X$ ). The number of coefficients available for $a_{i j k}$ is at least $(q / d)-d-i-j-k \geq(q / d)-d-2(d-1)-j>(q / d)-3 d-j \cdot$

Summing over $j, 0 \leq j \leq K-k$, the number of available coefficients is at least
$(q / d)(K-k+1)-3 d(K+1)-\frac{1}{2}(K-k)(K-k+1)=((q / d)-3 d)(K+1)-\frac{1}{2}(K-k)(K-k+1)-(q / d) k$.

Summing over $k, 0 \leq k \leq d-1$, the number of available coefficients is

$$
\geqq\left(q-3 d^{2}\right)(K+1)-\frac{1}{2} K^{2} d-(q / d) \frac{1}{2} d(d-1) .
$$

Summing over $i, 0 \leq i \leq d-1$, we obtain the total number $A$ of available coefficients. This number satisfies

$$
\begin{aligned}
A & >\left(q-3 d^{2}\right)(K d+d)-\frac{1}{2} q d(d-1)-\frac{1}{2} K^{2} d^{2} \\
& >\left(q-3 d^{2}\right)\left(\varepsilon_{\lambda} M+d^{2}-d\right)-\frac{1}{2} q d(d-1)-\frac{1}{2}\left(\varepsilon \lambda^{\left.M+d^{2}\right)^{2}}\right. \\
& >\varepsilon_{\lambda} q M+q\left(\frac{1}{2} d^{2}-\frac{1}{2} d\right)-\frac{1}{2} \varepsilon_{\lambda^{2}}^{2}-6 \varepsilon \lambda^{2} M d^{2}-2 \varepsilon \lambda_{\lambda} M d^{2},
\end{aligned}
$$

since $M \geqq d^{2}$ by hypothesis. In order that the polynomials
$d^{(l)}\left(X, Y, Y^{\prime}\right)$ vanish, we have to solve a homogeneous system of $B$ linear equations in $A$ variables. In order to get a non-zero solution, it is sufficient that $B<A$. We need that

$$
\frac{1}{2} \varepsilon_{\lambda} M^{2}\left(2 d^{2}-3 d+\varepsilon_{\lambda}\right)+8 \varepsilon_{\lambda} M d^{2}<\frac{1}{2} q d(d-1)
$$

Since $\varepsilon_{\lambda}=1$ or $d-1$, this inequality certainly holds if

$$
\frac{1}{2} M^{2}(d-1)\left(2 d^{2}-2 d-1\right)+8 M d^{2}(d-1)<\frac{1}{2} q d(d-1)
$$

Hence it holds if $M^{2}(d-1)+8 M d<\frac{1}{2} q$. But this is true by (4.4) and by our hypothesis that $2(d-1)(M+8)^{2} \leqq q$.

Finally,

$$
\begin{aligned}
\operatorname{deg} a(X, Y) & \leq K q+(q / d) \\
& =\left(\varepsilon_{\lambda} / d\right) q M+q(d-2+(1 / d)) \\
& \leq\left(\varepsilon_{\lambda} / d\right) q M+q(d-(3 / 2))
\end{aligned}
$$

Remark: Set

$$
c(X, Y)=f_{Y}^{2 M}(X, Y) a(X, Y)
$$

Then
(i) $c(x, \eta$ ) $\neq 0$,
(ii) if we take derivatives for $0 \leq \ell<M$, then

$$
D^{\ell} c(x, y)=f_{Y}^{2 M-2 \ell}(x, y) a^{(\ell)}(x, \mathfrak{y}) .
$$

Hence for $x \in \mathcal{E}, \quad y \in \mathcal{I}_{\lambda}(x)$, we have $D^{\ell} c(x, y)=0$.
(iii) $\operatorname{deg} c \leq\left(\varepsilon_{\lambda} / d\right) q M+q(d-(3 / 2))+2 M d$.

But if $q>250 \mathrm{~d}^{5}$, then $2 \mathrm{Md} \leq 2 \mathrm{~d} \sqrt{\mathrm{q}}=\frac{2 \mathrm{~d}}{\sqrt{q}} \mathrm{q}<\frac{1}{2} \mathrm{q}$, so that

$$
\operatorname{deg} c \leq\left(\varepsilon_{\lambda} / d\right) q M+q(d-1) .
$$

5. Construction of two polynomials.

LEMMA 5A: Suppose $M$ satisfies the conditions of Lemma 4A.
Let $\lambda=1$ or 2 be fixed. Then there exists a polynomial $r(X) \neq 0$
with
(i) $D^{\ell} r(x)=0$ for $x \in S$ and $0 \leq \ell<M\left|\mathfrak{I}_{\lambda}(x)\right|$,
(ii) $\operatorname{deg} r(X) \leq \varepsilon_{\lambda} q M+q d(d-1)$.

Proof: We have constructed $c(x, \mathfrak{Y})$ in §4. Set $r(x)=\mathbb{R}(\mathrm{c}(\mathrm{x}, \mathfrak{y}))$ ), where $\mathfrak{N}$ denotes the norm from the field $\mathrm{F}_{\mathrm{q}}(\mathrm{X}, \mathfrak{Z})$ to $\mathrm{F}_{\mathrm{q}}(\mathrm{X})$. So if $f(X, Y)=\left(Y-\eta_{1}\right)\left(Y-\bigoplus_{2}\right) \ldots\left(Y-\eta_{d}\right)$, then

$$
r(x)=\prod_{j=1}^{d} c\left(X, \mathscr{O}_{j}\right) .
$$

Now

$$
\text { (5.1) } D^{\ell}{ }^{\ell}(X)=\sum_{u_{1}+\ldots+u_{d}=\ell}\left(\frac{\ell!}{u_{1} \cdots u_{d}}\right)\left(D^{u_{1}} c\left(X, श_{1}\right)\right) \ldots\left(D^{u_{d}}\left(X, श_{d}\right)\right) .
$$

The R.H.S. of (5.1) is a symmetric polynomial in $\mathscr{D}_{1}, \ldots, \mathscr{D}_{\mathrm{d}}$; hence, a polynomial in the elementary symmetric functions of $m_{1}, \ldots, n_{d}:$

$$
D^{\ell} r(X)=k\left(X, g_{1}(X), \ldots, g_{d}(X)\right)
$$

So for $x \in F_{q}$,

$$
D_{r(x)}^{\ell}=k\left(x, g_{1}(x), \ldots, g_{d}(x)\right)
$$

If $x \in \mathbb{S}, f(x, y)$ has $d$ distinct roots $y_{1}, \ldots, y_{d} \in \bar{F}_{q}$, and $s_{i}\left(y_{1}, \ldots, y_{d}\right)=g_{i}(x)$. Therefore (5.2) $D^{\ell} r(x)=\sum_{u_{1}+\ldots+u_{d}=\ell}\left(\frac{\ell!}{u_{1}!\ldots u_{d}!}\right)\left(D^{u^{1}} c\left(x, y_{1}\right)\right) \ldots\left(D^{u_{d}} c\left(x, y_{d}\right)\right)$.
[A sophisticated reader might say that (5.2) is obtained from (5.1) by the specialization $\left.x, \eta_{1}, \ldots, M_{d} \rightarrow x, y_{1}, \ldots, y_{d}.\right]$

We have

$$
\left\{y_{1}, \ldots, y_{d}\right\}=\mathfrak{F}_{1}(x) \cup \mathfrak{F}_{2}(x)
$$

Suppose, without loss of generality, that

$$
y_{1}, \ldots, y_{t} \in \mathcal{T}_{\lambda}(x)
$$

so that $t=\left|\mathcal{F}_{\lambda}(x)\right|$. Each summand of the R.H.S. of (5.2) has

$$
u_{1}+u_{2}+\ldots+u_{t} \leq \ell
$$

Therefore for some integer $s, \quad l \leq s \leq t$,

$$
u_{s} \leq \frac{\ell}{t}=\frac{\ell}{\left|I_{\lambda}(x)\right|}<\frac{M\left|\mathfrak{I}_{\lambda}(x)\right|}{\left|\xi_{\lambda}(x)\right|}=M
$$

By part (ii) of the remark at the end of $\S 4$,

$$
D^{u_{s}}{ }_{c\left(x, y_{s}\right)}=0
$$

and each summand of (5.2) has a zero factor. Therefore for every $x \in \mathscr{S}$,

$$
D^{\ell} r(x)=0 \quad\left(0 \leq \ell<M\left|\mathfrak{F}_{\lambda}(x)\right|\right)
$$

Now

$$
r(X)=\prod_{j=1}^{d} c\left(x, D_{j}\right)
$$

is a polynomial in $x, \eta_{1}, \ldots, \eta_{d}$, which is symmetric in $\eta_{1}, \ldots, \eta_{d}$ and is of total degree at most

$$
d\left(\left(\varepsilon_{\lambda} / d\right) q M+q(d-1)\right)=\varepsilon_{\lambda} q M+q d(d-1) .
$$

Hence by Lemma 3B,

$$
\operatorname{deg} \mathbf{r}(X) \leq \varepsilon_{\lambda} q M+q d(d-1)
$$

The proof of Lemma 5 A is complete.
§6. Proof of the Main Theorem.

For the moment, we consider only the case $q=p$. For then for every $x \in \Xi$,

$$
M\left|\mathcal{L}_{\lambda}(\mathrm{x})\right| \leqq \mathrm{dM}<\mathrm{q}=\mathrm{p},
$$

and we need this in order to use Theorem $1 G$ of Chapter $I$ and to conclude that the polynomials $r_{\lambda}(X)$ constructed in Lemma $5 A$ have zeros of the desired multiplicity. The general case will be treated in $\S 9$.

Set

$$
N_{\lambda}=\sum_{x \in S}\left|\Im_{\lambda}(x)\right| \quad(\lambda=1,2)
$$

Observe that by (4.5),

$$
d(q-d(d-1)) \leq N_{1}+N_{2}=d|S| \leq d q .
$$

Clearly the number of zeros of $r_{\lambda}(X)$, counted with multiplicities, cannot exceed its degree; hence by Lemma 5A, and by Theorem 1 G of Chapter I,

$$
\mathrm{MN}_{\lambda} \leq \operatorname{deg}_{\lambda}(\mathrm{X})
$$

and

$$
N_{\lambda} \leq \frac{\operatorname{deg} r_{\lambda}(X)}{M} \leq \varepsilon_{\lambda} q+\frac{q d(d-1)}{M}
$$

Now $N_{1}$ is the number of zeros $(x, y) \in F_{q}^{2}$ with $\Delta(x) \neq 0$ of $f(X, Y)$ - In view of (4.3), we have

$$
N \leq N_{1}+d(d-1) d<q+d(d-1)(q / M)+d^{3}
$$

Also,

$$
\begin{aligned}
N \geq N_{1} & >q d-d^{3}-N_{2} \\
& \geq q d-d^{3}-(d-1) q-d(d-1)(q / M) \\
& =q-d(d-1)(q / M)-d^{3} .
\end{aligned}
$$

Therefore
(6.1)

$$
|N-q|<d(d-1)(q / M)+d^{3} .
$$

This inequality holds for all integers $M$ satisfying the conditions of Lemma $4 A$. Choose $M$ to be the multiple of $d$ with

$$
(q / 2 d)^{\frac{1}{2}}-5 d<M \leq(q / 2 d)^{\frac{1}{2}}-4 d
$$

Then since $d \geqq 2$,
or

$$
\begin{aligned}
& M \leq(q / 2 d)^{\frac{1}{2}}-8 \\
& (M+8)^{2} \leq q / 2 d,
\end{aligned}
$$

so certainly

$$
2(d-1)(M+8)^{2}<q
$$

Also,

$$
M>\left(\frac{q}{2 d}\right)^{\frac{1}{2}}\left(1-\frac{5 \sqrt{2} d^{3 / 2}}{q^{\frac{1}{2}}}\right)>\left(\frac{q}{2 d}\right)^{\frac{1}{2}} \cdot \frac{1}{2}>d^{2},
$$

since $q>250 d^{5}$. The assumption that $q>250 d^{5}$ also guarantees that

$$
\frac{5 \sqrt{2} \mathrm{~d}^{3 / 2}}{\mathrm{q}^{\frac{1}{2}}}<\frac{1}{3}
$$

By making the simple observation that if $0<x<\frac{1}{3}$, then

$$
\frac{1}{1-x}<1+\frac{3}{2} x
$$

we obtain

$$
\frac{1}{M}<\left(\frac{2 \mathrm{~d}}{\mathrm{q}}\right)^{\frac{1}{2}}\left(1+\frac{3}{2} \frac{5 \sqrt{2} \mathrm{~d}^{3 / 2}}{\mathrm{q}^{\frac{1}{2}}}\right)
$$

Finally by (6.1),

$$
\begin{aligned}
|N-q| & <\sqrt{2} d(d-1) d^{\frac{1}{2}} q^{\frac{1}{2}}\left(1+\frac{8 \sqrt{2} d^{3 / 2}}{q^{\frac{1}{2}}}\right)+d^{3} \\
& <\sqrt{2} \mathrm{~d}^{5 / 2} \mathrm{q}^{1 / 2}-\sqrt{2} \mathrm{~d}^{3 / 2} \mathrm{q}^{1 / 2}+16 \mathrm{~d}^{4}+\mathrm{d}^{3} \\
& <\sqrt{2} \mathrm{~d}^{5 / 2}{ }_{\mathrm{q}} 1 / 2
\end{aligned}
$$

But this is the assertion of Theorem 1A.

We still have the restriction that $q=p$. In the
next sections we shall define hyperderivatives in function fields in order to remove this restriction.
§7. Valuations.

Let $K$ be any field. As usual, $K^{*}$ is the multiplicative group of $K$.

Definition: A valuation is a mapping $v$ from $K^{*}$ onto the ring $\mathbf{Z}$, of integers such that
(i) $v(a b)=v(a)+v(b)$,
(ii) $v(a+b) \geq \min \{v(a), v(b)\}$,
with the additional convention that $v(0)=+\infty$.
Let $K_{0}$ be the set of $a \in K$ with $v(a) \geq 0$. It is easy to see that $K_{0}$ is a subring of $K$, and that the units of $K_{0}$ are precisely the elements $a \in K_{0}$ with $v(a)=0$.

Let $K_{1}$ be the set of $a \in K$ with $v(a) \geq 1$. It is clear that $K_{1} \subseteq K_{0}$, and that $K_{1}$ is closed under addition and subtraction. In fact, $K_{1}$ is an ideal in $K_{0}$, since if $a \in K_{0}, b \in K_{1}$, then

$$
v(a b)=v(a)+v(b) \geq 0+1=1,
$$

so that $a b \in K_{1}$. Moreover, any proper ideal in $K_{0}$ must not contain a unit, so must not contain any element a with $y(a)=0$, hence must be contained in $K_{1}$. That is, $K_{1}$ is a maximal ideal in $K_{0}$; in fact, $K_{1}$ is the unique maximal ideal in $K_{0}$. We summarize in

LEMMA 7A: Let $v$ be a valuation of a field $K$. Let $K_{0}$ be the set of $a \in K$ with $v(a) \geq 0$, and $K_{1}$ the set of $a \in K$ with $v(a) \geq 1$. Then $K_{0}$ is a subring of $K$, and $K_{1}$ is the unique maximal ideal in $K_{0}$. Hence $K_{0} / K_{1}$ is a field.

Example: Let $K=\mathbb{Q}$, and $p$ any prime. Any non-zero rational number can be written in the form $(a / b) p^{\nu}, p \nmid a b$, where $\nu$ is unique. Put

$$
v\left((a / b) p^{\nu}\right)=v .
$$

Then it is easy to check that $v$ is a valuation. Now $Q_{0}$ is the ring consisting of zero and of elements $(a / b) p^{\nu}$ with $\nu \geq 0$, and $\mathbb{Q}_{1}$ is the unique maximal ideal in $Q_{0}$, consisting of zero and of elements $(a / b) p^{\nu}$ with $\nu \geq 1$. A complete set of representatives of $\mathbb{Q}_{0}$ modulo $\mathbb{Q}_{1}$ is $\{0,1,2, \ldots, p-1\}$. For if $(a / b) p^{\nu} \in \mathbb{Q}_{0}$, pick the integer $x$ in $\{0, \overline{1}, \ldots, p-1\}$ with

$$
a p^{\nu} \equiv b x \quad(\bmod p)
$$

Then $\frac{a}{b} p^{\nu}-x=\frac{a p^{\nu}-b x}{b} \in \mathbb{Q}_{1}$, so that $x$ lies in the same coset modulo $\mathbb{Q}_{1}$ as $(a / b) p^{V}$. It follows that $\mathbb{Q}_{0} / \mathbb{Q}_{1}$ is a field with p elements, whence

$$
\mathbb{Q}_{0} / Q_{1} \cong F_{p}
$$

LEMMA 7B: Suppose $K$ is a field with a valuation $v$, and $\varphi$
is a homomorphism from $K_{0}$ onto a field $F$ with kernel $K_{1}$. Let
$X$ be a variable. Then there exists an extension $v^{\prime}$ of $v$ to
$K(X)$ with $v^{\prime}(X)=0$, and an extension $\varphi^{\prime}$ of $\varphi$ where
$\varphi^{\prime}:(K(X))_{0} \rightarrow F(X)$, such that $\varphi^{\prime}(X)=X, \quad \varphi^{\prime} \quad$ is onto, and the $\underline{\text { kernel of }} \varphi^{\prime}$ is $(K(X))_{1}$.

Proof: First define $\varphi^{\prime}$ on $K_{0}[x]$ by

$$
\varphi^{\prime}\left(a_{0}+a_{1} x+\cdots+a_{t} X^{t}\right)=\varphi\left(a_{0}\right)+\varphi\left(a_{1}\right) X+\cdots+\varphi\left(a_{t}\right) X^{t}
$$

It is clear that $\varphi^{\prime}$ is a homomorphism and that $\varphi^{\prime}$ extends $\varphi$. Next, define $v^{\prime}$ on $K[X]$ by

$$
v^{\prime}\left(a_{0}+a_{1} x+\cdots+a_{t} X^{t}\right)=\min \left(v\left(a_{0}\right), \ldots, v\left(a_{t}\right)\right)
$$

Clearly,

$$
v^{\prime}(f(X)+g(X)) \geq \min \left(v^{\prime}(f(X)), v^{\prime}(g(X))\right)
$$

We claim that

$$
\begin{equation*}
v^{\prime}(f(X) g(X))=v^{\prime}(f(X))+v^{\prime}(g(X)) \tag{7.1}
\end{equation*}
$$

There exists an element $p \in K$ with $v(p)=1$, since $v$ is onto. Put

$$
\begin{aligned}
& \hat{\mathrm{f}}(\mathrm{X})=\mathrm{p}^{-\mathrm{v}^{\prime}(\mathrm{f})} \mathrm{f}(\mathrm{X}) \\
& \hat{g}(\mathrm{X})=\mathrm{p}^{-\mathrm{v}^{\prime}(\mathrm{g})} \mathrm{g}(\mathrm{X})
\end{aligned}
$$

Then $v^{\prime}(\hat{f})=v^{\prime}(\hat{g})=0$, and it suffices to show that $v^{\prime} \hat{(\hat{f g})}=0$, since then

$$
v^{\prime}(f g)=v^{\prime}(f)+v^{\prime}(g)+v^{\prime}(\hat{f} \hat{g})=v^{\prime}(f)+v^{\prime}(g)
$$

We may therefore assume without loss of generality that $v^{\prime}(f)=$ $v^{\prime}(g)=0$. We wish to show $v^{\prime}(f g)=0$. But since $v^{\prime}(f)=0$, $f(X) \in K_{0}[X]$, and similarly $g(X) \in K_{0}[X]$; therefore $f(X) g(X) \in K_{0}[X]$,
and $v^{\prime}(f g) \geq 0$. Suppose we had $v^{\prime}(f g) \geq 1$. Then $f(X) g(X) \in K_{1}[X]$ and

$$
\varphi^{\prime}(f) \varphi^{\prime}(g)=\varphi^{\prime}(f g)=0
$$

So either $\varphi^{\prime}(f)=0$ or $\varphi^{\prime}(g)=0$, hence either $v^{\prime}(f) \geq 1$ or $\mathrm{v}^{\prime}(\mathrm{g}) \geq 1$, which is a contradiction. Therefore $\mathrm{v}^{\prime}(\mathrm{fg})=0$. The proof of (7.1) is complete.

Hence if in general $\mathrm{v}^{\prime}$ is defined by

$$
v^{\prime}\left(\frac{f(X)}{g(X)}\right)=v^{\prime}(f(X))-v^{\prime}(g(X)),
$$

then $v^{\prime}$ becomes a valuation of $K(X)$.
To further extend $\varphi$, notice that every element of $(K(X))_{0}$ is of the form $(f(X) / g(X))$, where $v^{\prime}(f) \geq 0$ and $v^{\prime}(g)=0$. (If necessary, multiply both $f$ and $g$ by a suitable power of $p \in K$, where $v(p)=1)$. Define $\varphi^{\prime}$ on $(K(X))_{0}$ by

$$
\varphi^{\prime}\left(\frac{f(X)}{g(X)}\right)=\frac{\varphi^{\prime}(f(X))}{\varphi^{\prime}(g(X))}
$$

It is easy to check that $\psi^{\prime}$ is a well-defined homomorphism from $(K(X))_{0}$ onto $F(X)$ with kernel $(K(X))_{1}$.

Example: Let $K=\mathbb{Q}$. Write every non-zero rational as $\frac{a}{b} 3^{\nu}$ where $3 X a b$, and define

$$
v\left(\frac{a}{b} 3^{\nu}\right)=v
$$

Then, for example,

$$
\mathrm{v}^{\prime}\left(\frac{5 \mathrm{x}+6}{\mathrm{X}^{2}+4}\right)=0-0=0, \quad \varphi^{\prime}\left(\frac{5 \mathrm{X}+6}{\mathrm{X}^{2}+4}\right)=\frac{2 \mathrm{X}}{\mathrm{X}^{2}+1}
$$

LEMMA 7C: Let $v$ be a valuation of a field $K$ Let $\varphi$ be a homomorphism of $K_{0}$ onto $F$, with kerne1 $K_{1} \cdot$ Let $\prod$ be algebraic over $F$. Then there exists an element $\hat{\eta}$ which is algebraic over $K$, such that $\hat{\eta}$ is separable over $K$ if $\eta$ is separable over $F$. There exists a valuation $v^{\prime \prime}$ of $K\left(\hat{T_{1}}\right)$, with $\mathrm{v}^{\prime \prime}(\hat{\Pi})=0$, extending v ; and there is a homomorphism $\varphi^{\prime \prime}$ of $K(\hat{\eta})$ onto $F(\eta)$ extending $\varphi$, such that the kernel of $\varphi^{\prime \prime}$ is $K(\hat{\Pi})_{1}$.


Proof: Let $f(X)$ be the irreducible defining polynomial of $\eta$ over $F$. We may choose $f(X)$ to have leading coefficient 1 . Let $\hat{f}(X)$ be a polynomial in $K_{0}[X]$ with the same degree as $f$, leading coefficient 1 , and with $\varphi^{\prime}(\hat{f}(X))=f(X)$, where $\varphi^{\prime}$ is the epimorphism constructed in Lemma 7B.

We claim that $\hat{f}(X)$ is irreducible over $K$. Suppose, by way of contradiction, that $\hat{f}(X)=\hat{f}_{1}(X) \hat{f}_{2}(X)$ is a proper factorization. We may assume that $v^{\prime}\left(\hat{f}_{1}\right) \geq 0$ and $v^{\prime}\left(\hat{f}_{2}\right) \geq 0$. (Otherwise, multiply by appropriate powers of an element $p$ of $K$ with $v(p)=1$.) Then $\hat{f}_{1}, \hat{f}_{2} \in K_{0}[x]$, and

$$
f=\varphi^{\prime}(\hat{f})=\varphi^{\prime}\left(\hat{f}_{1}\right) \varphi^{\prime}\left(\hat{f}_{2}\right)=f_{1} f_{2}
$$

provides a proper factorization of $f$, which gives a contradiction.
Pick a root, say $\hat{\eta}$, of $\hat{f}(X)$. It is clear that if $\eta$ is separable over $F$, then $\hat{\Pi}$ is separable over $K$.

$$
\begin{aligned}
& \text { Now define } \varphi^{\prime \prime} \text { on } K_{0}[\hat{\eta}] \text { by } \\
& \varphi^{\prime \prime}\left(a_{0}+a_{1} \hat{\eta}+\cdots+a_{t} \hat{\eta}^{t}\right)=\infty\left(a_{0}\right)+\varphi\left(a_{1}\right) \eta+\ldots+\varphi\left(a_{t}\right) \eta^{t} .
\end{aligned}
$$ $0^{\prime \prime}$ is a homomorphism onto $\mathrm{F}[\eta]=\mathrm{F}(\eta)$. Also define $\mathrm{v}^{\prime \prime}$ on K (n) by

$$
v^{\prime \prime}\left(a_{0}+a_{1} \hat{\eta}+\ldots+a_{d-1} \hat{\eta}^{d-1}\right)=\min \left\{v\left(a_{0}\right), v\left(a_{1}\right), \ldots, v\left(a_{d-1}\right)\right\}
$$

where

$$
d=\text { degree of } \eta \text { over } F=\text { degree of } \hat{\eta} \text { over } K
$$

It is easily verified that $v^{\prime \prime}$ is a valuation of $K(\hat{\Pi})$, extending $v$. The proof that for $\alpha, \beta \in K(\hat{\eta})$,

$$
\mathrm{v}^{\prime \prime}(\alpha \beta)=\mathrm{v}^{\prime \prime}(\alpha)+\mathrm{v}^{\prime \prime}(\beta)
$$

goes as the proof of (7.1) in Lemma 7B. The rest of Lemma 7C now follows after noting that $K(\hat{\eta}))_{0}=K_{0}[\hat{\eta}]$.

Example: Let $K=Q$, and $p$ a prime. We define as before, $v\left(\frac{a}{b} p^{\nu}\right)=\nu \quad$ if $p X a b$.

We have seen that there is a homomorphism $\varphi$ from $\mathbb{R}_{0}$ onto $F_{p}$ with kernel $\mathbb{Q}_{1}$. The field $F_{q}$ where $q=p^{K}$, is of the type $\mathrm{F}_{\mathrm{q}}=\mathrm{F}_{\mathrm{p}}(\eta)$, with $\eta$ separable algebraic of degree $k$. Let $\hat{\eta}$ be chosen as in the lemma and write $N=Q(\hat{\Pi})$. Then there is a valuation $v^{\prime \prime}$ of the field $N=Q(\hat{\Pi})$ extending $v$. Also there is a homomorphism $\varphi^{\prime \prime}$ from $N_{0}$ onto $\mathrm{F}_{\mathrm{q}}$ with kernel $\mathrm{N}_{1}$.

$$
\begin{aligned}
& \mathrm{v} \|^{Q} \subseteq \mathrm{~N}=\mathrm{Q}(\hat{\mathrm{q}}) \\
& \mathbb{Z} \cup\{\infty\}=\mathbb{Z} \cup\{\infty\} \\
& \left.\varphi\right|^{Q} \subseteq \varphi^{N_{0}} \\
& \mathscr{T} U\{\infty\}=\mathbb{Z} \cup\{\infty\} \quad \mathrm{F}_{\mathrm{p}} \subseteq \mathrm{~F}_{\mathrm{q}}
\end{aligned}
$$

Remark. It is clear that $N$ is a number field of degree $K$. Also, experts in algebraic number theory will say that $p$ is "inertial" in $N$.

The assertions of the following exercises will not be needed in the sequel.

Exercise 1. Show that every field of characteristic $p \neq 0$ is the homomorphic image of an integral domain of characteristic 0 . (For general fields, an appeal to Zorn's Lemma is necessary. It is not necessary for fields which are finitely generated over $\mathrm{F}_{\mathrm{p}}$ ).

Exercise 2. Let $v$ be a valuation of a field K. Given a monic polynomial $f(Y)=Y^{d}+a_{1} Y^{d-1}+\ldots+a_{d}$ with coefficients
 $1 \leqq i \leqq d$
nomials $f, g$, we have $\psi(f g)=\min (\psi(f), \psi(g))$. Deduce that if $\operatorname{deg} f=d$ and $\psi(f)=m / d$ with $(m, d)=1$, then $f$ is irreducible. (If $K=F(X)$ and if $v(a(X) / b(X))=\operatorname{deg} b(X)-\operatorname{deg} a(X)$, these results reduce to Theorem 1B, Lemma lC. If $K=\mathbb{Q}$ and if $\mathrm{v}((\mathrm{a} / \mathrm{b}) \mathrm{p} \nu)=\nu$, our irreducibility criterion yields Eisenstein's criterion.)

## §8. Hyperderivatives again.

In $\S 6$ of Chapter $I$ we defined hyperderivatives for polynomials. In the present section we shall more generally define hyperderivatives for algebraic functions. For another approach to hyperderivatives (Hasse derivatives) see Hasse (1936 a) , Teichmiiller (1936).

Let $F_{q}$ be a finite field of characteristic $p$. We have a valuation of $Q$ given by

$$
v\left(\frac{a}{b} p^{\nu}\right)=\nu \quad \text { if } \quad p \nmid a b
$$

Associated with this valuation $v$ of $Q$ is a homomorphism $\varphi$ from $\mathbb{Q}_{0}$ onto $F_{p}$ with kernel $\mathbb{Q}_{1}$. We can then by Lemma 7 C find a field $N \supseteq Q$ such that $v$ can be extended to a valuation $\dot{v}^{\prime}$ of $N$, and by Lemma 7 B further extended to a valuation $\mathrm{v}^{\prime \prime}$ of $\mathrm{N}(\mathrm{X})$. Moreover,
$\varphi$ can be extended to a homomorphism $\varphi^{\prime}$ from $N_{0}$ onto $F_{q}$ with kernel $N_{1}$, and $\varphi^{\prime}$ can be extended to a homomorphism $\varphi^{\prime \prime}$ from $N(X)_{0}$ onto $F_{q}(X)$ with kernel $N(X)_{1}$. Suppose $f(X, Y) \in F_{q}[X, Y]$ is an irreducible polynomial which is separable in $Y$. Let $\mathfrak{Y}$ be an algebraic function with $f(X, \mathfrak{D})=0$. Then there is by Lemma 7C an element $\hat{\Re})$ which is separable algebraic over $N(X)$, such that we may extend $v^{\prime \prime}$ to a valuation $v^{\prime \prime \prime}$ of $N(X, \hat{D})$, and $\varphi^{\prime \prime}$ to a homomorphism $\varphi^{\prime \prime \prime}$ from $N(X, \hat{\mathfrak{D}})_{0}$ onto $F_{q}(X, \mathfrak{Y})$ having kernel $N(X, \hat{\mathfrak{Y}})_{1}$.


Hereafter, $v, v^{\prime}, v^{\prime \prime}, v^{\prime \prime \prime}$ are all denoted by $v$, and $\varphi, \varphi^{\prime}, \varphi^{\prime \prime}$, $\varphi^{\prime \prime \prime}$ are all denoted by $\varphi$. Elements in fields of characteristic zero will be written as $\hat{\eta}, \hat{U}, \hat{a}(X)$, etc.

Let $D$ be the differentiation operctor on $N(X)$. $D$ may be extended to a derivation on $N(X, \hat{M})$, since the extension $N(X, \hat{M})$ over $N(X)$ is separable. We introduce an operator $E^{(\ell)}$ on $N(X, \hat{\eta}) \quad$ by

$$
E^{(\ell)}(\hat{u})=\frac{1}{\ell!} D^{\ell}(\hat{U})
$$

One verifies immediately that

$$
\left.(8.1) E^{(\ell)}\left(\hat{u}_{1} \ldots \hat{u}_{t}\right)=\sum_{u_{1}+\ldots+u_{t}=\ell}\left(E^{\left(u_{1}\right)} \hat{(\hat{u}}_{1}\right)\right) \ldots\left(E^{\left(u_{t}\right)}\left(\hat{u}_{t}\right)\right) .
$$

LEMMA 8A: For any $\hat{\mathfrak{U}} \in N(X, \hat{\mathscr{y}})$,

$$
v\left(E^{(l)}(\hat{u})\right) \geq v(\hat{u}) . \quad(\ell=0,1,2, \ldots)
$$

Proof: The proof is by induction on $\ell$. The case $\ell=0$ is trivial. To go from $\ell-1$ to $\ell$, we consider three cases.
(i) The lemma is obvious if $\hat{U} \in N[X]$.
(ii) Suppose $\hat{u} \in N(X)$. Let $\hat{u}=\hat{f}(X) / \hat{g}(X)$, so that $\hat{f}(X)=\hat{g}(X) \hat{u}$. By (8.1),

$$
\begin{equation*}
E^{(l)} \hat{(f(X))}=\sum_{j=0}^{\ell}\left(E^{(l-j)} \hat{g}(X)\right) E^{(j)} \hat{\mathfrak{u}} . \tag{8.2}
\end{equation*}
$$

Since $\hat{f}(X), \hat{g}(X) \in N[X]$ and by induction on $\ell$, the left hand side of (8.2) and every summand on the right hand side of (8.2), except possibly the summand $\hat{g}(X) E^{(\ell)} \hat{\mathfrak{U}}$, has a valuation $\geqq \quad v(\hat{f}(X))=v(\hat{g}(X))$ $+v(\hat{u})$. Hence also $v\left(\hat{g}(X) E^{(\ell)} \hat{u}\right) \geqq v(\hat{g}(X))+v(\hat{u})$, which yields $v\left(E^{(\ell)} \hat{\mathfrak{u}}\right) \geqq v(\hat{\mathfrak{a}})$.
(iii) Any $\hat{U} \in N(X, \hat{M})$ may be written as

$$
\hat{\mathfrak{u}}=\hat{r}_{0}(X)+\hat{r}_{1}(X) \hat{\mathfrak{m}}+\cdots+\hat{\mathbf{r}}_{\mathrm{d}-1}(\mathrm{X}) \hat{\mathfrak{M}}^{\mathrm{d}-1}
$$

with $\hat{r}_{0}(X), \hat{r}_{1}(X), \ldots, \hat{r}_{d-1}(X) \in N(X)$. Since

$$
v(\hat{d})=\min \left\{v\left(\hat{r}_{0}(X)\right), \ldots, v\left(\hat{r}_{d-1}(X)\right)\right\}
$$

it suffices to show that for $0 \leq i \leq d-1$,

$$
v\left(E^{(l)}\left(\hat{r}_{i}(X) \hat{\eta}^{i}\right)\right) \geq v\left(\hat{r}_{i}(X) \hat{\eta}^{i}\right)=v\left(\hat{r}_{i}(X)\right)
$$

Applying (8.1) to the product $\hat{r}_{i}(X) \hat{\mathfrak{Y}}^{i}=\hat{r}_{i}(X) \hat{\mathfrak{Y}} \ldots \hat{\mathfrak{Y}}$, it becomes clear that we need only show that

$$
\left.\mathrm{v}\left(\mathrm{E}^{(\mathrm{l})} \hat{\mathfrak{D}}\right)\right) \geq 0 .
$$

Let

$$
f(X, Y)=Y^{d}+g_{1}(X) Y^{d-1}+\ldots+g_{d}(X) .
$$

Now $\hat{\mathfrak{Q}}$ was constructed as the root of a polynomial

$$
\hat{f}(X, Y)=Y^{d}+\hat{g}_{1}(X) Y^{d-1}+\ldots+\hat{g}_{d}(X)
$$

where $\varphi\left(\hat{g}_{\mathbf{i}}(\mathrm{X})\right)=\mathrm{g}_{\mathrm{i}}(\mathrm{X}) \quad(1 \leqq \mathrm{i} \leqq \mathrm{d})$. We have
(8.3)

$$
0=\hat{f}(X, \hat{\mathfrak{Y}})=\sum_{i=0}^{d} \hat{g}_{d-i}(X) \hat{\mathscr{G}}^{i},
$$

and by (8.1),
$\left.E^{(l)}\left(\hat{g}_{d-i}(X) \hat{\mathscr{g}}^{i}\right)=E^{(l)}\left(\hat{g}_{d-i}(X) \hat{M}\right) \ldots \hat{\eta}\right)$

$$
\begin{aligned}
& =\sum^{u_{0}+\ldots+u_{i}=\ell} E^{\left(u_{0}\right)}\left(\hat{g}_{d-i}(X)\right) E^{\left(u_{1}\right)}(\hat{n)}) \ldots E^{\left(u_{i}\right)}(\hat{n)}) \\
& =\sum_{u_{0}+\ldots+u_{i}=\ell} \hat{S}^{\hat{S}\left(u_{0}, \ldots, u_{i}\right)}
\end{aligned}
$$

say. Collecting the terms where one of $u_{1}, \ldots, u_{i}$ equals $\ell$, we obtain

$$
\begin{aligned}
& \left.\hat{i g}_{d-i}(X) \hat{\mathscr{V}}^{i-1}{ }_{E}^{(l)} \hat{(1)}\right)+\quad \hat{S}\left(u_{0}, u_{1}, \ldots, u_{i}\right) . \\
& u_{0}+\ldots+u_{i}=\ell \\
& u_{1}, u_{2}, \ldots, u_{i}<\ell
\end{aligned}
$$

Hence by (8.3),

$$
\begin{gathered}
\left.0=E^{(\ell)} \hat{(j)}\right) \hat{f}_{Y}(X, \hat{y})+\sum_{i=0}^{d} \sum_{u_{0}+\ldots+u_{i}=\ell} \hat{E}\left(u_{0}, \ldots, u_{i}\right) . \\
u_{1}, \ldots, u_{i}<\ell
\end{gathered}
$$

But by induction hypothesis, every summand, except possibly the first one, has a valuation $\geqq 0$. Hence also the first one has, i.e.,

$$
\mathrm{v}(\mathrm{E}(\mathrm{l}) \hat{\mathfrak{P})}))+\mathrm{v}\left(\hat{\mathrm{f}}_{\mathrm{Y}}(\mathrm{X}, \hat{\mathfrak{D}})\right) \geq 0
$$

Since $\hat{f}$ has coefficients in $N_{0}$,

$$
v\left(\hat{f}_{Y}(X, \hat{Y})\right) \geq 0
$$

But $\varphi\left(\hat{f}_{Y}(X, \hat{M})\right)=f_{Y}(X, \mathfrak{V}) \neq 0$, and hence

$$
\begin{equation*}
\mathrm{v}\left(\hat{\mathrm{f}}_{Y}(\mathrm{X}, \hat{\mathfrak{Y}})\right)=0, \tag{8.4}
\end{equation*}
$$

since otherwise $\hat{f}_{Y}(X, \hat{M}) \in N(X, \hat{\mathscr{D}}){ }_{1}(=$ kernel of $\varphi)$, a contradiction. It follows that

$$
\left.\mathrm{v}\left(\mathrm{E}^{(l)} \hat{\mathrm{D}}\right)\right) \geq 0,
$$

and the proof of the lemma is complete.
We are going to define operators $E^{(\ell)}$ on $F_{q}(X, \mathscr{G})$. Suppose $u \in F_{q}(x, \mathfrak{y})$. Then there exist $\hat{\mathfrak{U}} \in N(X, \hat{Y}){ }_{0}$ with $\varphi(\hat{U})=u$. By Lemma 8A,

$$
v\left(E{ }^{(\ell)}(\hat{u})\right) \geq v(\hat{u}) \geq 0,
$$

whence $E^{(l)}(\hat{\mathfrak{U}}) \in N(X, \hat{\mathfrak{Z}})_{0}$. Define $E^{(l)}$ on $F_{q}(X, \mathfrak{Y})$ by

$$
E^{(l)}(\mu)=\varphi\left(E^{(l)}(\hat{\mu})\right) .
$$

The new operators $E^{(l)}$ are well-defined, because if $\varphi\left(\hat{u}_{1}\right)=\varphi\left(\hat{u}_{2}\right)=u$, then $\varphi\left(\hat{u}_{1}-\hat{u}_{2}\right)=0$, whence

$$
v\left(E^{(\ell)}\left(\hat{u}_{1}\right)-E^{(l)}\left(\hat{u}_{2}\right)\right)=v\left(E^{(\ell)}\left(\hat{u}_{1}-\hat{\mathfrak{u}}_{2}\right)\right) \geq v\left(\hat{u}_{1}-\hat{u}_{2}\right) \geq 1,
$$

so that $\varphi\left(E^{(l)}\left(\hat{u}_{1}\right)-E^{(l)}\left(\hat{u}_{2}\right)\right)=0$,
whence

$$
\varphi\left(E^{(l)}\left(\hat{U}_{1}\right)\right)=\varphi\left(E^{(l)}\left(\hat{U}_{2}\right)\right)
$$

An immediate consequence of our definition and the formula (8.1) for $E^{(\ell)}$ in $N(X, \hat{T})$ is


Remark: In the definition of the operators $E^{(\ell)}$ on $F_{q}(X, \eta)$, we constructed the field $N(X, \hat{D})$, which is not uniquely determined by $\quad F_{q}(X, D)$, Conceivably, the operators $E^{(l)}$ could depend on this construction. In fact, the operators $E^{(\ell)}$ are independent of the construction.

A sketch of the proof is as follows. We proceed by induction on $\ell$. In the step from $\ell-1$ to $\ell$ we consider three cases, which are analogous to those in the proof of Lemma 8A.
(i) $U \in F_{q}[X]$. In this case it is easily seen that our hyperderivatives coincide with those defined in 86 of Chapter I. Incidentally, we note for later that Theorem 6D of Chapter is valid.
(ii) $\mathcal{U} \in F_{q}(X) \cdot$ Say $\mathcal{U}=f(X) / g(X) . \quad B y$ (8.5) and in complete analogy with (8.2),

$$
E^{(\ell)} f(X)=\sum_{j=0}^{\ell}\left(E^{(l-j)} g(X)\right) E^{(j)} \mathcal{U}^{l}
$$

Since $f(X), g(X) \in F_{q}[X]$, and by induction on $\ell$, the left hand side and every summand on the right hand side, except possibly the summand $g(X) E^{(\ell)} U$, is independent of our construction. Hence also this summand, whence also $E^{(l)} \mathcal{U}$, is independent of our construction.
(iii) $\mathbb{U} \in \mathrm{F}_{\mathrm{q}}(\mathrm{X}, \mathfrak{D})$. The argument is analogous to that in part (iii) of Lemma 8A.

LEMMA 8B: Let $\mathfrak{U} \in \mathrm{F}_{\mathrm{q}}(\mathrm{X}, \mathfrak{D})$. Suppose $0<\ell<\mathrm{p}^{\boldsymbol{H}}$. Then $E^{(l)}\left(\right.$ d $\left.^{\mu}\right)=0$.

Proof: Pick $\hat{\mathfrak{u}} \in N(X, \hat{Y}\}){ }_{0}$ with $\varphi(\hat{u})=\mathbb{U}$. "Then

$$
\left.\left.E^{(\ell)}\left(\hat{\mu}^{\mu}\right)=\frac{1}{\ell!} \mathrm{D}^{(\ell)} \hat{\mathrm{u}}^{\mathrm{p}^{\mu}}\right)=\frac{\mathrm{p}^{\mu}}{\ell}\left(\frac{1}{(\ell-1)!} \mathrm{D}^{(\ell-1)} \hat{\mu}^{\mathrm{p}^{\mu}-1} \mathrm{D} \hat{\mathrm{U}}\right)\right)
$$

We have

$$
\begin{aligned}
& v\left(\frac{1}{(\ell-1)!} D^{(\ell-1)}\left(\hat{\mathfrak{M}}^{\mu}-1_{D} \hat{\mathfrak{U}}\right)\right)=v\left(E^{(\ell-1)}\left(\hat{\mathfrak{u}}^{\mathrm{p}^{\mu}-1}{ }_{\mathrm{D}} \hat{\mathfrak{U}}\right)\right) \\
& \geq v\left(\hat{\mathfrak{u}}^{\hat{\mu}^{\mu}-1} \mathrm{D} \hat{\mathfrak{d}}\right) \geq 0 .
\end{aligned}
$$

Since $0<\ell<p^{\mu}, \quad v\left(\frac{p^{\mu}}{\ell}\right)>0$. Therefore $v\left(E^{(\ell)} \hat{\mathcal{L}}^{p^{\mu}}\right)>0$, so that

$$
E^{(l)}\left(\mathfrak{U}^{\mathrm{p}^{\mu}}\right)=\varphi\left(\mathrm{E}^{(l)} \hat{\mathfrak{U}}^{\mathrm{p}^{\mu}}\right)=0 .
$$

§9. Removal of the condition that $q=p$.

We prove the analogue to Lemma 3A:

LEMMA 9A: Let $f(X, Y)$ and $\mathfrak{D}$ be given as usual. Let $M$ be a positive integer and $a(X, Y)$ a polynomial. Then for $0 \leq \ell \leq M$,

$$
\begin{equation*}
\left.E^{(l)} f_{Y}^{2 M}(X, \mathfrak{D}) a(X, \mathfrak{D})\right)=f_{Y}^{2 M-2 l}(X, \mathfrak{D}) a^{(l)}(X, \mathfrak{D}) \tag{9.1}
\end{equation*}
$$

where $a^{(\ell)}(X, Y)$ is a polynomial with

$$
\operatorname{deg} a^{(\ell)}(X, Y) \leq \operatorname{deg} a(X, Y)+(2 d-3) \ell
$$

Proof: Find a polynomial $\hat{a}(X, Y)$ in $N_{0}[X, Y]$, of the same degree as $a(X, Y)$, with $\left.\varphi(\hat{a}(X, Y))=a(X, Y)^{\dagger}\right)$. Lemma 3A did not depend on the ground field $F_{q}$. If we apply this lemma to $D^{\ell}\left(\hat{\mathrm{f}}_{\mathrm{Y}}^{2 \mathrm{M}}(\mathrm{X}, \hat{\mathfrak{D}}) \hat{\mathrm{a}}(\mathrm{X}, \mathfrak{Y})\right)$ and divide by $\ell:$, we obtain (9.2)

$$
E^{(l)}\left(\hat{f}_{Y}^{2 M}(x, \hat{y}) \hat{a}(x, \hat{y})\right)=\hat{f}_{Y}^{2 M-2 l}(x, \hat{y}) \hat{a}^{(l)}(x, \hat{y})
$$

where

$$
\operatorname{deg} \hat{\mathbf{a}}^{(\ell)}(\mathrm{X}, \mathrm{Y}) \leq \operatorname{deg} \hat{a}(X, Y)+(2 d-3) \ell .
$$

We may suppose that $\hat{a}^{(\ell)}(X, Y)$ is of degree at most $d-1$ in $Y$, because we may use the relation $\hat{f}(X, \hat{\mathscr{V}})=0$ to express $\hat{\mathscr{V}}^{d}, \hat{\mathscr{V}}^{d+1}, \ldots$, etc., as linear combinations of $1, \hat{\mathfrak{n}}, \ldots, \hat{\mathfrak{Y}}^{\mathrm{d}-1}$. This process does not increase the total degree of the polynomial.

We have

$$
v\left(\hat{\mathrm{f}}_{Y}^{2 \mathrm{M}-2 \ell}\left(\mathrm{X}, \hat{\mathfrak{Y})} \hat{\mathrm{a}}^{(l)}(\mathrm{X}, \hat{\mathrm{D}})\right) \geq 0\right.
$$

but $v\left(\hat{f}_{Y}(X, \hat{\mathfrak{D}})\right)=0$ by (8.4), whence $v\left(\hat{a}^{(l)}(X, \hat{M})\right) \geq 0$. Let

$$
\left.\hat{a}^{(l)}(x, \hat{\mathfrak{Y}})=\hat{b}_{0}(X)+\hat{b}_{1}(X) \hat{n}\right)+\cdots+\hat{b}_{d-1}(X) \hat{y}^{d-1} ;
$$

then by our definition of $v$ on $N(X, \hat{V})$,

$$
\mathrm{v}\left(\hat{\mathrm{~b}}_{\mathrm{i}}(\mathrm{X})\right) \geq 0 \quad(0 \leq \mathrm{i} \leq \mathrm{d}-1)
$$

Thus $\hat{a}^{(l)}(X, Y)$ lies in $N_{0}[X, Y]$. We may therefore apply $\varphi$ to $\hat{a}^{(\ell)}(\mathrm{X}, \mathrm{Y})$; let

$$
\mathrm{a}^{(\ell)}(\mathrm{X}, \mathrm{Y})=\varphi\left(\hat{\mathrm{a}}^{(l)}(\mathrm{X}, \mathrm{Y})\right) .
$$

Applying $\varphi$ to (9.2), we obtain (9.1).
We wish to prove the analogue of Lemma 4 A , where the higher derivatives $D^{\ell}$ are replaced by the operators $E^{(l)}$. We set
${ }^{\dagger}$ Clearly $\varphi$ may be extended not only to $N_{0}[x]$, but also in an obvious way to $N_{0}[X, Y]$.

$$
\begin{aligned}
h(X, Y, Z, W)= & \sum_{j=0}^{K} \sum_{k=0}^{d-1} b_{j k}(X, Y) Z^{j_{W} k}, \\
& j+k \leqq K
\end{aligned}
$$

and put $a(X, Y)=h\left(X, Y, X^{q}, Y^{q}\right)$. We are interested in

$$
\left.\mathrm{E}^{(\ell)}\left(\mathrm{f}_{\mathrm{Y}}^{2 \mathrm{M}}(\mathrm{X}, \mathfrak{Y}) a(\mathrm{X}, \mathfrak{Y})\right)\right)=\mathrm{f}_{\mathrm{Y}}^{2 M-2 \ell}(\mathrm{X}, \mathfrak{Y}) \mathrm{a}^{(\ell)}(\mathrm{X}, \mathfrak{Y})
$$

But

$$
a^{(\ell)}(X, \mathfrak{P})=\sum_{\substack{k \\ j=0}}^{\sum_{k=0}^{d-1} b_{j k}^{(\ell)}(x, \mathfrak{Y}) x^{q j_{\mathfrak{Y}}} q^{q k} ;}
$$

this follows from (8.5) and the fact that if $m<M \leq q=p^{k}$, then by Lemma 8B,

$$
E^{(m)}\left(X^{q, j}\right)=0, \quad E^{(m)}\left(\eta^{q k}\right)=0
$$

The remainder of the proof is exactly the same as the proof of Lemma 4A. In this way we obtain an analogue to Lemma 4A.

The rest of the proof of Theorem 1 A in the general case is carried out exactly as in the special case $q=p$. No further difficulties arise. But of course we have to use Theorem 6D of Chapter I instead of Theorem 1 G of Chapter I.

References: Chevalley (1935), Warning (1935), Weil (1949), Borevich \& Shafarevich (1966), Ax (1964), Joly (1973).
§ 1 . Theorems of Chevalley and Warning.

We adopt the notation $\underset{=}{X}=\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ for an $n$-tuple of variables, and $\underset{=}{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ for on $n$-tuple in $F_{q}^{n}$ or $\bar{F}_{q}^{n}$, i.e. a point of $\mathrm{F}_{\mathrm{q}}^{\mathrm{n}}$ or $\overline{\mathrm{F}}_{\mathrm{q}}^{\mathrm{n}}$.

LEMMA 1A: Suppose $u$ is an integer with $0 \leq u<q-1$. Then

$$
\sum_{x \in F_{q}} x^{u}=0
$$

Proof: If $u=0$,

$$
\sum_{x \in F_{q}} x^{0}=\sum_{x \in F_{q}} 1=q \cdot 1=0
$$

If $0<u<q-1$, let $a$ be a generator of the cyclic group $F_{q}^{*}$. Since a has order $q-1$, it follows that $a^{u} \neq 1$. But as $x$ runs through $F_{q}$, then so does ax, so that

$$
\sum_{x \in F_{q}} x^{u}=\sum_{x \in F_{q}}(a x)^{u}=a^{u} \sum_{x \in F_{q}} x^{u} .
$$

The result follows immediately.

LEMMA 1B: Suppose $f(\underset{=}{X})=f\left(X_{1}, \ldots, X_{n}\right)$ is of total degree $\mathrm{d}<\mathrm{n}(\mathrm{q}-1)$. Then

$$
\sum_{x \in F_{q}} f(x)=0
$$

Proof: By linearity, it is clear that we may restrict our attention to the case where $f(\underset{=}{x})=X_{1}^{u_{1}} X_{2}^{u_{2}} \ldots X_{n}^{u_{n}}$. Then

$$
\sum_{\underline{x} \in F_{q}^{n}} f(\underset{=}{x})=\prod_{i=1}^{n}\left(\sum_{x_{i} \in F_{q}} x_{i}^{u_{i}}\right)
$$

But since $u_{1}+u_{2}+\ldots+u_{n}=d<n(q-1)$, there is $a u_{j}$ with $n u_{j} \leq d<n(q-1)$, whence with $u_{j}<q-1$. By Lemma la,

$$
\sum_{\mathrm{x}_{\mathrm{j}} \in \mathrm{~F}_{\mathrm{q}}} \mathrm{x}_{\mathrm{j}}^{\mathrm{u}}=0
$$

and the desired conclusion follows.

THEOREM 1C: (Warning's Theorem). Let $F_{q}$ be of characteristic $p$. Let $f_{1}(\underset{=}{X}), \ldots, f_{t}(\underset{=}{X})$ be polynomials in $F_{q}[\underset{=}{X}]$ of total degrees $d_{1}, \ldots, d_{t}$, respectively, and suppose that

$$
\begin{equation*}
\mathrm{d}=\mathrm{d}_{1}+\ldots+\mathrm{d}_{\mathrm{t}}<\mathrm{n} \tag{1.1}
\end{equation*}
$$

Then the number $N$ of common zeros of $f_{1}, \ldots, f_{t}$ satisfies

$$
N \equiv 0(\bmod p)
$$

Proof: Introduce the polynomial

$$
g(X)=\left(1-f_{1}^{q-1}(\underset{=}{X})\right) \ldots\left(1-f_{t}^{q-1}(\underset{=}{X})\right)
$$

Then $g$ has total degree $d(q-1)<n(q-1)$, so that by Lemma $1 B$,

$$
\sum_{\underline{x} \in F_{n}} g(x)=0
$$

On the other hand, for any $\underset{=}{x} \in{\underset{F}{q}}_{n}^{n}$, we have $f_{i}^{q-1}(\underline{\underline{x}})=1$, unless $f_{i}(\underset{=}{x})=0$. Hence $g(\underset{=}{x})=0$, unless $\underset{=}{x}$ is a common zero of $f_{1}, \ldots, f_{t}$, in which case $g(\underset{\underline{x}}{\underline{x}})=1$. Therefore

$$
0=\sum_{\substack{x}} \underset{F_{\mathrm{q}}}{ } \mathrm{~g}(\underline{\mathrm{x}})=\mathrm{N} .
$$

It follows that $N \equiv 0(\bmod p)$.

Theorem 1C was proved by Warning in (1935). The next theorem was conjectured by E. Artin in 1934, and was proved prior to Warning's Theorem.

THEOREM 1D: (Chevalley (1935)) . Let $f(\underset{=}{X})$ be a form of degree $\mathrm{d}<\mathrm{n}$. Then f has a non-trivial zero in $\mathrm{F}_{\mathrm{q}}^{\mathrm{n}}$.
 If $N$ is the number of zeros of $f$ in $\mathrm{F}_{\mathrm{q}}^{\mathrm{n}}$, then $\mathrm{N} \geq 1$. But since $d<n$, Theorem lC says that $p$ divides $N$, so that in fact $N \geq p$. Therefore the number of non-trivial zeros of $f$ in $F_{q}$ is

$$
N-1 \geq p-1 \geq 1
$$

Remark: Theorems $1 \mathbf{C}$ and 1 D are no longer true when $\mathrm{d}=\mathrm{n}$. For any positive integer $n$ and any prime power $q$, let $\omega_{1}, \ldots, \omega_{n}$ be a basis of $\underset{q}{ }{ }_{q}$ n over $F_{q}$. Let

$$
g(\underset{=}{x})=\prod_{j=0}^{n-1}\left(\omega_{l}^{q^{j}} x_{1}+\cdots+\omega_{n}^{q^{j}} x_{n}\right)
$$

Observe that $g(\underset{=}{X})$ is a polynomial in $n$ variables of total degree $n$. By Theorem 1E of Chapter $I$, the elements $\omega_{i}^{q^{j}} \quad(0 \leq j \leq n-1)$ are the conjugates of $\omega_{i}$. Since $g(\underset{=}{X})$ is evidently invariant under the Galois group of $\underset{q}{ }{ }_{q}$ over $F_{q}$, it has coefficients in $F_{q}$. Moreover, if $\underset{\underline{x}}{ }=\left(x_{1}, \ldots, x_{n}\right) \in F_{q}^{n}$ and $\xi=\omega_{1} x_{1}+\ldots+\omega_{n} x_{n}$, then $g(\underline{x})$ is the norm $\mathbb{N}(\xi)$ of $\xi$. Hence if $\underset{\sim}{x} \in F_{q}^{n}$ and $\underset{\underline{x}}{\underline{0}} \underline{\underline{0}}$, then $\xi \neq 0$, whence

$$
\mathbf{g}(\underline{\underline{x}})=\mathfrak{N}\left(\omega_{1} x_{1}+\cdots+\omega_{n} x_{n}\right)=\mathfrak{N}(\xi) \neq 0 .
$$

Therefore $g(\underline{X})$ has only the trivial zero. So $N=1$ and $N \neq 0(\bmod p) \cdot$

THEOREM 1E: (Warning's Second Theorem) (Warning (1935)). Under the hypothesis of Theorem 1 C , if $\mathrm{N}>0$, then

$$
\mathrm{N} \geq \mathrm{q}^{\mathrm{n}-\mathrm{d}}
$$

Given a subspace $S$ of $F_{q}^{n}$ and an element $\underset{=}{t} \in F_{q}^{n}$, let

$$
\mathrm{W}=\mathrm{S}+\stackrel{\mathrm{t}}{\underline{\mathrm{t}}}
$$

be the set of points $\underset{\underline{s}}{+} \underset{=}{t}$ with $\underset{=}{s} \in S$. Such a set $W$ will be called a linear manifold. The subspace $S$ (but not $\underset{=}{t}$ ) is determined by $W$, and we may say that $W$ is obtained from $S$ by a translation. The dimension of $W$ is by definition the dimension of $S$. Two linear manifolds of the same dimension are said to be parallel if they are obtained from the same subspace $S$.

In what follows, $V$ will be the set of $\underset{=}{x} \in F_{q}^{n}$ with $f_{1}(\underline{x})=\cdots=f_{t}(\underline{x})=0$.

LEMMA 1F: If $W_{1}$ and $W_{2}$ are two parallel linear manifolds, then $\left|w_{1} \cap v\right| \equiv\left|w_{2} \cap v\right| \quad(\bmod p)$.

Proof: Since the case where $W_{1}=W_{2}$ is obvious, we may assume that $W_{1} \neq W_{2}$. Moreover, after a linear change of coordinates, we may suppose that

$$
w_{1}=\left\{\left(x_{1}, \ldots, x_{n}\right): 0=x_{1}=x_{2}=\ldots=x_{n-d}\right\}
$$

and

$$
w_{2}=\left\{\left(x_{1}, \ldots, x_{n}\right): \dot{l}_{1}=x_{1}, 0=x_{2}=\ldots=x_{n-d}\right\}
$$

Now write

$$
r(x)=x^{q-1}-1=\prod_{a \in F_{q}^{*}}(x-a)
$$

and

$$
\begin{gathered}
\mathrm{g}(\mathrm{X})=(-1)^{\mathrm{n}-d_{r}\left(X_{2}\right) \ldots r\left(X_{n-d}\right)} \prod^{a \neq 0,1}\left(X_{1}-a\right) . \\
a \in F_{q}
\end{gathered}
$$

It may be seen that $g(\underset{=}{X})$ is a polynomial of total degree $(n-d)(q-1)-1$, with the property that

$$
g(\underset{=}{=})=\left\{\begin{aligned}
-1 & \text { if } \underset{=}{x} \in W_{1}, \\
1 & \text { if } \underset{=}{x} \in W_{2}, \\
0 & \text { otherwise } .
\end{aligned}\right.
$$

Put

$$
h(X)=\left(I-f_{1}^{q-1}(\underset{=}{X})\right) \ldots\left(1-f_{t}^{q-1}(\underset{\underline{X}}{\underline{X}})\right) g(\underset{=}{X})
$$

$h(X)$ is a polynomial in $n$ variables of total degree

$$
(n-d)(q-1)-1+d(q-1)=n(q-1)-1<n(q-1)
$$

Furthermore,

$$
h(\underset{=}{x})=\left\{\begin{aligned}
-1 & \text { if } \underset{=}{x} \in W_{1} \cap V, \\
1 & \text { if } \underset{=}{x} \in W_{2} \cap V, \\
0 & \text { otherwise. }
\end{aligned}\right.
$$

Hence

$$
\sum_{\underset{x}{x} \in F_{z}^{n}} n(x)=\left|w_{2} \cap v\right|-\left|w_{1} \cap v\right|
$$

But Lemma lB is applicable to $h(\underset{X}{X})$, and yields

$$
\left|w_{1} \cap v\right| \equiv\left|w_{2} \cap v\right| \quad(\bmod p)
$$

Proof of Theorem IE: There are two cases.
Case 1: There exists a linear manifold $W$ of dimension $d$ such that

$$
|W \cap v| \not \equiv 0 \quad(\bmod p)
$$

By Lemma IF, if $W^{\prime}$ is any linear manifold of dimension $d$ parallel to $W$, then

$$
\begin{equation*}
\left|w^{\prime} \cap v\right| \not \equiv 0 \quad(\bmod p) \tag{1.2}
\end{equation*}
$$

There are exactly $q^{n-d}$ parallel linear manifolds (including $W$ itself), and they form a partition of $F_{q}^{n}$. Since by (1.2) each contains at least one point of $V$, we have

$$
N=|V| \geq q^{n-d}
$$

Case 2: For all linear manifolds $W$ of dimension $d$,

$$
|w \cap v| \equiv 0 \quad(\bmod p)
$$

Since by hypothesis, $V$ contains at least one point, there exists an integer $m, l \leq m \leq d$, with two properties:
(i) For every linear manifold $M$ of dimension $m$,

$$
|M \cap V| \equiv 0 \quad(\bmod p)
$$

(ii) There is a linear manifold $L$ of dimension $m-1$ such that

$$
|L \cap V| \not \equiv 0 \quad(\bmod p)
$$

Fix one such linear manifold $L$.

Given a set $A$ and a subset $B$, write $A \sim B$ for the complement of $B$ in $A$. Consider the linear manifolds $M$ of dimension $m$ containing $L$; of these there are exactly

$$
\frac{q^{n-m+1}-1}{q-1}=q^{n-m}+\cdots+q+1
$$

We have $|M \cap V| \equiv 0(\bmod p)$ but $|L \cap V| \neq 0(\bmod p)$, whence $|(\mathrm{M} \sim \mathrm{L}) \cap \mathrm{V}| \not \equiv 0 \quad(\bmod \mathrm{p}) \quad$ and

$$
|(\mathrm{M} \sim \mathrm{~L}) \cap \mathrm{V}| \geq 1 .
$$

But the sets $M \sim L$ form a partition of $F_{q} \sim \sim L$; thus

$$
N=|V|>q^{n-m}+\ldots+q+1>q^{n-d}
$$

THEOREM $1 \mathrm{G}^{*}:(\mathrm{J} . \mathrm{Ax}(1964)) \quad$ Make the same hypotheses as in Theorem 1C. Let $b$ be an integer, $b<n / d$. Then

$$
N \equiv 0 \quad\left(\bmod q^{b}\right)
$$

This is a great improvement over Theorem lC. The proof of this theorem will not be included in these lectures. See Ax's original paper or Joly (1973), Chapter 7.
§2. Quadratic forms.
Let $K$ be a field whose characteristic is not 2 . A quadratic
form $f$ over $K$ is a polynomial over $K$ of the type

$$
f(\underset{\underline{X}}{\mathrm{X}})=\mathrm{f}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{n}}\right)=\sum_{\mathcal{j}} a_{i k} \mathrm{X}_{\mathrm{i}} \mathrm{X}_{\mathrm{k}},
$$

where $a_{i k}=a_{k i}$. The determinant of $f$, abbreviated det $f$, is the determinant of the $(n \times n)$-matrix of coefficients of $f$ : $\operatorname{det} f=$ $\operatorname{det}\left(\mathrm{a}_{\mathrm{ik}}\right)$. We say that $\mathrm{f}(\underset{=}{\mathrm{X}})$ is nondegenerate if $\operatorname{det} \mathrm{f} \neq 0$. Let $M^{t}$ denote the transpose of a matrix $M$. If we take

$$
A=\left(\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
a_{21} & & & \vdots \\
\vdots & & & \vdots \\
a_{n 1} & \ldots \ldots . a_{n n}
\end{array}\right), \quad \underset{=}{x}=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right), \quad x^{t}=\left(X_{1}, x_{2} \ldots x_{n}\right),
$$

then $A=A^{t}$ and $f(\underset{=}{X})={\underset{X}{t}}^{t} \underset{=}{X}$.
Now let $f(X)$ and $g(X)$ be two quadratic forms over $K$. we say that $f(\underset{=}{X})$ is equivalent to $g(\underset{=}{X})$, written $f(\underset{=}{X}) \sim g(X)$, if there is a non-singular matrix $T$ such that $g(\underset{\underline{X}}{(X X)}=f(\underset{=}{(T X})$.

It is clear that $" \sim$ is an equivalence relation. If $f$ has the matrix $A$, and if $g(\underset{\sim}{x})=f(T X)$, then $g$ has the matrix $T^{t} A T$ and

$$
\operatorname{det} g=\operatorname{det} f .(\operatorname{det} T)^{2}
$$

If $f(\underset{=}{X}) \sim g(X)$ and $f(\underset{=}{X})$ is nondegenerate, then $g(\underset{X}{X}$ is also nondegenerate and $\operatorname{det} f / \operatorname{det} g \in\left(K^{*}\right)^{2}$; that is, $\operatorname{det} f / \operatorname{det} g$ is a non-zero square in $K$.

Suppose $a \in K, a \neq 0$. We say that a quadratic form $f(\underline{X})$ represents $a$ if there are $x_{1}, \ldots, x_{n}$ in $K$ so that $f\left(x_{1}, \ldots, x_{n}\right)=a$. We say $f\left(\underset{=}{(x)}\right.$ represents zero if there are $x_{1}, \ldots, x_{n}$ in $K$, with $\left(x_{1}, \ldots, x_{n}\right) \neq(0, \ldots, 0)$, such that $f\left(x_{1}, \ldots, x_{n}\right)=0$. clearly, equivalent forms represent the same elements of $K$.

## LEMMA 2A: Suppose that a quadratic form $f(X)$ represents a

 non-zero element $a \in K$. Then for some quadratic form $g$ in $n-1$ variables,$$
f\left(x_{1}, \ldots, x_{n}\right) \sim a x_{1}^{2}+g\left(x_{2}, \ldots, x_{n}\right)
$$

Proof: Let $A$ be the matrix of coefficients of $f(X)$. By hypothesis, there exists an $\underset{=}{x} \in K^{n}$ with $f(\underset{=}{x})={\underset{x}{x}}^{t} A \underset{=}{x}=$ a. Since $\underset{=}{x} \neq 0$, it is clearly possible to select a non-singular matrix

$$
C=\left(\begin{array}{cccc}
x_{1} & c_{12} & \cdots & c_{1 n} \\
\vdots & & & \vdots \\
x_{n} & c_{n 2} & \cdots & c_{n n}
\end{array}\right)
$$

with entries in $K$. Now $f(C X)=X_{=}^{t} C^{t} A C X$, and it is easy to see that the entry in the upper left corner of $C^{t} A C$ is ${\underset{x}{t}}^{t} A \underset{=}{x}=a$.

Therefore for certain $b_{2}, \ldots, b_{n}$,

$$
\begin{aligned}
& f\left(X_{1}, \ldots, X_{n}\right) \sim a X_{1}^{2}+2 b_{2} X_{1} X_{2}+\ldots+2 b_{n} X_{1} X_{n}+h\left(X_{2}, \ldots, X_{n}\right) \\
& \quad=a\left(X_{1}+\left(b_{2} / a\right) x_{2}+\ldots+\left(b_{n} / a\right) x_{n}\right)^{2}+g\left(X_{2}, \ldots, X_{n}\right)
\end{aligned}
$$

After making the non-singular transformation $X^{\prime}=X_{1}+\left(b_{2} / a\right) X_{2}+$ $\ldots+\left(b_{n} / a\right) x_{n}, x_{2}^{\prime}=x_{2}, \ldots, x_{n}^{\prime}=x_{n}$, we see that

$$
f\left(X_{1}, \ldots, x_{n}\right) \sim a x_{1}^{2}+g\left(X_{2}, \ldots, X_{n}\right)
$$

A quadratic form $f(\underset{=}{X})$ is called diagonal if $f(X)=a_{1} X_{1}^{2}+\ldots$ $a_{n} X_{n}^{2}$.

LEMMA 2B: Every quadratic form is equivalent to a diagonal form.

Proof: The proof is by induction on $n$. If $n=1$, then $f(\underset{=}{X})=a_{11} X_{1}^{2}$ is always in diagonal form. Suppose the lemma holds for forms in $n-1$ variables. Let $f\left(\underset{\underline{X}}{(X)}=f\left(X_{1}, \ldots, X_{n}\right)\right.$ be a form in $n$ variables. The lemma is true if $f(\underset{=}{X})=0$. Otherwise either some $a_{i i} \neq 0$, in which case $f$ represents $a_{i i} \neq 0$. or all $a_{i i}$ are zero, but some $a_{i j}=a_{j i} \neq 0$. Then $f$ represents $2 a_{i j}$, since $f\left(0, \ldots, l_{i}, \ldots, l_{j}, \ldots, 0\right)=2 a_{i j}$. Hence $f$ represents some non-zero element a , and

$$
f \sim a x_{1}^{2}+g\left(x_{2}, \ldots, x_{n}\right)
$$

by Lemma 2A. By induction, $g \sim a_{2} X_{2}^{2}+\ldots+a_{n} X_{n}^{2}$, and

$$
f \sim a x_{1}^{2}+a_{2} x_{2}^{2}+\cdots+a_{n} x_{n}^{2}
$$

## LEMMA 2C: If a nondegenerate quadratic form represents zero,

 then it represents every element of the field K .Proof: Let $f(\underset{=}{(X)}$ be a nondegenerate quadratic form over $K$ which represents zero. By using equivalence, we may suppose that f(X) is diagonal:

$$
f(\underset{=}{x})=f\left(x_{1}, \ldots, x_{n}\right)=a_{1} x_{1}^{2}+\ldots+a_{n} x_{n}^{2} .
$$

Since $f(\underset{\sim}{X})$ is nondegenerate, $a_{1} \neq 0, \ldots, a_{n} \neq 0$. Since $f(\underset{=}{(X)}$ represents zero, there exist $n \geq 2$ elements $x_{1}, \ldots, x_{n}$ in $K$, not all zero, with

$$
f(x)=f\left(x_{1}, \ldots, x_{n}\right)=a_{1} x_{1}^{2}+\ldots+a_{n} x_{n}^{2}=0 .
$$

Without loss of generality, we may assume $\mathrm{x}_{1} \neq 0$. Put $\mathrm{y}_{1}=\mathrm{x}_{1}(1+\mathrm{t})$, $y_{2}=x_{2}(1-t), \ldots, y_{n}=x_{n}(1-t)$, with $t \in K$ to be determined.

Then

$$
\begin{gathered}
f\left(y_{1}, \ldots, y_{n}\right)=2 t\left(a_{1} x_{1}^{2}-a_{2} x_{2}^{2}-\ldots-a_{n} x_{n}^{2}\right) \\
=4 t a_{1} x_{1}^{2} .
\end{gathered}
$$

Now if $a \in K^{*}$ and if we set $t=a /\left(4 a_{1} x_{1}^{2}\right)$, we obtain $f\left(y_{1}, \ldots, y_{n}\right)=a$ Thus $f$ represents a.

We now return to our general theme by focusing attention on quadratic forms over a finite field. Since it was necessary that we require char $K \neq 2$ in this section, we consider finite fields $F_{q}$ with $q$ odd. Suppose $d \in F_{q}^{*}$. We introduce the notation:

$$
\left(\frac{d}{q}\right)=\left\{\begin{array}{ccc}
1 & \text { if } & d \in\left(\mathrm{~F}_{\mathrm{q}}^{*}\right)^{2} \\
-1 & \text { if } & 1 \vDash\left(\mathrm{~F}_{\mathrm{q}}^{*}\right)^{2}
\end{array}\right.
$$

Suppose $f_{1}(X)$ and $f_{2} \xrightarrow[=]{(X)}$ are equivalent nondegenerate quadratic forms over $F_{q}$ with respective determinants $d_{1}$ and $d_{2}$. Then $d_{1} / d_{2} \in\left(F_{q}^{*}\right)^{2}$, whence $\left(\frac{d_{1}}{q}\right)=\left(\frac{d_{2}}{q}\right)$. That is, the symbol $\left(\frac{d}{q}\right)$ is invariant under equivalence.

LEMMA 2D: Let $f\left(X_{1}, \ldots, X_{n}\right), n \geq 3$, be a nondegenerate quadratic form over $\mathrm{F}_{\mathrm{q}}$, where q is odd. Then

$$
f\left(x_{1}, \ldots, x_{n}\right) \sim x_{1} x_{2}+h\left(x_{3}, \ldots, x_{n}\right)
$$

Proof: By Chevalley's Theorem (Theorem 10), $f(\underset{\sim}{x})$ has a nontrivial zero in $F_{q}$; i.e., $f(X)$ represents zero. By Lemma 2C, $f(\underset{=}{X})$ represents $1 \in F_{q}$. By Lemma $2 A, f(\underset{=}{X}) \sim X_{1}^{2}+g\left(X_{2}, \ldots, X_{n}\right)$ for some form $g$. Hence $X_{1}^{2}+g\left(X_{2}, \ldots, X_{n}\right)$ represents zero, so there exist $x_{1}, \ldots, x_{n} \in F_{q}$, not all zero, with

$$
x_{1}^{2}+g\left(x_{2}, \ldots, x_{n}\right)=0
$$

If $x_{1} \neq 0$, then $g$ represents $-x_{1}^{2}$, hence $g$ represents $\mathbf{- 1}$. If $x_{1}=0$, then $g$ represents zero, and therefore, by Lemma $2 C$, g again represents -1. By Lemma 2A,

$$
g\left(x_{2}, \ldots, x_{n}\right) \sim-x_{2}^{2}+h\left(x_{3}, \ldots, x_{n}\right)
$$

whence

$$
\begin{aligned}
f\left(x_{1}, \ldots, x_{n}\right) & \sim x_{1}^{2}-x_{2}^{2}+h\left(x_{3}, \ldots, x_{n}\right) \\
& \sim x_{1} x_{2}+h\left(x_{3}, \ldots, x_{n}\right)
\end{aligned}
$$

Now let $N_{n}$ be the number of zeros in $\mathrm{F}_{\mathrm{q}}^{\mathrm{n}}$ of $\mathrm{f}\left(\mathrm{X}_{1}, \ldots, X_{n}\right)$, and let $N_{n-2}$ be the number of zeros in $F_{q}^{n-2}$ of $h\left(X_{3}, \ldots, X_{n}\right)$. In order to find the relation between $N_{n}$ and $N_{n-2}$, we observe that $f\left(X_{1}, \ldots, X_{n}\right)$ and $X_{1} X_{2}+h\left(X_{3}, \ldots, X_{n}\right)$ must have the same number of zeros, since they are equivalent.

We first count solutions of

$$
x_{1} x_{2}+h\left(x_{3}, \ldots, x_{n}\right)=0
$$

with $h\left(x_{3}, \ldots, x_{n}\right)=0$, hence with $x_{1} x_{2}=0$. The number of possibilities for $x_{3}, \ldots, x_{n}$ is $N_{n-2}$, the number of possibilities for $x_{1}, x_{2}$ is $2 q-1$, so that altogether we obtain

$$
(2 q-1) N_{n-2}
$$

We next count solutions with $h\left(x_{3}, \ldots, x_{n}\right) \neq 0$. The number of possibilities for $x_{3}, \ldots, x_{n}$ is $q^{n-2}-N_{n-2}$, and for given $x_{3}, \ldots x_{n}$, the number of possibilities for ${ }^{x_{1}}, x_{2}$ is $q-1$, so that we get

$$
(q-1)\left(q^{n-2}-N_{n-2}\right)
$$

such solutions. Adding these two numbers, we obtain

$$
\begin{equation*}
N_{n}=q^{n-1}-q^{n-2}+q N_{n-2} \tag{2.1}
\end{equation*}
$$

THEOREM 2E: Let $f\left(\underset{=}{(X)}=f\left(X_{1}, \ldots, X_{n}\right)\right.$ be a nondegenerate quadratic form of determinant $d$ over $F_{q}, q$ odd. Then the number $N$ of zeros of $f(X)$ in $F_{q}$ is given by
(2.2) $N= \begin{cases}q^{n-1}, & \text { if } n \text { is odd, } \\ q^{n-1}+(q-1) q^{(n-2) / 2}\left(\frac{(-1)^{n / 2} d}{q}\right), & \text { if } n \text { is even. }\end{cases}$

Proof: Suppose $n$ is odd. If $n=1, f(X)=a X^{2}$, and $N=1$. If $n \geqq 3$, we may suppose that $f=X_{1} X_{2}+h\left(X_{3}, \ldots, X_{n}\right)$. If the theorem holds for $n-2$, then $N_{n-2}=q^{n-3}$ and by (2.1),

$$
\begin{aligned}
N & =q^{n-1}-q^{n-2}+q N_{n-2} \\
& =q^{n-1}-q^{n-2}+q \cdot q^{n-3} \\
& =q^{n-1} .
\end{aligned}
$$

Now suppose $n$ is even. If $n=2, f\left(X_{1}, X_{2}\right)$ is equivalent to a nondegenerate diagonal form

$$
a_{1} x_{1}^{2}+a_{2} x_{2}^{2}=a_{1}\left(X_{1}^{2}+\left(a_{2} / a_{1}\right) X_{2}^{2}\right)
$$

and $\left(\frac{-d}{q}\right)=\left(\frac{-a_{1} a_{2}}{q}\right)$. If $\left(\frac{-d}{q}\right)=-1$, then $\left(\frac{-a_{1}{ }_{2}}{q}\right)=-1$, whence $\left(\frac{-\left(a_{2} / a_{1}\right)}{q}\right)=-1$. If $\left(x_{1}, x_{2}\right)$ were a non-trivial zero of $f\left(X_{1}, X_{2}\right)$, then $x_{1}^{2}=-\left(a_{2} / a_{1}\right) x_{2}^{2}$, which is impossible. Therefore $f\left(X_{1}, X_{2}\right)$ has only the trivial zero; i.e. $N=1$, which agrees with (2.2). If $\left(\frac{-d}{q}\right)=+1$, then in a similar way $\left(\frac{-\left(a_{2} / a_{1}\right)}{q}\right)=+1$, and we see that $x_{1}^{2}=-\left(a_{2} / a_{1}\right) x_{2}^{2}$ has $2(q-1)$ non-trivial solutions $\left(x_{1}, x_{2}\right)$. Therefore $N=1+2(q-1)=2 q-1$, again agreeing with (2.2). If $n \geqq 4$, we may suppose that $f=X_{1} X_{2}+h\left(X_{3}, \ldots, X_{n}\right)$ 。 Observe that the determinant of $h$ is minus that of $f$. Now suppose
the theorem holds for $n-2$. Then

$$
\begin{aligned}
N_{n} & =q^{n-1}-q^{n-2}+q N_{n-2} \\
& =q^{n-1}-q^{n-2}+q\left(q^{n-3}+(q-1) q^{(n-4) / 2}\left(\frac{(-1)^{(n-2) / 2}(-d)}{q}\right)\right) \\
& =q^{n-1}+(q-1) q^{(n-2) / 2}\left(\frac{(-1)^{n / 2} d}{q}\right)
\end{aligned}
$$

§3. Elementary upper bounds. Projective zeros.

LEMMA 3A: Let $f\left(X_{1}, \ldots, X_{n}\right)$ be a non-zero polynomial over $F_{q}$ of total degree $d$. Then the number $N$ of zeros of $f\left(X_{1}, \ldots, X_{n}\right)$ in $F_{q}^{n}$ satisfies

$$
\mathrm{N} \leq \mathrm{dq}^{\mathrm{n}-1}
$$

If $f\left(X_{1}, \ldots, X_{n}\right)$ is homogeneous, then the number of its non-trivial zeros is at most $d\left(q^{n-1}-1\right)$.

Proof: If $d=0, f$ is a non-zero constant and has no zeros.
If $d=1$, then

$$
f\left(X_{1}, \ldots, x_{n}\right)=a_{1} x_{1}+\ldots+a_{n} X_{n}+c
$$

and $N=q^{n-1}$. If $f$ is homogeneous of degree $d=1$, then $c=0$ and the number of non-trivial zeros of $f$ is $q^{n-1}-1$. If $n=1$, then clearly $N \leq d$. If $n=1$ and $f$ is homogeneous, then $f$ can have no non-trivial zeros.

We have shown that the lemma holds if $d \leq 1$ or if $n=1$. We proceed by "double induction". Suppose $n>1, d>1$, and the lemma is true for polynomials in at most $n$ variables of degree less
than $d$, and the lemma is true for polynomials in less than $n$ variables of degree at most $d$. We must prove the lemma for a polynomial $f\left(X_{1}, \ldots, X_{n}\right)$ in $n$ variables of degree $d$. There are two cases.

Case 1: $f\left(X_{1}, \ldots, X_{n}\right)$ is not divisible by $X_{1}-x$ for any $x \in F_{q}$. Then for any $x \in F_{q}, f\left(x, X_{2}, \ldots, X_{n}\right)$ is a non-zero polynomial of degree at most $d$ in $n-1$ variables. By the inductive hypothesis, the number of zeros $\left(x_{2}, \ldots, x_{n}\right) \in F_{q}^{n-1}$ of $f\left(x, X_{2}, \ldots, X_{n}\right)$ is at most $\mathrm{dq}^{n-2}$. But we have $q$ choices for $x \in F_{q}$, so that $N \leq q_{d q}{ }^{n-2}=d q^{n-1}$.

By the same reasoning, the number of zeros of $f\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ with $x_{i} \neq 0$ is at most $(q-1) d q^{n-2}$. If $f\left(X_{1}, \ldots, X_{n}\right)$ is homogeneous, then so is $f\left(0, X_{2}, \ldots, X_{n}\right)$, and the number of non-trivial zeros of $f\left(0, X_{2}, \ldots, X_{n}\right)$ is at most $d\left(q^{n-2}-1\right)$ by induction. Therefore the total number of non-trivial zeros of $f\left(X_{1}, \ldots, X_{n}\right)$ is

$$
\begin{aligned}
& \leq d(q-1) q^{n-2}+d\left(q^{n-2}-1\right) \\
& =d\left(q^{n-1}-1\right) .
\end{aligned}
$$

Case 2: $f\left(X_{1}, \ldots, X_{n}\right)$ is divisible by $X_{1}-x$ for some $x \in F_{q}$. Then $f(\underset{=}{X})=\left(X_{1}-x\right) g(X)$, where $g$ is a non-zero polynomial in at most $n$ variables of degree at most $d-1$. We immediately see that

$$
N \leq q^{n-1}+(d-1) q^{n-1}=d q^{n-1}
$$

If $f$ is homogeneous, then necessarily $x=0$ and $f(X)=X_{1} g(X)$. The number of non-trivial zeros of $f$ is

$$
\begin{aligned}
& \leq\left(q^{n-1}-1\right)+(d-1)\left(q^{n-1}-1\right) \\
& =d\left(q^{n-1}-1\right) .
\end{aligned}
$$

Remark: If $f(\underset{=}{X})=\left(X_{1}-c_{1}\right)\left(X_{1}-c_{2}\right) \ldots\left(X_{1}-c_{d}\right)$ where $c_{1}, c_{2}, \ldots, c_{d}$ are distinct elements of $F_{q}$, then $N=d q{ }^{n-1}$.
However, for homogeneous polynomials, our estimate is in general not best possible
$K^{n}$, where $K$ is a field, is called $n$-dimensional space over $K$, or more precisely, n-dimensional affine space over $K$. On the other hand, n-dimensional projective space over $K$ by definition consists of non-zero $(n+1)$ - tuples $\left(x_{0}, x_{1}, \ldots, x_{n}\right)$ with components in $K$, and with proportional ( $n+1$ ) - tuples considered equal. A point in projective space is called "finite" if it is represented by $\left(x_{0}, x_{1}, \ldots, x_{n}\right)$ with $x_{0} \neq 0$. Every finite point of projective space may be uniquely represented by some $\left(1, y_{1}, \ldots, y_{n}\right)$. Hence there is a 1-1 correspondence between finite points of projective space and points of affine space. Points of projective space represented by $\left(0, x_{1}, \ldots, x_{n}\right)$ are called "infinite points", or "points at infinity".

Now suppose $f(\underset{=}{X})$ is a polynomial of degree $d>0$, say

$$
f(X)=f\left(X_{1}, \ldots, X_{n}\right)=\sum_{i_{1}+\ldots+i_{n} \leq d} a_{i_{1}, i_{2}, \ldots, i_{n}}{x_{1}{ }^{i_{1}} X_{2}^{i_{2}} \ldots X_{n}^{i}{ }^{i_{n}} .}
$$

Associate with $f(\underset{\sim}{X})$ the form

$$
f^{*}\left(X_{0}, x_{1}, \ldots, x_{n}\right)=\sum_{i_{0}+i_{1}+\ldots+i_{n}=d}{ }^{a_{i_{1}}, i_{2}}, \ldots, i_{n} X_{0}^{i_{0}}{ }_{x_{1}}{ }_{1}{ }_{1} \ldots x_{n}^{i}{ }_{n}
$$

We may say that the equation $\underset{\sim}{f(x)} \underset{=}{(x)}$ defines a "hypersurface in n-space". The zeros of $f(\underset{X}{(X)}$ are the "points" of this hypersurface. The equation $f^{*}\left(x_{0}, x_{1}, \ldots, x_{n}\right)=0$ defines a "hypersurface in n-dimensional projective space". In this case, we consider only nontrivial zeros $\left(x_{0}, x_{1}, \ldots, x_{n}\right) \neq(0,0, \ldots, 0)$, and two zeros are considered identical if their coordinates are proportional. These are called "points on the projective hypersurface", or "projective zeros". Suppose $\left(x_{0}, x_{1}, \ldots, x_{n}\right)$ represents a zero of $f^{*}$. There are two possibilities:
(a) $x_{0} \neq 0$. The zero may then be represented uniquely by an $(n+1)$-tuple $\left(1, y_{1}, \ldots, y_{n}\right)$. Since $f^{*}\left(1, y_{1}, \ldots, y_{n}\right)=0$, we have $f\left(y_{1}, \ldots, y_{n}\right)=0$. Conversely, if $\left(y_{1}, \ldots, y_{n}\right)$ is a zero of $f$, then $\left(1, y_{1}, \ldots, y_{n}\right)$ is a zero of $f^{*}$. These points of the projective hypersurface are called "finite". There is thus a 1-1 correspondence between finite points on the projective hypersurface $f^{*}=0$ and points on the affine hypersurface $f=0$.
(b) $x_{0}=0$. These points are called "points at infinity" of the hypersurface.

Example: Let $f\left(X_{1}, X_{2}\right)=X_{1}^{2}-X_{2}^{2}-1$. The equation $f\left(x_{1}, x_{2}\right)=0$ defines a hyperbola. This hyperbola has the two asymptotes $x_{2}=x_{1}$ and $x_{2}=-x_{1}$. In this example, $f^{*}\left(X_{0}, X_{1}, X_{2}\right)=X_{1}^{2}-X_{2}^{2}-X_{0}^{2}$. The points at infinity are the zeros of $f^{*}$ with $x_{0}=0$. There are, if char $K \neq 2$, two points at infinity, represented by $(0,1,1)$ and $(0,1,-1)$. They may be interpreted as "points infinitely far out on the two asymptotes".

Whether or not there exist points at infinity may depend on the underlying field.

Example: Let $f\left(X_{1}, X_{2}\right)=X_{1}^{2}+X_{2}^{2}-1$. The equation $f\left(x_{1}, x_{2}\right)=0$ defines a circle of radius 1 . Since here $f^{*}\left(X_{0}, X_{1}, X_{2}\right)=x_{1}^{2}+x_{2}^{2}-x_{0}^{2}$, the points at infinity are those elements ( $0, x_{1}, x_{2}$ ) satisfying $x_{1}^{2}+x_{2}^{2}=0$. If the field under consideration is the field $\mathbb{R}$ of reals, there is no point at infinity. If our field is the field C of complex numbers, there are two points at infinity represented by $(0,1, i)$ and $(0,1,-i)$.

LEMMA 3B: Let $f(X)$ be a polynomial of degree $d$ with coefficients in $F_{q}$ Let $N$ be the number of zeros of $f$ in $F_{q}^{n}$ Let $N^{*}$ be the number of projective zeros as defined above. Then

$$
N \leq N^{*} \leq N+d\left(q^{n-2}+q^{n-3}+\ldots+q+1\right)
$$

Proof: Since $N^{*}$ is the sum of $N$ and the number of points at infinity, we have $N \leq N^{*}$, and we simply have to estimate the number of points at infinity. The number of non-trivial zeros of $f^{*}\left(0, X_{1}, \ldots, X_{n}\right)$ is at most $d\left(q^{n-1}-1\right)$ by Lemma 3A. But two such zeros are considered identical when they are proportional, so that the number of points at infinity is at most

$$
d\left(q^{n-1}-1\right) /(q-1)=d\left(q^{n-2}+q^{n-3}+\ldots+q+1\right)
$$

The lemma follows.

Exercise. Show that $f^{*}\left(X_{0}, X_{1}, \ldots, X_{n}\right)$ is irreducible precisely if $f$ is.

LEMMA 3C: Suppose $n \geq 2$. Let $u_{1}\left(X_{1}, \ldots, X_{n}\right)$ and
$u_{2}\left(X_{1}, \ldots, X_{n}\right)$ be polynomials over $F_{q}$ of respective total
degrees $e_{1}$ and $e_{2}$, without common factor of positive degree.
Then the number of their common zeros in $F_{q}{ }^{n}$ is at most

$$
q^{n-2} e_{1} e_{2} \min \left\{e_{1}, e_{2}\right\} .
$$

Remark: The estimate of Lemma 3 C is not best possible.

Proof of Lemma 3C: Without loss of generality, suppose $e_{1} \leq e_{2}$, so that $e_{1}=\min \left\{e_{1}, e_{2}\right\}$. If $e_{1}=0$, then $u_{1}$, is constant. If $u_{1}(\underset{=}{X})=c \neq 0$, there are no common zeros, and the lemma holds. If $u_{1}(X)=0$, then $u_{2}(\underset{=}{X})$ is a non-zero constant (otherwise $u_{1} \xrightarrow[=]{(X)}$ and $u_{2} \stackrel{(X)}{=}$ would have a common factor), and again there are no common zeros. If $e_{1}=1$, then $u_{1}(\underset{=}{X})$ is linear. After an appropriate linear transformation, we may suppose $u_{1}(X)=X_{1}$. If $\underset{=}{x}=\left(x_{1}, \ldots, x_{n}\right)$ is a common zero; i.e., $u_{1} \xrightarrow[\underline{x}]{(x)}=u_{2} \xrightarrow[(x)]{x}=0$, then $x_{1}=0$ and $u_{2}\left(0, x_{2}, \ldots, x_{n}\right)=0$. But $u_{2}\left(0, x_{2}, \ldots, x_{n}\right) \neq 0$, so that by Lemma $3 A$ the number of common zeros is at most $e_{2} q^{n-2}$, agreeing with the estimate of the lemma when $e_{1}=1$.

Now suppose $e_{1} \geq 2$. Every common zero of $u_{1}(\underset{=}{X})$ and $u_{2}(\underset{=}{X})$ is a zero of $u_{1}(\underset{=}{X})$, so the number of common zeros is certainly

$$
\begin{aligned}
& \leq e_{1} q^{n-1} \\
& \leq q^{n-2} e_{1} e_{2} \min \left\{e_{1}, e_{2}\right\}
\end{aligned}
$$

if $q \leq e_{1} e_{2}$. We may then suppose that $q>e_{1} e_{2} \geq e_{1}+e_{2}$. Let

$$
\begin{aligned}
v_{j}\left(X_{1}, \ldots, x_{n}\right) & =u_{j}\left(x_{1}, x_{2}+c_{2} X_{1}, \ldots, x_{n}+c_{n} X_{1}\right) \\
& =p_{j}\left(c_{2}, \ldots, c_{n}\right) x_{1}^{j}+\ldots .
\end{aligned}
$$

We wish to choose $c_{2}, \ldots, c_{n} \in F_{q}$ so that the coefficient of $X_{1}{ }_{1}$ in $v_{1}(X)$ and of $X_{1}^{e}$ in $v_{2}(X)$ are not zero. Now $p_{j}$ is a polynomial of degree at most $e_{j}$, and is not identically zero. By Lemma 3A, the total number of zeros of $p_{j}$ in $F_{q}^{n-l}$ is at most $e_{j} q^{n-2}$. Therefore the total number of zeros of both $p_{1}$ and $p_{2}$ is

$$
\leq\left(e_{1}+e_{2}\right) q^{n-2}<q^{n-1}
$$

It is therefore possible to choose $\left(c_{2}, \ldots, c_{n}\right) \in F_{q}^{n-1}$ with $p_{1}\left(c_{2}, \ldots, c_{n}\right) \neq 0$ and $p_{2}\left(c_{2}, \ldots, c_{n}\right) \neq 0$. Hence after a nonsingular linear transformation, and after division by $p_{1}\left(c_{2}, \ldots, c_{n}\right)$ and $p_{2}\left(c_{2}, \ldots, c_{n}\right)$, respectively, we may assume without loss of generality that

$$
\begin{aligned}
& u_{1}(X)=X_{1}^{e}+X_{1}^{e_{1}^{-1}} g_{1}\left(X_{2}, \ldots, X_{n}\right)+\ldots+g_{e_{1}}\left(X_{2}, \ldots, X_{n}\right), \\
& u_{2}(\underset{=}{x})=X_{1}{ }^{e}+x_{1}{ }^{e_{2}^{-1}} h_{1}\left(x_{2}, \ldots, x_{n}\right)+\ldots+h_{e_{2}}\left(x_{2}, \ldots, x_{n}\right) .
\end{aligned}
$$

Considering $u_{1}(\underset{\sim}{X})$ and $u_{2}(\underset{=}{X})$ as polynomials in $X_{1}$, their resultant is a polynomial $R\left(X_{2}, \ldots, X_{n}\right)$. It is not hard to see that the total degree of $R$ is at most $e_{1} e_{2}$. But by the basic property of resultants, for any common zero ( $x_{1}, x_{2}, \ldots, x_{n}$ ) of $u_{1}(\underset{=}{X})$ and $u_{2}(\underset{=}{X}), R\left(x_{2}, \ldots, x_{n}\right)=0 \quad$. The number of such ( $n-1$ )-tuples $\left(x_{2}, \ldots, x_{n}\right)$ is at most $e_{1} e_{2} q^{n-2}$ by Lemma $3 A$, and for such $x_{2}, \ldots, x_{n}$, the number of possibilities for $x_{1}$ is clearly not more than $e_{1}$. So the total number of common zeros of $u_{1}(X)$ and $u_{2}(X)$ is

$$
\begin{aligned}
& \leq q^{n-2} e_{1} e_{2} e_{1} \\
& =q^{n-2} e_{1} e_{2} \min \left\{e_{1}, e_{2}\right\}
\end{aligned}
$$

LEMMA 3D: Let $u_{1}(\underset{=}{X}), \ldots, u_{t}(X)$ be polynomials in $n$ variables over $\mathrm{F}_{\mathrm{q}}$, each of total degree at most e , and without common factor. Then the number of their common zeros is at most

$$
q^{n-2} e^{3}
$$

Proof. The proof is by induction on $t$. The case $t=2$ is Lemma 3C. Suppose $t \geqq 3$, and the lemma holds for $t-1$. Let $\dagger$ )

$$
v(\underset{=}{x})=g \cdot c \cdot d \cdot\left(u_{1}(X), \ldots, u_{t-1}(X)\right)
$$

and $d=\operatorname{deg} v(X)$. Then

[^6]$$
u_{i}(\underset{=}{X})=v(\underset{=}{X}) w_{i} \stackrel{(X)}{=} \quad(i=1,2, \ldots, t-1)
$$
where $\operatorname{deg}_{\mathrm{i}}{ }_{\mathrm{i}}(\underset{=}{\mathrm{X}}) \leqq \mathrm{e}-\mathrm{d}$, and where $\mathrm{w}_{1}, \ldots, \mathrm{w}_{\mathrm{t}-1}$ have no common factor.

Any common zero of $u_{1}, u_{2}, \ldots, u_{t}$ is either a common zero of $v$ and $u_{t}$, or of $w_{1}, \ldots, w_{t-1}$. The number of common zeros of $v$ and $u_{t}$ is at most $d^{2} e q^{n-2}$ by Lemma $3 C$, since g.c.d. $\left(v, u_{t}\right)=1$ The number of common zeros of $w_{1}, \ldots, w_{t-1}$ is at most $(e-d){ }^{3}{ }^{n-2}$ by the induction hypothesis. Therefore the total number of common zeros is at most

$$
d^{2} e q^{n-2}+(e-d)^{3} q^{n-2} \leqq e^{3} q^{n-2}
$$

Lemma 3C is not best possible. We can do better if there are only two variables:

LEMMA 3E. Suppose $u_{1}(X, Y)$ and $u_{2}(X, Y)$ are polynomials with coefficients in a field $K$, and with no common factor of positive degree. Let $e_{1}$ be the total degree of $u_{1}(X), e_{2}$ the total degree of $u_{2}(X, Y) \quad$ Then the number of common zeros of $u_{1}$ and $u_{2}$, i.e., $(x, y) \in K^{2}$ with $u_{1}(x, y)=u_{2}(x, y)=0$, is at $\underline{\operatorname{most}} \quad \mathrm{e}_{1} \mathrm{e}_{2}$.

Proof: If $u_{1}, u_{2}$ have no common factor in $K$, then they have no common factor in $\bar{K}$. Therefore we may assume that $|K|=\infty$. Set

$$
v_{j}(X, Y)=u_{j}(X+c Y, Y) \quad(j=1,2)
$$

where $c \in K$ is to be determined. In $v_{j}(X, Y)$, the term $Y^{e}{ }^{j}$ has a coefficient which is a non-zero polynomial $p_{j}(c)$ in $c$, with $\operatorname{deg} p_{j} \leq e_{j} \quad$ Suppose $\left(x_{1}, y_{1}\right), \ldots,\left(x_{V}, y_{V}\right)$ are distinct common zeros of $u_{1}, u_{2}$. Then $\left(x_{1}-c y_{1}, y_{1}\right), \ldots,\left(x_{\nu}-c y_{\nu}, y_{\nu}\right)$ are common zeros of $v_{1}, v_{2}$. Since $K$ is infinite, we may choose $c \in K$ such that
(i) if $i \neq j$, then $x_{i}-c y_{i} \neq x_{j}-c y_{j}$,
(ii) $p_{1}$ (c) $\neq 0$ and $p_{2}(c) \neq 0$.

Then $v_{1}$ and $v_{2}$ have common zeros $\left(z_{1}, y_{1}\right), \ldots,\left(z_{v}, y_{v}\right)$, where $z_{j}=x_{j}-c y_{j}$ and where $z_{1}, \ldots, z_{\nu}$ are distinct. After dividing by suitable constants (namely $p_{1}(c)$ and $p_{2}(c)$ ), we may suppose that

$$
\begin{aligned}
& v_{1}(X, Y)=Y^{e_{1}}+h_{1}(X) Y^{e_{1}^{-1}}+\ldots+h_{e_{1}}(X), \\
& v_{2}(X, Y)=Y^{e_{2}}+k_{1}(X) Y^{e_{2}^{-1}}+\ldots+k_{e_{2}}(X) .
\end{aligned}
$$

Let $R(X)$ be the resultant of $v_{1}$ and $v_{2}$ when considered as polynomials in $Y$. $R(X)$ is a polynomial in $X$ of degree at most $e_{1} e_{2}$. Since $R\left(z_{1}\right)=\cdots=R\left(z_{\nu}\right)=0$, we obtain $\nu \leqq e_{1} e_{2}$.

Remark: Our Lemma 3 E is related to a special case of Bezout's Theorem. See Van der waerden (1955), Ch. 11.

LEMMA 3F. Suppose $u_{1}(X, Y), \ldots, u_{t}(X, Y)$ are $t \geq 2$ polynomials over a field $K$ without a common factor of positive degree. Suppose each polynomial has total degree at most $e$. Then the number of
common zeros is at most $e^{2}$.

Proof. Exercise.
§4. The average number of zeros of a polynomial.
Let $d$ be a positive integer. Let $\Omega_{d}$ be the set of all polynomials in $n$ variables over $F_{q}$ of total degree at most $d$. Let $\omega_{d}$ be the set of all n-tuples of non-negative integers


$$
\left|\omega_{d}\right|=\binom{n+d}{d}
$$

If $f(X) \in \Omega_{d}$, we may write

Therefore $\left|\Omega_{d}\right|=q{ }^{\left|\omega_{d}\right|}$. For any polynomial $f(\underset{=}{x}) \in \Omega_{d}$, let $N(f)$ denote the number of zeros of $f\left(\underset{=}{x}\right.$ ) in $\mathrm{F}_{\mathrm{q}}^{\mathrm{n}}$.

THEOREM 4A:

$$
\frac{1}{\left|\Omega_{d}\right|} \sum_{f \in \Omega_{d}} N(f)=q^{n-1} .
$$

Proof:

$$
\begin{aligned}
& \sum_{f \in \Omega_{d}} N(f)=\sum_{f \in \Omega_{d}} \sum_{\substack{x \in F_{n} \\
f(\underline{x})=0}} 1 \\
& =\sum_{\substack{x \in F_{q}^{n}}} \sum_{\substack{f \in \Omega_{d} \\
f(x)=0}} 1 \\
& =\sum_{\underset{x}{x} \in F_{q}^{n}} q^{\left|\omega_{d}\right|-1} \\
& =q_{q}{ }_{q}\left|{ }_{d}{ }_{d}\right|-1 \\
& =\left|\Omega_{d}\right|^{n-1} .
\end{aligned}
$$

THEOREM 4B:

$$
\frac{1}{\left|\Omega_{d}\right|} \sum_{f \in \Omega_{d}}\left(N(f)-q^{n-1}\right)^{2}=q^{n-1}-q^{n-2}
$$

Proof: First,

The conditions $f(\underset{\underline{x}}{x})=f(\underset{\underline{y}}{ })=0$ are two linear equations for the coefficients of $f$. These two equations have rank 2 and hence $\left|\omega_{d}\right|-2$
$\operatorname{rave}_{d} q$ solutions if $\underset{d}{ } \neq y$, and they have rank 1 and q ( Solutions if $\underset{=}{\underline{x}}=\underline{\underline{y}}$. Hence

$$
\begin{aligned}
\sum_{f \in \Omega_{d}} N^{2}(f) & =\sum_{\underset{\sim}{x} \neq \underline{y}}\left|\Omega_{d}\right| q^{-2}+\sum_{\mathcal{A}}\left|\Omega_{d}\right| q^{-1} \\
& =q^{n}\left(q^{n}-1\right)\left|\Omega_{d}\right| q^{-2}+q^{n}\left|\Omega_{d}\right| q^{-1} \\
& =\left|\Omega_{d}\right|\left(q^{2 n-2}-q^{n-2}+q^{n-1}\right)
\end{aligned}
$$

Using this formula and Theorem 4A,

$$
\begin{aligned}
\sum_{f \in \Omega_{d}}\left(N(f)-q^{n-1}\right)^{2}= & \sum_{f \in \Omega_{d}} N^{2}(f)-2 q^{n-1} \sum_{f \in \Omega_{d}} N(f)+q^{2 n-2} \sum_{f \in \Omega_{d}} 1 \\
= & \left|\Omega_{d}\right|\left(q^{2 n-2}-q^{n-2}+q^{n-1}\right)-\left.2 q^{n-1}\right|_{d} \mid q^{n-1} \\
& +q^{2 n-2}\left|\Omega_{d}\right| \\
= & \left|\Omega_{d}\right|\left(q^{n-1}-q^{n-2}\right) .
\end{aligned}
$$

Theorem 4 B tells us that the "average value" of ( $\left.N(f)-q^{n-1}\right)^{2}$
is $q^{n-1}-q^{n-2}=O\left(q^{n-1}\right)$. One might expect that it be often
the case that

$$
N(f)-q^{n-1}=0\left(q^{(n-1) / 2}\right)
$$

In fact, we have shown (Theorem la, Chapter III) that when $n=2$ and $f$ is absolutely irreducible, then

$$
N(f)-q=O\left(q^{1 / 2}\right) .
$$

P. Deligne (to appear) proved that

$$
N(f)-q^{n-1}=0\left(q^{(n-1) / 2}\right)
$$

if $f$ is "non-singular." In fact, Deligne proved more. He proved Weil's (1949) famous conjecture on the zeta function of varieties. In the present lectures we shall not be able to prove Deligne's deep result.
§5. Additive Equations: A Chebychev Argument.
Consider a polynomial equation of the type

$$
\begin{equation*}
a_{1} x_{1}^{d_{1}}+a_{2} x_{2}^{d_{2}}+\cdots+a_{n}{ }_{n}^{d_{n}}=1 \tag{5.1}
\end{equation*}
$$

where $a_{i} \in F_{q}^{*}$ and $d_{i}>0 \quad(i=1,2, \ldots, n) \quad$.
THEOREM 5A. The number $N$ of solutions of (5.1) in $F_{q}^{n}$

## satisfies

$$
\left|N-q^{n-1}\right| \leq d_{1} d_{2} \cdots d_{n}{ }^{(n-1) / 2}\left(1-\frac{1}{q}\right)^{-n / 2}
$$

Remark: The error term here and in Theorem 5C below can be slightly improved by using exponential sums, as will be explained in §6.

Proof of the theorem: By the argument used in $\$ 2$, Chapter $I$, the number of solutions is not changed if we replace $d_{i}$ by $d_{i}^{\prime}=\operatorname{g.c.d} \cdot\left(d_{i}, q-1\right)$ for $i=1,2, \ldots, n$. We therefore assume, without loss of generality, that $d_{i} \mid(q-1)$ for $i=1,2, \ldots, n$.

Now consider the equation

$$
\begin{equation*}
a_{1} x_{1}^{d_{1}}+a_{2} x_{2}^{d}+\ldots+a_{n} x_{n}^{d}=a_{0} \tag{5.2}
\end{equation*}
$$

admitting, for the moment, any coefficients $\left(a_{0}, a_{1}, \ldots, a_{n}\right) \in F_{q}^{n+1}$. Let $N\left(a_{0}, a_{1}, \ldots, a_{n}\right)$ denote the number of solutions of (5.2) in $\mathrm{F}_{\mathrm{q}}^{\mathrm{n}}$. Then, interchanging sums again, we have

$$
\begin{aligned}
& \sum_{i=1} N\left(a_{0}, \ldots, a_{n}\right)=\sum \quad \sum_{J} 1
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{\underset{x}{x} \in F_{q}^{n}} q^{n}=q^{2 n} .
\end{aligned}
$$

Thus the mean value of $N\left(a_{0}, \ldots, a_{n}\right)$ is $q^{n-1}$.

## LEMMA 5B:

$$
\sum_{\left(a_{0}, \ldots, a_{n}\right) \in F_{q}^{n+1}}\left(N\left(a_{0}, \ldots, a_{n}\right)-q^{n-1}\right)^{2} \leq q^{2 n-1}(q-1) d_{1} d_{2} \ldots d_{n} .
$$

Proof:

$$
\begin{aligned}
& \sum_{\left(a_{0}, \ldots, a_{n}\right) \in F_{q}^{n_{+1}}} N^{2}\left(a_{0}, \ldots, a_{n}\right) \\
& =\sum_{\left(a_{0}, \ldots, a_{n}\right) \in F_{q}^{n+1}}\binom{\sum_{J}}{\underline{\underline{x}} \text { with }^{(5.2)}}\left(\begin{array}{l}
\sum_{\underline{y}} \quad 1 \\
\underline{\underline{y} \text { with }} \\
(5.4)
\end{array}\right) \\
& =\sum \sum_{-1} 1 \text {, } \\
& \underset{=}{\mathrm{x}}, \underline{\underline{y}} \quad\left(\mathrm{a}_{0}, \ldots, \mathrm{a}_{\mathrm{n}}\right) \in \mathrm{F}_{\mathrm{q}}^{\mathrm{n}+1} \\
& \text { with (5.2) and (5.4) }
\end{aligned}
$$

where (5.4) is the equation

$$
\begin{equation*}
a_{1} y_{1}^{d_{1}}+a_{2} y_{2}^{d_{2}}+\ldots+a_{n} y_{n}^{d_{n}}=a_{0} \tag{5.4}
\end{equation*}
$$

Now for fixed $\underset{\underline{x}}{ }$ and fixed $\underline{\underline{y}}$, the system of the two equations (5.2) and (5.4) is a system of two linear homogeneous equations in $a_{0}, a_{1}, \ldots, a_{n}$. This system can have rank 1 or 2 . If the rank is 1 , the number of solutions in ( $a_{0}, \ldots, a_{n}$ ) is $q^{n}$. If the rank is 2 , the number of solutions is $q^{n-1}$. Therefore


If the matrix

$$
\left(\begin{array}{cccc}
x_{1} & & { }^{d_{n}} &  \tag{5.5}\\
x_{1} & \ldots & { }_{n} & 1 \\
y_{1}^{d} & & y_{n}^{d} & \\
y_{1} & \ldots & y_{n} & 1
\end{array}\right)
$$

has rank 1 , then $x_{i}^{d}=y_{i}^{d} \quad(i=1,2, \ldots, n)$. Since for given $\underset{=}{x}$,
there are at most $d_{i}$ possibilities for $y_{i}$, hence at most $d_{1} \ldots d_{n}$ possibilities for $\underset{\underline{y}}{ }$, the number of pairs $\underset{\underline{\underline{x}}}{\underline{x}} \underset{\underline{y}}{\underline{y}}$ such that (5.5) has rank 1 is at most $q^{n} d_{1} d_{2} \ldots d_{n}$. Hence

$$
\sum_{\left(a_{0}, \ldots, a_{n}\right) \in F_{q}^{n+1}} N^{2}\left(a_{0}, \ldots, a_{n}\right) \leq q^{3 n-1}+q^{n} d_{1} d_{2} \ldots d_{n}\left(q^{n}-q^{n-1}\right) .
$$

Using this estimate together with (5.3), we obtain

$$
\begin{aligned}
\sum_{\left(a_{0}, \ldots, a_{n}\right)} \in F_{q}^{n+1} & \left(N\left(a_{0}, \ldots, a_{n}\right)-q^{n-1}\right)^{2} \\
& =\sum_{\left(a_{0}, \ldots, a_{n}\right) \in F_{q}^{n+1}}\left(N^{2}\left(a_{0}, \ldots, a_{n}\right)-q^{2 n-2}\right) \\
& \leq q^{3 n-1}+q^{2 n-1}(q-1) d_{1} d_{2} \ldots d_{n}-q^{3 n-1} \\
& =q^{2 n-1}(q-1) d_{1} d_{2} \cdots d_{n},
\end{aligned}
$$

thereby proving Lemma 5 B .
To conclude the proof of Theorem 5A, we consider the specific equation (5.1) where $a_{1} \neq 0, \ldots, a_{n} \neq 0, a_{0}=1$. Observe that if $t, b_{1}, b_{2}, \ldots, b_{n}$ are non-zero elements of $F_{q}$, then

$$
N\left(1, a_{1}, \ldots, a_{n}\right)=N\left(t, a_{1} b_{1}^{d_{1}} t, \ldots, a_{n} b_{n}^{d_{n}} t\right) .
$$

The number of distinct $(n+1)$-tuples $\left(t, b_{1}^{d} t, \ldots, b_{n}^{d} t\right)$ is

$$
(q-1)\left(\frac{q-1}{d_{1}}\right) \ldots\left(\frac{q-1}{d_{n}}\right)=\frac{(q-1)^{n+1}}{d_{1} d_{2} \cdots d_{n}}
$$

since $d_{i} \mid(q-1)$ for $1 \leqq i \leqq n$.

Therefore in the sum of Lemma 5 B , there are $(q-1)^{n+1} /\left(d_{1} d_{2} \ldots d_{n}\right)$ summands which equal $\left(N-q^{n-1}\right)^{2}$. So certainly

$$
\frac{(q-1)^{n+1}}{d_{1} d_{2} \cdots d_{n}}\left(N-q^{n-1}\right)^{2} \leq q^{2 n-1}(q-1) d_{1} d_{2} \cdots d_{n}
$$

and Theorem 5A follows.

THEOREM 5C: Let $N$ be the number of solutions in $F_{q}^{n}$ of the
equation

$$
\begin{equation*}
a_{1} x_{1}^{d}+a_{2} x_{2}^{d}+\ldots+a_{n} x_{n}^{d}=0 \tag{5.6}
\end{equation*}
$$

where, as above, $\quad\left(a_{1}, \ldots, a_{n}\right) \in F_{q}^{n}, a_{1} \neq 0, a_{2} \neq 0, \ldots, a_{n} \neq 0$, and $d_{i}>0(i=1,2, \ldots, n) \cdot$ Let $\left.\delta=1 . c . m^{\dagger}\right)^{\left(d_{1}, d_{2}, \ldots, d_{n}\right] \text {. }}$ Then

$$
\begin{equation*}
\left|N-q^{n-1}\right| \leq \frac{d_{1} d_{2} \cdots d_{n}}{\sqrt{\delta}} q^{n / 2}\left(1-\frac{1}{q}\right)-(n-1) / 2 . \tag{5.7}
\end{equation*}
$$

Proof: It is clear that $N$ remains unchanged and that the right hand side of (5.7) cannot increase if we replace $d_{i}$ by $d_{i}^{\prime}=\left(d_{i}, q-1\right)$ and $\delta$ by $q^{\prime}=1 . c . m .\left[d_{1}^{\prime}, \ldots, d_{n}^{\prime}\right]$. Hence we may assume without loss of generality that $d_{i} \mid(q-1)$ for $1 \leqq i \leqq n$

In the notation used in the proof of Theorem 5A, our
$N=N\left(0, a_{1}, \ldots, a_{n}\right)$ It is clear that

$$
N\left(0, a_{1}, \ldots, a_{n}\right)=N\left(0, a_{1} b_{1}^{d_{1}} t, \ldots, a_{n} b_{n}^{d_{n}} t\right),
$$

if $t, b_{1}, \ldots, b_{n}$ are $a l l$ non-zero. We need to count the number of
$\dagger$ ) The least common multiple.
 $\left(b_{1}^{\prime \prime}{ }_{1} t^{\prime}, \ldots, b_{n}^{\prime}{ }_{n} t^{\prime}\right)$, then

$$
t^{\prime} / t=\left(b_{i} / b_{i}^{\prime}\right)^{d_{i}} \in\left(F_{q}^{*}\right)^{d_{i}} \quad(i=1,2, \ldots, n)
$$

Hence $\mathrm{t}^{\prime} / \mathrm{t} \in\left(\mathrm{F}_{\mathrm{q}}^{*}\right)^{\delta}$, where $\delta=$ l.c.m. $\left[\mathrm{d}_{1}, \ldots, \mathrm{~d}_{\mathrm{n}}\right]$. For given $t$, there are $(q-1) / \delta$ possibilities for $t^{\prime}$ in $F_{q}$; and for given $t, t^{\prime}, b_{i}$, there are $d_{i}$ possibilities for $b_{i}^{\prime}(i=1,2, \ldots, n)$. So as $\left(t, b_{1}, \ldots, b_{n}\right)$ ranges over $F_{q}^{*} X \ldots X F_{q}^{*}$, the number of equal n-tuples is $((q-1) / \delta) d_{1} d_{2} \ldots d_{n}$. Thus the number of distinct n-tuples is

$$
\frac{(q-1)^{n+1}}{((q-1) / \delta) d_{1} d_{2} \cdots d_{n}}=(q-1)^{n} \frac{\delta}{d_{1} d_{2} \cdots, d_{n}}
$$

and at least that many summands in Lemma 5 B are equal to $\mathrm{N}-\mathrm{q}^{\mathrm{n}-1}$. We obtain

$$
(q-1)^{n} \frac{\delta}{d_{1} d_{2} \ldots d_{n}}\left(N-q^{n-1}\right)^{2} \leq q^{2 n-1}(q-1) d_{1} d_{2} \ldots d_{n}
$$

and the theorem follows.

Exercise. Suppose that some exponent $d_{i}$ in (5.6) is prime to all the others. Then $N=q^{n-1}$.
§6. Additive Equations: Character Sums.
As in Chapter II, we shall write $X$ for multiplicative
characters and $\psi$ for additive characters of $F_{q}$.

THEOREM 6A. Let $f\left(X_{1}, \ldots, X_{n}\right)$ be a polynomial with coeffi-
cients in $F_{q}$. The number $N$ of zeros of $f$ with coefficients in $F_{q}$ is given by

$$
\begin{equation*}
N=\frac{1}{q} \sum_{\psi} \sum_{x_{1} \in F_{q}} \ldots \sum_{x_{n} \in F_{q}} \psi\left(f\left(x_{1}, \ldots, x_{n}\right)\right), \tag{6.1}
\end{equation*}
$$

where the sum is over additive characters $\psi$ of $F_{q} \cdot$ This is also given by

$$
\begin{equation*}
N=\frac{1}{q} \sum_{a \in F_{q}} \sum_{x_{1} \in F_{q}} \ldots \sum_{x_{n}} \sum_{F_{q}} \psi\left(a f\left(x_{1}, \ldots, x_{n}\right)\right) \tag{6.2}
\end{equation*}
$$

where $\psi \neq \psi_{0}$ is a given additive character of $\mathrm{F}_{\mathrm{q}}$.

Proof. The first equation is a consequence of Theorem lD of Chapter II. Now if $\psi \neq \psi_{0}$ is fixed, then by Lemma 2 D of Chapter II, as a runs through $F_{q}$, then $\psi^{(a)}$ with

$$
\psi^{(a)}(x)=\psi(a x)
$$

runs through all the additive characters. Therefore (6.1) implies (6.2).

THEOREM 6B. Let $N$ be the number of zeros with components in $\mathrm{F}_{\mathrm{q}}$ of

$$
\begin{equation*}
a_{1} x_{1}^{d_{1}}+\ldots+a_{n} x_{n}^{d_{n}}=0 \tag{6.3}
\end{equation*}
$$

Suppose $a_{i} \neq 0$ and $d_{i} \mid q-1 \quad(i=1, \ldots, n) \quad$ Then if $\psi \neq \psi_{0}$ is any additive character,

$$
\begin{gathered}
N=q^{n-1}+\left(1-\frac{1}{q}\right) \sum_{X_{1} \neq x_{0}}^{\Gamma} \ldots \sum_{x_{n} \neq x_{0}} \bar{x}_{1}\left(a_{1}\right) \ldots \bar{x}_{n}\left(a_{n}\right) G\left(x_{1}, \psi\right) \ldots G\left(x_{n}, \psi\right) \\
\quad \text { of } \exp d_{1} \text { of } \exp d_{n} \\
x_{1} \cdots x_{n}=x_{0}
\end{gathered}
$$

Here the sum, as indicated, is over certain n-tuples of multiplicaLive characters, and $G(\chi, \psi)$ denotes Gaussian sums.

Proof. By (6.2),

$$
\begin{aligned}
q N & =\sum_{a \in F_{q}} \sum_{x_{1} \in F_{q}} \cdots \sum_{x_{n} \in F_{q}} \psi\left(a a_{1}{ }_{1}{ }^{d}{ }_{1}{ }^{1}+\cdots+a a_{{ }_{n}} x_{n}{ }_{n}{ }_{n}\right) \\
& =\sum_{a \in F_{q}} \sum_{i=1}^{n}\left(\sum_{x_{i} \in F_{q}} \psi\left(a a_{i} x_{i}{ }^{d}\right)\right) \\
& =q^{n}+\sum_{a \neq 0} \prod_{i=1}^{n}\left(\sum_{x_{i} \in F_{q}} \psi\left(a a_{i} x_{i}\right)\right)
\end{aligned}
$$

By Lemma 3 B of Chapter II, we have

$$
\sum_{x_{i}} \psi\left(a a_{i} x_{i}^{d}\right)=\sum_{y_{i}} \psi\left(a a_{i} y_{i}\right) \sum_{\substack{x_{i} \\ \\ \\ \exp d_{i}}} x_{i}\left(y_{i}\right) .
$$

If $a \neq 0$, we may make the change of variables $y_{i} \rightarrow y_{i} /\left(a a_{i}\right)$, to obtain

$$
\begin{aligned}
& \sum_{X_{i} \text { of }} \bar{x}_{i}\left(a a_{i}\right) \sum_{y_{i}} x_{i}\left(y_{i}\right) \psi\left(y_{i}\right)=\sum_{X_{i} \text { of }} \bar{x}_{i}\left(a a_{i}\right) G\left(x_{i}, \psi\right) \\
& \exp d_{i}
\end{aligned}
$$

Thus

$$
\begin{aligned}
q N-q^{n}= & \sum_{x_{1}} \cdots \sum_{x_{n}} \bar{x}_{1}\left(a_{1}\right) \cdots \bar{x}_{n}\left(a_{n}\right) \\
& \exp d_{1} \quad \exp d_{n} \\
& \left(\sum_{a \neq 0} \bar{x}_{1}(a) \ldots \bar{x}_{n}(a)\right) \quad G\left(x_{1}, v\right) \ldots G\left(x_{n}, \psi\right) \quad .
\end{aligned}
$$

Now if $x_{1} \cdots x_{n} \neq x_{0}$, then by Theorem lD of Chapter II,

$$
\sum_{a \neq 0} \bar{x}_{1}(a) \ldots \bar{x}_{n}(a)=\sum_{a} \bar{x}_{1} \ldots \bar{x}_{n}(a)=0
$$

But if $x_{1} \ldots x_{n}=x_{0}$, then

$$
\sum_{a \neq 0} \bar{x}_{1}(a) \cdots \bar{X}_{n}(a)=\sum_{a \neq 0} x_{0}^{(a)=q-1 .}
$$

Moreover, $G\left(X_{i}, \psi\right)=0$ if $X_{i}=X_{0}$ by (3.1) of Chapter II. We therefore may restrict ourselves to $X_{1}, \ldots, x_{n}$ with $X_{i} \neq x_{0}$ $(\mathrm{i}=1, \ldots, \mathrm{n})$ and with $x_{1} \ldots x_{n}=x_{0} \quad$ :

$$
\begin{aligned}
q N-q^{n}=(q-1) & \sum_{x_{1} \not \chi_{0}} \cdots \sum_{x_{n} \neq x_{0}} \bar{x}_{1}\left(a_{1}\right) \cdots \bar{x}_{n}\left(a_{n}\right) G\left(x_{1}, \psi\right) \ldots G(\underset{\chi}{\chi}, \psi) \\
& \exp d_{1} \quad \exp d_{n} \\
& x_{1} \ldots x_{n}=x_{0}
\end{aligned}
$$

Theorem 6B follows.
Let $g$ be a fixed generator of the cyclic group $F_{q}^{*}$. A
character $X_{i}$ of exponent $d_{i}$ is of the form $X_{i}\left(g^{t}\right)=e\left(t a_{i} / d_{i}\right)$ $(t=0,1,2, \ldots)$, where $a_{i}$ is an integer with $0 \leqq a_{i}<d_{i}$. In fact, $0<a_{i}<d_{i}$ if $x_{i} \neq x_{0}$. We have $x_{1} \cdots x_{n}=x_{0}$ precisely if

$$
\begin{equation*}
\frac{a_{1}}{d_{1}}+\cdots+\frac{a_{n}}{d_{n}} \tag{6.4}
\end{equation*}
$$

is an integer. Thus if $A\left(d_{1}, \ldots, d_{n}\right)$ is the number of $n$-tuples of integers $a_{1}, \ldots, a_{n}$ with $0<a_{i}<d_{i} \quad(i=1, \ldots, n)$ and with (6.4) integral, then $A\left(d_{1}, \ldots, d_{n}\right)$ is also the number of summands in the sum of Theorem 6B. Since the Gaussian sums $G\left(X_{i}, \psi\right)$ of Theorem 6B have absolute value $q^{1 / 2}$ by Theorem 3A of Chapter II, we have

THEOREM 6C. Make the same hypotheses as in Theorem 6B. Then

$$
\left|N-q^{n-1}\right| \leqq A\left(d_{1}, \ldots, d_{n}\right)\left(1-\frac{1}{q}\right) q^{n / 2}
$$

In particular, $A\left(d_{1}, \ldots, d_{n}\right) \leqq\left(d_{1}-1\right) \ldots\left(d_{n}-1\right)$, so that Theorem 6C is an improvement over Theorem 5C. Theorem 5A could be similarly improved.

Write

$$
\begin{array}{r}
A_{n}(d)=A(d, \ldots, d) \\
\leftarrow n \rightarrow
\end{array}
$$

L,EMMA 6D. $\quad A_{n}(d)=\frac{d-1}{d}\left((d-1)^{n-1}-(-1)^{n-1}\right)$.

Proof. $A_{n}(d)$ is the number of integers $a_{1}, \ldots, a_{n}$ with $0<a_{i}<d \quad(i=1, \ldots, n) \quad$ and $a_{1}+\ldots+a_{n} \equiv 0(\bmod d) \quad$. Thus $A_{1}(d)=0$ and $A_{2}(d)=d-I$, and the formula is correct for $\mathrm{n}=1$ or $\mathrm{n}=2$. For $\mathrm{n} \geqq 2$, an $\mathrm{n}-\mathrm{tuple} \mathrm{a}_{1}, \ldots, \mathrm{a}_{\mathrm{n}}$ will be
counted by $A_{n}$ precisely if $0<a_{1}<d, \ldots, 0<a_{n-1}<d \quad, \quad 0<a_{n}<d$ and

$$
-a_{n} \equiv a_{1}+\cdots+a_{n-1} \not \equiv 0(\bmod d)
$$

The number of possibilities for $a_{1}, \ldots, a_{n-1}$ is $(d-1)^{n-1}-A_{n-1}(d)$, so that

$$
A_{n}(d)=(d-1)^{n-1}-A_{n-1}(d)
$$

The lemma now follows by induction on $n$.

COROLLARY 6E. Suppose $\mathrm{d} \mid \mathrm{q}-1$ and suppose $\mathrm{a}_{1}, \ldots, \mathrm{a}_{\mathrm{n}}$ are
non-zero in $\mathrm{F}_{\mathrm{q}} \cdot$ The number of $N$ of solutions with components in ${ }^{F}{ }_{q}$ of

$$
a_{1} x_{1}^{d}+\cdots+a_{n} x_{n}^{d}=0
$$

satisfies

$$
\left|N-q^{n-1}\right| \leqq((d-1) / d)\left((d-1)^{n-1}-(-1)^{n-1}\right)\left(1-q^{-1}\right) q^{n / 2}:
$$

Following Weil (1949), we now study the dependence of the number of solutions on the field of coordinates. Again, let $a_{1}, \ldots, a_{n}$ be non-zero in $F_{q}$, and let $d_{i} \mid q-1 \quad(i=1, \ldots, n)$. We write $N_{v}$ for the number of solutions of (6.3) with coordinates in $F{ }^{\nu}$ If $X_{i}$ is a character of $F_{q}$ of exponent $d_{i}$, then $\chi_{\nu i}$ given by

$$
x_{v i}(x)=x_{i}(n(x))
$$

where $\cap$ is the norm $\underset{q}{ } F^{\nu} \Rightarrow F_{q}$, is a character of $F \underset{q}{ } \nu$ of exponent $d_{i}$. Since $R$ is onto $F_{q}$, it follows that $X_{\nu i} \neq X_{\nu i}^{\prime}$ if $X_{i} \neq X_{i}^{\prime}$. Therefore as $X_{i}$ runs through all the characters of $\mathrm{F}_{\mathrm{q}}$ of exponent $\mathrm{d}_{\mathrm{i}}$, then $\chi_{\nu_{i}}$ runs through all the characters of $F_{\nu}$ of exponent $d_{i}$. Moreover, we may replace the character $q^{q}{ }^{\nu}$ in Theorem 6B by $\psi_{\nu}$ with

$$
\psi_{\nu}(x)=\psi(\mathcal{B}(x))
$$

where $\mathfrak{I}$ is the trace $\underset{q}{ }{ }^{\nu} \rightarrow F_{q}$. In the formula of Theorem $6 B$, we have to replace $q$ by $q \nu, \bar{x}_{i}\left(a_{i}\right)$ by $\bar{x}_{v i}\left(a_{i}\right)=\left(\bar{x}_{i}\left(a_{i}\right)\right)^{\nu}$, and $G=G\left(X_{i}, \psi\right)$ by $G_{\nu}=G\left(X_{\nu_{i}}, \psi{ }_{\nu}\right)$, which by the DavenportHasse Relation (Corollary 10E of Chapter II) has

$$
-G_{v}=(-G)^{v}
$$

Thus

$$
\begin{gathered}
N_{v}=\left(q^{n-1}\right)^{v}+(-1)^{n(\nu-1)\left(1-\frac{1}{q^{\nu}}\right) \sum_{x_{1} \neq x_{0}} \ldots} \begin{array}{c}
\sum_{\neq x_{0}}\left(\bar{x}_{1}\left(a_{1}\right) \ldots \bar{x}_{n}\left(a_{n}\right) G\left(x_{1}, \psi\right) \ldots G\left(x_{n}, \psi\right)\right)^{\nu} \\
\quad \exp d_{1} \quad \exp d_{n} \\
\quad x_{1} \ldots x_{n}=x_{0}
\end{array}, ~
\end{gathered}
$$

Thus $N_{v}$ is of the form

$$
\begin{equation*}
N_{v}=w_{1}^{\nu}+\cdots+w_{u}^{\nu}-\eta_{1}^{\nu}-\ldots-\eta_{v}^{\nu} \tag{6.5}
\end{equation*}
$$

where $\omega_{1}, \ldots, \omega_{u}, \eta_{1}, \ldots, \eta_{v}$ are complex algebraic numbers, with absolute values

$$
\begin{equation*}
\left|\omega_{i}\right|=q^{c_{i} / 2},\left|\|_{j}\right|=q^{d_{j} / 2}, \tag{6.6}
\end{equation*}
$$

where the $c_{i}$ and $d_{j}$ are integers.
Weil (1949) made the famous conjecture that a formula like (6.5) with (6.6) is true in general for the number $N_{v}$ of solutions n
in $F_{q}$ of $f\left(x_{1}, \ldots, x_{n}\right)=0$, where $f$ is a polynomial with coefficients in $F_{q}$. In fact, the conjecture said much more than this.

For curves, i.e. for $n=2$, the truth of this follows from the Riemann Hypothesis for curves, which had been proved by Weil (1940, 19480) It may be deduced from Theorem lA of Chapter III and the theory of the Zeta Function of a curve (Artin(1924), F.K. Schmidt (1931). A very readable text is Deuring (1958)). For general $n$, the part (6.5) of the conjecture was first proved by Dwork (1960). The general conjecture was proved by Deligne (1973).

[^7]§7. Equations $f_{1}(y){ }^{d_{1}}{ }_{1}+\ldots+f_{n}(y) x_{n}{ }_{n}=0$.

THEOREM 7A. Let $f_{1}(Y), \ldots, f_{n}(Y)$ be non-zero polynomials of
degree $\leqq m$ over $F_{q}$. Suppose they are coprime in pairs. Further suppose that if $a_{1}, \ldots a_{n}$ are integers with
(7.1) $\quad 0<a_{j}<d_{j} \quad(j=1, \ldots, n) \xrightarrow{\text { and }} \frac{{ }^{a_{1}}}{d_{1}}+\ldots+\frac{a_{n}}{d_{n}}$ integral,
and if $\delta=l . c . m .\left(d_{1}, \ldots, d_{n}\right)$, then the polynomial

$$
\begin{equation*}
f_{1}(Y){ }^{a_{1} \delta / d_{1}} \ldots f_{n}(Y){ }^{a_{n} \delta / d_{n}} \tag{7.2}
\end{equation*}
$$

is not ${ }^{\text {a }} \delta$ th power. Then the number $N$ of solutions $x_{1}, \ldots, x_{n}, y$ with components in $F_{q}$ of the equation in the title satisfies

$$
\left|N-q q^{n}\right| \leqq c_{1}(n, m, \delta) q(n+1) / 2
$$

A special case is when the polynomials $f_{j}$ are coprime and if $n$ is odd and $d_{1}=\cdots=d_{n}=2$. For then there exist no integers $a_{1}, \ldots,{ }_{n}$ with (7.1), and the hypothesis is satisfied. Another special case is when the $f_{j} \quad \begin{aligned} & \text { are coprime and there is }\end{aligned}$ an $i$ in $1 \leqq i \leqq n$ such that $f_{i}(Y)-X_{i}$ is absolutely
irreducible. For then the polynomials (7.2) are not $\delta$ th powers:
To see this, it will suffice, because of the coprime condition, that $f_{i}(Y){ }_{i}{ }_{i} \delta / d_{i}$ is not a $\delta$ th power, which is the same as that $f_{i}(Y){ }^{a}{ }_{i}$ is not a $d_{i}$ th power. Now if $f_{i}(Y)=c\left(Y-\alpha_{1}\right){ }^{c}{ }^{1}$ $\ldots\left(Y-\alpha_{s}\right)^{c_{s}}$, then $\left(d_{i}, c_{1}, \ldots, c_{s}\right)=1$ by Lemma 2C of Ch. I, so that $\left(d_{i}, a_{i} c_{1}, \ldots, a_{i} c_{s}\right) \leqq a_{i}<d_{i} \quad$, and indeed $f_{i}(Y){ }^{a_{i}}$ is not a $\mathrm{d}_{\mathrm{i}}^{\boldsymbol{f}_{i}}$ power.

Proof. We shall write $g(q)=O(h(q))$ if $|g(q)| \leqq c(n, m, \delta) h(q)$ Thus the assertion of the theorem is that $N=q^{n}+o\left(q^{(n+1) / 2}\right)$. As before (see, e.g., $\S 5$ of Ch. II), we may reduce the proof to the case when $d_{j} \mid q-1 \quad(j=1, \ldots, n) \quad$.

Suppose $y \in F_{q}$ has $f_{1}(y)=0$. Then $f_{2}(y) \ldots f_{n}(y) \neq 0$. The number of $x_{2}, \ldots, x_{n}$ with $f_{2}(y) x_{2}^{d}+\ldots+f_{n}(y) x_{n}^{d}=0$ is $q^{n-2}+O\left(q^{(n-1) / 2}\right)$ by Theorem $5 C$ or $6 C$. Since there are $q$ possibilities for $x_{1}$, we obtain $q^{n-1}+O\left(q^{(n+1) / 2}\right)$ solutions with this particular value of $y$. The number $N_{1}$ of solutions of the equation of the title with

$$
\begin{equation*}
f_{1}(y) \ldots f_{n}(y)=0 \tag{7.3}
\end{equation*}
$$

is therefore

$$
N_{1}=Z_{q}^{n-1}+O\left(q^{(n+1) / 2}\right)
$$

where $Z$ is the number of $y$ in $F_{q}$ with (7.3).
For given $y$ with

$$
\begin{equation*}
f_{1}(y) \ldots f_{n}(y) \neq 0, \tag{7.4}
\end{equation*}
$$

the number of solutions of our equation in $x_{1}, \ldots, x_{n}$ is given by Theorem 6B. Therefore the number $N_{2}$ of solutions of our equation with (7.4) is

$$
N_{2}=q^{n-1}(q-z)+R
$$

where

$$
\begin{gathered}
|R| \leqq \sum_{\substack{x_{1} \neq x_{0} \\
\operatorname{exp~d} \\
1}} \cdots \sum_{\substack{x_{n} \neq x_{0} \\
\exp d_{n}}}\left|\sum_{\substack{\text { with } \\
(7.4)}} \bar{x}_{1}\left(f_{1}(y)\right) \cdots \bar{x}_{n}\left(f_{n}(y)\right)\right| q^{n / 2}, \\
x_{1} \cdots x_{n}=x_{0}
\end{gathered}
$$

since $\left|G\left(\alpha_{i}, \psi\right)\right|=q^{1 / 2}$.
Let $x$ be a character of order $\delta$. Then $x_{j}=x^{a j \delta / d} j$ for some $a_{j}$ in $0<a_{j}<d_{j}(j=1, \ldots, n) \quad$. Since $x_{1} \ldots x_{n}=x_{0} \quad$, the conditions (7.1) hold, and (7.2) is not a $\delta$ th power. The inner sum in our estimate of $|R|$ is ${ }^{\dagger}$ )

$$
\left.\sum_{y} \bar{x}_{\left(f_{1}(y)^{a} 1^{\delta / d}\right.} \quad \ldots f_{n}(y)^{a_{n} \delta / d_{n}}\right)
$$

and by Theorem $2 \mathrm{~B}^{\prime}$ of Ch. II, it is $\mathrm{O}\left(\mathrm{q}^{1 / 2}\right)$. Thus $\mathrm{R}=\mathrm{O}\left(\mathrm{q}^{(\mathrm{n}+1) / 2}\right)$, and

$$
N=N_{1}+N_{2}=q^{n}+R+O\left(q^{(n+1) / 2}\right)=q^{n}+O\left(q^{(n+1) / 2}\right)
$$

THEOREM 7B. Let $N$ be the number of solutions of

$$
\begin{equation*}
f_{1}(y) x_{1}^{d}+\ldots+f_{n-1}(y) x_{n-1}^{d}+f_{n}(y)=0 \tag{7.5}
\end{equation*}
$$

in $x_{1}, \ldots, x_{n-1}, y$ in $F_{q}$ put $d_{n}=1 . c . m \cdot\left(d_{1}, \ldots, d_{n-1}\right)$, and suppose that $f_{1}, \ldots, f_{n}$ satisfy the conditions of Theorem 7A. Then

$$
\left|N-q^{n-1}\right| \leqq c_{2}\left(n, m, d_{n}\right) q^{(n-1) / 2}
$$

[^8]This generalizes a result of Perelmuter and Postnikov (1972).

Proof. Let $\widetilde{\mathrm{N}}$ be the number of solutions in $\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}, \widetilde{\mathrm{y}}$ of

$$
\begin{equation*}
\left.f_{1}(\widetilde{y}) \widetilde{x}_{1}^{d}+\ldots+f_{n-1}(\widetilde{y}) \widetilde{x}_{n-1}^{d}+f_{n-1} \widetilde{y}\right) \widetilde{x}_{n}^{d}{ }_{n}=0 \tag{7.6}
\end{equation*}
$$

If $x_{1}, \ldots, x_{n-1}, y$ is a solution of (7.5), then for $x \neq 0$,

$$
\widetilde{x}_{1}=x_{1} x^{d_{n} / d_{1}}, \ldots, \widetilde{x}_{n-1}=x_{n-1} x^{d_{n} / d_{n-1}}, \widetilde{x}_{n}=x, \widetilde{y}_{n}=y
$$

is a solution of (7.6) with $\widetilde{x}_{n} \neq 0$. Every solution of (7.6) with $\tilde{x}_{n} \neq 0$ is obtained in this way. The solutions of (7.6) with $\widetilde{x}_{n}=0$ number $q^{n-1}+O\left(q^{(n+1) / 2}\right)$, as is seen as follows: If $f_{1}(\tilde{y})=0$, then $f_{2}(\tilde{y}) \ldots f_{n-1}(\tilde{y}) \neq 0$, and the number of $\widetilde{x}_{2}, \ldots, \widetilde{x}_{n-1}$ with $f_{2}(\widetilde{y}) \widetilde{x}_{2}^{d}+\ldots+f_{n-1}(\widetilde{y}) \widetilde{x}_{n-1}{ }^{d}{ }_{n-1}=0$ is $q^{n-3}+O\left(q^{(n-2) / 2}\right)$ by Theorem $5 C$ or $6 C$. Thus the number of solutions of (7.6) with $\widetilde{x}_{n}=0$ with $f_{1}(\widetilde{y}) \ldots f_{n-1}(\widetilde{y})=0$ is $Z q^{n-2}+O\left(q^{n / 2}\right)$ where $Z$ is the number of $\widetilde{y}$ with $f_{1}(\widetilde{y}) \ldots f_{n-1}(\widetilde{y})=0$. On the other hand, the number of solutions of (7.6) with $\tilde{x}_{n}=0$ and $f_{1}(\widetilde{y}) \ldots f_{n-1}(\widetilde{y}) \neq 0$ is $(q-Z)\left(q^{n-2}+O\left(q^{(n-1) / 2}\right)\right)$, again by Theorem 5C or 6C. Together we get $Z q^{n-2}+(q-z) q^{n-2}+O\left(q^{(n+1) / 2}\right)=$ $q^{n-1}+O\left(q^{(n+1) / 2}\right) \quad$.

Thus

$$
\widetilde{\mathrm{N}}=(q-1) \mathrm{N}+\mathrm{q}^{\mathrm{n}-1}+\mathrm{O}\left(\mathrm{q}^{(\mathrm{n}+1) / 2}\right)
$$

Now $\widetilde{\mathrm{N}}=\mathrm{q}^{\mathrm{n}}+\mathrm{O}\left(\mathrm{q}^{(\mathrm{n}+1) / 2}\right)$ by Theorem 7 A , and therefore

$$
(q-1) N=(q-1) q^{n-1}+O\left(q^{(n+1) / 2}\right) .
$$

V. Absolutely Irreducible Equations $f\left(x_{1}, \ldots, x_{n}\right)=0$.

References: Ostrowski (1919), Noether (1922), Lang \& Weil (1954), Nisnevich (1954).
§1. Elimination theory.
Our goal is to derive an estimate for the number of zeros of an absolutely irreducible polynomial in $n$ variables. This will be achieved in $\S_{5}$. But in order to reach this goal we need 'Bertini's Theorem", and for that in turn we need elimination theory. For more information on elimination theory see Van der Waerden (1955), Chapter 11. Elimination theory is now considered old fashioned, since most of its applications can be derived in a more elegant way from algebraic geometry. On the other hand, in these lectures we do not presume any knowledge of algebraic geometry. Moreover, elimination theory is constructive and easily permits one to estimate the degrees and the size of the coefficients of the constructed polynomials.

The reader will recall that given two polynomials over a field $K$,

$$
\begin{aligned}
& f(x)=c_{0} x^{a}+c_{1} x^{a-1}+\ldots+c_{a}, \\
& g(x)=d_{0} x^{b}+d_{1} x^{b-1}+\ldots+d_{b},
\end{aligned}
$$

the resultant $R=R\left(c_{0}, c_{1}, \ldots, c_{a}, d_{0}, d_{1}, \ldots, d_{b}\right)$ of $f(X)$ and $g(X)$ is a certain polynomial in the coefficients of $f$ and $g$. The polynomial $R$ vanishes precisely if either $f$ and $g$ have a common root or if both leading coefficients are zero ( $c_{0}=d_{0}=0$ ). If $c_{0} \neq 0$ and $d_{0} \neq 0$, then

$$
R=c_{0}^{b} d_{0}^{a} \prod_{i=1}^{a} \prod_{j=1}^{b}\left(y_{i}-z_{j}\right),
$$

where $y_{1}, \ldots, y_{a}$ and $z_{1}, \ldots, z_{b}$ are the roots of $f$ and of $g$, respectively. $R$ is homogeneous of degree $b$ in $c_{0}, \ldots, c_{a}$, and homogeneous of
 has

$$
\left(i_{1}+2 i_{2}+\ldots+a i_{a}\right)+\left(j_{1}+2 j_{2}+\ldots+b j_{b}\right)=a b .
$$

Let

$$
f^{*}\left(X_{0}, X_{1}\right)=c_{0} X_{1}^{a}+c_{1} X_{0} X_{1}^{a-1}+\cdots+c_{a} X_{0}^{a}
$$

and

$$
g^{*}\left(x_{0}, x_{1}\right)=d_{0} x_{1}^{b}+d_{1} x_{0} x_{1}^{b-1}+\ldots+d_{b} x_{0}^{b}
$$

be the two forms associated with $f(X)$ and $g(X)$. We say that a pair $\left(x_{0}, x_{1}\right)$ is a common zero of $f^{*}$ and $g^{*}$ if $\left(x_{0}, x_{1}\right) \neq(0,0)$ and $f^{*}\left(x_{0}, x_{1}\right)=g^{*}\left(x_{0}, x_{1}\right)=0$, and if $x_{0}, x_{1} \in \bar{K}$.

Claim: $f^{*}\left(X_{0}, X_{1}\right)$ and $g^{*}\left(X_{0}, X_{1}\right)$ have a common zero if and only if $R=0$.

Proof: First suppose that $f^{*}$ and $g^{*}$ have the common zero $\left(x_{0}, x_{1}\right)$. If $x_{0} \neq 0$ then they have a common zero of the form ( $1, z$ ). Here $z$ is a common root of $f$ and $g$, and therefore $R=0 . I f$ $x_{0}=0$, then $c_{0} x_{1}^{a}=0$ and $d_{0} x_{1}=0$ 。 Since $x_{1}$ cannot also be zero, it follows that $c_{0}=d_{0}=0$, and $R=0$.

Now suppose $R=0$. Either $f$ and $g$ have a common root $z$, in which case $f^{*}$ and $g^{*}$ have the common root ( $1, z$ ). or $c_{0}=d_{0}=0$, in which case ( 1,0 ) is a common root of $f^{*}$ and $g^{*}$. This verifies the claim. It follows that the vanishing of the resultant has a more elegant interpretation in terms of $f^{*}$ and $g^{*}$ than of $f$ and $g$.

Let $f_{1}\left(X_{0}, X_{1}, \ldots, X_{k}\right), \ldots, f_{r}\left(X_{0}, X_{1}, \ldots, X_{k}\right)$ be forms with coefficients in a field $K$. $A$ common zero of $f_{1}, \ldots, f_{r}$ is an $(n+1)$-tuple $\left(x_{0}, x_{1}, \ldots, x_{k}\right) \neq 0$ with components in $\bar{K}$ such that $f_{i}(\underline{x})=0$ for $i=1,2, \ldots, r$. Suppose each of these forms is of degree $d$, and that for $j=1,2, \ldots, r$,


We extend the concept of a resultant of two polynomials to a resultant system for $r$ forms in $k+1$ variables by giving the following

Definition: A resultant system for the forms (1.1) is a finite set of forms $g_{1}, \ldots, g_{s}$ in variables

$$
A_{i_{0} i_{1} \ldots i_{k}}^{(j)} \quad\left(1 \leq j \leq r ; i_{0}+i_{1}+\ldots+i_{k}=d\right)
$$

with the property that $\left.g_{i} \left\lvert\, \begin{array}{l}a_{i}^{(j)} \\ i_{0} i_{1} \ldots i_{k}\end{array}\right.\right)=0$ for each $i=1, \ldots, s$ if and only if the forms $f_{1}, \ldots, f_{r}$ have a common zero.

Example 1: Take $k=1$ and $\mathbf{r}=2$. The resultant system for the forms $f_{1}\left(X_{0}, X_{1}\right), f_{2}\left(X_{0}, X_{1}\right)$ consists of just one form $(s=1)$ the resultant of the two polynomials $f_{1}\left(1, X_{1}\right)$ and $f_{2}\left(1, X_{1}\right)$.

## Example 2: Take

$$
\begin{aligned}
& f_{1}\left(X_{1}, \ldots, X_{n}\right)=a_{11} X_{1}+\ldots+a_{1 n} X_{n}, \\
& \vdots \\
& f_{n}\left(X_{1}, \ldots, X_{n}\right)=a_{n 1} X_{1}+\ldots+a_{n n} X_{n},
\end{aligned}
$$

i.e. a set of $n$ linear forms in $n$ variables. Again there is a resultant system for these forms consisting of a single form $g$, namely the determinant

$$
g=\left|\begin{array}{llll}
A_{11} & A_{12} & \cdots & A_{1 n} \\
\vdots & \vdots & & \vdots \\
A_{n 1} & A_{n 2} & \cdots & A_{n n}
\end{array}\right|
$$

More generally, we can describe a resultant system for the forms

$$
\begin{aligned}
& f_{1}\left(x_{1}, \ldots, x_{n}\right)=a_{11} x_{1}+\ldots+a_{1 n} x_{n} \\
& \vdots \\
& f_{m}\left(x_{1}, \ldots, x_{n}\right)=a_{m 1} x_{1}+\ldots+a_{m n} x_{n} .
\end{aligned}
$$

If $m<n$, a resultant system for the forms $f_{1}, \ldots, f_{m}$ is the identically zero form, since $f_{1}, \ldots, f_{m}$ always have a common zero. If $m \geq n$, a resultant system is the set of all ( $n \times n$ ) - subdeterminants of the associated $m \times n$ matrix.

THEOREM 1A: Let $f_{1}\left(X_{0}, X_{1}, \ldots, X_{k}\right), \ldots, f_{r}\left(X_{0}, X_{1}, \ldots, X_{k}\right)$ be forms of degree $d$ as in (1.1) . There exists a resultant system $g_{1}, \ldots, g_{s}$, where each $g_{i}$ is a form in the variables $A_{i_{0}}^{(j)} i_{1} \ldots i_{k}$ of degree

$$
2^{k} d^{2^{k}-1}
$$

LEMMA 1B: Let $\hat{g}\left(X_{1}, \ldots, X_{m}\right)$ be a form of degree $e$, and let $h_{1}\left(Y_{1}, \ldots, Y_{\ell}\right), \ldots, h_{m}\left(Y_{1}, \ldots, Y_{\ell}\right) \quad$ be forms of degree $e^{\prime}$. Then the polynomial

$$
g\left(Y_{1}, \ldots, Y_{\ell}\right)=\hat{g}\left(h_{1}\left(Y_{1}, \ldots, Y_{\ell}\right), \ldots, h_{m}\left(Y_{1}, \ldots, Y_{\ell}\right)\right)
$$

is a form of degree $\mathrm{ee}^{\prime}$.

## Proof: Obvious.

We begin the

Proof of Theorem 1A: Let the forms $f_{1}\left(X_{0}, \ldots, X_{k}\right), \ldots, f_{r}\left(X_{0}, \ldots, X_{k}\right)$
be given by (1.1). The proof is by induction on $k$. If $k=0$,
then (1.1) becomes

$$
\begin{equation*}
f_{j}\left(X_{0}\right)=a_{d}^{(j)} X_{0}^{d} \quad, \quad 1 \leq j \leq r \tag{1.2}
\end{equation*}
$$

Clearly the forms

$$
g_{j}\left(A_{d}^{(1)}, \ldots, A_{d}^{(r)}\right)=A_{d}^{(j)}, \quad 1 \leq j \leq r,
$$

form a resultant system for (1.2). Moreover, $\operatorname{deg} g_{j}\left(A_{d}^{(1)}, \ldots, A_{d}^{(r)}\right)=1$ for $1 \leq j \leq r$, which agrees with Theorem1A.

Suppose that the theorem holds for forms in $k$ variables
$\mathrm{X}_{0}, \mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{k}-1}$. We introduce new variables $\mathrm{U}_{1}, \ldots, \mathrm{U}_{\mathrm{r}}, \mathrm{V}_{1}, \ldots, \mathrm{~V}_{\mathrm{r}}$, and form two polynomials

$$
\begin{aligned}
& \bar{f}=U_{1} f_{1}\left(X_{0}, \ldots, X_{k}\right)+\ldots+U_{r} f_{r}\left(X_{0}, \ldots, X_{k}\right), \\
& \vec{g}=V_{1} f_{1}\left(X_{0}, \ldots, X_{k}\right)+\ldots+V_{r} f_{r}\left(X_{0}, \ldots, X_{k}\right),
\end{aligned}
$$

where

$$
f_{j}\left(x_{0}, \ldots, x_{k}\right)=\sum_{i_{0}+\ldots+i_{k}=d_{i}}{ }_{A_{0}}^{(j)}{ }^{(j)} i_{k} X_{0}^{i_{0}} \ldots X_{k}^{i}{ }^{i}
$$

If we view $\bar{f}$ and $\bar{g}$ as polynomials in the variable $X_{k}$, they have a resultant

$$
R=R\left(X_{0}, \ldots, X_{k-1}, U_{1}, \ldots, U_{r}, v_{1}, \ldots, v_{r}, a 11^{\dagger} A_{s}\right)
$$

If we write

$$
\bar{f}=\bar{a}_{0} x_{k}^{d}+\ldots+\bar{a}_{d}
$$

and

$$
\bar{g}=\bar{b}_{0} x_{k}^{d}+\cdots+\bar{b}_{d},
$$

then each $\bar{a}_{i}$ and each $\bar{b}_{i}$ is a form of degree $i$ in $X_{0}, \ldots, X_{k-1}$, is linear in the variables $U_{1}, \ldots, U_{r}, V_{1}, \ldots, V_{r}$, and linear in the $A$ In the resultant, a term $\bar{a}_{0}^{j} 0 . \bar{a}_{d}^{j_{d}} \bar{b}^{\ell} 0 \ldots \bar{b}_{d}^{\ell}{ }_{d}$ has

$$
j_{1}+2 j_{2}+\ldots+d j_{d}+\ell_{1}+2 \ell_{2}+\ldots+d \ell_{d}=d^{2}
$$

The resultant is of degree $d$ in $\bar{a}_{0}, \ldots, \bar{a}_{d}$, and also of degree $d$ in $\vec{b}_{0}, \ldots, \bar{b}_{d}$. Therefore
(i) $R$ is a form of degree $d^{2}$ in $X_{0}, \ldots, X_{k-1}$;
(ii) $R$ is a form of degree $2 d$ in the $A$;
(iii) $R$ is a form of degree 2 d in $\mathrm{U}_{1}, \ldots, \mathrm{U}_{\mathbf{r}}$,

$$
v_{1}, \ldots, v_{r} \quad \text { together }
$$

Collecting terms involving like powers in the $U$ 's and V's, we may certainly write

$$
\begin{aligned}
& \mathrm{R}=\sum_{u_{1}, \ldots, u_{r}}^{\sum} \sum_{v_{1}, \ldots, v_{r}} \\
& \quad R_{u_{1}}, \ldots, u_{r}, v_{1}, \ldots, v_{r}\left(x_{0}, \ldots, x_{k-1}, A^{\prime}{ }_{s}\right) U_{1}^{u}{ }^{u} \ldots u_{r}^{u}{ }^{u} v_{1} \ldots v_{r}{ }^{v_{r}},
\end{aligned}
$$

[^9]Abbreviating the above coefficients by $\underset{=}{R_{i}, v}=$, we observe that
(i) $R_{\underline{u}, v}$ is a form of degree $d^{2}$ in $X_{0}, \ldots, X_{k-1}$;
(ii) $R_{\underline{u}, \underline{v}}$ is a form of degree $2 d$ in the $A^{\prime} s$.

LEMMA 1C: Suppose the variables $A_{i_{0}}^{(j)}, \ldots i_{k} \quad$ are replaced by
coefficients $a_{i_{0}}^{(j)} \ldots i_{k}$ in the field $K$. Then $^{f}{ }_{1}, \ldots, f_{r}$ have a common zero if and only if all of the polynomials $R_{\underline{u}, \underline{v}}\left(X_{0}, \ldots, X_{k-1}, a^{\prime} s\right)$ have a common zero.

Proof: Suppose $f_{1}, \ldots, f_{r}$ have a common zero $\left(x_{0}, x_{1}, \ldots, x_{k}\right)$. If $\left(x_{0}, x_{1}, \ldots, x_{k-1}\right) \neq(0,0, \ldots, 0)$ and the values $x_{0}, x_{1}, \ldots, x_{k-1}$ are substituted in $\bar{f}$ and $\bar{g}$, then $X_{k}$ is a common zero of $\overline{\mathrm{f}}$ and $\overline{\mathrm{g}}$, whence $\mathrm{R}=0$. But since
the polynomials $R_{\underline{u}, \underline{v}}\left(X_{0}, \ldots, X_{k-1}, a^{\prime} s\right)$ must have $\left(x_{0}, \ldots, x_{k-1}\right)$ as a common zero. If, on the other hand, $\left(x_{0}, \ldots, x_{k-1}\right)=(0, \ldots, 0)$, then $f_{1}, \ldots, f_{r}$ have the common zero ( $0, \ldots, 0,1$ ). It follows that the coefficient of $X_{k}^{d}$ is zero for each $f_{i}$, hence also for $\bar{f}$ and $\bar{g}$. Again $R=R\left(X_{0}, \ldots, X_{k-1}, U^{\prime} s, \dot{V}^{\prime} s, a^{\prime} s\right)=0$, so all of the forms $R_{\underline{u}, \underline{v}}\left(X_{0}, \ldots, X_{k-1}, a^{\prime} s\right)$ are identically zero, and therefore have a non-trivial common zero.

Conversely, suppose that $\left(x_{0}, x_{1}, \ldots, x_{k-1}\right)$ is a common zero of
the forms ${\underset{\underline{u}}{\underline{u}, \underline{v}}}^{\underline{=}}\left(X_{0}, \ldots, X_{k-1}, a^{\prime} s\right)$. In particular, $x_{0}, \ldots, x_{k-1}$ lie in $\overline{\mathrm{K}}$. Then

$$
R\left(x_{0}, x_{1}, \ldots, x_{k-1}, U^{\prime} s, v^{\prime} \cdot s, a^{\prime} \cdot s\right)=0
$$

so that either $\bar{a}_{0}=\bar{b}_{0}=0$ or $\bar{f}$ and $\bar{g}$ have a common zero $x_{k}$. If $\bar{a}_{0}=\bar{b}_{0}=0$, then $f_{1}, \ldots, f_{r}$ clearly have the common zero $(0,0, \ldots, 0,1)$. If $\bar{f}$ and $\overline{\mathbf{g}}$ have the common root $\mathrm{x}_{\mathrm{k}}$, then $\mathrm{x}_{\mathrm{k}}$ as a root of $\overrightarrow{\mathbf{f}}$ is algebraic over $K\left(U_{1}, \ldots, U_{r}\right)$, and as a root of $\bar{g}$ is algebraic over $K\left(V_{1}, \ldots, V_{r}\right)$. It follows that $x_{k}$ is algebraic over K . But since

$$
\bar{f}=U_{1} f_{1}\left(x_{0}, \ldots, x_{k}\right)+\ldots+U_{r} f_{r}\left(x_{0}, \ldots, x_{k}\right)=0,
$$

and since each $f_{j}\left(x_{0}, \ldots, x_{k}\right) \in \bar{K}$, we conclude that

$$
f_{j}\left(x_{0}, \ldots, x_{k}\right)=0 \quad(1 \leq j \leq r)
$$

We now return to the proof of Theorem 1A. By the inductive hypothesis, there is a resultant system $\hat{\mathrm{g}}_{1}, \ldots, \hat{\mathrm{~g}}_{\mathrm{s}}$ for the forms $R_{\underline{u}, v}\left(X_{0}, \ldots, X_{k-1}\right)$, with

$$
\operatorname{deg} \hat{g}_{i}=2^{k-1}\left(d^{2}\right)^{2^{k-1}-1}=2^{k-1} d^{k}-2 \quad(1 \leq i \leq s)
$$

Each coefficient of $R_{\underline{u}, \underline{v}}^{\underline{\underline{u}}}$ was a form of degree $2 d$ in the A. Let $g_{1}, \ldots, g_{s}$ be obtained from $\hat{g}_{1}, \ldots, \hat{g}_{s}$ by substituting for each coefficient of ${\underset{\sim}{u}}_{\underline{u}, \underline{v}}$ its expression in terms of the $A^{\prime} s$. By Lemma lC, it is obvious that $g_{1}, \ldots, g_{s}$ form a resultant system for $f_{1}, \ldots, f_{r}$. Finally, by Lemma $1_{B}$, each $g_{i}$ is a form in the $A^{\prime} s$ of degree

$$
2 d \cdot 2^{k-1} d^{k}-2=2^{k} d^{k}-1
$$

This concludes the proof of Theorem 1A. We remark that the forms $g_{1}, \ldots, g_{s}$ have rational integer coefficients and are independent of the field $K$ if char $K=0$. In a field of characteristic $p$, the coefficients of the forms $g_{1}, \ldots, g_{s}$ are replaced by the residue classes modulo $p$ of the corresponding coefficients in characteristic zero.

If a is a polynomial with rational integer coefficients in any number of variables, we define $\|a\|$ as the sum of the absolute values of the coefficients. For

Example: If $a(X, Y)=(X-Y)^{n}$, then $\|a\|=2^{n}$.

Theorem 1D: In a field of characteristic zero, the forms
$g_{1}, \ldots, g_{s}$ of Theorem $1 A$ have rational integer coefficients and satisfy

$$
\left\|g_{i}\right\| \leq 2^{2^{4 k}} \cdot d^{2^{k}} \quad(1 \leq i \leq s)
$$

For the remainder of this section, all polynomials are assumed to have rational integer coefficients. We first prove an analog to Lemma 1B.

LEMMA 1E: Let $\hat{g}\left(X_{1}, \ldots, X_{m}\right)$ be a polynomial of total degree e. Let $b_{1}\left(Y_{1}, \ldots, Y_{t}\right), \ldots, b_{m}\left(Y_{1}, \ldots, Y_{t}\right)$ be polynomials with $\left\|b_{i}\right\| \leq \psi \quad(1 \leq i \leq m) \quad$ Then

$$
g\left(Y_{1}, \ldots, Y_{t}\right)=\hat{g}\left(b_{1}\left(Y_{1}, \ldots, Y_{t}\right), \ldots, b_{m}\left(Y_{1}, \ldots, Y_{t}\right)\right)
$$

has the property that

$$
\|g\| \leq\|\hat{g}\| \psi^{e} .
$$

Proof: For any two polynomials $a$ and $b$ in any number of variables, observe that

$$
\|a b\| \leq\|a\| \cdot\|b\|
$$

For if $a^{\prime}, b^{\prime}$ and ( $\left.a b\right)^{\prime}$ are obtained from $a, b$ and $a b$, respectively, by replacing each coefficient by its absolute value, then

$$
\|a b\|=\left\|(a b)^{\prime}\right\| \leq\left\|a^{\prime} b^{\prime}\right\|=\left\|a^{\prime}\right\|\left\|b^{\prime}\right\|=\|a\|\|b\|
$$

Now a typical term in the polynomial g is ${ }_{b}{ }_{1}{ }_{1} \ldots b_{m}^{i}{ }_{m}$ where

$$
i_{1}+i_{2}+\ldots+i_{m} \leq e
$$

so that

$$
\| b_{1}^{i} \ldots b_{m}^{i} m_{\|} \leq \psi^{e}
$$

The lemma follows.

In order to prove Theorem 1 D , we examine more closely the polynomials introduced in the proof of Theorem 1 A .

## LEMMA 1F:

$$
\left\|R_{\underline{u}, \underline{v}}\left(X_{0}, \ldots, X_{k-1}, A^{7} s\right)\right\| \leq(2 d)^{6 d k}
$$

Proof: We saw that $R\left(X_{0}, \ldots, X_{k-1}, U_{1}, \ldots, U_{r}, V_{1}, \ldots, V_{r}, A^{\prime} s\right)$ had total degree $2 d$ in $U_{1}, \ldots, U_{r}, V_{1}, \ldots, V_{r}$. Therefore in each


$$
u_{1}+\cdots+u_{r}+v_{1}+\cdots+v_{r} \leq 2 d
$$

Hence for any $\underset{\underline{\underline{u}}, \underline{v}}{ }$ which is not identically zero, at most 2 d of the numbers $u_{1}, \ldots, u_{r}, v_{1}, \ldots, v_{r}$ can be non-zero. Let $c=\min \{2 d, r\} . S u p p o s e$, without loss of generality, that $u_{i}=v_{i}=0$ if $i>c$. Let $R^{*}\left(X_{0}, \ldots, X_{k-1}, U_{1}, \ldots, U_{c}, V_{1}, \ldots, v_{c}, A\right.$ be obtained from $R$ by omitting all terms where some $U_{i}$ or $V_{i}$ with $i>c$ occurs. Then

$$
\left\|\mathrm{R}_{\underline{\underline{u}}, \underline{\underline{v}}}\left(\mathrm{X}_{0}, \ldots, \mathrm{x}_{\mathrm{k}-1}, A^{\prime} \mathrm{s}\right)\right\| \leq\left\|\mathrm{R}^{*}\right\|
$$

$R^{*}$ is clearly the resultant of the two polynomials

$$
\begin{aligned}
\bar{f}^{*} & =U_{1} f_{1}\left(X_{0}, \ldots, x_{k}\right)+\ldots+U_{c} f_{c}\left(x_{0}, \ldots, x_{k}\right) \\
& =\bar{a}_{0}^{*} x_{k}^{d}+\ldots+\bar{a}_{d}^{*}, \\
\bar{g}^{*} & =V_{1} f_{1}\left(x_{0}, \ldots, x_{k}\right)+\ldots+V_{c} f_{c}\left(x_{0}, \ldots, x_{k}\right) \\
& =\bar{b}_{0}^{*} x_{k}^{d}+\ldots+\bar{b}_{d}^{*},
\end{aligned}
$$

when considered as polynomials in $X_{k}$. If we write, for $1 \leq j \leq r$,
the number of summands in $f_{j}$ is not more than $(d+1)^{k}$. So the number of summands in $\overrightarrow{\mathrm{f}}^{*}$ or $\overrightarrow{\mathrm{g}}^{*}$ is bounded by

$$
(d+1)^{k} c \leq 2 d(d+1)^{k} \leq(2 d)^{k+1}
$$

Therefore the number of summand s in each $\bar{a}_{i}^{*}$ or $\vec{b}_{i}^{*}$ is also bounded by $(2 \mathrm{~d})^{\mathrm{k}+\mathbf{l}}$. But each coefficient in $\overline{\mathrm{a}}_{\mathrm{i}}^{*}$ or $\bar{b}_{i}^{*}$ is either 0 or 1 , so that

$$
\left\|\vec{a}_{i}^{*}\right\| \leq(2 \mathrm{~d})^{\mathrm{k}+1},\left\|\dot{b}_{i}^{*}\right\| \leq(2 \mathrm{~d})^{\mathrm{k}+1} \quad(i=0, \ldots, d) .
$$

The resultant of $\overline{\mathrm{f}}^{*}$ and $\overline{\mathrm{g}}^{*}$ is of degree 2 d in $\bar{a}_{0}^{*}, \ldots, \bar{a}_{d}^{*}, \bar{b}_{0}^{*}, \ldots, \bar{b}_{d}^{*}$. This resultant is a (id $\left.\times 2 d\right)$-determinant, so the resultant $r$ satisfies $\|r\| \leq(2 d):$ By Lemma 1 E , $R^{*}=r\left(a_{0}^{*}, \ldots, a_{d}^{*}, b_{0}^{*}, \ldots, b_{d}^{*}\right)$ has

$$
\left\|R_{\|}^{*}\right\| \leq(2 d):\left((2 d)^{k+1}\right)^{2 d}
$$

Hence

$$
\begin{aligned}
\left\|\underset{\underline{\mathrm{u}}, \underline{\underline{v}}}{ }\left(\mathrm{X}_{0}, \ldots, \mathrm{X}_{\mathrm{k}-1}, \mathrm{~A}-\mathrm{s}\right)\right\| & \leq\left\|\mathrm{R}^{*}\right\| \\
& \leq(2 \mathrm{~d})^{2 \mathrm{~d}}(2 \mathrm{~d})^{2 \mathrm{dk}+2 \mathrm{~d}} \\
& =(2 \mathrm{~d})^{2 \mathrm{dk}+4 \mathrm{~d}} \\
& \leq(2 \mathrm{~d})^{6 \mathrm{dk}}
\end{aligned}
$$

Proof of Theorem 1D: We proceed by induction on $k$. If $\mathrm{k}=0$, then $\left\|\mathrm{g}_{\mathrm{i}}\right\|=1$ and the theorem holds trivially. Suppose it has been established that for $\mathrm{k}-1$ one obtains the estimate

$$
\left\|g_{i}\right\| \leq c_{k-1}=c_{k-1}(d)=2^{2^{4(k-1)}} \cdot d^{2^{k-1}}
$$

Let $\hat{\mathrm{g}}_{1}, \ldots, \hat{\mathrm{~g}}_{\mathrm{s}}$ be a resultant system for the $\underset{\underline{\underline{u}}}{\prime}, \underline{\underline{v}}$. By induction, $\left\|\hat{g}_{i}\right\| \leq c_{k-1}\left(d^{2}\right)$, since each $\underset{\underline{\underline{u}}, \underline{\underline{v}}}{ }$ is of degree $d^{2}$ in $x_{0}, \ldots, x_{k-1}$.

On the other hand, $g_{i}$ is obtained from $\hat{g}_{i}$ by substituting for the coefficients of each $\underset{\underline{u}, \underline{v}}{ }$ theix expressions in terms of the $A$. By applying Lemmas $1 \mathrm{E}, 1 \mathrm{~F}$ and observing that $\hat{\mathrm{g}}_{\mathrm{i}}$ has degree

$$
2^{\mathrm{k}-1}\left(\mathrm{~d}^{2}\right)^{\mathrm{k}-1}-1=2^{\mathrm{k}-1} \mathrm{~d}^{2^{\mathrm{k}}-2},
$$

we obtain

$$
\left\|g_{i}\right\| \leq c_{k-1}\left(d^{2}\right) \quad\left((2 d)^{6 k d}\right) 2^{k-1} d^{2^{k}-2}
$$

But by the inductive hypothesis,

$$
c_{k-1}\left(d^{2}\right)=2^{2^{4 k-4} d^{2^{k}}}
$$

Hence

$$
\begin{aligned}
\left\|g_{i}\right\| & \leq 2^{2^{4 k-4}} d^{2^{k}} \cdot 2^{2 d} \cdot 6 k d \cdot 2^{k-1} \cdot d^{2^{k}-2} \\
& =2^{2^{4 k-4} d^{2^{k}} \cdot 2^{6 k 2^{k} d^{2}}} \begin{aligned}
& \left.=2^{\left(2^{4 k-4}\right.}+6 k 2^{k}\right) d^{2 k} \\
& <2^{2} 2^{4 k} 2^{k}
\end{aligned}
\end{aligned}
$$

§2. The absolute irreducibility of polynomials (I) .
Given a polynomial $f\left(X_{1}, \ldots, X_{n}\right)$ in $n$ variables with
coefficients in a field $K$, we wish to investigate the absolute irreducibility of $f$; i.e., the irreducibility of $f$ over $\bar{K}$. Suppose $f$ has total degree at most $d>0$ and is given by
(2.1)

$$
f\left(X_{1}, \ldots, X_{n}\right)=\sum_{i_{1}+\ldots+i_{n} \leq d} a_{i_{1}} \ldots i_{n} X_{1}^{i_{1}} \ldots X_{n}^{i}
$$

THEOREM $2 \mathrm{~A}:$ (E. Noether (1922)) There exist forms $g_{1}, \ldots, g_{s}$
$\underline{i n}$ variables $\left.A_{i_{1}} \ldots i_{n}{ }^{\left(i_{1}\right.}+\ldots+i_{n} \leq d\right) \quad$ such that the above polynomial $f\left(X_{1}, \ldots, X_{n}\right)$ is reducible over $\bar{K}$ or of degree $<d$ if and only if

$$
g_{j}\left\{a_{i_{1}} \ldots i_{n}\right\}=0 \quad(1 \leq j \leq s)
$$

Moreover, if $k=\binom{n+d-1}{n}, \underline{\text { then }}$
(i) $\quad \operatorname{deg} g_{j} \leq k^{2^{k}} \quad(1 \leq j \leq s)$

These forms depend only on $n$ and $d$, and are independent of the field $K$ in the sense that if char $K=D$, they are fixed forms with rational integer coefficients; while if char $K=p(\neq 0)$, they are obtained by reducing the integral coefficients modulo $p$. In the case when char $K=0$,
(ii) $\left\|g_{j}\right\| \leq 4^{k^{2}} \quad(1 \leq j \leq s)$.

Proof: We first dispose of the trivial cases. If $d=1$, the
forms may be taken to be just the variables corresponding to the coefficients of $f$. If $d \geq 2$ and $n=1$, then $f$ is always reducible over $\bar{K}$, so we may take $s=1$ and $g_{1}$ identically zero. We may therefore assume that both $d \geq 2$ and $n \geq 2$, from which it follows that $k \geq 2$.

Ooserve that $f$ is reducible or deg $f<d$ if and only if $\mathbf{f}=\mathrm{gh}$ with $\operatorname{deg} \mathrm{g}<\mathrm{d}, \operatorname{deg} \mathrm{h}<\mathrm{d}$. Now suppose $\mathrm{f}=\mathrm{gh}$ where

$$
\begin{aligned}
& g\left(X_{1}, \ldots, X_{n}\right)=\sum_{j_{1}+\ldots+j_{n} \leq d-1} b_{j_{1}} \ldots j_{n} x_{1}^{j_{1}} \ldots x_{n}^{j_{n}}, \\
& h\left(X_{1} \ldots, X_{n}\right)=\sum_{k_{1}+\ldots+k_{n} \leq d-1}{ }_{c_{k_{1}} \ldots k_{n} X_{1}{ }^{k_{1}} \ldots X_{n}^{k}{ }_{n}^{k} .}
\end{aligned}
$$

Then the coefficients of $f$ must have the form

$$
{ }_{i_{1} \ldots i_{n}}=\sum_{j_{1}+k_{1}=i_{1}} \ldots \sum_{j_{n}+k_{n}=i_{n}} b_{j_{1} \ldots j_{n}} c_{k_{1} \ldots k_{n}}
$$

for any $i_{1}, \ldots, i_{n}$ with $i_{1}+\ldots+i_{n} \leq 2 d-2^{+}$. Let $g$ be fixed, not
identically zero, and consider the system of linear equations
(2.2) $c \cdot a_{i_{1}} \ldots i_{n}=\sum_{j_{1}+k_{1}=i_{1}} \ldots \sum_{j_{n}+k_{n}=i_{n}} b_{j_{1}} \ldots j_{n} c_{k_{1}} \ldots k_{n} \quad\left(i_{1}+\ldots+i_{n} \leq 2 d-2\right)$
in $c$ and the elements $c_{k_{1} \ldots k_{n}}$. If $g$ divides $f$, then
has a solution with $c=1$, hence has a non-trivial, solution. Conversely, if (2.2) has a non-trivial solution, then if $c=0$, we would obtain the contradictory result that $g h=0$ while both $g \neq 0$ and $h \neq 0$. So in fact $c \neq 0$, and there is a solution of (2.2) with $c=1$,

[^10]and hence $g$ divides $f$.
We have shown that $g$ divides $f$ if and only if (2.2) has a non-trivial solution in the variables $c,\left\{c_{k_{1}} \ldots k_{n}\right\}$. The number of variables is $k+1$ with $k=\binom{n+d-1}{n}$. Therefore the condition that $g$ divide $f$ is that all the $(k+1) \times(k+1)$ determinants, say $\Delta_{1}, \ldots, \Delta_{r}$, of the system of linear equations (2.2) vanish. But each $\Delta_{i}$ is a form in the coefficients $b_{j_{1}} \ldots j_{n}$ of degree $k$, and the number of these coefficients is also $k$. We know from elimination theory, specifically Theorem lA , that there exist forms $h_{1}, \ldots h_{s}$ in the coefficients of $\Delta_{1}, \ldots, \Delta_{r}$, such that the equations $\Delta_{1}=\ldots=\Delta_{r}=0$ have a non-trivial solution (in the $b_{j_{1}} \ldots j_{n}^{\prime} \quad s$ ) if and only if $h_{1}=\ldots=h_{s}=0$. Also by Theorem 1A,
$$
\text { (2.3) } \quad \operatorname{deg} h_{i}=2^{k-1} \mathrm{k}^{2^{k-1}-1} \leq k^{2^{k}} \quad(1 \leq i \leq s) .
$$

If char $K=0$, it follows from Theorem lD that
(2.4) $\quad\left\|h_{i}\right\| \leq 2^{2^{4 k-4}} \mathrm{k}^{2^{k-1}} \leq 2^{k^{2^{k}}} \quad(1 \leq i \leq s)$.

Now let $g_{i}$ be obtained from $h_{i}$ by substituting for the coefficients of the forms $\Delta_{1}, \ldots, \Delta_{r}$ their expressions in terms of the original coefficients $a_{i_{1}} \ldots i_{n}$ of $f$. Each such coefficient is linear in the $\mathrm{a}_{\mathrm{i}_{1} \ldots \mathrm{i}_{\mathrm{n}}}$ with norm at most k : Combining (2.3), (2.4) with Lemmas 1B, IE, we obtain

$$
\operatorname{deg} g_{i} \leqq \operatorname{deg} h_{i} \leqq 2^{2^{k}} \quad(1 \leqq i \leqq s)
$$

and

$$
\begin{aligned}
\left\|g_{i}\right\| & \leq\left\|h_{i}\right\|(k!)^{2^{k-1} k^{2^{k-1}-1}} \\
& \leq 2^{k^{2^{k}}} 2^{k^{2}} 2^{k-1} k^{2^{k-1}-1} \\
& \leq 2^{k^{2^{k}}} 2^{k^{2}} 2^{k-1}+k \\
& \leq 2^{k^{2^{k}}} 2^{k^{2^{k}}} \\
& =4^{k^{2^{k}}}
\end{aligned}
$$

COROLLARY 2 B: (Ostrowski (1919)) Let $f\left(X_{1}, \ldots, X_{n}\right)$ be a polynomial of degree $d>0$ with rational integral coefficients.

Suppose $f$ is absolutely irreducible (i.e. irreducible over $\overline{\text { ( ) }}$.
Let $p$ be a prime with

$$
p>(4\|f\|)^{k^{2^{k}}}
$$

where $k=\binom{n+d-1}{n}$. Then the reduced polynomial modulo $p$ is again of degree $d$ and absolutely irreducible (i.e. irreducible over $\bar{F}_{p}$ ).

Proof: Let $f$ be given by (2.1), where the coefficients $\left\{\mathbf{a}_{\mathbf{i}_{1}} \ldots \mathrm{i}_{\mathrm{n}}\right\}$ are now integers. Since $f$ is of degree d and absolutely irreducible, in the notation of Theorem 2 A , not all the numbers $g_{i}\left(\left\{a_{i_{1}} \ldots i_{n}\right\}\right)$ are zero. Let us say $g_{1}\left(\left\{a_{i_{1}} \ldots i_{n}\right\}\right) \neq 0$. We have the estimate

$$
0<\left|g_{1}\left(\left\{a_{i_{1}} \ldots i_{n}\right\}\right)\right| \leq\left\|g_{1}\right\| \cdot\|f\|^{k^{2^{k}}} \leq(4\|f\|)^{k^{2^{k}}}
$$

So if $p>(4\|f\|)^{k^{2^{k}}}$, then the number $g_{1}\left(\left\{a_{i_{1}} \ldots i_{n}\right\}\right)$ is still non- zero
modulo $p$. It follows, again by Theorem 2 A , that the reduced polynomial modulo $p$ is of degree $d$ and absolutely irreducible.

COROLLARY 2C: Let $f(X, Y)$ be a polynomial with rational integer coefficients which is absolutely irreducible. If $N(p)$ denotes the number of solutions of the congruence

$$
f(x, y) \equiv 0 \quad(\bmod p)
$$

then for large primes $p$,

$$
N(p)=p+O\left(p^{1 / 2}\right) .
$$

Proof: Combine Corollary 2B with Theorem lA of Chapter III.
83. The absolute irreducibility of polynomials (II) .

Let $K$ and $L$ be two fields with $K \subseteq L$. The algebraic closure of $K$ in $L$, denoted by $K^{\circ}$, is defined as the set of elements of $L$ which are algebraic over $K$. Clearly $K^{o}$ is a field and $\mathrm{K} \subseteq \mathrm{K}^{\circ} \subseteq \mathrm{L}$.

THEOREM 3 A: Suppose $f\left(X_{1}, \ldots, X_{m}, Y\right)$ is a polynomial with
coefficients in a field $K$, irreducible over $K$, and of degree $d>0$ in $Y$ Further suppose that $f$ is not a polynomial in only $X_{1}^{p}, \ldots, X_{m}^{p}, Y^{p}$ if $K$ has characteristic $p \neq 0$. Let $y_{0}$ be a quantity satisfying $f\left(X_{1}, \ldots, X_{m}, \mathscr{D}\right)=0$, and let $L=K\left(X_{1}, \ldots, X_{m}, D\right)$. Let $K^{\circ}$ be the algebraic closure of $K$ in $L$. Then $\left[K^{\circ}: K\right]$ is a divisor of $d$ and $K^{0}$ is separable over $K$. Moreover, the polynomial $f\left(X_{1}, \ldots, X_{m}, Y\right)$ is absolutely irreducible if and only if $K^{\circ}=K$.

Theorems of this type are well known to algebraic geometers.

See, e.g., Zariski (1944). See also Corollary 6C in Ch. VI.

Example: Consider the polynomial $f(X, Y)=2 X^{2}-Y^{4}$ over the field $K=Q$ of rational numbers. Clearly $f(X, Y)$ is irreducible over $Q$. Choose $D_{0}$ so that $\mathscr{D}^{4}=2 X^{2}$ and let $L=Q(X, \mathfrak{Y})$. If we put $\alpha=\eta^{2} / X$, then $\alpha^{2}=2$, so $\sqrt{2} \in Q^{\circ}$. This means that $Q$ is not algebraically closed in $L$, or $Q^{\circ} \neq Q$. By Theorem $3 A, f(X, Y)$ is not absolutely irreducible; in fact, we see directly that

$$
\mathrm{f}(\mathrm{X}, \mathrm{Y})=\left(\sqrt{2} \mathrm{X}-\mathrm{Y}^{2}\right)\left(\sqrt{2} \mathrm{X}+\mathrm{Y}^{2}\right)
$$

is a factorization of $f(X, Y)$ over $Q(\sqrt{2})$.

Proof of Theorem 3 A . We begin with the following remark: If $\mathrm{K}^{\mathbf{o}}$ is algebraic over $K$ of degree $d$, then $K^{\circ}\left(X_{1}, \ldots, X_{m}\right)$ is algebraic over $K\left(X_{1}, \ldots, X_{m}\right)$ of degree $d$, and vice versa. If $K^{o}$ is separable (or inseparable) over $K$, then $K^{o}\left(X_{1}, \ldots, X_{m}\right)$ is separable (or inseparable) over $K\left(X_{1}, \ldots, X_{m}\right)$, and conversely. This follows from the argument used in Lemma 2 A of Chapter III.

Now observe that
(3.1) $K\left(X_{1}, \ldots, X_{m}\right) \subseteq K^{o}\left(X_{1}, \ldots, X_{m}\right) \subseteq K^{\circ}\left(X_{1}, \ldots, X_{m}, \mathfrak{D}\right)=K\left(X_{1}, \ldots, X_{m}, \mathfrak{D}\right)$.

Since $K\left(X_{1}, \ldots, X_{m}, \mathfrak{T}\right)$ is an extension of $K\left(X_{1}, \ldots, X_{m}\right)$ of degree $d$, it follows that $\left[K^{0}\left(X_{1}, \ldots, X_{m}\right): K\left(X_{1}, \ldots, X_{m}\right)\right]$ divides $d$, whence $\left[K^{\circ}: K\right]$ divides $d$ by the above remark.

If $f$ is absolutely irreducible, then $f$ is irreducible over $K^{\circ}$. Hence $\mathfrak{V}$ ) is algebraic of degree $d$ over $K^{\circ}\left(X_{1}, \ldots, X_{m}\right)$; that is,

$$
\left[K^{o}\left(X_{1}, \ldots, X_{m}, j\right): K^{o}\left(X_{1}, \ldots, x_{m}\right)\right]=d
$$

From (3.1) it follows that $K\left(X_{1}, \ldots, X_{m}\right)=K^{\circ}\left(X_{1}, \ldots, X_{m}\right)$, so that $K=K^{\circ}$.

For the remainder of the proof, we shall tacitly assume that char $K=p \neq 0$. Actually the case when char $K=0$ is simpler, and several steps may be omitted.

Let $f_{1}\left(X_{1}, \ldots, X_{m}, Y\right)$ be an irreducible factor of $f\left(X_{1}, \ldots, X_{m}, Y\right)$ over $\bar{K}$ such that

$$
\begin{equation*}
f_{1}\left(X_{1}, \ldots, X_{m}, \mathfrak{D}\right)=0 . \tag{3.2}
\end{equation*}
$$

We normalize $f_{l}$ by requiring that the leading coefficient (in some lexicographic ordering of the monomials) is l. Then every power of $f_{1}$ also has this property. Let $K_{1}$ be the field obtained from $K$ by adjoining the coefficients of $f_{1}$. Let $a$ be the smallest positive integer such that every coefficient of $f_{l}^{a}$ is separable over $K$. If $b$ is a positive integer such that $f_{1}^{b}$ has coefficients which are separable over $K$, then $a \mid b:$ For if $b=a t+r$ with $0 \leqq r<a$, then $f_{l}^{r}$ has separable coefficients, and by the minimal choice of $a$, we have $r=0$. Now $f_{1}^{p^{\ell}}$ has separable coefficients for some $\ell$, hence $a / p^{\ell}$, and a itself must be a power of $p$. We have

$$
\mathrm{K} \subseteq \mathrm{~K}_{1}^{3} \subseteq \mathrm{~K}_{1},
$$

where $K_{1}^{s}$ is the separable extension of $K$ obtained from $K$ by adjoining the coefficients of $f_{1}^{a}$.

The polynomial $g=f_{1}^{a}$ has coefficients in $K_{1}^{S}$ and is irreducible over $K_{1}^{s}$, since its proper divisors (which would necessarily be powers of $f_{1}$ ) have coefficients which are not all separable over $K$,
hence do not all lie in $K_{1}^{s}$. Now $g=f_{1}^{a}$ divides $f^{a}$, and since $g$ is irreducible, $g$ divides $f$. Write $\delta=\left[K_{1}^{s}: K\right]$ and let $\mathrm{g}^{(1)}, \mathrm{g}^{(2)}, \ldots, \mathrm{g}^{(8)}$ be the distinct conjugates of g . Each $\mathrm{g}^{(\mathrm{i})}$ divides $f$, so the product

$$
\mathrm{g}^{(1)} \mathrm{g}^{(2)} \ldots \mathrm{g}^{(\delta)} \mid \mathrm{f} .
$$

But this product has coefficients which are separable over $K$, and which are invariant under conjugation. Hence this product has coefficients in $K$. Since $f$ is irreducible over $K$, there exists a constant $c \in K$ such that

$$
f=c g^{(1)} \mathrm{g}^{(2)} \ldots \mathrm{g}^{(\delta)}
$$

If a were a positive power of $p$, then $g$ would be a polynomial in $X_{1}^{p}, \ldots, X_{m}^{p}, Y^{p}$, hence each conjugate would be such a polynomial, and therefore $f$ would be a polynomial in $X_{1}^{p}, \ldots, X_{m}^{p}, Y^{p}$. But this is impossible by hypothesis. Hence $a=1$. It follows immediately that $K_{1}{ }^{s}=K_{1}$, whence that $K_{1}$ is a separable extension of $K$. Now $f=\mathrm{cf}_{1}^{(1)} \ldots \mathrm{f}_{1}^{(\delta)}$ has degree d in $Y$, so each factor $f_{l}^{(i)}$ has degree $d / \delta$ in $Y$. Hence by (3.2), D has degree $d / \delta$ over $K_{1}\left(X_{1}, \ldots, X_{m}\right)$. Since $\left[K_{1}: K\right]=\delta$, it follows that $\left[K_{1}\left(X_{1}, \ldots, X_{m}\right.\right.$, $\left.\mathfrak{O}): K\left(X_{1}, \ldots, X_{m}\right)\right]=d$. Since $K \subseteq K_{1}$, and since also $\left[K\left(X_{1}, \ldots, X_{m}, \mathfrak{Y}\right)\right.$ : $\left.K\left(X_{1}, \ldots, X_{m}\right)\right]=d$, we have

$$
\mathrm{K}_{1}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{m}}, \mathfrak{y}\right)=\mathrm{K}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{m}}, \mathfrak{D}\right)=\mathrm{L} \cdot
$$

Thus $K_{1}$ is contained in $L$ and is algebraic over $K$, whence $K_{1} \subseteq K^{\circ}$.

Now $f_{1}$ was irreducible over $K_{1}$, in fact absolutely irreducible. By the part of the theorem already proved, $\left(K_{1}\right)^{\circ}=K_{1} . \operatorname{But}\left(K_{1}\right)^{o}=K^{\circ}$, so $K_{1}=K^{\circ}$, and $K^{0}$ is separable over $K$. Finally, if $K^{0}=K$, then $K_{1}=K$ and $f$ is absolutely irreducible. This completes the proof.

We are now able to finish the

Proof of Lemma 2B of Chapter III: In the notation of that lemma,
we need to show that if

$$
\left[k(x, z, \mathfrak{T}, \mathfrak{u}): \quad(k(x, z)]=d^{2}\right.
$$

then $f(X, Y)$ is absolutely irreducible. Suppose $f(X, Y)$ is not
absolutely irreducible. By Theorem $3 \mathrm{~A}, \mathrm{~K}^{\mathrm{o}} \neq \mathrm{K}$. Let $\left[\mathrm{K}^{\mathrm{o}}(\mathrm{X}): \mathrm{K}(\mathrm{X})\right]=$ $u>1$ and let $\left[K(X, \mathcal{D}): K^{\circ}(X)\right]=v$, so that $u v=d$. In the chain $K(X, Z) \subseteq$ $K^{\circ}(X, Z) \subseteq K^{\circ}(X, Z, \mathfrak{D}) \subseteq K^{\circ}(X, Z, \eta, H)=K(X, Z, \mathcal{D}, \mathbb{1})$, the field extensions are of respective degrees $u, v, v$, so that

$$
[K(X, Z, D), \mathfrak{H}): K(X, Z)]=u v^{2}<(u v)^{2}=d^{2}
$$

which completes the proof.
In $\S 2$ of Chapter $I V$ we introduced an equivalence relation for quadratic forms. We make a slight adjustment of that definition to define an equivalence for polynomials in $n$ variables over a field $K$. We say that $f(\underset{=}{=}) \sim g(X)$ if there is a non-singular ( $n \times n$ ) matrix $T$ and a vector $\underline{\underline{t}}$, both having components in $K$, such that

$$
f(\underset{=}{\mathrm{X}})=\mathrm{g}(\mathrm{TX} \underset{=}{\mathrm{t}}+\underset{=}{=}
$$

This is clearly an equivalence relation.

LEMMA 3 B: Suppose $f(\underset{\underline{X}}{\boldsymbol{X}}) \sim \mathrm{g}(\underset{\underline{X})}{\boldsymbol{X}}$ • If f is irreducible over K (or absolutely irreducible), then so is $g$ Moreover, the total
degrees of $f(\underset{=}{X})$ and $g(X)$ are equal.

Proof: Exercise. Notice that the first part of the lemma is a generalization of Lemma 2B of Chapter I.

Let $f\left(X_{1}, \ldots, X_{n}\right)$ be a polynomial over $K$. For $1 \leq \ell \leq n$, we will write

$$
f\left({\widetilde{x_{1}}, \ldots, x_{\ell}}, x_{\ell+1}, \ldots, x_{n}\right)
$$

when the polynomial is to be interpreted as a polynomial in the variables $X_{\ell+1}, \ldots, X_{n}$, with coefficients in the field $K\left(X_{l}, \ldots, X_{\ell}\right)$.

LEMMA 9c: If $f\left(X_{1}, \ldots, X_{n}\right)$ is irreducible (over $K$ ) then $f\left(\bar{X}_{1}, \ldots, X_{\ell}, X_{\ell+1}, \ldots, X_{n}\right)$ is irreducible (over $K\left(X_{1}, \ldots, X_{\ell}\right)$ ).

Proof: This follows from the unique factorization in $K\left[X_{1}, \ldots, X_{\ell}\right]$. The details are left as an exercise.

We remark that if $f\left(X_{1}, \ldots, X_{n}\right)$ is absolutely irreducible (i.e. irreducible over $\bar{K}$ ), it does not follow that $\mathrm{f}_{\left(\mathrm{X}_{1}, \ldots, X_{\ell}\right.}$, $X_{\ell+1}, \ldots, X_{n}$ is absolutely irreducible (i.e. irreducible over $\bar{K}\left(X_{1}, \ldots, \bar{X}_{\ell}\right)$ ). In fact, if $\ell=n-1$, the new polynomial is a polynomial in one variable, which cannot be absolutely irreducible unless its degree is one. As another example, the polynomial

$$
f\left(x_{1}, x_{2}, x_{3}\right)=x_{2}^{2}-x_{1} x_{3}^{2}
$$

is absolutely irreducible, while $\left.\widetilde{f(X}_{1}, X_{2}, X_{3}\right)$ has the factorization

$$
\left.f \overparen{(X}_{1}, x_{2}, x_{3}\right)=\left(x_{2}-\sqrt{x_{1}} x_{3}\right)\left(x_{2}+\sqrt{x_{1}} x_{3}\right)
$$

over $\overline{\mathrm{K}\left(\mathrm{X}_{1}\right)}$.

THEOREM 3D: Suppose $f\left(X_{1}, \ldots, X_{n}\right)$ is a polynomial over an
infinite field $K$. Suppose $f$ is absolutely irreducible and of
degree $d>0$. Let $1 \leq \ell \leq n-2$. Then there is a polynomial
$\mathrm{g} \sim \mathrm{f}$ such that

$$
\left.{\widetilde{\left(x_{1}, \ldots, x_{\ell}\right.}}, x_{\ell+1}, \ldots, x_{n}\right)
$$

$\underline{i s}$ absolutely irreducible and of degree $d \quad\left(\underline{n} X_{\ell+1}, \ldots, X_{n}\right)$.
We shall need

LEMMA 3E: Let $J \subseteq L$ be fields such that $L$ is a finite separable algebraic extension of $J$. Then there are only finitely many fields $J^{\prime}$ with

$$
J \subseteq J^{\prime} \subseteq \mathrm{L} .
$$

Proof: Let $N$ be a finite separable algebraic normal extension of $J$ with $L \subseteq N$. Let $G$ be the Galois group of $N$ over $J$, and let $H$ be the Galois group of $N$ over $L$. Then $H \subseteq G$. From Galois theory, we know that there is a one-one correspondence between fields $J^{\prime}$ with $J \subseteq J^{\prime} \subseteq L$ and groups $H^{\prime}$ with $H \subseteq H^{\prime} \subseteq G$. The number of such groups $H^{\prime}$ is finite, so the number of fields $J^{\prime}$ is finite.

```
    Remark: Separability is essential in Lemma 3E. For let F be an
algebraically closed (hence infinite) field of characteristic p . Take
```

$$
J=F(X, Y) \subseteq L=J\left(X^{1 / p}, Y^{1 / p}\right)
$$

and if $c \in F$, let

$$
J_{c}^{\prime}=J\left((X+c Y)^{1 / p}\right)=J\left(X^{1 / p}+c^{1 / p_{Y}^{1 / p}}\right)
$$

Clearly $J \subseteq J_{c}^{\prime} \subseteq L$, but for different choices of $c \in F$ we get different fields $J_{c}^{\prime}$, so that the collection of intermediate fields is infinite.

We begin the
Proof of Theorem 3D: We shall tacitly assume that char $K=p \neq 0$, the proof for the case char $K=0$ being easier. First observe that $f\left(X_{1}, \ldots, X_{n}\right)$ is not a polynomial in $X_{1}^{p}, \ldots, X_{n}^{p}$, for if it were then

$$
\begin{aligned}
f\left(x_{1}, \ldots, x_{n}\right) & =\sum_{i_{1}, \ldots, i_{n}} a_{i_{1}} \ldots i_{n}{ }_{x_{1} i_{1}} \ldots x_{n}^{p i}{ }_{n} \\
& =\left(\sum_{i_{1}, \ldots, i_{n}} a_{i_{1}}^{1 / p} \ldots i_{n} x_{1}{ }^{i_{1}} \ldots x_{n}{ }_{n}\right)^{p}
\end{aligned}
$$

contradicting the assumption that $f\left(X_{1}, \ldots, X_{n}\right)$ is absolutely irreducible. We change notation and write

$$
f=f\left(X_{1}, \ldots, X_{m}, Y\right)
$$

where $m=n-1$. After a linear transformation of variables $\left(X_{i}^{\prime}=X_{i}+c_{i} Y ; i=1,2, \ldots, m\right)$ we may suppose that $f$ is of degree $d$ in $Y$ and separable in $Y$. Let be a quantity satisfying

$$
f\left(x_{1}, \cdots, x_{m}, y_{1}\right)=0
$$

and let $L=K\left(X_{1}, \ldots, X_{m}, \mathfrak{D}\right)$. For $c \in K$, put $X_{1}^{(c)}=X_{1}+c X_{m}$. Construct the fields $K\left(X_{1}^{(c)}\right)$ and $\left(K\left(X_{1}^{(c)}\right)\right)^{\circ}$, the latter being the algebraic closure of $K\left(X_{1}^{(c)}\right)$ in $L$.

LEMMA 3 F: For some $c \in K$,

$$
\left(K\left(X_{1}^{(c)}\right)\right)^{o}=K\left(X_{1}^{(c)}\right)
$$

Proof: For every $c \in K$ we have

$$
K\left(X_{1}, \ldots, X_{m}\right) \subseteq\left(K\left(X_{1}^{(c)}\right)\right)^{\circ}\left(X_{2}, \ldots, X_{m}\right) \subseteq L .
$$

Note that $L$ is a separable extension of $K\left(X_{1}, \ldots, X_{m}\right)$ of degree $d$. By Lemma 3 E , chere are only finitely many subfields of L containing $K\left(X_{1}, \ldots, X_{m}\right)$. Hence there exist two distinct elements $c, c^{\prime} \in K$ such that

$$
\left(K\left(X_{1}^{(c)}\right)\right)^{\circ}\left(X_{2}, \ldots, X_{m}\right)=\left(K\left(X_{1}^{\left(c^{\prime}\right)}\right)\right)^{\circ}\left(X_{2}, \ldots, X_{m}\right)
$$

or

But since $X_{2}, \ldots, X_{m-1}$ are algebraically independent over $K\left(X_{1}, X_{m}\right)$, it follows that

$$
\left(K\left(X_{1}^{(c)}\right)\right)^{o}\left(X_{m}\right)=\left(K\left(X_{1}^{\left(c^{\prime}\right)}\right)\right)^{o}\left(X_{m}\right)
$$

For brevity we shall write $X=X_{1}^{(c)}$ and $Z=X_{1}^{\left(c^{\prime}\right)}$. By Theorem 3A,
$K\left(X_{1}^{(c)}\right)^{o}$ is a finite separable extension of $K\left(X_{1}^{(c)}\right.$, and hence there exists an element $\boldsymbol{x}$ such that

$$
\left(K_{1}^{(c)}\right)^{0}=(K(X))^{o}=K(X, X)
$$

Similarly, there is a 8 with

$$
\left(K\left(X_{1}^{\left(c^{\prime}\right)}\right)\right)^{\circ}=(K(Z))^{\circ}=K(Z, 马)
$$

Let $\mathfrak{X}$ have the defining equation $h_{1}(X, X)=0$, where $h_{1}$ is irreducible over $K$; let $\cap$ have the defining equation $h_{2}(Z, 8)=0$, where $h_{2}$ is irreducible over $K$. Now by Theorem 3A and the absolute irreducibility of $f, K=K^{\circ}$, so that $K$ is algebraically closed in L. It follows that $K$ is algebraically closed in $K(X, X)$ and in $K(Z, O)$. Then by Theorem 3A again, $h_{1}$ and $h_{2}$ are absolutely irreducible. Hence if $x$ is of degree $d_{1}$ over $K(X)$ and if 9 is of degree $d_{2}$ over $K(Z)$, then

$$
[K(X, Z, \mathfrak{X}, 8): K(X, Z)]=d_{1} d_{2}
$$

by Lemma 2A of Chapter III . But we have

$$
K(X, Z, X)=\left(K_{\left(X_{1}^{(c)}\right)}^{(c)}\right)^{0}\left(X_{m}\right)=\left(K\left(X_{1}^{\left(c^{\prime}\right)}\right)\right)^{o}\left(X_{m}\right)=K(X, Z, 8),
$$

so that

$$
K(X, Z, X)=K(X, Z, Y)=K(X, Z, X, Y)
$$

These three fields are extension of $K(X, Z)$ of respective degrees $d_{1}, d_{2}$ and $d_{1} d_{2}$, so that $d_{1}=d_{2}=d_{1} d_{2}$, and therefore $d_{1}=d_{2}=1$. Hence $\left(K\left(X_{1}^{(c)}\right)\right)^{\circ}=K\left(X_{1}^{(c)}\right)$ and $\left(K\left(X_{1}^{\left(c^{\prime}\right)}\right)\right)^{\circ}=K\left(X_{1}^{\left(c^{\prime}\right)}\right)$, which proves the lemma.

We now conclude the proof of Theorem 3D. We may write

$$
f\left(X_{1}, \ldots, X_{m} Y\right)=g\left(X_{1}^{(c)}, X_{2}, \ldots, X_{m}, Y\right)
$$

where $c \in K$ is obtained from Lemma $3 F$ and where

$$
g\left(X, X_{2}, \ldots, X_{m}, Y\right)=f\left(X-c X_{m}, X_{2}, \ldots, X_{m}, Y\right)
$$

Clearly $g\left(X_{1}^{(c)}, X_{2}, \ldots, X_{m}, \mathfrak{m}\right)=0 \quad$ and $g$ is irreducible. But $g\left(\mathrm{X}_{1}^{(c)}, X_{2}, \ldots, X_{m}, Y\right)$ is absolutely irreducible (i.e., irreducible over $\bar{K}\left(\mathrm{X}_{1}^{(\mathrm{C})}\right)$, because $\left(\mathrm{K}\left(\mathrm{X}_{1}^{(\mathrm{c})}\right)\right)^{0}=\mathrm{K}\left(\mathrm{X}_{1}^{(\mathrm{c})}\right)$. By a change of notation, $\mathrm{g}\left(\widehat{X}_{1}, \mathrm{X}_{2}, \ldots, \mathrm{X}_{\mathrm{m}}, \mathrm{Y}\right)$ is absolutely irreducible. This new polynomial is clearly equivalent to $f$ and is of degree $d$ in $Y$. This process must now be repeated by setting $X_{2}^{(c)}=X_{2}+c X_{m}$ with $c \in K$, etc., to obtain the result. Note that in the last step $X_{\ell}^{(c)}=X_{\ell}+\mathrm{cX}_{\mathrm{m}}$, hence that we certainly do need the condition $\ell \leqq m-1=n-2$.

## § 4. The absolute irreducibility of polynomials (III) .

Let $K$ be a field. We have denoted by $K^{n}$ the $n$-dimensional
vector space over $K$ consisting of $n$-tuples ( $x_{1}, \ldots, x_{n}$ ) with components in $K$. Suppose $M$ is an m-dimensional linear manifold in $K$, where $1 \leq m \leq n$. Then $M$ has a parameter representation

$$
\underline{\underline{X}}=\mathrm{y}_{0}+\mathrm{U}_{1} \underline{\underline{y}}_{1}+\cdots+\mathrm{U}_{\mathrm{m}} \underline{y}_{\mathrm{m}},
$$

where $\underline{\underline{y}}_{0}, \underline{\underline{y}}_{1}, \ldots,{\underset{\underline{y}}{m}}^{y_{i}} K^{n}$, with $\underline{\underline{y}}_{1}, \ldots \underline{=}_{m}$ linearly independent, and where $U_{1}, \ldots, U_{n}$ are parameters. We write $\underset{=}{X}=L(\underset{=}{U})$. Suppose $M$ has another parameter representation

$$
\stackrel{\mathrm{x}}{\underline{=}}=\mathrm{L}^{\prime}\left(\underline{\underline{U}}^{\prime}\right)={\underset{\underline{y}}{=}}_{\underline{\prime}}^{0}+\mathrm{U}_{1}^{\prime} \underset{1}{\mathrm{y}_{1}^{\prime}}+\cdots+\mathrm{U}_{\mathrm{m}}^{\prime} \underline{\mathrm{y}}_{\mathrm{m}}^{\prime} .
$$

Then $\underset{=}{U}=T^{\underline{U}}+\underset{=}{t}$, where $T$ is a non-singular ( $X \mathrm{~m}$ )-matrix over $K$ and $\underset{=}{t} \in K^{n}$, hence $L\left(T \underline{U}^{\prime}+\underset{\underline{t}}{\underline{=}}=L^{\prime}\left(\underline{U}^{\prime}\right)\right.$. If $f\left(X_{1}, \ldots, X_{n}\right)$ is a polynomial with coefficients in $K$ and $M$ is a linear manifold with parameter representation $L(\underset{\sim}{U})$, put

$$
f_{L}(\underline{U})=f(L(\underset{=}{U}))
$$

If $L^{\prime}$ is another parameter representation of $M$, then

$$
f_{L^{\prime}}\left(\underline{U}^{\prime}\right)=f\left(\mathrm{~L}^{\prime}\left(\underline{U}^{\prime}\right)\right)=f\left(\mathrm{~L}\left(\underline{\underline{U}}^{\prime}+\underline{\underline{t}}\right)\right)=f_{\mathrm{L}}\left(T \underline{U}^{\prime}+\underline{t}\right)
$$

Hence the polynomial $f_{L}$ is determined by $M$ up to equivalence in the sense of $\$ 3$. One can therefore speak of the "degree of $f$ on $M^{\prime \prime}$ and of the irreducibility or absolute irreducibility of $f$ on $M$.

LEMMA 4A: Suppose $f\left(X_{1}, \ldots, X_{n}\right)$ has coefficients in an infinite
field $K$, is of degree $d>0$ and is absolutely irreducible. Let $n \geq 3$ and suppose that $m$ is such that $2 \leq m<n$. Then there exists a linear manifold $M$ of dimension $m$ such that $f$ is of degree $d$ and absolutely irreducible on $M$.

Proof: We may replace $f$ by an equivalent polynomial. We may therefore assume by Theorem 3D that

$$
f\left({\widetilde{x_{1}, \ldots, X_{n-m}}}, x_{n-m+1}, \ldots, x_{n}\right)
$$

is of degree $d$ (in $X_{n-m+1}, \ldots, X_{n}$ ) and is absolutely irreducible. By Theorem 2A, for polynomials in $m$ variables of degree at most
d , there is a system of forms $g_{1}, \ldots, g_{s}$ in the coefficients so that the polynomial is reducible or of degree $<d$ precisely if $g_{1}=\ldots=g_{s}=0$. In our case, the coefficients are polynomials in $x_{1}, \ldots, x_{n-m}$, so that we may write

$$
g_{i}=g_{i}\left(X_{1}, \ldots, X_{n-m}\right) \quad(1 \leq i \leq s)
$$

Since $f\left(X_{1}, \ldots, X_{n-m}, X_{n-m+1}, \ldots, X_{n}\right)$ is of degree $d$ and is
absolutely irreducible, we must have some $g_{i}\left(X_{1}, \ldots, X_{n-m}\right) \neq 0$, say for simplicity $g_{1}\left(X_{1}, \ldots, X_{n-m}\right) \neq 0$. Since $K$ is infinite there exist elements $t_{1}, \ldots, t_{n-m} \in K$ such that $g_{1}\left(t_{1}, \ldots, t_{n-m}\right) \neq 0$. Then the polynomial

$$
f\left(t_{1}, \ldots, t_{n-m}, x_{n-m+1}, \ldots, x_{n}\right)
$$

in variables $X_{n-m+1}, \ldots, X_{n}$ is of degree $d$ and absolutely irreducible. This means simply that the polynomial $f$ on the manifold $M$ given by

$$
x_{1}=t_{1}, \ldots, x_{n-m}=t_{n-m}
$$

is of degree $d$ and absolutely irreducible, which proves the lemma. Let $M$ be a linear manifold of dimension $m \geqq 2$ with parameter representation

$$
\begin{equation*}
\stackrel{\mathrm{x}}{\underline{=}}=\mathrm{L} \stackrel{(\mathrm{U})}{=}=\underline{\underline{y}}_{0}+\mathrm{U}_{1} \underline{\underline{y}}_{1}+\ldots+\mathrm{U}_{\mathrm{m}} \underline{\mathrm{y}}_{\mathrm{m}} . \tag{4.1}
\end{equation*}
$$

The polynomial $f_{L}$ is absolutely irreducible and of degree $d$ precisely if not all of certain froms $g_{1}, \ldots, g_{s}$ in the coefficients of $f_{L}$ vanish. We have $g_{i}=g_{i}\left(\underset{=}{y}, \ldots,{\underset{y}{y}}^{y}\right)$, where $g_{i}\left(\underline{Y}_{0}, \ldots, \underline{Y}_{m}\right)$ are
polynomials in $n(m+1)$ variables. Since there exists a manifold $M$ on which $f$ is of degree $d$ and absolutely irreducible, not all


Let $F$ be a subfield of $K$. We shall say that a linear manifold $M$ in $K^{n}$ is generic if it has a parameter representation (4.1) where the $n(m+1)$ components of ${\underset{y}{y}}_{0}, \underline{y}_{1}, \ldots, \underline{y}_{n}$ are algebraically independent over $F$. (That is, they satisfy no non-trivial polynomial equation in $n(m+1)$ variables with coefficients in F). More precisely, one should say that $M$ is generic over $F$. Suppose $f\left(X_{1}, \ldots, X_{n}\right)$ has coefficients in $F$ and is absolutely irreducible. Then some $g_{i}\left({\underset{Y}{y}}_{0}, \ldots, \underline{Y}_{n}\right) \neq 0$, whence $g_{i}\left({\underset{\underline{y}}{0}}, \ldots, \underline{y}_{n}\right) \neq 0$ if the components of ${\underset{=}{=}}_{0},{\underset{y}{y}}_{1}, \ldots, \underline{y}_{n}$ are algebraically independent over $F$. Thus $f$ is absolutely irreducible on $M$. We thus have

THEOREM 4B: Let $f(X) \in F[X]$ be absolutely irreducible and of degree $d$. Then on a generic linear manifold $M$ of dimension $m$ ( $2 \leq m \leq n$ ) , the restriction of $f$ is again absolutely irreducible and of degree $d$.

This theorem, or rather a generalization of it, is sometimes called Bertini's Theorem. It is connected with work of the Italian geometer Bertini (1892).

Example: Take $n=3$ and $m=2$. The polynomial

$$
f\left(x_{1}, x_{2}, x_{3}\right)=x_{1}^{2}+x_{2}^{2}-x_{3}^{2}-1
$$

defines a hyperboloid of one shell in 3-space. The intersection of this hypersurface with a plane (a 2-dimensional linear manifold) can $*$ ) be an ellipse, a hyperbola, a parabola, or if the plane is tangent

[^11]to the surface, two lines. The restriction of $f$ to a plane is reducible precisely if the intersection consists of two lines; that is, precisely if the plane is tangent to the surface. It can be shown that the tangent planes are the planes
$$
a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}+a_{0}=0
$$
with $a_{1}^{2}+a_{2}^{2}-a_{3}^{2}-a_{0}^{2}=0$. The planes with $a_{0}=0$ are tangent to an infinite point of the hyperboloid, and the intersection of the hyperboloid with such a plane consists of two parallel lines (i.e., two lines which intersect at an infinite point). The other tangent planes have an intersection with the hyperboloid which consists of two intersecting lines (i.e., lines whose intersection is a finite point).

THEOREM 4C: Let $f\left(X_{1}, \ldots, X_{n}\right)$ be a polynomial over $F_{q}$ of
degree $d>0$ which is absolutely irreducible. Let $n \geq 3$ and let $A$
be the number of 2 -dimensional linear manifolds $M^{(2)}$ Let $\quad$ denote the number of manifolds $M^{(2)}$ on which $f$ is not of degree $d$ or is not absolutely irreducible. Let $\Psi=2 \mathrm{dk} 2^{2^{k}}$ where $\mathrm{k}=\binom{\mathrm{d}+1}{2}$. Then

$$
B / A \leq \Psi / q .
$$

Proof: Every linear manifold $M^{(2)}$ has a parameter representation

$$
\stackrel{\mathrm{x}}{=}=\underline{\mathrm{y}}_{0}+\mathrm{U}_{1} \underline{\mathrm{y}}_{1}+\mathrm{U}_{2} \underline{\underline{\mathrm{y}}}_{2},
$$

where $\underline{y}_{0}, \underline{y}_{1}, \underline{y}_{2} \in{\underset{q}{n}}_{n}$, and $\underline{y}_{1}$ and $\underline{y}_{2}$ are linearly independent.
If $A^{\prime}$ is the number of such parameter representations, then

$$
A^{\prime}=q^{n}\left(q^{n}-1\right)\left(q^{n}-q\right) \geq \frac{1}{2} q^{3 n}
$$

But each linear manifold $M^{(2)}$ has

$$
D=q^{2}\left(q^{2}-1\right)\left(q^{2}-q\right)
$$

different parameter representations, whence $A=A^{\prime} / D \cdot$ Now on a manifold $M^{(2)}$,

$$
f_{L} \stackrel{(X)}{=}=f\left({\underset{\sim}{y}}_{0}+U_{1} \underset{=}{y}+U_{2} \underline{y}_{2}\right)
$$

is a polynomial in $U_{1}, U_{2}$. By Theorem 2A, there are forms $g_{1}, \ldots, g_{s}$ in the coefficients of this polynomial such that $\mathrm{g}_{1}=\ldots \mathrm{g}_{\mathrm{s}}=0$ is equivalent to the polynomial being of degree $<\mathrm{d}$ or irreducible. The degree of each $g_{i}$ was at most

$$
k^{2^{k}}=\Psi^{\prime}
$$

say, where $k=\binom{d+1}{2}$. (Note that $f_{L}$ is a polynomial in 2 variables).
 coordinates of $\underline{\underline{y}}_{0}, \underline{\underline{y}}_{1},{\underset{\underline{y}}{2}}$ of degree at most d . Substituting these coefficients into $g_{1}, \ldots, g_{s}$, we obtain polynomials $h_{1}, \ldots h_{s}$ in the coordinates of $\underline{\underline{y}}_{0}, \underline{\underline{y}}_{1}, \underline{\underline{y}}_{2}$, each of degree at most $\mathrm{d} \boldsymbol{W}^{\prime}$, and having the property that $f\left(\underline{y}_{0}+U_{1} \underline{\underline{y}}_{1}+U_{2}{\underset{\underline{y}}{2}}\right)$ is of degree $<d$ or reducible if and only if $h_{i}\left({\underset{y}{y}}_{0}, y_{1}, \underline{y}_{2}\right)=0$ for $i=1, \ldots, s$. Since the restriction of $f$ to a generic manifold $M^{(2)}$ is absolutely
 zero. By Lemma $3 A$ of Chapter IV, the number of $\underline{y}_{0}, \underline{y}_{1}, \underline{y}_{2}$ with $h_{1}\left(\underline{y}_{0}, \underline{y}_{1}, \underline{y}_{2}\right)=0$ is at most $d \Psi^{\prime} q^{3 n-1}$. But since each $M^{(2)}$ has $D$ representations,

$$
\mathrm{B} \leq \mathrm{d} \Psi^{\prime} \mathrm{q}^{3 \mathrm{n}-1} / \mathrm{D}
$$

Hence

$$
B / A \leq d \Psi^{\prime} q^{3 n-1} / A^{\prime} \leq 2 d \Psi^{\prime} / q=\Psi / q .
$$

§ 5. The number of zeros of absolutely irreducible polynomials in n variables.

In this section we shall allow the symbols $\omega(q, d)$ and $\chi(d)$ to take on either one of the following interpretations:
(i) $w(q, d)=\sqrt{2} d^{5 / 2} q^{1 / 2}, \quad x(d)=250 d^{5}$, (ii) $\quad \omega(q, d)=(d-1)(d-2) q^{1 / 2}+d^{2}, \quad \chi(d)=1$.

So if $f(X, Y)$ is a polynomial with coefficients in $F_{q}$, absolutely irreducible and of degree $d>0$, then

$$
\begin{equation*}
|N-q|<w(q, d) \tag{5.1}
\end{equation*}
$$

whenever $q>X(d)$, where $N$ is the number of zeros of $f(X, Y)$. With interpretation (i), this statement has been proved as Theorem $]_{A}$ of Chapter III. However the statement also holds under interpretation (ii), as follows from the study of the zeta function of the curve $f(x, y)$ (Weil (19489), Bombieri (1973)), and as may be known to a more sophisticated reader.

THEOREM 5A: Suppose $f\left(X_{1}, \ldots, X_{n}\right)$ is a polynomial over $F_{q}$ of total degree $d>0$ and absolutely irreducible. Let $N$ be the number of zeros of $f$ in $\mathrm{F}_{\mathrm{q}}^{\mathrm{n}}$. Then

$$
\begin{equation*}
\left|N-q^{n-1}\right| \leq q^{n-2}(\omega(q, d)+2 d \Psi) \tag{5.2}
\end{equation*}
$$

where $\Psi$ was defined in Theorem 4C.
If interpretation (i) is used, we obtain

$$
\left|N-q^{n-1}\right| \leq q^{n-2}\left(\sqrt{2} d^{5 / 2} q^{1 / 2}+2 d \Psi\right)
$$

If we use interpretation (ii), then

$$
\begin{aligned}
\left|N-q^{n-1}\right| & \leq q^{n-2}\left((d-1)(d-2) q^{1 / 2}+d^{2}+2 d \Psi\right) \\
& \leq(d-1)(d-2) q^{n-(3 / 2)}+3 d \Psi q^{n-2}
\end{aligned}
$$

This theorem is due to Lang and Weil (1954), and also Nisnevich (1954). However, no value of the constant $2 d \Psi$ was given. We now begin the

Proof: For a 2-dimensional linear manifold $M^{(2)}$ in $F_{q}{ }^{n}$, let $N\left(M^{(2)}\right)$ be the number of zeros of $f$ on $M^{(2)}$. Every point of $\quad F_{q}^{n}$ lies on exactly

$$
E=\frac{\left(q^{n}-1\right)\left(q^{n}-q\right)}{\left(q^{2}-1\right)\left(q^{2}-q\right)}
$$

manifolds $M^{(2)}$. Thus

$$
\begin{equation*}
N=\frac{1}{E} \sum_{M^{(2)}} N\left(M^{(2)}\right) \tag{5.3}
\end{equation*}
$$

Observe that by the property of $\omega(q, d)$ discussed above and by Lemma 3 A of Chapter IV, we have for $q>x(d)$,
(5.4) $\left|N\left(M^{(2)}\right)-q\right| \leq\left\{\begin{array}{lll}\omega(q, d) & \text { if } f \text { is absol. irred. on } M^{(2)}, \\ d q & \text { if } f \text { is not identically zero on } M^{(2)} \\ q^{2} & \text { if } f=0 \text { identically on } M^{(2)} .\end{array}\right.$,

LEMMA 5B: Let $f\left(X_{1}, \ldots, X_{n}\right)$ be a polynomial over $F_{q}$, of degree $d>0$ and irreducible. Suppose $f$ is not equivalent to a polynomial $g\left(X_{1}, \ldots, X_{n-2}\right)$, where only $n-2$ variables appear. As in Theorem 4C, let $A$ be the number of 2-dimensional linear manifolds $M^{(2)}$. Let $C$
be the number of manifolds $M^{(2)}$ where $f$ is identically zero. Then

$$
c / A \leq d^{3} / q^{2}
$$

Proof: Consider the planes $M^{(2)}$ parallel to the plane $x_{1}=\ldots=x_{n-2}=0$; these number $A^{*}=q^{n-2}$. Let $C^{*}$ be the number of those parallel planes on which $f$ is identically zero. A typical plane of this type is

$$
M^{(2)}: x_{1}=c_{1}, \ldots, x_{n-2}=c_{n-2}
$$

The polynomial $f$ can, of course, be written as

$$
f\left(X_{1}, \ldots, x_{n}\right)=\sum_{i, j} p_{i j}\left(x_{1}, \ldots, x_{n-2}\right) x_{n-1}^{i} x_{n}^{j}
$$

If $f$ is identically zero on $M^{(2)}$, then

$$
p_{i j}\left(c_{1}, \ldots, c_{n-2}\right)=0
$$

for all $i$ and $j$. If these polynomials $p_{i j}$ have a common factor $g\left(X_{1}, \ldots, X_{n-2}\right)$ of positive degree, then $g$ divides $f$ and, since $f$ is irreducible, $f=c g$. But by hypothesis $f$ is not a polynomial in only $n-2$ variables, hence the $p_{i j}$ have no proper common factor. By Lemma 3D of Chapter IV, the number of common zeros $\left(c_{1}, \ldots, c_{n-2}\right)$ of the polynomials $p_{i j}$ is at most $d^{3} q^{n-4}$. It follows that $C^{*} \leq d^{3} q^{n-4}$ and

$$
C^{*} / A^{*} \leq d^{3} / q^{2}
$$

The same argument holds for planes parallel to any given plane, and the result follows.

We now continue the

Proof of Theorem 5A: The proof is by induction on $n$. The case $\mathbf{n}=1$ is completely trivial, and the case $n=2$ holds by what we said above. If $f \sim g$ where $g$ is a polynomial in $n-2$ variables, then the number of zeros of $f$ is $q^{2}$ times the number $N^{\prime}$ of zeros of $g$ in $F_{q}^{n-2}$. So by induction

$$
\left|N^{\prime}-q^{n-3}\right| \leq q^{n-4}(\omega(q, d)+2 d \Psi)
$$

whence (5.2) : We may therefore suppose that $f$ is not equivalent to a polynomial in $n-2$ variables. Assume at first that $q>X(d)$. From (5.3) and (5.4) we find that

In our established notation, it follows that

$$
\begin{aligned}
\left|N-q^{n-1}\right| & \leq \frac{1}{E}\left(\omega(q, d) A+d q B+q^{2} C\right) \\
& =(A / E)\left(\omega(q, d)+d q(B / A)+q^{2}(C / A)\right) \\
& \leq q^{n-2}\left(\omega(q, d)+d \Psi+d^{3}\right) \\
& \leq q^{n-2}(\omega(q, d)+2 d \Psi) .
\end{aligned}
$$

On the other hand if $q<\chi(d)$, then $q^{2}<2 d \Psi$, whence

$$
\left|N-q^{n-1}\right|<q^{n}<q^{n-2}(w(q, d)+2 d \Psi) .
$$

COROLIARY 5C: Suppose $f\left(X_{1}, \ldots, X_{n}\right)$ is a polynomial with rational integer coefficients which is of degree $d$ and absolutely
irreducible. For primes $p$, let $N(p)$ be the number of solutions of the congruence

$$
f\left(x_{1}, \ldots, x_{n}\right) \equiv 0 \quad(\bmod \quad p)
$$

Then as $p \rightarrow \infty$,

$$
N(p)=p^{n-1}+o\left(p^{n-(3 / 2)}\right)
$$

proof: The proof is a combination of Theorem 5A and Corollary 2B

The error terms of Theorem 5A in the two possible interpretations are

$$
\sqrt{2} d^{5 / 2} q^{n-(3 / 2)}+o\left(q^{n-2}\right)
$$

and

$$
\begin{equation*}
(d-1)(d-2) q^{n-(3 / 2)}+o\left(q^{n-2}\right) \tag{5.5}
\end{equation*}
$$

It may be shown (Weil (1948a)) that when $n=2$, the exponent $\frac{1}{2}$ in the error term $(d-1)(d-2) q^{\frac{1}{2}}+O(1)$ is best possible. Also the constant $(d-1)(d-2)$ is best possible. If $g(X, Y)$ is a polynomial in 2 variables with $N^{\prime}$ zeros, then the polynomial $f\left(X_{1}, \ldots, X_{n}\right)=g\left(X_{1}, X_{2}\right)$ in $n$ variables has $N=N^{\prime} q^{n-2}$ zeros. Hence the exponent $n-(3 / 2)$ and the constant $(d-1)(d-2)$ in (5.5) are best possible for every $n$.

On the other hand the constant $2 \mathrm{~d} \Psi$ in (5.2) is certainly too large. This is especially bad if one wants to estimate how large $q$ must be in order that $N>0$. With (5.2) one needs that $q$ is certainly larger than $2 \mathrm{~d} \Psi$, hence that $q$ is very large as a function of d .

Schmidt (1973) applied the method of Stepanov directly to equations in $n$ variables and obtained

$$
N>q^{n-1}-3 d^{3} q^{n-(3 / 2)} \quad \text { provided } q>c_{0} n^{3} d^{6}
$$

if (5.1) is used with $\omega$ (q, d) given by (i), and

$$
\begin{gathered}
N>q^{n-1}-(d-1)(d-2) q^{n-(3 / 2)}-6 d^{2} q^{n-2} \text { provided } \\
q>c_{0}(\varepsilon) n^{3} d^{5+\varepsilon}
\end{gathered}
$$

if (5.1) is used with $\omega(q, d)$ given by (ii).
Much more is true for "non-singular" hypersurfaces by the deep work of Deligne (1973).
${ }^{+)}$But see the remark in the Preface.
VI. Rudiments of Algebraic Geometry. The Number of Points in Varieties over Finite Fields.

General References: Artin (1955), Lang (1958), Shafarevich (1974), Mumford ( ) .
§1. Varieties.

THEOREM 1A. Let $k$ be a field. Let $X_{1}, \ldots, X_{n}$ be variables.
(i) In the ring $k\left[X_{1}, X_{2}, \ldots, X_{n}\right]$ every ideal has a finite basis.
(ii) In this ring the ascending chain condition holds,i.e., if $\mathfrak{M}_{1} \subseteq \mathscr{M}_{2} \subseteq \ldots$ is an ascending sequence of ideals, then for some $\mathrm{m}, \mathfrak{彐}_{\mathrm{m}}=\mathfrak{\swarrow}_{\mathrm{m}+1}=\cdots$.
(iii) Every non-empty set of ideals in this ring which is partially ordered by set inclusion, has at least one maximal element.

Statement (i) is the Hilbert Basis Theorem (Hilbert 1888). It is well known that the three conditions (i), (ii), (iii) for a ring $R$ are equivalent. A ring satisfying these conditions is called Noetherian. A proof of this Theorem may be found in books on algebra, e.g. Van der Waerden (1955), Kap. 12 or Zariski-Samuel (1958), Ch. IV, and will not be given here.

If $k, K$ are fields such that $k \subseteq K$, the transcendence degree of $K$ over $k$, written $t r$. deg. $K / k$, is the maximum number of elements in $K$ which are algebraically independent over $k$.

In what follows, $k, ~ \cap$ will be fields such that $k \subseteq \Omega$, the tr. deg $\Omega / k=\infty$, and $\Omega$ is algebraically closed. We call $k$ the ground field, and $\Omega$ the universal domain. For example, we may take
$\mathrm{k}=\mathrm{Q}$ (the rationals), $\Omega=\mathbb{C}$ (the complex numbers). Or $k=F_{q}$, the finite field of a $q$ elements, $\Omega=\overline{F_{q}\left(X_{1}, X_{2}, \ldots\right)}$, i.e. the algebraic closure of $\mathrm{F}_{\mathrm{q}}\left(\mathrm{X}_{1}, \mathrm{X}_{2}, \ldots\right)$.

Consider $\Omega^{n}$, the space of $n$-tuples of elements in $\Omega$. Suppose $\mathfrak{J}$ is an ideal in $k\left[x_{1}, \ldots, x_{n}\right]=k[x]$. Let $A(\Im)$ be the set of $\underline{x} \quad=\left(x_{1}, \ldots, x_{n}\right) \in \Omega^{n}$ having $f(\underset{=}{x})=0$ for every $f(\underset{=}{x}) \in \mathcal{F}$. Every set A(3) so obtained is called an algebraic set. More precisely, it is a $k$ - algebraic set. If we have such an ideal $\mathcal{G}$, then by Theorem $1 A$, there exists a basis of $\mathfrak{J}$ consisting of a finite number of polynomials, say $f_{1}(\underset{=}{X}), \ldots, f_{m}(\underset{\sim}{X})$. Therefore $A(S)$ can also be characterized as the set of $\underset{\sim}{x} \in \Omega^{n}$ with $f_{1} \underset{\sim}{(x)}=\cdots=f_{m}(\underset{=}{(x)}=0$. Note that if $\Im_{1} \subseteq \Im_{2}$, then $A\left(\Im_{1}\right) \supseteq A\left(\Im_{2}\right)$.

Examples: (1) Let $k=\mathbb{Q}, \Omega=\mathbb{C}, \mathrm{n}=2$, and $\mathcal{S}$ the ideal generated by $f\left(X_{1}, x_{2}\right)=x_{1}^{2}+x_{2}^{2}-1$. Then $A(\xi)$ is the unit circle.
(2) Again let $\mathbf{k}=\mathbb{Q}, \Omega=\mathbb{C}, \mathrm{n}=2$, and take $\mathcal{J}$ to be the ideal generated by $f\left(X_{1}, x_{2}\right)=x_{1}^{2}-x_{2}^{2}$. Then $A(\mathcal{S})$ consists of the two intersecting lines $x_{2}=x_{1}, x_{2}=-x_{1}$.

THEOREM 1B. (i) The empty set $\phi$ and $\Omega^{n}$ are algebraic sets.
(ii) A finite union of algebraic sets is an algebraic set.
(iii) An intersection of an arbitrary number of algebraic sets is an algebraic set.

$$
\text { Proof: (i) If } \mathscr{S}=k\left[x_{1}, \ldots, x_{n}\right] \text {, then } A(\mathcal{I})=\varnothing . \quad \text { If } \mathcal{S}=(0), \dot{L} \dot{e}
$$ the principal ideal generated by the zero polynomial, then $A(\mathcal{S})=\Omega^{n}$.

(ii) It is sufficient to show that the union of two algebraic sets is again an algebraic set. Suppose $A$ is the algebraic set given by
the equations $f_{1}(\underset{=}{x})=\ldots=f_{\ell}(\underset{\Longrightarrow}{(x)}=0, B$ is the algebraic set given by the equations $g_{1}(\underset{=}{x})=\cdots=g_{m}(\underset{=}{x})=0$. Then $A \cup B$ is the set of $\underset{\underline{x}}{\in} \in \Omega^{n}$ with $f_{1}(\underset{\sim}{x}) g_{1}(x)=f_{1}(\underset{\sim}{x}) g_{2}(\underset{=}{x})=\cdots=f_{\ell}(\underset{=}{x}) g_{m}(x)=0$.
(iii) Let $A_{\alpha}, \alpha \in I$, where $I$ is any indexing set, be a collection of algebraic sets. Suppose that $A_{\alpha}=A\left(\Im_{\alpha}\right)$, where $\Im_{\alpha}$ is an ideal in $k[\underset{\underline{x}}{x}]$. We claim that

$$
\begin{equation*}
\bigcap_{\alpha \in \mathrm{I}} \mathrm{~A}\left(\Im_{\alpha}\right)=\mathrm{A}\left(\sum_{\alpha \in \mathrm{I}} \Im_{\alpha}\right), \tag{1.1}
\end{equation*}
$$

where $\quad \sum \mathcal{S}_{\alpha}$ is the ideal consisting of sums $f_{1}\left(\underset{=}{(X)}+\ldots+f_{\ell}(X)\right.$ $\alpha \in I$
with each $f_{i}(X)$ in $\mathcal{X}_{\alpha}$ for some $\alpha \in I$. To prove (1.1), suppose that $x \in \bigcap_{\alpha \in I} A\left(\mathcal{S}_{\alpha}\right)$. Then for each $\alpha \in I, x \in A\left(\mathcal{S}_{\alpha}\right)$, whence
 $x \in A\left(\sum \mathfrak{S}_{\alpha}\right)$. Conversely, if $\underset{=}{x} \in A\left(\sum \Im_{\alpha}\right)$, then $\underset{=}{ } \underset{=}{(x)}=0$ if $\alpha \in \mathrm{I}$ $\alpha \in \mathrm{I}$
$f \in \sum \mathcal{J}_{\alpha}$. So for any $\alpha \in I$, if $f \in \mathcal{J}_{\alpha}$, then $f(x)=0$. Thus, $\alpha \in I$
$\underset{=}{x} \in\left(\mathcal{Y}_{\alpha}\right)$ for all $\alpha$, or $\underset{=}{x} \in \cap \mathrm{~A}\left(\mathfrak{S}_{\alpha}\right)$. This proves (1.1). It $\alpha \in I$
follows that $\cap A_{\alpha}=\cap \mathrm{A}\left(\Im_{\alpha}\right)$ is an algebraic set.
In $\Omega^{n}$ we can now introduce a topology by defining the closed sets as the algebraic sets. This topology is called the Zariski Topology. As usual, the closure of a set $M$ is the intersection of the closed sets containing $M$. It is the smallest closed set containing $M$ and is denoted by $\bar{M}$.

Let $M$ be a subset of $\Omega^{n}$. We write $S(M)$ for the ideal of all polynomials $f(\underset{=}{(X)}$ which vanish on $M$, i.e., all polynomials $\underset{=}{(X)}$
such that $f(\underset{=}{x})=0$ for every $\underset{=}{x} \in M$. It is clear that if $M_{1} \subseteq M_{2}$, then $\subsetneq\left(M_{1}\right) \supseteq \Im\left(M_{2}\right)$.

THEOREM 1C. $\overline{\mathrm{M}}=\mathrm{A}(\mathrm{G}(\mathrm{M})$ ).

Proof: Clearly $A(\mathcal{(})$ ) is a closed set containing $M$. Therefore it is sufficient to show that $A(\mathcal{Y}(M))$ is the smallest closed set containing $M$. Let $T$ be a closed set containing $M$; say $T=A(3)$. Since $T \supseteq M$, it follows that $J \subseteq \mathcal{J}(T) \subseteq \mathcal{G}(M)$, so that

$$
T=A(i) \supseteq A(G(M))
$$

Remark: If $S$ is an algebraic set, then it follows from Theorem 1C that $S=A G(S)$.

If $\mathfrak{A}$ is an ideal, define the radical of $\mathfrak{A}$, written $\sqrt{\mathbb{M}}$, to consist of all $f(\underset{\sim}{X})$ such that for some positive integer $m, f^{m}(\underset{\sim}{X}) \in \mathscr{H}$. The radical of $\mathscr{A}$ is again an ideal. For if $f(\underset{=}{x}), g(\underset{=}{x}) \in \sqrt{\mathscr{A}}$, then there exist positive integer $m$, $\ell$ such that $f^{m}(\underset{=}{X}), g^{\ell}(X) \in \mathscr{A}$. Thus by the Binomial Theorem, $(f(\underset{=}{X}) \pm g(X))^{m+\ell} \in \mathfrak{A}$, so that $f(X) \pm g(X) \in \sqrt{\underline{M}}$.


If $\mathcal{B}$ is a prime ideal, then $\sqrt{\mathfrak{B}}=\mathfrak{P}$, since if $f(\underset{=}{X}) \in \sqrt{\mathfrak{B}}$, then $f^{m}(\underset{=}{X}) \in \mathbb{P}$, which implies that $f(\underset{=}{X}) \in \mathbb{B}$.

THEOREM 1D. Let $\mathscr{U}$ be an ideal in $k[x]$ Then

$$
\tilde{J}(A(M))=\sqrt{2} .
$$

Example: Let $k=Q, \Omega=\mathbf{C}, n=2$, and $य$ the principal ideal
generated by $f\left(X_{1}, X_{2}\right)=\left(X_{1}^{2}+x_{2}^{2}-1\right)^{3}$. Then $A(N)$ is the unit circle, and $\mathcal{J}(\mathrm{A}(\mathcal{M}))=\left(X_{1}^{2}+x_{2}^{2}-1\right)$. Thus $\sqrt{\mathfrak{A}}=\left(X_{1}^{2}+x_{2}^{2}-1\right)$, the ideal generated by $X_{1}^{2}+X_{2}^{2}-1$.

Before proving Theorem lD we need two lemmas.
LIMAA le. Given a prime ideal $B \neq k\lceil\underline{X}]$, taere exists an $\underset{=}{\underline{x}} \Omega^{n}$ with $\mathfrak{S}(\underline{x})=\mathfrak{B}$.

Proof. Form the natural homomorphism from $k[x]$ to the quotient ring $k[\underline{x}] / \mathcal{F}$. Since $B \cap k=\{0\}$, the natural homomorphism is an isomorphism on $k$. Thus we may consider $k[\underset{\sim}{X}] /$ as an extension of $k$, and the natural homomorphism restricted to $k$ becomes the identity map. Thus our homomorphism is a $k$-homomorphism. Let the image of $X_{i}$ be $\vec{S}_{i}(i=1, \ldots, n)$. The natural homomorphism is then $A$ homomorphism from $k\left[X_{1}, \ldots, X_{n}\right]$ onto $k\left[\xi_{1}, \ldots, \xi_{n}\right]$ with kernel $P$. Since $B$ was a prime ideal, $k\left[\xi_{1}, \ldots, \xi_{n}\right]$ is an integral domain.

Try to replace $\xi_{i}$ by $x_{i} \in \Omega$. If, say, $\xi_{1}, \ldots, \xi_{d}$ are algebraically independent over $k$ with $\delta_{d+1}, \ldots, \xi_{n}$ algebraically dependent on them, choose $x_{1}, \ldots, x_{d} \in \Omega$ algebraically independent over $k$. Then $k\left(\xi_{1}, \ldots, \xi_{d}\right)$ is $k$-isomorphic to $k\left(x_{1}, \ldots, x_{d}\right)$. Also, $\xi_{d+1}$ is algebraic over $k\left(\xi_{1}, \ldots, \xi_{d}\right)$, and so satisfies a certain irreducible equation with coefficients in $k\left(\xi_{1}, \ldots, \xi_{d}\right)$. Choose $x_{d+1}$ in $\Omega$ such that it satisfies the corresponding equation as $\xi_{d+1}$ but with coefficients in $k\left(x_{1}, \ldots, x_{d}\right)$. Then $k\left(\xi_{1}, \ldots, \xi_{d+1}\right)$ is k-isomorphic to $k\left(x_{1}, \ldots, x_{d+1}\right)$. There is a $k$-isomorphism with $\xi_{i} \rightarrow x_{i}(i=1, \ldots, d+1)$.

Continuing in this manner, we can find $x_{1}, \ldots, x_{n} \in \Omega$ such that $k\left(\xi_{1}, \ldots, \xi_{n}\right)$ is k-isomorphic to $k\left(x_{1}, \ldots, x_{n}\right)$. There is an isomorphism $\alpha$ with $\alpha\left(\xi_{i}\right)=x_{i} \quad(i=1, \ldots, n)$.

Composing the natural homomorphism with the isomorphism $\alpha$ we obtain a homomorphism

$$
\varphi: k\left[x_{1}, \ldots, x_{n}\right] \rightarrow k\left[x_{1}, \ldots, x_{n}\right]
$$

with kernel $P$. Write $\underset{=}{x}=\left(x_{1}, \ldots, x_{n}\right)$.

Now $\underset{=}{\mathcal{J}} \underset{=}{x})=\mathbb{B}$, for $\underset{=}{f(x)}=0$ precisely if $\varphi(\underset{=}{(X)})=0$, which is true if $f(\underset{\underline{X}}{(X)} \in \mathcal{P}$.

LEMMA 1F. Let ${ }^{\mathbb{S}}$ be a non-empty subset of $k[x]$ which is closed under multiplication and doesn't contain zero. Let $\mathcal{P}$ be an ideal
which is maximal with respect to the property that $\mathcal{B \cap \mathbb { C } = \varnothing \cdot \text { Then }}$ $\beta$ is a prime ideal.

Proof: Suppose $f(\underset{\sim}{X}) g(\underset{=}{X}) \in \Re$ but that $f(\underset{=}{X})$ and $g(\underset{=}{X})$ are not in $\mathcal{B}$. Let $\mathscr{U}=(\mathbb{P}, f(\underset{=}{\mathrm{X}}))^{*}$, so that $\mathscr{M}$ properly contains $\mathfrak{B}$. Since $\mathbb{B}$ is maximal with respect to the property that $\mathbb{B} \subseteq=\varnothing$, it follows that $\mathfrak{U} \cap \mathbb{5} \neq \phi$. So there exists a $c(\underset{=}{x})=p(\underset{=}{x})+h(\underset{=}{x}) f(\underset{=}{x})$, where $c(\underset{\sim}{X}) \in \mathbb{S}, p(\underset{\sim}{X}) \in \mathbb{P}, h(\underset{\sim}{X}) \in k[\underset{N}{X}]$. Similarly, there exists a $c^{\prime}(\underset{=}{X})=p^{\prime}(\underset{=}{X})+h^{\prime}(\underset{\sim}{X}) g(\underset{=}{X})$, where $c^{\prime}(X) \in \mathbb{S}, p^{\prime}(\underset{\underline{X}}{\underline{X}}) \in \mathcal{P}, h^{\prime}(\underset{\underline{X}}{x}) \in k[\underline{X}]$. Then

$$
c^{\prime}(\underset{=}{X}) c(\underset{=}{X})=\left(p^{\prime}(\underset{=}{X})+h^{\prime}(\underset{=}{X}) g(\underset{=}{X})\right)(p(\underset{=}{X})+h(\underset{=}{X}) f(\underset{=}{X})) \in \mathbb{P} .
$$

However, since $\mathbb{S}$ is closed under multiplication, $c^{\prime}(\underset{\underline{X}}{x}) c(\underset{=}{X}) \in \mathbb{C}$, contradicting the hypothesis that $\mathfrak{P} \cap \mathbb{S}=\varnothing$.

Proof of Theorem $l_{D}:$ Suppose $f \in \sqrt{\text { 习I }}$, so that there exists a positive integer $m$ with $f^{m} \in \mathfrak{N}$. Thus for every $\underset{=}{x} \in \mathbb{A}(\mathfrak{N})$, $f^{m}(\underset{\underline{x}}{\mathrm{x}})=0$. Hence $\mathrm{f}(\underset{\underline{x}}{\mathrm{x}})=0$ for every $\underset{\underline{x}}{\mathrm{x}} \mathrm{A}(\mathfrak{W})$. Therefore $f(\underset{=}{(x)} \in \mathscr{S}(A(d))$, and $\sqrt{2 I} \subseteq \Im(A(9))$.

Suppose $f \notin \sqrt{2}$. If $\mathbb{C}$ is the set of all positive integer powers of $f$, then $\mathbb{S} \cap \mathfrak{N}=\phi$; also $\mathbb{S}$ does not contain zero. Let $\mathfrak{B}$ be an ideal containing $\&{ }^{\mu}$ which is maximal ${ }^{\dagger}$ with respect to the property that $\subseteq \subseteq \cap B=\varnothing$. By Lemma $1 F, \mathfrak{B}$ is a prime ideal. By Lemma $1 E$, there exists a point $\underset{=}{x} \in \Omega^{n}$ such that $B=\mathcal{Y}(\underset{\underline{x})}{ }$. Since $f \notin \mathbb{B}, f(\underset{\sim}{x}) \neq 0$. Also, $(\underset{=}{x})=A(\underset{S}{(x)})=A(B) \subseteq A(\mathbb{X})$, so that $\underset{=}{x} \in A(\mathcal{M})$. it follows that $f \notin \mathfrak{J}(\mathrm{~A}(\mathbb{X}))$. Thus $\mathfrak{J}(\mathrm{A}(\mathbb{M})) \subseteq \sqrt{2}$.
†) The existence of such an ideal is guaranteed by Theorem la.

* the ideal generated by $p$ and $f(X)$.

> Suppose $S$ is an algebraic set. We call $S$ reducible if $S=S_{1} \cup S_{2}$, where $S_{1}, S_{2}$ are algebraic sets, and $S \neq S_{1}, S_{2}$. Otherwise, we call $S$ irreducible.

Example: Let $k=Q, K=\mathbb{C}, n=2$, and let $\mathcal{O}$ be the ideal generated in $k\left[x_{1}, X_{2}\right]$ by the polynomial $f\left(x_{1}, x_{2}\right)=x_{1}^{2}-x_{2}^{2}$. Then $S=A(S)$ is the set of all $\underset{=}{x} \in C^{2}$ such that $x_{1}^{2}-x_{2}^{2}=0$. If $S_{1}$ is the set of all $\underset{=}{x} \in \mathbb{C}^{2}$ with $x_{1}+x_{2}=0$, and $S_{2}$ is the set of all $\underset{=}{x} \in \mathbb{C}^{2}$ with $x_{1}-x_{2}=0$, then $S=S_{1} \cup S_{2}$, and $S_{1} \neq S \neq S_{2}$. Hence $S$ is reducible.

THEOREM 1G. Let $S$ be a non-empty algebraic set. The following four conditions are equivalent:
(i) $S=(\underset{\sim}{\bar{x}})$, i.e. $S$ is the closure of a single point $\xrightarrow{x}$,
(ii) $S$ is irreducible,
(iii) $\mathcal{J}(S)$ is a prime ideal in $k[\underset{=}{x}]$,
(iv) $S=A(P)$, where $\mathbb{B}$ is a prime ideal in $k[\underset{\sim}{x}]$.

Proof: (i) $\Rightarrow$ (ii). Suppose $S=A \cup B$, where $A$ and $B$ are algebraic sets, and $A \neq S \neq B$. We have $\underset{=}{x} \in S=A \cup B$. We may suppose that, say, $\underset{=}{x} \in A$. Then $S=(\underset{=}{\bar{x}}) \subseteq \bar{A}=A$, whence $S=A$, which is a contradiction.
(ii) $\Rightarrow$ (iii), Suppose that $\mathcal{F}(S)$ is not prime. Then we would have $f(\underset{=}{X})(\underset{=}{X}) \in \mathcal{S}(\mathrm{S})$ with neither $f(\underset{=}{(X)}$ nor $g(X)$ in $\mathcal{F}(S)$. Let $\mathfrak{U}=\mathcal{G}(\mathrm{S}), \mathrm{f}(\underset{=}{\mathrm{X}})$ ) (i.e. the ideal generated by $\mathcal{J}(\mathrm{S})$ and $f(\underset{=}{\mathrm{X}})$ ). Let $\mathfrak{B}=\mathrm{G}(\mathrm{S}), \mathrm{g}(\mathrm{X}))$. Let $\mathrm{A}=\mathrm{A}(\mathrm{L}), \mathrm{B}=\mathrm{A}(\beta)$. In view of $\mathrm{S}=\mathrm{A}(\mathrm{S}(\mathrm{S}))$ and $\mathfrak{U} \supseteq \mathcal{Y}(S)$, we have $A \subseteq S$. But $A \neq S$ since $f \in \mathcal{J}(A)$ and
f\& $\mathcal{Z}(\mathrm{S})$. Thus $A \varsubsetneqq S . S i m i l a r l y, ~ B \varsubsetneqq S$. But we claim that $S=A \cup B$. Clearly $A \cup B \subseteq S$. On the other hand, if $\underset{=}{x} \in S$, then $f(\underset{\sim}{x}) g(x)=0$. Without loss of generality, let us assume that $f(x)=0$. Then $\underset{=}{=}$ is a zero of every polynomial of $2 f$, se that $\underset{=}{x} \in A . \quad$ Therefore $S \subseteq A \cup B$. Thus $S=A \cup B$, with $A \neq S \neq B$. This contradicts the irreducibility of $S$.
(iii) $\Rightarrow$ (iv), set $B=\mathcal{Y}(S)$. Then $S=A(\mathcal{G}(S))=A(B)$.
(iv) $\Rightarrow$ (i). Choose $\underline{x}$ according to Lemma $1 E$ with $\mathcal{Y}(\underline{x})=p$. Then $S=A(\mathfrak{B})=A(\mathcal{Y}(\underline{\underline{x}}))=(\underline{\underline{X}})$. The proof of Theorem $1 G$ is complete.

A set $S$ satisfying any one of the four equivalent properties of Theorem lG is called a variety. (More precisely, it is a k-variety.) If $V$ is a variety, $\underset{\underline{x}}{x} \in V$ is called a generic point of $V$ if $V=(\underset{=}{(\underset{x}{x}})$.

COROLLARY 1H. There is a one to one correspondence between the collection of all $k$-varieties $V$ in $\Omega^{n}$ and the collection of all prime ideals $P \neq k[\underset{=}{x}]$ in $k[x]$, given by

$$
\mathrm{v} \stackrel{\alpha}{\rightarrow} \underset{P}{\beta}=\Im(\mathrm{V}) \quad \text { and } \quad \mathcal{B} \mathrm{B}=\mathrm{A}(\underset{P}{\beta})
$$

Proof: Let $V$ be a variety in $\Omega^{n}$; then $v \xrightarrow{\alpha} \mathcal{J}(v) \xrightarrow{\beta} A(\mathcal{J}(V))=V$. Also, if $\mathcal{B}$ is a prime ideal in $k[\underset{=}{x}]$, then $B \xrightarrow{\beta} A(\beta) \xrightarrow{\alpha} \mathcal{F}(A(\beta))=\sqrt{\beta} \beta=\beta$

Examples: (1) Let $S=\Omega^{n}$. Now $\mathcal{J}\left(\Omega^{n}\right)=(0)$, a prime ideal. Suppose $\underset{=}{x}=\left(x_{1}, \ldots, x_{n}\right)$ is of transcendence degree $n$, i.e. the $n$
coordinates are algebraically independent over $k$. Then $\mathcal{S}(\underset{=}{x})=(0)$, so $(\underset{\sim}{x})=A(Y(\underset{\sim}{x}))=A((0))=\Omega^{n}$. So any point of $\Omega^{n}$ of transcendence degree $n$ over $k$ is a generic point of $\Omega^{n}$.
(2) Let $k=\mathbb{Q}, \Omega=\mathbb{C}, \mathrm{n}=2$. Let $\mathfrak{P}$ be the principal ideal generated by $f\left(X_{1}, X_{2}\right)=X_{1}^{2}+X_{2}^{2}-1$. $\mathcal{B}$ is a prime ideal since $f$ is irreducible. Thus $A(\beta)$, i.e. the unit circle, is a variety. Choose $x_{1} \in \Omega$ and transcendental over $Q . \operatorname{Pick} x_{2} \in \Omega$ with $x_{2}^{2}=1-x_{1}^{2}$.
 point of $A(\beta)$ :

To see this, it will suffice to show that $\mathfrak{J}(\underset{\sim}{x})=\left(X_{1}^{2}+X_{2}^{2}-1\right)$, i.e. the principal ideal generated by $\mathrm{X}_{1}^{2}+\mathrm{X}_{2}^{2}-1$. If $\mathrm{g}\left(\mathrm{X}_{1}, \mathrm{X}_{2}\right) \in \mathfrak{J}(\underset{=}{\mathrm{x}})$, that is, if $g\left(x_{1}, x_{2}\right)=0$, then $g\left(x_{1}, X_{2}\right)$ is a multiple of $X_{2}^{2}-1+x_{1}^{2}$, since $x_{2}$ is a root of $X_{2}^{2}-1+x_{1}^{2}$, which is irreducible over $Q\left(x_{1}\right)$. More precisely,

$$
g\left(x_{1}, x_{2}\right)=\left(x_{2}^{2}-1+x_{1}^{2}\right) h\left(x_{1}, x_{2}\right),
$$

where $h\left(X_{1}, X_{2}\right)$ is a polynomial in $X_{2}$ and is rational in $X_{1}$. Since $x_{1}$ was transcendental, we get

$$
g\left(X_{1}, X_{2}\right)=\left(x_{1}^{2}+x_{2}^{2}-1\right) h\left(X_{1}, X_{2}\right)
$$

In view of the unique factorization in $Q\left[x_{1}\right]$, it follows that $h\left(X_{1}, X_{2}\right)$ is in fact a polynomial in $X_{1}, X_{2}$. Thus $\underset{=}{(x)}=\left(X_{1}^{2}+X_{2}^{2}-1\right)$.
(3) Let $k=Q, \Omega=\mathbf{C}, \mathrm{n}=2$. Let $P$ be the principal ideal generated by $f\left(X_{1}, X_{2}\right)=X_{1}^{2}-X_{2}$. Then $A(\$)$ is irreducible and is a parabola. Choose $x_{1} \in \Omega$ and transcendental over $Q$, and put $x_{2}=x_{1}^{2}$. Then $\underset{=}{x}=\left(x_{1}, x_{2}\right)$ lies in $A(B)$. An argument similar to
the one given in (2) shows that $\underset{=}{x}$ is a generic point of $A(P)$. For example, Lindemann's Theorem says that $e$ is transcental over $Q$, and therefore $\left(e, e^{2}\right)$ is a generic point of $A(P)$.
(4) Let $k=, \Omega=\mathbb{C}$. Let $\mathscr{U}$ be the principal ideal
$\mathfrak{H}=\left(X_{1}^{2}-x_{2}^{2}\right)$. Then as we have seen above, $A(M)$ is reducible and is therefore not a variety.
(5) Consider a linear manifold $M^{d}$ given by a parameter
representation

$$
x_{i}=b_{i}+a_{i l} t_{1}+\cdots+a_{i d} t_{d} \quad(l \leqq i \leqq n)
$$

Here the $b_{i}$ and the $a_{i j}$ as given elements of $k$, with the ( $d \times n$ ) $\operatorname{matrix}\left(\mathrm{a}_{\mathrm{ij}}\right)$ of rank $\mathrm{d} . \operatorname{As} \mathrm{t}_{1}, \ldots, \mathrm{t}_{\mathrm{d}}$ run through $\Omega, \mathrm{x}_{=}=\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}}\right)$ runs through $M^{d}$. It follows from linear algebra that $M^{d}$ is an algebraic set. (It is a "d-dimensional linear manifold". See also §2 about the notion of dimension). In fact $\mathrm{M}^{\mathrm{d}}$ is a variety:

Choose $\eta_{1}, \ldots, \eta_{d}$ algebraically independent over $k$. Put

$$
\xi_{i}=b_{i}+a_{i 1} \eta_{1}+\cdots+a_{i d} \eta_{d} \quad(1 \leq i \leq n)
$$

and $\xi_{\underline{\xi}}=\left(\xi_{1}, \xi_{2}, \cdots, \xi_{n}\right) \in \Omega^{n}$. Now $\xi_{\underline{\xi}} \in M^{d}$, $\quad$ so $(\underline{\underline{\underline{F}}}) \subseteq M^{d}$.
Conversely, if $f(\underline{\underline{E}})=0$, then
$f\left(b_{1}+a_{11} T_{1}+\ldots+a_{1 d} T_{d}\right.$,

$$
\left.b_{2}+a_{21} T_{1}+\cdots+a_{2 d} T_{d}, \cdots, b_{n}+a_{n 1} T_{1}+\cdots+a_{n d} T_{d}\right)=0,
$$

where $T_{1}, \ldots, T_{d}$ are variables. Thus if $\underset{=}{x} \in M^{d}$, then $f(\underset{=}{x})=0$. So every $\underset{=}{x} \in \mathrm{M}^{\mathrm{d}}$ lies in $\mathrm{A}(\mathfrak{G}(\underline{\xi}))=(\underline{\underline{\xi}})$. Therefore we have shown that $M^{d}=(\overline{5})$, or that $M^{d}$ is a variety.
(6) Take $k=\mathbb{Q}, \Omega=\mathbb{C}, \mathrm{n}=2$, and $\mathfrak{U}$ the principal ideal generated by $f\left(X_{1}, X_{2}\right)=X_{1}^{2}-2 X_{2}^{2}$. Over $k=Q$, this polynomial is irreducible. Thus $\mathfrak{H}$ is a prime ideal, and $A(\mathbb{A})$ is a variety. However, if we take $\mathrm{k}^{\prime}=Q(\sqrt{2})$, then $f\left(\mathrm{X}_{1}, \mathrm{X}_{2}\right)$ is no longer irreducible over $k^{\prime}$, so that $M$ is no longer a prime ideal in $k^{\prime}\left[X_{1}, X_{2}\right]$, and $A(\mathbb{U})$ is no longer a variety.

This prompts the definition: A variety is called an absolute variety if it remains a variety over every algebraic extension of $k$.

THEOREM 1I. Every non-empty algebraic set is a finite union of varieties.

Proof: We first show that every non-empty collection 5 algebraic sets has a minimal element. For if we form all ideals $\mathcal{G}(S)$, where $S \in \mathbb{E}$, there is by Theorem $1 A$ a maximal element of this nonempty collection of ideals. Say $\mathscr{G}\left(\mathrm{S}_{0}\right)$ is maximal. We claim that $\mathrm{S}_{0} \in \mathbb{N}$ is minimal. For if $\mathrm{S}_{1} \subseteq \mathrm{~S}_{0}$ where $\mathrm{S}_{1} \in \mathbb{S}$, then $\mathfrak{J}\left(\mathrm{S}_{1}\right) \supseteq \mathfrak{S}\left(\mathrm{S}_{0}\right)$; but since $\mathfrak{J}\left(S_{0}\right)$ is maximal, $\mathfrak{J}\left(S_{1}\right)=\mathfrak{J}\left(S_{0}\right)$. Thus $S_{1}=A\left(\mathscr{J}\left(S_{1}\right)\right)$ $=A\left(\xi\left(\omega_{0}\right)\right)=S_{0}$.

Suppose that Theorem 1I is false. Let $\mathbb{S}$ be the collection of algebraic sets for which Theorem lI is false. There is a minimal element $S_{0}$ of $\mathbb{C}$. If $S_{0}$ were a variety, then the theorem would be true for $S_{0}$. Hence $S_{0}$ is reducible. Let $S_{0}=A \cup B$, where $A, B$ are algebraic sets, with $A \neq S_{0} \neq B$. Since $S_{0}$ is minimal and $A \varsubsetneqq S_{0}, B \varsubsetneqq S_{0}$, the theorem is true for $A, B$. Hence, we can write $A=v_{1} \cup \ldots \cup v_{m}$, and $B=W_{1} \cup \ldots \cup W_{\ell}$, where $V_{i}(1 \leq i \leq m)$ and $W_{j}(1 \leq j \leq \ell)$ are varieties. Thus

$$
S_{0}=A \cup B=v_{1} \cup \ldots \cup v_{m} \cup w_{1} \cup \ldots \cup W_{\ell},
$$

contradicting our hypothesis that $S_{0} \in \mathbb{E}$.
It is clear that there exists a representation of $S$ as $s=v_{1} \cup \ldots U v_{t}$ where $v_{i} \neq v_{j}$ if ifj.

THEOREM lJ. Let $S$ be a non-empty algebraic set. The representation of $S$ as

$$
s=v_{1} \cup \ldots U v_{t}
$$

where $V_{1}, \ldots, V_{t}$ are varieties with $V_{i} \nsubseteq V_{j}$ if $i \neq j$, is unique.

## Proof: Exercise.

The $V_{i}$ in the unique representation of $S$ given in Theorem $1 J$ are called the components of $S$.

Example: Let $k=\Phi, \Omega=\mathbb{C}, n=2$, and $S=A\left(\left(X_{1}^{2}-X_{2}^{2}\right)\right)$. Let $V_{1}=A\left(\left(X_{1}-X_{2}\right)\right)$ and $V_{2}=A\left(\left(X_{1}+X_{2}\right)\right)$; then $S=V_{1} \cup V_{2}$. Here $\quad V_{1}, V_{2}$ are two intersecting lines.

Finally we introduce the following terminology and notation.
We say $\underline{\underline{y}}$ is a specialization of $\underset{\underline{x}}{ }$ and write

$$
\stackrel{x}{=} \rightarrow \underset{\underline{y}}{\underline{y}},
$$

if $\underset{\underline{y}}{\in}(\underset{\underline{x}}{(\bar{x}})$. This holds precisely if $f(\underline{\underline{y}})=0$ for every $f(\underset{\sim}{x}) \in k[\underline{x}]$ with $f(\underset{=}{x})=0$. It is immediately seen that $\rightarrow$ is transitive, i.e. that

$$
\underset{=}{x} \rightarrow \underset{\equiv}{y} \text { and } \underset{\underline{y}}{\underline{y}} \underset{=}{z} \text { implies that } \underset{=}{x} \rightarrow \underset{=}{z}
$$

If both $\underset{=}{x} \underset{\underline{y}}{y}$ and $\underset{\underline{y}}{\boldsymbol{y}} \underset{=}{x}$, then we write $\underset{=}{x} \nrightarrow \underset{\underline{y}}{ }$. This is equivalent
with the equation $(\underset{\sim}{x})=(\underline{\underline{y}})$.

Example: Let $\underset{=}{x}=\left(e, e^{2}\right)$ and $\underset{\underline{y}}{=}=(1,1)$. Then $\underset{=}{x} \rightarrow \underline{y}$. For as we saw in example (3) below Theorem $1 G$, the point $\underset{=}{x}$ is a generic point of the parabola $x_{2}-x_{1}^{2}=0$, and $\underline{\underline{y}}$ lies on this parabola.
§2. Dimension.
Let $x \in \Omega^{n}$. The transcendence degree of $\underline{=}$ over $k$ is the maximum number of algebraically independent components of $\underset{=}{x}$ over $k$. This clearly is equal to the transcendence degree of $k(x)$ over $k$. We have

$$
0 \leq \operatorname{tr} . \operatorname{deg} . \underline{x} \leq n
$$

THEOREM 2A. Suppose $\underset{\sim}{x} \rightarrow \underline{\underline{y}}$ Then
(i) tr. deg. y $\leq$ tr. deg. $\underline{x}$.


Proof: (i) Induction on $n$. If $n=1$, and if trans. deg. $\underset{=}{x}=1$,
 is algebraic over $k$. In this case, since $\underset{\underline{x}}{\underline{y}}$, the components of $\underline{\underline{y}}$ satisfy the algebraic equations satisfied by the components of $x$, and tr. deg. $\underset{\underline{y}}{ }=0$.

To show the induction step, let $d$ be the transcendence degree of $\xrightarrow[=]{x}$. We may assume that $d<n$. We may also assume that tr. deg. $\underline{\underline{y}} \geq d$. Without loss of generality, we assume that $y_{1}, \ldots, y_{d}$ are algebraically independent over $k$. Since $\underset{=}{x}=\left(x_{1}, \ldots, x_{n}\right) \rightarrow\left(y_{1}, \ldots, y_{n}\right)=\underline{\underline{y}}$, it follows that $\left(x_{1}, \ldots, x_{d}\right) \rightarrow\left(y_{1}, \ldots, y_{d}\right)$. By induction, and since
$\mathrm{d}<\mathrm{n}$, the elements $\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{d}}$ are also algebraically independent over $k$. Let $d<i \leq n$. Then $x_{i}$ is algebraically dependent on $x_{1}, \ldots, x_{d}$. So $x_{i}$ satisfies some non-trivial equation

$$
x_{i}^{a} g_{a}\left(x_{1}, \ldots, x_{d}\right)+x_{i}^{a-1} g_{a-1}\left(x_{1}, \ldots, x_{d}\right)+\ldots+g_{0}\left(x_{1}, \ldots, x_{d}\right)=0
$$

Since $\underset{\underline{x}}{\underline{x}} \underline{\underline{y}}$, it follows that

$$
y_{i}^{a} g_{a}\left(y_{1}, \ldots, y_{d}\right)+y_{i}^{a-1} g_{a}\left(y_{1}, \ldots, y_{d}\right)+\ldots+g_{0}\left(y_{1}, \ldots, y_{d}\right)=0 .
$$

Thus $y_{i}$ is algebraically dependent on $y_{1}, \ldots, y_{d}$. This is true for any $i$ in $d<i \leq n$. So tr. deg. $\underline{\underline{y}} \leq d$.
(ii) If $\underset{=}{x} \leftrightarrow \underline{\underline{y}}$, then it follows from part (i) that tr. deg. $\underline{\underline{x}}=\operatorname{tr} . \operatorname{deg} . \underline{\underline{y}}$.

Suppose $\underset{\underline{x}}{\underline{x}} \underset{\underline{y}}{ }$ and tr. deg. $\underset{=}{x}=\operatorname{tr}$. deg. $\underline{\underline{y}}$. Let the common transcendence degree be $d$. We may assume without loss of generality that the first $d$ coordinates $y_{1}, \ldots, y_{d}$ are algebraically independent over $k$. Then by part (i) and by $\left(x_{1}, \ldots, x_{d}\right) \rightarrow\left(y_{1}, \ldots, y_{d}\right)$, also $x_{1}, \ldots, x_{d}$ are algebraically independent over $k$. We have to show that $\underset{\underline{y}}{\underline{x}} \underset{\underline{x}}{ }$, i.e. that if $f(\underset{\underline{y}}{\mathrm{y}})=0$ for $\mathrm{f} \in \mathrm{k}[\underset{\underline{x}}{\mathrm{X}}]$, then $\underset{\underline{x}}{\mathrm{x}})=0$. Put differently, we have to show that if $f(\underset{=}{x}) \neq 0$, then $f(\underline{y}) \neq 0$. So let $f(\underset{=}{x}) \neq 0$. Then $f(\underset{=}{x})$ is a non-zero element of $k(x)$ and $1 / f(\underset{=}{x}) \in k(\underset{=}{x})$. Now since $x_{d+1}, \ldots, x_{n}$ are algebraic over $k\left(x_{1}, \ldots, x_{d}\right)$, it is well known that

$$
k(\underset{=}{x})=k\left(x_{1}, \ldots, x_{d}\right)\left[x_{d+1}, \ldots, x_{n}\right],
$$

i.e. $k(\underset{=}{x})$ is obtained from $k\left(x_{1}, \ldots, x_{d}\right)$ by forming the polynomial ring in $x_{d+1}, \ldots, x_{n}$.

Thus

$$
1 / f\left(\underset{\underline{x}}{=}=v\left(x_{1}, \ldots, x_{n}\right) / u\left(x_{1}, \ldots, x_{d}\right),\right.
$$

where $v\left(X_{1}, \ldots, X_{n}\right)$ and $u\left(X_{1}, \ldots, X_{d}\right)$ are polynomials. We have

$$
u\left(x_{1}, \ldots, x_{d}\right)=f(\underset{=}{x}) v(\underset{=}{x}),
$$

which implies that

$$
u\left(y_{1}, \ldots, y_{d}\right)=f(\underline{\underline{y}}) v(\underline{\underline{y}})
$$

in view of $\underset{=}{x} \underline{\underline{y}}$. Now $y_{1}, \ldots, y_{d}$ are independent over $k$, whence $u\left(y_{1}, \ldots, y_{d}\right) \neq 0$, whence $f(\underline{y}) \neq 0$. Our proof is complete.

The dimension of a variety $V$ is defined as the transcendence degree of any of its generic points. In view of Theorem 2A, there is no ambiguity. A variety of dimension 1 is called a curve, one of dimension n-1 is called a hypersurface.

Example: Let us consider again the example of the linear manifold $M^{d}$. We constructed a generic point $\left(_{5_{1}}, \ldots, \xi_{n}\right)$ with $k\left(\eta_{1}, \ldots, \eta_{d}\right)$ $=k\left(\xi_{1}, \ldots, \xi_{n}\right)$, where $\eta_{1}, \ldots, \eta_{d}$ were algebraically independent. Thus tr. deg. $k\left(\xi_{1}, \ldots, \xi_{n}\right)=d$. Hence in the sense of our definition, $M^{d}$ has dimension $d$. This agrees with the dimension $d$ assigned to $M^{d}$ in linear algebra.

THEOREM 2B. (i) Let $V$ be a variety and let $\underset{=}{x} \in V$ with tr. deg. $\underset{=}{x}=\operatorname{dim} V \cdot \underline{T h e n} \underset{=}{x}$ is a generic point of $V$
(ii) If $W \subseteq V$ are two varieties, and if $\operatorname{dim} W=\operatorname{dim} V$, then $\mathrm{W}=\mathrm{V}$.

Proof: (i) Let $\underline{\underline{y}}$ be a generic point of $V$. Then $\underline{\underline{y}} \rightarrow \underline{x}$ and $\operatorname{tr} . \operatorname{deg} . \underset{\underline{x}}{x}=\operatorname{tr} . \operatorname{deg} . y \cdot$ By Theorem $2 A, \underset{\underline{x}}{x} \underset{\underline{y}}{y}$, so that $\underset{\underline{x}}{(\bar{x})}=(\bar{y})=V$.
(ii) Let $\underset{=}{x}$ be a generic point of $W$. Now $x \in V$, and $t r$. deg. $\underline{x}=\operatorname{dim} V$, so that by part (i), $\underset{\underline{x}}{ }$ is a generic point of $V$. Thus $(\underset{\underline{x}}{\underline{x}})=W=V$.

THEOREM 2C. (i) If $f(\underset{=}{X}) \in k[\underset{=}{X}]$ is a non-constant irreducible polynomial, then the set of zeros of $\stackrel{f(X)}{=}$ is a hypersurface; that is, a variety of dimension $n-1$.
(ii) If $S$ is a hypersurface, then $\mathcal{Y}(\mathrm{S}) \quad$ is a principal ideal
(f), generated by some non-constant irreducible polynomial $f(\underset{=}{x}) \in k[x]$.

Proof: (i) The principal ideal (f) is a prime ideal in $k[\underline{x}]$, so $A((f))$ is a variety. Without loss of generality, suppose $X_{n}$ occurs in $f(\underline{\underline{X}}$ ), say $\quad \underset{=}{f(X)}=x_{n}^{a} g_{a}\left(x_{1}, \ldots, x_{n-1}\right)+\ldots+g_{0}\left(x_{1}, \ldots, x_{n-1}\right)$. Choose $x_{1}, \ldots, x_{n-1} \in \Omega$ algebraically independent over $k$. Choose $x_{n} \in \Omega$ with $f\left(x_{1}, \ldots, x_{n}\right)=0$. Then $\underset{=}{x}=\left(x_{1}, \ldots, x_{n}\right) \in A((f))$. Also, tr. deg. $\underset{\underline{x}}{x}=n-1$. Thus $\operatorname{dim} A((f)) \geq n-1$. On the other hand, $\operatorname{dim} A((f)) \neq n$, by Theorem $2 B$ and since $A((f)) \neq \Omega^{n}$. Hence $\operatorname{dim} A((f))=n-1$. In other words, $A((f))$ is a hypersurface.
(ii) If $S$ is a hypersurface, then $\mathcal{G}(S)$ is a prime ideal. Let $g(X) \in \mathscr{I}(S), g \neq 0$. Since $\mathcal{J}(S)$ is prime, there exists some irreducible factor $f$ of $g$ such that $f(\underset{=}{X}) \in \mathfrak{Y}(S)$. So (f) $\subseteq \mathcal{G}(S)$, whence $A((f)) \supseteq A(\Im(S))=S$. But $\operatorname{dim} A((f))=n-1$ by part (i), and $\operatorname{dim} S=n-1$. Therefore by Theorem 2B, $A(f)=S$. Hence

$$
\Im(S)=\Im(A(f))=\sqrt{(f)}=(f)
$$

since (f) is prime.

Examples: (1) Let $k=Q, \Omega=\mathbb{C}, \mathrm{n}=2$ and $\mathrm{f}(\mathrm{X}, \mathrm{Y})=\mathrm{Y}-\mathrm{X}^{2}$. Now $f$ is irreducible. So by Theorem 2C, the set of zeros of $f$ is a hypersurface of dimension 1 . Since $n-1=1$, it is also a curve. The point (e, $e^{2}$ ) has transcendence degree 1 and lies on our curve. Hence we see again that it is a generic point of our curve.
(2) Same as above, but with $f(X, Y)=X^{2}+Y^{2}-1$. Again the set of zeros of $f$ (namely the unit circle) is a hypersurface and also a curve.

Let $t$ be transcendental and consider the point

$$
\stackrel{x}{=}=\left(x_{1}, x_{2}\right)=\left(\frac{2 t}{t^{2}+1}, \frac{t^{2}-1}{t^{2}+1}\right) .
$$

Here $t=\frac{x_{1}}{1-x_{2}}$, whence $k(\underset{=}{x})=k(t)$, so that $\stackrel{x}{=}$ has transcendence degree 1 . Since $\underset{=}{x}$ lies on our curve, it follows that $\underset{=}{x}$ is a generic point of the unit circle. In particular,

$$
\left(\frac{2 e}{e^{2}+1}, \frac{e^{2}-1}{e^{2}+1}\right)
$$

is a generic point of the unit circle.

$$
\begin{aligned}
& \text { THEOREM 2D. Let } n=1+t, \underline{\text { let }} \mathrm{f}_{1}\left(\mathrm{X}, \mathrm{Y}_{1}\right) \text {, } \\
& f_{2}\left(X, Y_{1}, Y_{2}\right), \ldots, f_{t}\left(X, Y_{1}, Y_{2}, \ldots, Y_{t}\right) \text { be polynomials of the type } \\
& f_{i}\left(X, Y_{1}, \ldots, Y_{i}\right)=Y_{i}^{d_{i}}-g_{i}\left(X, Y_{1}, \ldots, Y_{i}\right), \\
& \text { where } d_{i}>0 \text { and } g_{i} \text { is of degree }<d_{i} \text { in } Y_{i} \text { Let } \mathscr{D}_{1}, \ldots, D_{i} \\
& \text { be algebraic functions with } f_{1}\left(X, \mathscr{D}_{1}\right)=\ldots=f_{t}\left(X, \mathscr{D}_{1}, \ldots, \mathscr{F}_{t}\right)=0 \text {, } \\
& \text { and suppose that }
\end{aligned}
$$

$$
\left[k\left(x, \mathscr{D}_{1}, \ldots, \mathfrak{m}_{t}\right): k(x)\right]=d_{1} d_{2} \ldots d_{t} .
$$

Then the equations

$$
\mathrm{f}_{1}=\mathrm{f}_{2}=\cdots=\mathrm{f}_{\mathrm{t}}=0
$$

define a curve; that is, $\underline{\text { a }}$ variety of dimension 1 .

Examples: (1) Let $k$ be a field whose characteristic does not
equal 2 or 3 . Take $t=2$, so that $n=3$. Consider
$\mathrm{f}_{1}\left(\mathrm{X}, \mathrm{Y}_{1}\right)=\mathrm{Y}_{1}^{2}+\mathrm{X}^{2}-1, \mathrm{f}_{2}\left(\mathrm{X}, \mathrm{Y}_{1} \mathrm{Y}_{2}\right)=\mathrm{Y}_{2}^{2}+\mathrm{X}^{2}-4 . \quad$ Then $\eta_{1}^{2}=1-\mathrm{X}^{2}$, and $\mathscr{H}_{2}^{2}=4-x^{2}$, or $\eta_{1}=\sqrt{1-x^{2}}$ and $\eta_{2}=\sqrt{4-x^{2}}$. Also,

$$
\begin{equation*}
\left.\left[k\left(x, \sqrt{1-x^{2}}, \sqrt{4-x^{2}}\right): k(x)\right]=4 .^{\dagger}\right) \tag{2.1}
\end{equation*}
$$

By Theorem 2D, the equations $f_{1}=f_{2}=0$ define a curve. This curve is the intersection of two circular cylinders with radii 1,2 , whose axes intersect at right angles.
(2) Same as above, but with $f_{2}\left(X, Y_{1}, Y_{2}\right)=Y_{2}^{2}+X^{2}-1$. In this case $\left[k\left(X, \mathscr{D}_{1}, \mathfrak{O}_{2}\right): k(X)\right]=2$. So Theorem 2D does not apply. In fact,
t)

The proof of (2.1) is as follows. Since the characteristic is not 2 or 3 , the four polynomials $1-\mathrm{X}, 1+\mathrm{X}, 2-\mathrm{X}, 2+\mathrm{X}$ are distinct and are irreducible. Hence none of $1-x^{2}, 4-x^{2}$ and $\left(1-x^{2}\right) /\left(4-x^{2}\right)$ is a square in $k(x)$, and each of $\sqrt{1-x^{2}}$, $\sqrt{4-X^{2}}, \sqrt{\left(1-X^{2}\right) /\left(4-x^{2}\right)}$ is of degree 2 over $k(X)$. It will suffice to show that $\sqrt{4-\mathrm{X}^{2}} \ddagger \mathrm{k}\left(\mathrm{X}, \sqrt{1-\mathrm{X}^{2}}\right)$. Suppose to the contrary that

$$
\sqrt{4-x^{2}}=r(X)+s(X) \sqrt{1-X^{2}}
$$

with rational functions $\underset{\sim}{r}(X)$ ( $X$ ) We now square and observe that the factor in front of $\sqrt{1-x^{2}}$ must be zero. Thus $2 r(X) s(X)=0$. If $r(X)=0$, then $\left(1-X^{2}\right) /\left(1-X^{4}\right)$ would be a square in $k(X)$, which was ruled out. If $s(X)=0$, then $4-X^{2}$ would be a square, which was also ruled out.

The situation is similar to the one in Corollary 5B of Chapter II,
$\$ 5$, and the exercise below it.

$$
A\left(\left(f_{1}, f_{2}\right)\right)=V_{1} \cup V_{2},
$$

where $V_{1}=A\left(\left(f_{1}, Y_{1}-Y_{2}\right) \cdot V_{2}=A\left(f_{1}, Y_{1}+Y_{2}\right)\right)$.
Thus we do not obtain a variety. This algebraic set is the intersection of two circular cylinders of radius 1 whose axes intersect at right angles. Both $V_{1}$ and $V_{2}$ are the intersection of a plane with a circular cylinder; they are ellipses.
(3) Let $k=F_{q}$, the finite field of $q$ elements. Take $t=2$, $n=3$ and $f_{1}\left(X, Y_{1}\right)=Y_{1}^{d}-f(X)$ where $d \mid(q-1)$, and $f_{2}\left(X, Y_{2}\right)=$ $Y_{2}^{q}-Y_{2}-g(X)$. Suppose $f_{1}, f_{2}$ to be ixreducible. Then $n_{1}, M_{2}$ with $\mathfrak{D}_{1}^{d}=f(x), \mathfrak{D}_{2}^{q}-\mathfrak{\eta}_{2}=g(X)$ have

$$
\left[k\left(x, \eta_{1}\right): k(x)\right]=d \quad, \quad\left[k\left(x, \eta_{2}\right): k(x)\right]=q
$$

Since $(d, q)=1$, we have $\left[k\left(X, m_{1}, y_{2}\right): k(X)\right]=d q \quad$. Thus $f_{1}=f_{2}=0$ defines a curve. In the same way one sees that if $f_{1}, f_{2}$ both are absolutely irreducible, then $f_{1}=f_{2}=0$ is an absolute curve, i.e., a curve which is an absolute variety.

Proof of Theorem 2D: Pick $\underset{=}{x}=\left(x, y_{1}, \ldots, y_{t}\right) \in \Omega^{n}$, such that the mapping $x \rightarrow x, \mathscr{D}_{i} \rightarrow y_{i}(1 \leq i \leq t)$ yields an isomorphism of $k\left(X, \eta_{1}, \ldots, M_{t}\right)$ to $k\left(x, y_{1}, \ldots, y_{t}\right)$. We claim that the set of zeros of $f_{1}=f_{1}=\ldots=f_{t}=0$ is the variety $(\underset{=}{(\bar{x})}$. It suffices to show that $\mathscr{J}(\underset{=}{x})=\left(f_{1}, \ldots, f_{t}\right) ;$ for then $\left(\underset{=}{(\bar{x})}=A(\underset{J}{(x)})=A\left(\left(f_{1}, \ldots, f_{t}\right)\right)\right.$. Clearly, every $f \in\left(f_{1}, \ldots, f_{t}\right)$ vanishes on $\underset{=}{x}$; so ( $\left.f_{1}, \ldots, f_{t}\right) \subseteq \mathfrak{S}(x)$. Conversely, we are going to show that

$$
\begin{equation*}
\underline{i f} f(x)=0, \text { then } f \in\left(f_{1}, \ldots, f_{t}\right) \tag{2.2}
\end{equation*}
$$

We'll show (2.2) by induction on $s$, for functions
$f=f\left(X, Y_{1}, \ldots, Y_{s}\right)$ where $0 \leqq s \leqq t$. If $s=0$, then $f(x)=0$; but $x$ is transcendental over $k$, so $f(x)=0$, whence $f \in\left(f_{1}, \ldots, f_{t}\right)$. Next, we show that if (2.2) is true for $s-1$, it is true for $s$. In $f\left(X, Y_{1}, \ldots, Y_{s}\right)$, if $Y_{s}{ }_{s}$ occurs, replace it by $g_{s}\left(X, Y_{1}, \ldots, Y_{s}\right)$. Do this repeatedly, until you get a polynomial $\hat{f}\left(X, Y_{1}, \ldots, Y_{s}\right)$ of degree $<d_{s}$ in $Y_{S}$. We observe that $f-\hat{f} \in\left(f_{s}\right)$, and that $\hat{f}(\underline{x})=0$. Suppose

$$
\begin{equation*}
\hat{f}=Y_{s}^{d_{s}^{-1}} h_{d_{s}-1}\left(X, Y_{1}, \ldots, Y_{s-1}\right)+\ldots+h_{0}\left(X, Y_{1}, \ldots, Y_{s-1}\right) . \tag{2.3}
\end{equation*}
$$

Our hypothesis implies that $\left[k\left(x, y_{1}, \ldots, y_{t}\right): k(x)\right]=d_{1} d_{2} \ldots d_{t}$, and we have

$$
k(x) \subseteq k\left(x, y_{1}\right) \subseteq k\left(x, y_{1}, y_{1}\right) \subseteq \ldots \subseteq k\left(x, y_{1}, \ldots, y_{t}\right)
$$

where for each $i$ in $1 \leq i \leq t$, the field $k\left(x, y_{1}, \ldots, y_{i}\right)$ is an extension of degree $\leq d_{i}$ over $k\left(x, y_{1}, \ldots, y_{i-1}\right)$. Hence it is actually an extension of degree $d_{i}$. In particular, $\left[k\left(x, y_{1}, \ldots, y_{s}\right): k\left(x, y_{1}, \ldots, y_{s-1}\right)\right]=d_{s}$. Since $\underset{f}{(x)} \underset{=}{x}=0$, we see from (2.3) that each $h_{j} \underset{=}{(x)}=0$. So by induction, each $h_{j} \in\left(f_{1}, \ldots, f_{t}\right)$, hence also $\hat{f} \in\left(f_{1}, \ldots, f_{t}\right)$, and $f \in\left(f_{1}, \ldots, f_{t}\right)$. The proof of (2.2) and therefore the proof of the theorem is complete.
§3. Rational Maps.
A rational function $\varphi$ on $\Omega^{n}$ is an element of $k\left(X_{1}, \ldots, X_{n}\right)$, i.e. of the form $\varphi=a\left(x_{1}, \ldots, x_{n}\right) / b\left(x_{1}, \ldots, X_{n}\right)$, where $a\left(x_{1}, \ldots, x_{n}\right)$, $b\left(X_{1}, \ldots, X_{n}\right)$ are polynomials over $k$. We may assume that $a, b$ have no common factor.

We say a rational function $\varphi$ is defined (or regular) at a point $\underset{\sim}{x} \in \Omega^{n}$ if $b(\underset{\sim}{x}) \neq 0$. If $\varphi$ is defined $a t \quad \underset{=}{x}$, put $\varphi(\underset{=}{x})=a(\underset{=}{x}) / b(\underset{=}{x})$. The rational functions $\varphi$ which are defined at $\underset{=}{x} \Omega^{n}$ form a ring consisting of all $a(\underset{=}{X}) / b(X)$ with $b(\underset{=}{x}) \neq 0$. This ring is denoted as $\mathscr{D}_{\underline{x}}$ and is called the local ring of $\underset{=}{x}$. Let $\tilde{S}_{x}$ consist of all $\varphi \in \mathcal{D}_{\underline{X}}^{=}$with $\varphi(\underset{=}{x})=0$. (Thus $\Im_{X}$ consists of all $a(\underset{=}{X}) / b(\underset{=}{X})$ with $b(\underset{=}{x}) \neq 0, a(\underset{=}{x})=0$.$) Then {\underset{S}{x}}^{\underline{x}}$ is an ideal in $\mathscr{D}_{\underline{x}}$.

LEMMA 3A. (i) If $\underset{=}{x} \rightarrow \underline{y}$, then $\mathcal{D}_{\underline{y}} \subseteq \mathscr{D}_{\underline{x}}$.
(ii) If $\underset{\underline{x}}{\underline{y}} \underline{\underline{y}}$, then $\mathcal{D}_{\underline{x}}=\mathscr{D}_{\underline{y}}$ and $\mathcal{Y}_{\underline{x}}=\mathcal{S}_{\underline{\underline{y}}}:$

Proof: Obvious.

THEOREM 3B. (i) ${\underset{J}{x}}^{\underline{x}}$ is a maximal ideal in $\mathcal{D}_{\underline{x}}$, hence $\mathcal{O}_{\underline{x}} \mathcal{S}_{\underline{x}}$ is a field (called the function field of $\xrightarrow{x}$ ).
(ii) $\mathcal{O}_{\underline{x}} / \mathcal{S}_{x}$ is $k$-isomorphic to $k(x)$.

Proof: (i) Let $\varphi \in{\underset{D}{X}}_{\underline{X}}, \varphi \in \mathcal{S}_{\underline{x}}$. Then $\varphi=a(\underset{=}{x}) / b(\underset{=}{x})$, where $b(\underset{\sim}{x}) \neq 0$ and $a(\underset{=}{x}) \neq 0$, and therefore $\frac{1}{\varphi}=b(\underset{=}{X}) / a(\underset{=}{X})$ lies in $D_{\underline{x}}$. Thus every $\varphi \in{\underset{O}{X}}_{\underline{x}}$ which does not lie in $\mathcal{S}_{\underline{x}}$ is a unit. It follows that $\mathcal{S}_{\underline{x}}$ is a maximal ideal.
(ii) The map $\omega: \underset{\underline{X}}{\mathcal{D}_{X}} \rightarrow k \stackrel{(x)}{=}$ given by

$$
w(\mathrm{a}(\underset{\underline{X}}{\mathrm{X}}) / \mathrm{b}(\underset{\underline{X}}{\mathrm{X}}))=\mathrm{a}(\underset{\underline{x}}{\mathrm{x}}) / \mathrm{b}(\underset{\underline{x}}{\mathrm{x}})
$$

has image $k(\underset{=}{x})$ and kernel $\mathcal{Y}_{x}$. Therefore $k(x) \cong \mathscr{S}_{\underline{x}} \mathcal{S}_{x}$.
We now come to the definition of a rational function defined on
a variety $V$. The simplest definition to try would be that a rational
function on $V$ is the restriction to $V$ of a rational function $\underset{=}{(X)}$ on $\Omega^{n}$. However, we want this rational function to be defined for at least some point of $V$. Hence by Lemma $3 A$ it must be defined for every generic point $\underset{=}{x}$ of $V$ i.e. it must lie in $\mathscr{O}_{x}$. Moreover,
 them as equal functions on $V$ if their restrictions to $V$ are equal. Clearly this is true precisely if their difference lies in $\mathcal{Y}_{\underline{x}}$.

Thus we come to define a rational function on $V$ as an element of $\mathscr{D}_{\underset{x}{ }}^{\mathcal{S}} \underset{\underline{x}}{ }$, where $\underset{=}{x}$ is a generic point. Clearly this is independent of the choice of the generic point. $\quad{\underset{\mathcal{V}}{X}}^{X_{X}}=\mathcal{O}_{V}$ (say) consists of
 $a(\underset{=}{X}) / \mathrm{b}(\underset{=}{X})$ with $a(\underset{\sim}{X}) \in \mathcal{S}(V), b(\underset{=}{X}) \in \mathscr{S}(V)$. We say a function $r(X) \in \underset{=}{x}(X)$ represents a rational function $\varphi$ of $V$ if $r(X) \in \mathcal{D}_{V}$ and if $r(\underset{=}{X})$ lies in the class $\varphi$ of $\underset{Y}{\mathcal{Y}} \mathfrak{Y}_{\dot{Y}}$.

Example: Let $n=2, k=\varnothing, \Omega=\varnothing$, and $V$ the circle $x_{1}^{2}+x_{2}^{2}-1=0$. Let $\varphi$ be the rational function represented by $X_{1} / X_{2}$. Then $\varphi$ is also represented by $\left(X_{1}+X_{1}^{2}+X_{2}^{2}-1\right) / X_{2}$ and by $X_{1} /\left(X_{2}+x_{1}^{2}+X_{2}^{2}-1\right)$, for example.

The rational functions defined on $V$ form a field, called the function field of $V$. This fieldis denoted $k(V)$. In view of Theorem 3B, the function field is $k$-isomorphic to $k(\underset{\underline{x})}{\underline{x}}$ is any generic point of $V$. Let $\psi_{1}^{V}, \ldots, \psi_{n}^{V}$ be the elementsof $k(V)$ represented, respectively, by the polynomials $X_{1}, \ldots, X_{n}$. Then it is clear that

$$
k(V)=k\left(\begin{array}{c}
V \\
V_{1}
\end{array}, \ldots, \psi_{n}^{V}\right)
$$

It is easily seen that a polynomial $f\left(X_{1}, \ldots, X_{n}\right)$ has $f\left(\psi_{1}, \ldots, \psi_{n}^{V}\right)=0$ if and only if $f \in \mathscr{G}(V)$. Hence if $\underset{=}{x}=\left(x_{1}, \ldots, x_{n}\right)$ is a generic point, then there is a k-isomorphism $k(\underset{\sim}{x}) \rightarrow k(V)$ with $x_{i} \rightarrow \psi_{i}^{V}$ (i $=1, \ldots, n$ ).

Example: Let $n=2, k=Q, \Omega=\mathbb{C}$, and $V$ the circle $x_{1}^{2}+x_{2}^{2}-1=0$. We have seen in previous examples that if $\eta$ is trancendental over $Q$, then the point $\left.\left(2 \eta / \eta^{2}+1\right),\left(\eta^{2}-1\right) /\left(\eta^{2}+1\right)\right)$ is a generic point for $V$. Clearly $k(\underset{\sim}{x})=k(M) \cong k(X)$. Thus the function field of the circle is isomorphic to $k(X)$.

A curve is called rational if its function field is $\cong k(X)$. Thus the circle is a rational curve. It can be shown that $x_{1}^{n}+x_{2}^{n}-1=0$ is not a rational curve if $n>2$ and is not divisible by the characteristic. See Shafarevich (1969), p. 8.

Let $\varphi$ be a rational function on a variety $V=\overline{(x)}$ and let $\underline{\underline{y}}$ be a point of $V$. We say that $\varphi$ is defined at $\underline{\underline{y}}$ if there exists a representative $r(\underset{\sim}{X})=a(\underset{\underline{X}}{X}) / b(\underset{\underline{X}}{(X)}$ with $b(\underset{\underline{y}}{(y)} \neq 0$. If this is the case, set

$$
\varphi(\underline{y})=a(\underline{\underline{y}}) / b(\underline{\underline{y}}) .
$$

We have to show that this independent of the representative. Suppose that $\omega$ is represented by both $a(X) / b(\underset{=}{X})$ and by $\hat{a}(\underset{X}{X}) / \hat{b}(\underline{X})$, and that $b(\underline{y}) \neq 0, \hat{b}(\underline{\underline{y}}) \neq 0$. The difference $(a \hat{b}-\hat{a} b) /(b \hat{b})$ represents the zero rational function on $V$. Hence $a(\underset{=}{x}) \hat{b}(\underset{=}{x})-\hat{a}(\underset{=}{x}) b(\underset{=}{x})=0$, and since $\underset{\underline{x}}{\underline{y}} \underline{\underline{y}}$, we have $a(\underline{y}) \hat{b}(\underset{\underline{y}}{\underline{y}})-\hat{a}(\underset{\underline{y}}{\underline{y}}) b(\underset{\underline{y}}{ })=0$. We conclude that $a(\underline{y}) / b(\underline{y})=\hat{a}(\underline{\underline{y}}) / \hat{b}(\underline{\underline{y}})$.

Examples: (1) Let $n=3, k=\mathbb{Q}, \Omega=\mathbb{C}$, and $V$ the sphere $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}-1=0$. Let $\varphi$ be the rational function represented by $1=1 / 1$. Put $\underline{\underline{y}}=(1,0,0)$. Now $\varphi$ is defined at $\underline{\underline{y}}$ and $\varphi(\underline{y})=1$. Now $\varphi$ is also represented by $1 /\left(X_{1}^{2}+X_{2}^{2}+X_{3}^{2}\right)$. Again the denominator does not vanish at $\underline{\underline{y}}$. If we use this representation, we again find, as expected, that $\varphi(\underline{\underline{y}})=1$. Finally $\varphi$ is also represented by $\left(X_{1}-X_{1}^{2}-x_{2}^{2}-x_{3}^{2}\right) /\left(x_{1}-1\right)$. This representative cannot be used to compute $\varphi(\underline{\underline{y}})$, since its denominator vanishes at $\underline{\underline{y}}$.
(2) Let $n, k, \Omega$ and $V$ be as above. Let $\varphi$ be the rational function represented by $1 / X_{3}$. This function $\varphi$ is certainly defined if $\underline{\underline{y}} \in V$ and $y_{3} \neq 0$. We ask if there is representative of $\varphi$ which allows us to define $\varphi(\underline{\underline{y}})$ for some $\underline{\underline{y}}$ with $y_{3}=0$. Let $a(X) \gamma(X)$ be a representative. Then

$$
\frac{1}{\mathrm{X}_{3}}-\frac{\mathrm{a}(\mathrm{X})}{\mathrm{b}(\underset{\mathrm{X})}{=}}=\frac{\mathrm{b}(\mathrm{X})-\mathrm{X}_{3} \mathrm{a}(\mathrm{X})}{=} \mathrm{X}_{3} \mathrm{~b}(\underset{=}{\mathrm{X})}
$$

vanishes on $V$. Thus $b(\underset{=}{X})-a(\underset{=}{X}) X_{3} \in\left(X_{1}^{2}+X_{2}^{2}+X_{3}^{2}-1\right)$. So $b(\underset{=}{X}) \in\left(X_{3}, X_{1}^{2}+X_{2}^{2}+X_{3}^{2}-1\right)$, and therefore $b(\underline{\underline{y}})=0$, if $\underline{\underline{y}} \in V$ and $y_{3}=0$. It follows that $\varphi$ is defined precisely for those points $\underset{\underline{y}}{ }$ on the sphere which are not on the circle $y_{3}=0$, $\mathrm{y}_{1}^{2}+\mathrm{y}_{2}^{2}-\mathrm{l}=0$.

THEOREM 3C. Let $\omega$ be a rational function on a variety $V$. The set of points $\underset{y}{y} \in V$ for which $\varphi$ is not defined is a proper
algebraic subset of $V$.

Proof: The set of points where $\varphi$ is not defined is

$$
\mathrm{S}=\mathrm{V} \cap \bigcap_{\mathrm{b}(\underset{=}{\mathrm{X}})} \mathrm{A}((\mathrm{~b} \underset{\underset{\sim}{\mathrm{X}}))}{=}
$$

where the intersection is taken over all $\underset{(x)}{(X)}$ which occur as a
denominator of a representative of $\varphi$. Since the intersection of an arbitrary number of algebraic sets is an algebraic set, $S$ is an algebraic set. In addition, $S$ is a proper subset of $V$, since a generic point of $V$ is not in $S$.

Let $\varphi$ be a rational function of a variety $V$, and let $W$ be a subvariety of $V$. We say $\varphi$ is defined on $W$ if $\varphi$ is defined at a generic point of $W$.

A rational map $\underline{\underline{y}}$ from a variety $V$ to $\Omega^{m}$ is defined simply as an $m$ - tuple of rational functions $\left(\varphi_{1}, \ldots, \varphi_{m}\right)$. We say $\varphi$ is defined at $\underset{\underline{y}}{\underline{E}} V$, if each $\varphi_{i}(\underset{\underline{y}}{(\underline{)}}$ is defined at $\underline{\underline{y}}$. If this is the case, put $\underline{\underline{\varphi}}(\underline{\underline{y}})=\left(\varphi_{1}\left(\underset{\underline{y}}{(y)}, \ldots, \varphi_{n}(\underset{\underline{y}}{ })\right)\right.$. The set of points $\underset{\underline{y}}{y} \in V$ for which $\underline{\underline{Q}}$ is not defined is the union of the sets of points for which $\varphi_{i}$ is not defined $(i=1, \ldots, m)$. In view of Theorem 3C , and since a finite union of proper algebraic subsets of a variety is still a proper algebraic subset, the points where $\underline{\underline{q}}$ is not defined are a proper algebraic subset of $V$.

The image of $\underline{\underline{L}}$ is defined as the closure of the set of points $\underline{\underline{\varphi}}(\underline{\underline{y}}), \underline{\underline{y}} \in V_{A}$ for which $\underline{\underline{\varphi}}$ is defined.

THEOREM 3D. The image of $\xlongequal{\varphi}$ is a variety $W$. If $\underset{=}{\underline{x}}$ is ageneric point of $V$, then $\underset{\sim}{\varphi(x)} \underset{=}{(s)}$ a generic point of W.

Proof: Let $V=(\underset{\underline{x}}{\bar{x}})$. If $\underset{=}{x} \underset{\underline{y}}{\underline{y}}$ and if $\underline{\underline{y}}(\underline{y})$ is defined, we have to show that $\underset{\underline{\varphi}}{\underline{(x)})} \rightarrow \underline{\underline{\varphi}}(\underline{\underline{y}})$. Let $\underline{\underline{y}}=\left(\varphi_{1}, \ldots, \varphi_{m}\right)$, and suppose that $\varphi_{i}$ is represented by $a_{i}(X) / b_{i}\left(\underset{=}{(X)}\right.$ with $b_{i}(\underline{y}) \neq 0$. Let $f(\underline{\underline{\varphi}}(\underset{\sim}{x}))=0$, and suppose that $f(\underset{=}{U})=f\left(U_{1}, \ldots, U_{m}\right)$ is of degree $d_{i}$ in $U_{i}$. Put

$$
g\left(U_{1}, \ldots, U_{m}, v_{1}, \ldots, v_{m}\right)=v_{1}^{d_{1}} \ldots v_{m}^{d_{m}} f\left(\frac{U_{1}}{\bar{V}_{1}}, \ldots, \frac{U_{m}}{\mathrm{~V}_{m}}\right)
$$

Since $\left.f\left(a_{1} \stackrel{(x)}{=}\right) / b_{1}(\underset{=}{x}), \ldots, a_{m}(\underset{=}{x}) / b_{m}(\underset{=}{x})\right)=0$, it follows that $g\left(a_{1} \stackrel{(x)}{=}, \ldots, a_{m}(x), b_{1}(\underset{=}{x}), \ldots, b_{m} \stackrel{(x)}{=}\right)=0$. But $\underset{=}{x} \rightarrow \underset{=}{y}$, so $g\left(a_{1}(\underset{\underline{y}}{ }), \ldots, a_{m}(\underline{y}), b_{1}\left(\underset{=}{(y)}, \ldots, b_{m}(\underline{y})\right)=0\right.$, and

Since $b_{1}(\underline{y})^{d} \ldots b_{m}(\underline{y})^{d} \neq 0$, it follows that

$$
f(\underline{\underline{\varphi}}(\underline{y}))=f\left(\frac{a_{1}(\underline{y})}{\underline{b_{1}}(\underline{y})}, \ldots, \frac{a_{m}(\underline{y})}{b_{m}(\underline{y})}\right)=0 .
$$

So every polynomial $f$ vanishing on $\underline{\underline{\varphi}}(\underset{\sim}{x})$ also vanishes on $\underline{\underline{\varphi}}(\underline{\underline{y}})$, and $\underline{\underline{\varphi}}(\underline{x}) \rightarrow \underline{\underline{\varphi}}(\underline{\underline{y}})$.

Example: Let $V$ be the sphere $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1$, and let $\underline{\underline{\varphi}}: V \rightarrow \Omega^{2}$ have a representation as $\underline{\underline{\varphi}}=\left(\left(X_{1}^{2}+X_{2}^{2}\right) / X_{3}^{2},-1 / X_{3}^{2}\right)$. Let $\underline{\underline{\xi}}=\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$ be a generic point of $V$. We have

$$
\underline{\underline{\varphi}}(\underline{\underline{\xi}})=\left(\frac{\xi_{1}^{2}+\xi_{2}^{2}}{\xi_{3}^{2}},-\frac{1}{\xi_{3}^{2}}\right)=\left(\frac{1}{\xi_{3}^{2}}-1,-\frac{1}{\xi_{3}^{2}}\right)
$$

Thus $\underset{\underline{\varphi}}{\underline{(\xi})}=\left(\zeta_{1}, \zeta_{2}\right)$ satisfies $\zeta_{1}+\zeta_{2}+1=0$. Since $\underline{\underline{\varphi}}(\underline{\underline{\xi}})$ has transcendence degree 1 , it is in fact a generic point of the line $z_{1}+z_{2}+1=0$. Thus this line is the image of $\underline{\varrho}$. But not every
 and is $\neq(-1,0)$, then if we pick $y_{1}, y_{2}, y_{3}$ in $\Omega$ with $y_{3}=1 / \sqrt{-z_{2}}$, $\mathrm{y}_{1}^{2}+\mathrm{y}_{2}^{2}+\mathrm{y}_{3}^{2}-1=0$, we obtain $\underline{\underline{\varphi}}(\underline{y})=\left(\mathrm{z}_{1}, \mathrm{z}_{2}\right)$. But $\left(\mathrm{z}_{1}, \mathrm{z}_{2}\right)=(-1,0)$ is not of the type $\underline{\underline{\varphi}}(\underline{\underline{y}})$. For if $y_{3} \neq 0$, then $\underline{\underline{\varphi}}(\underline{\underline{y}}) \neq(-1,0)$, and if $y_{3}=0$, then $\underline{\underline{\varphi}}(\underline{\underline{y}})$ is not defined.

THEOREM 3E. Let $\subseteq$ be a rational map from $V$ with image $W$. Let $T$ be a proper algebraic subset of $W$. Then the set $L \subseteq V$
 $\varphi(\underline{y}) \in T$, is a proper algebraic subset of $V$.

Proof: Suppose $W$ and $T$ lie in $\Omega^{m}$. Suppose $T$ is defined by equations $g_{1}(\underline{\underline{y}})=\ldots=g_{\mathbf{t}}(\underline{\underline{y}})=0$, where $\underline{\underline{y}}=\left(y_{1}, \ldots, y_{m}\right)$. Let $g_{i}\left(Y_{1}, \ldots, Y_{m}\right)$ have degree $d_{i j}$ in $Y_{j}(1 \leqq i \leqq t, l \leqq j \leqq m)$.

Put

$$
h_{i}\left(Y_{1}, \ldots, Y_{m}, Z_{1}, \ldots, Z_{m}\right)=z^{d_{i 1}} \ldots z^{d_{i m}} g_{i}\left(\frac{Y_{1}}{Z_{1}}, \ldots, \frac{Y_{m}}{Z_{m}}\right)
$$

Let

$$
\stackrel{r}{=}=\underline{r}[\mid X]=\left(a_{1}\left(\underset{y}{(X)} / b_{1}(X), \ldots, a_{m}(X) / b_{m}(X)\right)\right.
$$

represent $\underline{\varphi}$ and put

$$
\ell_{i}^{\stackrel{r}{=}}(\underset{\sim}{X})=b_{1} \stackrel{(X)}{=} \ldots b_{m} \stackrel{(X)}{=} h_{i}\left(a_{1}(\underset{=}{X}), \ldots, a_{m}(X), b_{1} \stackrel{(X)}{=}, \ldots, b_{m}(X)\right)(1 \leqq i \leqq t)
$$

Let $\underset{\underline{r}}{\mathbf{L}_{\mathbf{r}}}$ consist of points $\underline{\underline{y}}$ of $V$ with

$$
\ell_{1}^{\frac{r}{x}}(\underline{y})=\cdots=\ell_{t}^{\frac{y}{2}}(\underline{y})=0 .
$$

We claim that

$$
\begin{equation*}
\mathrm{L}=\cap \underset{\underline{\underline{r}}}{\mathrm{~L}_{\underline{\mathbf{r}}}}, \tag{3.1}
\end{equation*}
$$

with the intersection taken over all representations $\underset{=}{r} \underline{\underline{\varphi}}$. In fact if $\underset{=}{y} \notin L_{\underline{r}}$ for some $\underset{=}{r}$, then some $\ell_{i}^{\underline{r}}(\underline{y}) \neq 0$, and hence $b_{1}\left(\underline{y} \underline{y}_{m}\right) \ldots b_{m}(\underline{y}) \neq 0$ and $g_{i}\left(a_{1}(\underline{y}) / b_{1}(\underline{\underline{y}}), \ldots, a_{m}\left(\underset{\underline{y}}{(y)} / b_{m}(\underline{y})\right) \neq 0\right.$. So $\underline{\underline{\varphi}}(\underline{y})$ is defined and $g_{i}(\underline{\underline{\varphi}}(\underline{\underline{y}})) \neq 0$, so that $\underline{\underline{\varphi}}(\underline{\underline{y}}) \notin T$ and $\underline{\underline{y}} \notin \mathrm{~L}$. On the other hand if $\underline{\underline{y}} \notin L$, then $\underline{\underline{\varphi}}(\underline{y})$ is defined, and for some representation $\underset{=}{r}$ we have $b_{l}(\underline{\underline{y}}) \ldots b_{m}(\underline{y}) \neq 0$. Moreover, $\underline{\underline{\varphi}}(\underline{\underline{y}}) \notin T$, whence some $g_{i}(\underline{\underline{\varphi}}(\underline{\underline{y}})) \neq 0$, and $\ell_{i} \stackrel{r}{(y)} \neq 0$. Thus $\underset{\underline{y}}{\underline{y}} \underset{\underline{L}}{L_{r}}$, and (3.1) is established.

In view of (3.1), $L$ is an algebraic subset of $V$. Since a generic point of $V$ lies outside each ${\underset{\underline{r}}{ }}_{L_{\underline{r}}}$, the set $L$ is a proper algebraic subset.

Example. Let $v \subseteq \Omega^{3}$ be the sphere $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}-1=0$ and let $W \subseteq \Omega^{2}$ be the line $z_{1}+z_{2}+1=0$. We have seen above that the map $\varphi$ represented by $\left(\left(X_{1}^{2}+X_{2}^{2}\right) / X_{3}^{2},-1 / X_{3}^{2}\right)$ has image $W$. Let $T \subseteq W$ consist of the single point $(0,-1)$. It is easily seen that the set $L$ of points $\underline{\underline{y}}$ where $\underline{\underline{\varphi}}(\underline{\underline{y}})$ is not defined or where $\underline{\underline{\varphi}}(\underline{\underline{y}}) \in T$ consists of $y \in V$ with $y_{3}\left(y_{3}^{2}-1\right)=0$.
4. Birational Maps.

```
We define a rational map from a variety \(V\) to a variety \(W\) as a rational map \(\varphi\) of \(V\) whose image is contained in \(W\). We express this in symbols by \(\underline{\underline{L}}: \quad V \rightarrow W\).
Let \(\underline{\underline{L}}: V \rightarrow W\) and \(\underset{\underline{\psi}}{ }: W \rightarrow U\) be rational maps such that \(\underline{\underline{\psi}}\) is defined on the image of \(V\) under \(\underline{\underline{\varphi}}\). Thus if \(\underset{\underline{x}}{ }\) is a generic point of \(V\), then \(\Psi\) is defined on \(\underline{\underline{\varphi}}(\underset{=}{x})\). Suppose \(V \subseteq \Omega^{V}, W \subseteq \Omega^{W}\), \(\mathrm{U} \subseteq \Omega^{\mathrm{u}}\), and suppose \(\underline{Q}\) is represented by
\[
\begin{equation*}
\left(a_{1}(X) / b_{1}(X), \ldots, a_{w}(X) / b_{w}(X)\right), \tag{4.1}
\end{equation*}
\]
```

and $\mathbb{I}$ is represented by

$$
\begin{equation*}
\left(c_{1}(\underline{Y}) / d_{1}(\underline{Y}), \ldots, c_{u}(\underline{Y}) / d_{u}(\underline{Y})\right) \tag{4.2}
\end{equation*}
$$

where $d_{1}, \ldots, d_{u}$ are non-zero at $\underset{\underline{\varphi}}{\underline{(x)}}$. Let $\underset{\underline{\psi}}{\underline{\varphi}}$ be the rational map $\quad V \rightarrow U$ represented by
(4.3) $\left.\quad\left(c_{1}\left(a_{1}(X) / b_{1}(\underset{=}{X}), \ldots\right) / d_{1}\left(a_{1}(X) / b_{1}(\underset{=}{X}), \ldots\right)\right), \ldots, c_{u}(\ldots) / d_{u}(\ldots)\right)$.

Since $d_{1}, \ldots, d_{u}$ are not zero at $\underline{\underline{\varphi}} \underset{=}{(x)}$, each of the $u$ components in (4.3) lies in $\theta_{\underline{x}}$, and $\underset{\underline{\underline{X}}}{\underline{\varphi}} \underset{=}{(x)}$ is defined and equals $\underset{\underline{\Psi}}{\underline{( }} \underset{=}{(x))}$. It is clear that $\underline{\underline{\psi}} \underline{\underline{\varphi}}$ is independent of the special representations (4.1), (4.2) of $\underline{\underline{\varphi}} \underline{\underline{\underline{L}}, ~ r e s p e c t i v e l y . ~ W e ~ c a l l ~} \underset{\underline{\varphi}}{\underline{\varphi}}$ the composite of $\underset{\underline{\psi}}{\underline{\varphi}}$ and $\underline{\underline{\varphi}}$. If $\stackrel{v}{\underline{v}}$ is a point of $V$ such that $\underline{\underline{\varphi}}$ is defined at $\stackrel{v}{=}$ and $\underset{\underline{\psi}}{ }$ is defined at $\underline{\underline{\varphi}}(\underset{=}{v})$, then $\underset{\underline{\Psi}}{\underline{\varphi}}$ is defined at $\stackrel{v}{=}$ and

$$
\underline{\underline{\psi}} \underline{\underline{\underline{\varphi}}}(\underline{\underline{v}})=\underline{\underline{\psi}}(\underline{\underline{\varphi}}(\underline{\underline{v}})) .
$$

But $\underset{=}{\Psi} \underset{=}{\underline{v}})$ may be defined although perhaps either $\underset{=}{\underline{V}} \underset{=}{v}$ is not defined,
or $\varphi(\underset{=}{(v)}$ is defined and $\underset{\underline{\Phi}}{\underline{( })(\underline{V})}$ ) is not defined.

Examples. (1) Let $V=\Omega^{1}, W=\Omega^{2}, U=V=\Omega^{1}$. Further let $\underline{\underline{~}}: \quad V \rightarrow W$ be represented by $\left(X^{2}, X\right)$, and let $\underset{=}{\psi}: W \rightarrow V$ be represented by $\mathrm{X}_{1} / \mathrm{X}_{2}$. Then $\underset{=}{\underline{\varphi}} \underline{\underline{\varphi}}$ is the identity map on $V$. Thus $\underset{=}{\underline{Q}}$ is
 not defined at $(0,0)$.
(2) Let $k=Q$ and $\Omega=\mathbb{C}$. Let $V=\Omega^{1}$, $W$ the unit circle $x_{1}^{2}+x_{2}^{2}-1=0$, and $U=V=\Omega^{1}$. Further let $\varphi \underline{V} \quad V \rightarrow W$ be represented by $\left(2 X /\left(X^{2}+1\right),\left(X^{2}-1\right) /\left(X^{2}+1\right)\right)$, and let $\underset{=}{\psi}: W \rightarrow V$ be represented by $X_{1} /\left(1-X_{2}\right)$. Then $\underset{=}{\Psi} \underline{\text { is the identity map on } V \text { and }}$ $\varphi=$ is the identity map on $W$. In particular, ${ }_{=}^{\psi} \varphi$ is defined at $==$
$i$ and $\underline{\underline{\Psi}}(i)=i$, but $\varphi$ is not defined at $i$.

Exercise. Show that in Example (2), $\varphi$ is defined for every point of $V$ except for $i,-i$, and that $\underline{\underline{L}}$ is defined for every point of $W$ except for $(0,1)$. Further show that every point of $V$ with the exception of $i,-i$ is of the type $\underset{\underline{\Psi}}{\underline{y}}$ ) with $\underline{\underline{y}} \in W$, and every point of $W$ with the exception of $(0,1)$ is of the type $\underset{=}{(x)}$ with $\underset{=}{x} \in V$. Hence if $V^{\prime}$ is obtained from $V$ by deleting $i,-i$ and $W^{\prime}$ is obtained from $W$ by deleting $(0,1)$, then $\varphi$ and $\underset{=}{\Psi}$ provide a $1-1$ correspondence between points of $V^{\prime}$ and of $W^{\prime}$.

A rational map $\underset{\underline{q}}{ }: V \rightarrow W$ is called a bi-rational map (or a
bi-rational correspondence) if there exists a rational map $\psi: W \rightarrow V$
such that $\underset{=}{\underline{4}}$ is the identity on $V$ and $\underline{\underline{\Psi}} \underline{\underline{L}}$ is the identity on $W$. Two varieties are bi-rationally equivalent if there exists a bi-rational correspondence between them. We denote this by $V \cong W$. This is an
equivalence relation of varieties. (Note that this relation is defined in terms of the ground field $k$ ).

THEOREM 4A. Let $\xlongequal{\varrho}$ be a bi-rational map from $V$ to $W$ with inverse $\Psi$. Then there exist proper algebraic subsets $L$ of $V$ and $M$ of $W$, such that on the set theoretic differences $V \sim L$ and $W \sim M$, the maps $\underline{\underline{Q}}$ and $\underline{\text { are defined everywhere and are inverses of }}$ each other.

Proof: Let $S$ be the subset of $V$ where $\mathscr{\varrho}$ is not defined. Let $T$ be the subset of $W$ where $\Psi$ is not defined. Let $L$ be the subset of $V$ where either $\underline{\underline{L}}$ is not defined or where $\underline{\underline{\varphi}}(\underset{\sim}{x}) \in T$. Similarly, let $M$ be the subset of $W$ where either $\underline{L}^{\mathcal{W}}$ is not defined
 algebraic subsets of $V, W$, respectively. Now $\underline{\underline{Q}}$ is defined on $V \sim L$. Clearly, if $\underset{=}{x} \in V-L$, then $\underline{\underline{\varphi}}(\underset{=}{x}) \notin T$. So $\underset{\underline{\psi}}{\underline{\varphi}}(\underline{x})$ ) is defined; but then $\underset{\underline{\Psi}}{\underline{\varphi}}(\underset{=}{(x)})=\underset{=}{x}$. From this it follows that $\underset{\underline{\varphi}}{\underline{x}} \underset{=}{x} \in W \sim M$, since $\underset{=}{x} \mathbb{S}$. So the restriction of $\underline{\underline{L}}$ to $V-L$ maps $V-L$ into $W-M$. The restriction of $\Psi$ to $W \sim M$ maps $W \sim M$ into $V \sim L$. These maps are inverses of each other.

THEOREM 4B. Let $V$ and $W$ be varieties. Then $V \cong W$ if and only if their function fields are $k$-isomorphic.

Proof: If $x$ is a generic point of $V$ and $\underline{\underline{y}}$ is a generic point of $W$, then the function fields are isomorphic to $k(x)$ and $k(\underline{y})$, respectively. So we need to show that $V \cong W$ if and only if $\mathrm{k}(\underset{\underline{x}}{ })$ is isomorphic to $\mathrm{k}(\underline{\underline{y}}$ ) .

Suppose that $V \cong W$. Let $\underline{\underline{\varphi}}: V \rightarrow W$ and $\underset{\underline{\psi}}{\underline{\psi}} W \rightarrow V$ be bi-rational maps, such that $\underline{\underline{\Psi}} \underset{=}{ }$ and $\underset{\underline{\Psi}}{\underline{\varphi}}$ are the identity maps on $W$ and $V$, respectively.

It is clear from Theorem 4A that the "image" of $V$ under $\underline{=}$ is
W. Thus if $\underset{=}{x}$ is a generic point of $V$, then by Theorem 3D the point $\underline{\underline{y}}=\underline{\underline{\varphi}}(\underline{\underline{x}})$ is a generic point of $W$. We have $\underset{\underline{y}}{\underline{\varphi}} \underline{\underline{\varphi}}(\underline{\underline{x}})$ and $\underset{=}{x} \underline{\underline{\Psi}}(\underline{\underline{y}})$, whence $k(\underline{\underline{y}}) \subseteq k(\underline{\underline{y}})$ and $k(\underset{\underline{x}}{x}) \subseteq k(\underline{\underline{y}})$, whence $k(\underset{\underline{x}}{ })=k(\underline{y})$. Thus the function fields are certainly $k$-isomorphic.

Conversely, let $k(\underset{=}{x})$ be isomorphic to $k\left(\underset{\underline{y}}{(y)}\right.$, where $\underset{=}{x}=\left(x_{1} \ldots, x_{n}\right), \underline{\underline{y}}=\left(y_{1^{5}} \ldots, y_{m}\right)$ are generic points of $V$, $W$ respectively. Let $\alpha$ be a k-isomorphism from $k(\underset{\sim}{x})$ to $k(\underline{\underline{y}})$. Let $\alpha\left(x_{i}\right)=x_{i}^{\prime} \quad(i=1, \ldots, n)$ and put $\underline{x}^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$. Then $k\left(\underline{x}^{\prime}\right)=k(\underline{\underline{y}})$ and ${\underset{\underline{x}}{ }}_{\prime}$ is again a generic point of $V$. Thus we may suppose that $k(\underset{=}{x})=k(\underline{\underline{y}})$. Suppose that
and

$$
\begin{array}{ll}
y_{i}=r_{i} \stackrel{(x)}{=} & (i=1, \ldots, m) \\
x_{j}=s_{j} \stackrel{(y)}{=} & (j=1, \ldots, n)
\end{array}
$$

for certain rational functions $r_{1}, \ldots, r_{m}$ and $s_{1}, \ldots, s_{n}$. Then $\underline{\underline{Q}}: V \rightarrow W$ represented by $\left(r_{1}(X), \ldots, r_{m}(X)\right)$ and $\underset{=}{\underline{X}}: W \rightarrow V$ represented by $\left(s_{1}(\underset{y}{Y}), \ldots, s_{n}(\underset{=}{Y})\right.$ ) are rational maps which are inverses of each other.

In $\S 3$ we defined a rational curve as one whose function field is isomorphic to $k(X)$. In view of Theorem $4 B$, we may also define a rational curve as a curve which is birationally equivalent to $\Omega^{1}$.

LEMMA 4C. The following two conditions on a field $k$ are equivalent.
(i). Either char $k=0$, or char $k=p>0$ and for every $a \in k$ there is $\underline{a} b \in k$ with $b^{p}=a$.
(ii), Every algebraic extension of $k$ is separable.

Proof. We clearly may suppose that char $k=p>0$.
(i) $\rightarrow$ (ii). A polynomial of $k[x]$ of the type

$$
\begin{equation*}
a_{0}+a_{1} X^{p}+\ldots+a_{t} X^{t p} \tag{4.4}
\end{equation*}
$$

equals $\left(b_{0}+b_{1} X+\ldots+b_{t} X^{t}\right)^{p}$ where $b_{i}^{p}=a_{i}(i=0, \ldots, t)$. Thus an irreducible polynomial over $k$ is not of the type (4.4), hence is separable.
(ii) $\rightarrow$ (i). Suppose there is an $a \in k$ not of the type $a=b^{p}$ with $b \in k$. Then there is $a b$ which is not in $k$ but in an algebraic extension of $k$, with $a=b^{p}$. Since $p$ is a prime, it is easily seen that $i=p$ is the smallest positive exponent with $b^{i} \in k$. The polynomial $X^{p}-a=(X-b)^{p}$ has proper factors $(X-b)^{i}$ with $1 \leqq i \leqq p-1$, but none of these factors lies in $k[x]$ since $b^{i} \not \ddagger k$. Thus $x^{p}-a$ is irreducible over $k$, and $b$ is inseparable over k.

A field with the properties of the lemma is called perfect. A Galois field is perfect. For if a lies in the finite field $F_{q}$ with $q=p^{v}$ elements, then $a=a^{q}=\left(a^{p^{\nu-1}}\right)^{p}$.

THEOREM 4D. Suppose $V$ is a variety defined over a perfect ground field $k$ Then $V$ is birationally equivalent to a hypersurface.

Proof. Suppose $\operatorname{dim} V=d$ and $\underset{=}{x}=\left(x_{1}, \ldots, x_{n}\right)$ is a generic point of $V$. Then $n \geqq d$. In view of Theorem $4 B$ it will suffice to show that there is a $\underline{\underline{y}}=\left(y_{1}, \ldots, y_{d+1}\right)$ with

$$
\begin{equation*}
\mathrm{k}(\mathrm{x})=\mathrm{k}(\mathrm{y}) . \tag{4.5}
\end{equation*}
$$

We shall show this by induction on $n-d$. If $n-d=0$, set $y_{1}=x_{1}, \ldots, y_{d}=x_{d}, y_{d+1}=0$. If $n-d=1$, set $\underset{\underline{y}}{\underline{x}=}$. Suppose now that $n-d>1$ and that our claim is true for smaller values of $n-d$. We may suppose without loss of generality that $x_{1}, \ldots, x_{d+1}$ have transcendence degree $d$ over $k$. Then $\left(x_{1}, \ldots, x_{d+1}\right)$ is the generic point of a hypersurface in $\Omega^{d+1}$. This hypersurface is defined by an equation $f\left(z_{1}, \ldots, z_{d+1}\right)=0$ where $f\left(Z_{1}, \ldots, Z_{d+1}\right)$ is irreducible over $k$. Since $k$ is perfect, it is clear that $f$ is not a polynomial in $Z_{1}^{p}, \ldots, Z_{d+1}^{p}$ if char $k=p>0$. We may then suppose without loss of generality that $f$ is not a polynomial in $Z_{1}, \ldots, Z_{d}, z_{d+1}^{p}$. Thus $f$ is separable in the variable $Z_{d+1}$, and $x_{d+1}$ is separable algebraic over $k\left(x_{1}, \ldots, x_{d}\right)$. By the theorem of the primitive element (see Van der Waerden, §43), there is an $x^{\prime}$ with

$$
k\left(x_{1}, \ldots, x_{d}, x_{d+1}, x_{d+2}\right)=k\left(x_{1}, \ldots, x_{d}, x^{\prime}\right) .
$$

Thus ${\underset{\sim}{x}}^{\prime}=\left(x_{1}, \ldots, x_{d}, x^{\prime}, x_{d+3}, \ldots, x_{n}\right)$ has $k(\underset{=}{x})=k(\underset{=}{x})$. By induction hypothesis there is a $\underline{\underline{y}} \in \Omega^{d+1}$ with $k\left(\underset{\underline{x}}{ }{ }^{\prime}\right)=k(\underset{\underline{y}}{(y)}$, hence with (4.5).
5. Linear Disjointness of Fields

LEMMA 5A: Suppose that $\Omega, K, L, k$ are fields with $\mathrm{k} \subseteq \mathrm{K} \subseteq \Omega, \quad \mathrm{k} \subseteq \mathrm{L} \subseteq \Omega:$


The following two properties are equivalent:
(i) If elements $x_{1}, \ldots, x_{m}$ of $K$ are linearly independent over $k$, then they are also linearly independent over $L$.
(ii) If elements $y_{1}, \ldots, y_{n}$ of $L$ are linearly independent over k, then they are also linearly independent over K .

Proof: By symmetry it is sufficient to show that (i) implies (ii). Let $y_{1}, \ldots, y_{n}$ of $L$ be linearly independent over $k$. Let $x_{1}, \ldots, x_{n}$ of $K$ be not all zero. We want to show that

$$
\begin{equation*}
x_{1} y_{1}+\ldots+x_{n} y_{n} \neq 0 \tag{5.1}
\end{equation*}
$$

Let $d$ be the maximum number of $x_{1}, \ldots, x_{n}$ which are linearly independent over $k$. Without loss of generality, we may assume that $\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{d}}$ are linearly independent over k 。 Thus for $\mathrm{d}<\mathrm{i} \leqq \mathrm{n}$ we have $x_{i}=\sum_{j=1}^{d} c_{i j} x_{j}$, where $c_{i j} \in k$. We obtain

$$
\begin{aligned}
x_{1} y_{1}+\ldots+x_{n} y_{n}=\left(y_{1}+\right. & \left.\sum_{i=d+1}^{n} c_{i l} y_{i}\right) x_{1}+\ldots \\
& +\left(y_{d}+\sum_{i=d+1}^{n} c_{i d} y_{i}\right) x_{d}
\end{aligned}
$$

Here $x_{1}, \ldots, x_{d} \in K$ are linearly independent over $k$, whence linearly independent over $K$. Their coefficients are not zero since $y_{1}, \ldots$, $y_{n}$ are linearly independent over $k$. Thus (5.1) follows. We say that field extensions $K$, $L$ of $k$ are linearly disjoint over $k$, if properties (i) and (ii) hold.

Examples: (i) Consider the fields


Here $Q(\sqrt{2})$ and $Q(X)$ are linearly disjoint over $Q$ 。 For if $(\mathrm{a}+\mathrm{b} \sqrt{2})$ and $\mathrm{c}+\mathrm{d} \sqrt{2}$ ) are linearly independent over $\mathbb{Q}$, then clearly they are linearly independent over $Q(X)$.
(ii) Let $X, Y, Z, W$ be variables, and consider the fields


In this case $\mathbb{C}(X, Y)$ and $\mathbb{C}(Z, W, X Z+Y W)$ are not linearly disjoint over $\mathbb{C}$. For $Z, W, X Z+Y W$ are linearly dependent over $\mathbb{C}(X, Y)$, but are linearly independent over $\mathbb{C}$.

LEMMA 5B：Let us consider fields

where $L$ is the quotient field of a ring $R$ ．For linear disjointness it is sufficient to show that if $z_{1}, \ldots, z_{n} \in R$ are linearly independent over $k$ ，then they are also linearly independent over $K$ 。

Proof：Let $y_{1}, \ldots, y_{n} \in L$ be linearly independent over $k$ 。 We can find a $z \neq 0, \quad z \in R$ ，such that $z y_{1}, \ldots, z y_{n} \in R$ ．Now $z_{1}, \ldots, y_{n}$ are linearly independent over $k$ ，hence also linearly independent over $K$ ．Therefore $y_{1}, \ldots, y_{n}$ are linearly independent over K ．

LEMMA 5C：Suppose we have fields

where $K$ is algebraic over $k$ ．Let $K L$ be the set of expressions $x_{1} y_{1}+\ldots+x_{n} y_{n}$ with $x_{i} \in K, y_{i} \in L$ for $1 \leq i \leq n$ ，and with $n$ arbitrary．
（i）The set $K L$ is a field，it contains $K$ and $L$ ，and is the smallest such field．
（ii）Suppose that $[\mathrm{K}: \mathrm{k}]$ is finite．Then $[\mathrm{KL}: \mathrm{L}] \leqq$ $[\mathrm{K}: \mathrm{k}]$ ，with equality precisely if K ，$L$ are linearly disjoint over $k$ 。
(iii) Now suppose that $K$, L are linearly disjoint over $k$.

Let $\alpha$ be a k-isomorphism from $K$ to a field $H$ containing
k . Let $\beta$ be a k-isomorphism from $L$ to $H$. Then
$x_{1} y_{1}+\ldots+x_{n} y_{n} \rightarrow \alpha\left(x_{1}\right) \beta\left(y_{1}\right)+\ldots+\alpha\left(x_{n}\right) \beta\left(y_{n}\right)$
is a well-defined map from $\quad$ KL to $H$. It is a k-
isomorphism into H.

Proof: Exercise.

LEMMA 5D. Suppose we have a diagram of fields and subfields

where k is perfect and $\overline{\mathrm{k}}$ is the algebraic closure of k . Then $\mathrm{K}, \overline{\mathrm{k}}$ are linearly disjoint over k if and only if $k$ is algebraically closed in K .

Proof: If $k$ is not algebraically closed in $K$, then there exists a proper algebraic extension $k_{1}$ of $k$ with $k_{1} \subseteq K$;


It is now clear that $\bar{k}$ and $k$ cannot be linearly disjoint over $k$.

Conversely，suppose that $k$ is algebraically closed in $K$ ．It suffices to show that $k_{2}, K$ are linearly disjoint over $k$ ，where $k_{2}$ is any finite algebraic extension of $k$ 。 Since $k$ is perfect， $k_{2}=k(x)$ ，and we have the following diagram of fields：


If $f(X)$ is the defining polynomial of $x$ over $k$ ，then it remains irreducible over $K$ ，since every proper factor of $f(X)$ has coefficients which are algebraic over $k$ ，with some coefficients not in $k$ ，and hence not in $K$ ．

So for the fields

we have $[K \cdot k(x): K]=[k(x): k]$ ；hence $k(x), K$ are linearly disjoint over $k$ by Lemma 5C．

## 6．Constant Field Extensions

Consider fields $k, K, \Omega$ ，such that $k \subseteq K \subseteq \Omega$ ，and $\Omega$ is
algebraically closed and has infinite transcendence degree over $K$ 。
If $\underset{=}{x} \in \Omega^{n}$ ，then ${\underset{X}{k}}^{\dagger}(\underset{=}{(x)}$ is the ideal of all polynomials $f(\underset{=}{X}) \in$ $\mathrm{k}[\underline{\mathrm{X}}]$ with $\mathrm{f}(\underset{=}{\mathrm{x}})=0$ ．We have seen in $\S 1$ that $\mathfrak{S}_{\mathrm{k}}(\underset{=}{(x)}=y$ is a

[^12]prime ideal in $k[\underset{=}{X}]$. Similarly, $\mathcal{S}_{K}(X)=\mathcal{X}$ is a prime ideal in $K[\underset{=}{X}]$. Let $\mathcal{g} K[\underset{=}{x}]$ be the ideal in $K[\underset{=}{X}]$ generated by $\underset{y}{ }$. The ideal $y_{j}[\underset{\underline{x}}{x}]$ consists of all linear combinations $c_{1} f_{1}+\ldots+c_{m} f_{m}$, where $c_{i} \in K, f_{i} \in \mathscr{Y}(i=1, \ldots, m)$. Clearly $\mathcal{H}[\underline{x}] \subseteq \mathcal{F}$. Denote the closure of a point $\underset{=}{x}$ with respect to $k, K$ by $\underset{=}{(\underset{x}{=}}{ }^{k},{\underset{\sim}{x}}^{K}$,

$$
\left(\frac{\bar{x}}{=}\right)^{K} \subseteq\left(\underline{\bar{x}}_{=}^{k} .\right.
$$

Example: Let $\mathrm{k}=\mathbb{Q}, \quad \mathrm{K}=\mathbb{Q}(\sqrt{2}), \quad \grave{\Omega}=\mathbb{C}$, and $\mathrm{n}=2$. Consider the point $(e \sqrt{2}, e)=\underset{=}{x}$ 。Then $(\underset{=}{\bar{x}})^{k}$ is the set of zeros of the polynomial $X^{2}-2 Y^{2}$. But $(\underset{=}{x})^{K}$ is the set of zeros of $X-\sqrt{2} Y$.

THEOREM 6A. Let $k \subseteq K \subseteq \Omega$ be fields, where $\Omega$ is algebraically
 $\Im_{k}(x)=g, S_{K}(x)=\Re$. Consider the following four properties:
(i) The fields $K, k(\underset{=}{x}$ are linearly disjoint extensions of k ,
(ii) $\pi=g K[\underline{x}]$,
(iii) ${\underset{\underline{\underline{x}}}{\underline{x}}}^{\mathrm{k}}={\left({\underset{\underline{x}}{\mathrm{x}}}^{\mathrm{K}}\right.}^{\mathrm{K}}$,
(iv) $B=\sqrt{y K[\underline{x}]}$.

The properties (i), (ii) are equivalent. Property (ii)
implies property (iii), which in turn implies property (iv).


By the linear disjointness of $K$ and $k(\underset{=}{x})$, the $a_{i}{ }^{\prime} s$ are linearly independent over $k(\underset{\sim}{x})$. It follows that each $f_{i}(\underset{=}{x})=0$, and each


To show that (ii) implies (i), let $u_{1}(\underset{=}{X}), \ldots, u_{\ell}(\underset{=}{X})$ be elements of $k[\underset{=}{x}]$, such that $u_{1}(\underset{=}{x}), \ldots, u_{\ell}(\underset{=}{x}$ are linearly independent over k . By Lemma 5 B , it will suffice to show that $\mathrm{u}_{1} \stackrel{(x)}{=}, \ldots, \mathrm{u}_{\ell} \stackrel{(x)}{=}$ remain linearly independent over $K$. Suppose $a_{1} u_{1}(\underset{=}{x})+\ldots+$ $a_{\ell} u_{\ell} \stackrel{(x)}{=}=0$, with $a_{i} \in K$. Let $f(\underset{\sim}{x})=a_{1} u_{1} \underset{=}{(X)}+\cdots+a_{\ell} u_{\ell}(\underset{=}{X}) \quad$. Since $f(\underset{=}{x})=0$, the polynomial $f(\underset{\sim}{X})$ lies in $\pi=g K[\underset{=}{X}]$. We have a relation

$$
\begin{equation*}
a_{1} u_{1}(X)+\ldots+a_{\ell} u_{\ell}(\underset{=}{=})=b_{1} f_{1}(X)+\ldots+b_{m} f_{m}(X) \tag{6.1}
\end{equation*}
$$

where $b_{i} \in K, \quad f_{i}(\underset{=}{x}) \in \mathscr{y} \quad(i=1, \ldots, m)$, We may assume that $f_{1}, \ldots, f_{m}$ are linearly independent over $k$. We claim that $u_{1}(X), \ldots, u_{\ell}(X), f_{1}\left(\underset{=}{(X)}, \ldots, f_{m}(X) \quad\right.$ are linearly independent over $\quad k$. Suppose that

$$
\begin{equation*}
\sum_{i=1}^{l} c_{i} u_{i}(x)+\sum_{j=1}^{m} d_{j} f(\underset{y}{=})=0, \tag{6.2}
\end{equation*}
$$

where $c_{i}, d_{j} \in k$. Substituting $\underset{=}{x}$ for $\xrightarrow[=]{x}$, we obtain
$\sum_{i=1}^{\ell} c_{i} u_{i} \stackrel{(x)}{=}=0$. However, the $u_{i} \stackrel{(x)}{=}$ are linearly independent over $k_{\text {, }}$, so that $c_{1}, \ldots, c_{\ell}$ are all zero. Thus (6.2) reduces to $\sum_{j=1}^{m} d_{j}{ }^{f}{ }_{j} \stackrel{(X)}{=}=0$. But the $f_{j}(X)$ are linearly independent over $k$, and hence $d_{1}=\ldots=d_{m}=0$. We have established the linear independence of $u_{1}(\underset{=}{X}), \ldots, u_{\ell}\left(\underset{=}{(X)}, f_{1}(\underset{=}{X}), \ldots, f_{m}(\underset{=}{x}\right.$ over $k$. These ค. $+m$ polynomials have coefficients in $k$ and are linearly independent over $k$, and hence they are also linearly independent over
$K^{\dagger}$. Hence in (6.1), all the coefficients are zero, and in particular $a_{1}=\cdots=a_{\ell}=0$.

We next want to show that (ii) implies (iii). Let $\underset{=}{\in(\underset{\sim}{x})}$.

 and since the reversed relation is always true, we obtain (iii).

Finally, we are going to show that (iii) implies (iv). Suppose $f(\underset{=}{x}) \in \mathbb{T}$. Then $f$ vanishes on $\underset{(\underset{\sim}{x})}{K}=\underset{(\underline{x})}{k}$, and $f \in \mathcal{S}_{K}^{(x)}=$


 Thus (iii) does not imply (ii). Let $k_{0}$ be a field of characteristic $p$, and let $k=k_{0}(z)$, where $z$ is transcendental over $k_{0}$. Put $\underset{=}{x}=$ $(t, t \sqrt[p]{z})$, where $t$ is transcendental over $k$. Then $y=\mathfrak{J}_{k}(x)=$ $\left(z X_{1}^{p}-X_{2}^{p}\right)$, since $z X_{1}^{p}-X_{2}^{p}$ is an irreducible polynomial over $k$. Now take $K=k(\sqrt[p]{z})$. Then $T=\mathcal{S}_{K}(\underset{=}{x})=\left(\sqrt[p]{Z} X_{1}-X_{2}\right)$, and $\quad 刃 \neq$ y $K[\underset{=}{x}]$. We have $(\underset{=}{x})^{k}=A\left(\left(z X_{1}^{p}-X_{2}^{p}\right)\right.$ and $\left(\underset{=}{(x)}{ }^{K}=A\left(\sqrt[p]{z} X_{1}-X_{2}\right)\right)$. We observe that $(\bar{x}) ~=~(\bar{x}) ~ K, ~ s i n c e ~ i f ~(u, v) \in A\left(\left(z X_{1}^{p}-X_{2}^{p}\right)\right)$, then $z u^{p}-v^{p}=(\sqrt[p]{z} u-v)^{p}=0$, so that $\left.(u, v) \in A\left(\sqrt[p]{z} X_{1}-X_{2}\right)\right)$.

THEOREM 6B. Let $k, K, \underset{=}{x}, \ell, \forall$ be as in Theorem 6A. Suppose, moreover, that $K$ is a separable algebraic extension of $k$. Then $\sqrt{y K[\underline{X}]}=y K[x]$.

[^13]Proof: Let $f \in \sqrt{\mathcal{Y} K[\underset{=}{X}]}$. There is a field $K_{0}$ with $k \subseteq K_{0} \subseteq K$ which is finitely generated over $k$, such that $f \in K_{0}[\underset{=}{X}]$ and $f \in \sqrt{y_{y} K_{0}[X]}$. Let $f=\sum_{i=1}^{n} c_{i} f_{i}$, where $f_{i}(X) \in k[\underset{=}{x}], c_{i} \in K_{0}$, and $c_{1}, \ldots, c_{n}$ are linearly independent over $k$. In fact, by allowing some $f_{i}$ to be zero, we may suppose that $c_{1}, \ldots, c_{n}$ are a basis for $K_{0}$ over $k$, where $n=\left[K_{0}: k\right]$. There are $n$ distinct $k-$ isomorphisms $\sigma$ of $K_{0}$ into $\Omega$; write $c^{\sigma}$ for the image of $c$ under $\sigma$. We put

$$
f^{\sigma}(X)=\sum_{i=1}^{n} c_{i}{ }^{\sigma} f_{i}(X)
$$

Here the $(n \times n)$-determinant $\left|c_{i}^{\sigma}\right|$ is not zero, and hence there are $d_{i}^{(\zeta)}$ such that

$$
f_{i}(X)=\sum_{\sigma}{\underset{d}{(\sigma)}}_{f^{\sigma}}^{(X)} \underset{=}{=} \quad(i=1, \ldots, n)
$$

Now for some $m, f^{m} \in_{y^{\prime}} K_{0}[\underset{=}{X}]$, whence $\left(f^{\sigma}\right)^{m} \in \mathcal{G}_{j} K_{0}^{\sigma}[x]$, whence $\left(f^{\sigma}\right)^{m}\left(\underset{\underline{x}}{=}=0\right.$, and therefore $f^{\sigma}(\underset{\sim}{x})=0$ for each $\sigma$. Thus each $f_{i}(\underset{=}{x})=0$, and $f_{i} \in g$. We have shown that $f \in g_{0} K_{0}[\underset{=}{x}] \subseteq g K[\underline{x}]$.

It follows from Fheorems 6A, 6B, that the four properties listed in Theorem 6A are equivalent if $K$ is a separable algebraic extension of $k$. Now if $k$ is perfect, then every algebraic extension $K$ of $k$ is separable. Thus we obtain

COROLLARY 6C. If k is perfect and if V is a variety over. k with generic point $\underset{=}{x}$, then $V$ is an absolute variety if and only
if $k \underset{=}{(x)}$ and $k$ are linearly disjoint over $k$. This is the case if and only if $k$ is algebraically closed in $k(\underset{=}{x})$.*)

THEOREM 6D. Let $k$ be a perfect ground field.
(i) If $f(\underset{=}{X}) \in k[\underset{X}{X}]$ is not constant and is absolutely irreducible, then the set of zeros of $f$ is an absolute hypersurface.
(ii) If $S$ is an absolute hypersurface, then $\Im_{k}(S)=(f)_{k}^{\dagger}$, where $f$ is absolutely irreducible and nonconstant.

Proof: (i) This follows directly from Theorem 2C, and the fact that $f$ is absolutely irreducible.
(ii) From Theorem 2C it follows that $\mathcal{S}_{k}(S)=(f)_{k}$, where $f$ is nonconstant and irreducible over $k$. Let $K$ be an algebraic extension of $k$. Then $\mathfrak{S}_{K}(S)=N=\underset{j}{ } K[\underset{=}{X}]=(f)_{k}[\underset{=}{X}]=(f) K$. Thus the principal ideal generated by $f$ in $K[\underset{N}{X}]$ is a prime ideal, and f is irreducible over K .

REMARKS (1). Let $k$ be perfect and let $V$ be a variety over $k$. In Theorem $4 D$ we constructed a hypersurface $S$ which was birationally equivalent to $V$. In fact, the construction was such that $\mathrm{k}(\underset{\underline{x}}{\mathrm{x}})=\mathrm{k}(\underline{\underline{y})}$, where $\underset{\underline{x}}{\underline{y}} \underline{\underline{y}}$ were certain generic points of $\mathrm{V}, \mathrm{S}$, respectively. Now if $V$ is an absolute variety, then $k$ is algebraically

[^14]closed in $k(\underset{=}{x})=k(\underline{\underline{y}})$, and $S$ is also an absolute variety.
(2) Another approach to Corollary 6C is this: It may be shown directly that if two k-varieties are k-birationally equivalent, and if one is absolute, then so is the other. Thus the proof may be reduced to the case of a hypersurface. But this case is essentially Theorem 3A of Ch. V.

## 7. Counting Points in Varieties Over Finite Fields

The goal of this section is a proof of

THEOREM 7A. Let $V$ be an absolute variety of dimension $d$ defined over $k=F_{q}$ Let $N_{V}=N_{V}(V)$ be the number of points $\underline{\underline{y}}=\left(y_{1}, \ldots, y_{n}\right)$ in $V$ with each coordinate in $F_{q} \nu$. Then as $\nu \rightarrow \infty$, (7.1)

$$
N_{\nu}=q^{\nu d}+o\left(q^{\nu(d-1 / 2)}\right)
$$

The proof will depend on a result we derived in Chapter $V$. Namely, if $f\left(X_{1}, \ldots, X_{n}\right) \in F_{q}\left[x_{1}, \ldots, X_{n}\right]$ is nonconstant and absolutely irreducible and if $N$ is the number of zeros of $f$ in $F_{q}$, then

$$
\begin{equation*}
\left|N-q^{n-1}\right| \leq c_{q}^{n-3 / 2} \tag{7.2}
\end{equation*}
$$

where $c$ is a constant which depends on $n$ and the total degree of f. For $n=2$, this result is Theorem $1 A$ of Chapter III, and for general $n$ it is Theorem $5 A$ of Chapter $V$. Only the case $n=2$ is needed if $V$ is a curve。

LEMMA 7B: Theorem 7A is true for hypersurfaces.

Proof: Let $S$ be an absolute hypersurface of dimension $d$. By Theorem 6D, $S$ is given by $f(\underset{\underline{x}}{x})=0$, where $f(\underset{=}{X})$ is not constant and is absolutely irreducible。 Thus by (7.2),

$$
\left|N-q^{d}\right|=\left|N-q^{n-1}\right| \leq c q^{n-(3 / 2)}=c q^{d-1 / 2} .
$$

Now applying this result to $F_{q} \nu$ instead of $F_{q}$, we see that $\left|N_{\nu}-q^{\nu d}\right| \leq \mathrm{cq}^{\nu(\mathrm{d}-1 / 2)}$ 。

Theorem 7A for the general variety is done by induction on $d$. If $d=0$ and $V=(\underset{=}{\bar{x}})$, then every $z \in F_{q}(\underset{=}{(x)}$ is algebraic over $\mathrm{F}_{\mathrm{q}}$, and so satisfies an equation $1 \cdot \mathrm{z}-\alpha \cdot 1=0$ where $\alpha \in \overline{\mathrm{F}}_{\mathrm{q}}$. Thus $\mathrm{z}, 1$ are linearly dependent over $\overline{\mathrm{F}}_{\mathrm{q}}$. Since $\mathrm{F}_{\mathrm{q}} \stackrel{(\mathrm{x})}{=}$ and $\overline{\mathrm{F}}_{\mathrm{q}}$ are linearly disjoint over $F_{q}$, it follows that $z, l$ are linearly dependent over $F_{q}$. So $z \in F_{q}$, and $F_{q} \underset{=}{(x)}=F_{q}$. Thus $\underset{=}{x}$ has coordinates in $F_{q}$, and $V=\left(\underset{=}{(x)}=\underset{=}{x}\right.$. It follows that $N_{v}=1$ for every $\nu$.

In order to do the induction step from $d-1$ to $d$, we shall need

LEMMA 7C. Suppose Theorem 7A is true for absolute varieties of dimension $<d$. Let $W$ be a variety of dimension $<d$, not necessarily an absolute variety. Then as $\nu \rightarrow \infty$,

$$
N_{v}(w)=0\left(q^{\nu(d-1)}\right)
$$

Proof: It is clear that $W$ is still an algebraic set over $K=\bar{F}_{q}$, but not necessarily a K-variety. So $W$ is a finite union $W=W_{1} U \ldots \cup W_{t}$, where the $W_{i}$ are K-varieties. Each $W_{i}$ is
defined by finitely many equations. The coefficients of all these equations for $W_{1}, \ldots, W_{t}$ generate a finite extension $F_{q}$ of $F_{q}$. So each $W_{i}$ is a $F_{q}$-variety and is as such an absolute variety, and $d_{i}=\operatorname{dim} W_{i} \leq d-1 . \operatorname{Let} N_{\lambda_{U}}\left(W_{i}\right)$ be the number of points in $W_{i}$ with coordinates in $F_{q \lambda \mu}$. By our induction hypothesis, applied to $F_{q^{j h}}$ instead of $F_{q}$, we see that as the integer $\lambda$ tends to $\infty$, we have

$$
\begin{aligned}
N_{\lambda \mu}\left(W_{i}\right) & =q^{\lambda_{\mu}\left(d_{i}-1\right)}+O\left(q^{\lambda_{\mu}\left(d_{i}-3 / 2\right)}\right) \\
& =O\left(q^{\lambda \mu(d-1)}\right)
\end{aligned}
$$

Thus $\quad N_{\lambda \mu}(W)=O\left(q^{\lambda \mu(d-1)}\right)$ as $\lambda \rightarrow \infty$ 。Given $\nu$, pick an integer $\lambda$ with $(\lambda-1) \mu<\nu \leq \lambda \mu$. Then as $\nu \rightarrow \infty$,

$$
\begin{aligned}
N_{\nu}(W) & \leq N_{\lambda \mu}(W)=o\left(q^{\lambda \mu(d-1)}\right) \\
& =o\left(q^{\nu(d-1)+\mu(d-1)}\right) \\
& =o\left(q^{\nu(d-1)}\right)
\end{aligned}
$$

The proof of Theorem 7A is now completed as follows. According to Theorem 4D, the variety $V$ is birationally equivalent to a hypersurface $S$, and this hypersurface is an absolute variety by the remark at the end of §6. By Theorem 4A, there exist proper algebraic subsets $L \subseteq V, M \subseteq S$, such that the birational correspondence $\stackrel{(0)}{=}$ between $V$ and $S$ becomes a 1 - 1 correspondence between points of $V \sim L$ and of $S \sim M . N o w ~ \cong$ as well as its inverse is defined over $k=F_{q}$, i.e. is defined in terms of rational functions with coefficients in $F_{q}$. Thus in this correspondence, points with components in $F_{q}$ correspond to points with components in $F_{q}$.

More generally, points with components in $F_{q} \nu$ correspond to points with components in $\mathrm{F}_{\mathrm{q}} \nu$. Hence

$$
\begin{equation*}
\left|N_{v}(V)-N_{V}(S)\right| \leq N_{v}(L)+N_{v}(M) \tag{7.3}
\end{equation*}
$$

However, $L$ and $M$ are composed of varieties of dimension $<d$. So by Lemma $7 \mathrm{C}, \quad N_{\nu}(L)+N_{\nu}(M)=0\left(q^{\nu(d-1)}\right)$. On the other hand, by Lemma $7 B, N_{\nu}(S)=q^{\nu d}+O\left(q^{\nu(d-1 / 2)}\right)$. These relations in conjunction with (7.3) yield (7.1).

REMARKS. (i) Theorem 7A together with Theorem 2D shows that the number $N_{\nu}$ of solutions $\left(x, y_{1}, \ldots, y_{t}\right) \in F_{q}{ }^{t+1}$ of certain systems of equations

$$
y_{1}^{d_{1}}=g_{1}(x), \quad y_{2}^{d_{2}}=g_{2}\left(x, y_{1}\right), \ldots, \quad y_{t}^{d_{t}}=g_{t}\left(x, y_{1}, \ldots, y_{t}\right)
$$

satisfies $N_{\nu}=q^{\nu}+O\left(q^{\nu / 2}\right)$ as $\nu \rightarrow \infty$. In particular this holds for certain systems of equations

$$
y_{1}^{d_{1}}=g_{1}(x), \ldots, y_{t}^{d_{t}}=g_{t}(x)
$$

But a better result for such systems was already derived in Theorem 5A of Chapter II. Under suitable conditions on $g_{1}(X), \ldots, g_{t}(X)$ it was shown that $\left|N_{\nu}-q^{\nu}\right| \leqq c q^{\nu / 2}$, where $c \quad$ was a constant explicitly determined in terms of $t$ and the degrees of the polynomials $\mathrm{g}_{1}, \ldots, \mathrm{~g}_{\mathrm{t}}$.
(ii) More generally, if $V$ is an absolute variety defined over $F_{q}$ determined by equations $f_{1}(\underset{=}{x})=\ldots=f_{\ell}(\underset{=}{(x)}=0$, then our Theorem 7A could be strengthened to

$$
\left|N_{\nu}-q^{\nu d}\right| \leqq c q^{\nu(d-1 / 2)}
$$

where $c$ is a constant depending only on the number $n$ of variables, on $\ell$, and on the total degrees of the polynomials $f_{1}, \ldots, f_{t}$.
(iii) Corollary $2 B$ of Chapter $V$ can be generalized as follows. Suppose $V$ is an absolute variety of dimension $d$ over $\mathbb{Q}$ defined
 rational integer coefficients. Let $\vec{f}_{i} \underset{=}{(X)}$ be obtained from $f_{i}(X)$ by reduction modulo $p$ and let $V_{p}$ be the algebraic set defined over
 absolute variety of dimension $d$. Here $p_{0}$ depends only on $n, \ell$ and the degrees of the polynomials $f_{1}, \ldots, f_{\ell}$. Hence if $p>p_{o}$, then the number $N(p)$ of solutions of the system of congruences

$$
f_{1}\left(\underset{\underline{x}}{ } \equiv \ldots \equiv f_{\ell}(\underline{x}) \equiv 0(\bmod p)\right.
$$

satisfies $\left|N(p)-p^{d}\right| \leqq c p^{d-1 / 2}$.
(iv) The Weil (1949) conjectures (see also Ch. IV, §6) imply much better estimates than Theorem 7 A if V is a "non-singular" variety of dimension $d>1$. These conjectures were recently proved by Deligne

[^15]
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[^0]:    †) We shall not treat exponential sums along curves (Bombieri (1966) or Chalk and Smith(1971)) or multiple exponential sums (Bombieri(1966) and Deligne(1973)).

[^1]:    ${ }^{\dagger)}$ Observe that $\underset{=}{\underline{n}}$ is defined on polynomials with coefficients in $\underset{q}{ }{ }^{\nu}$, and is quite distinct from $\mathfrak{R}_{V}$, the norm from $\underset{q}{ }{ }^{\nu}$, to $F_{q}$.

[^2]:    ${ }^{+}$) It clearly does not matter that our exponents and degrees are not necessarily integers.

[^3]:    ${ }^{\dagger}$ For suppose to the contrary that $f(X, Y)=g_{1}(X, Y) g_{2}(X, Y)$, where the $g_{i}$ are polynomials of positive degree in $Y$ with coefficients in $K(X)$. Given any polynomial $g(X, Y)$ in $Y$ with coefficients in $K(X)$, we may uniquely write $g(X, Y)=(u(X) / v(X)) \hat{g}(X, Y)$, where $u(X), v(X)$ are coprime polynomials with leading coefficient 1 , and where $\hat{g}(X, Y)=c_{0}(X)+c_{1}(X) Y+\ldots+c_{t}(X) Y$ with coprime polynomials $c_{0}(X), \ldots, c_{t}(X)$. Write $r(g)=u(X) / v(X)$. Since $K[X]$ has unique factorization, it can be shown that $r\left(g_{1} g_{2}\right)=r\left(g_{1}\right) r\left(g_{2}\right)$. (This is similar to Gauss' Lemma.) Now if the polynomial $f(X, Y)$ above is irreducible over $K$, we have $r(f)=1$, whence $r\left(g_{1}\right) r\left(g_{2}\right)=1$ 。 Thus $f(X, Y)=r\left(g_{1}\right) r\left(g_{2}\right) \hat{g}_{1}(X, Y) \hat{g}_{2}(X, Y)=\hat{g}_{1}(X, Y) \hat{g}_{2}(X, Y) \quad$ with polynomials $\hat{g}_{1}, \hat{g}_{2}$, contradicting the irreduciblity of $f$.

[^4]:    $\left.{ }^{\dagger}\right)_{\text {For if }} \ell(\mathrm{X}, \mathrm{Y})$ is a polynomial with $\ell(\mathrm{X}, \mathfrak{Y})=0$, then $\ell(\mathrm{X}, \mathrm{Y})$ is divisible by $f(X, Y)$.

[^5]:    ${ }^{+} \mathrm{Ch} . \mathrm{v}, 83$.

[^6]:    $\left.{ }^{\dagger}\right)_{\text {We are }}$ implicitly using the fact that polynomials in $n$ variables over a field form a Unique Factorization Domain.

[^7]:    ${ }^{+)}$But see the remark in the Preface.

[^8]:    ${ }^{\dagger}$ The condition (7.4) in the sum is immaterial.

[^9]:    †) That is, all variables A.

[^10]:    t) We set $a_{i_{1}} \ldots i_{n}=0$ for $i_{1}+\ldots+i_{n}>d$.

[^11]:    *) this includes the case when the plane is "tangent to a point at infinity".
    $\dagger$ ) Note that the parameter representation is not unique.

[^12]:    ${ }^{\dagger}$ Given a subset $M \subseteq \Omega^{n}$ ，we write $\Im_{k}(M)$ or $\Im_{K}(M)$ for the set of polynomials $f(X)$ in $k[x]$ or $K[x]$ ，respectively，which vanish
    on $M$ 。 on $M$ ．

[^13]:    Linearly independent vectors in a vector space $k t$ over $k$ remain linearly independent in the vector space $K^{t}$, where $K$ is an overfield of $k$.

[^14]:    $\dagger_{\text {we write }}$ (f) $k$ resp. (f) $k$ for the principal ideal generated by $f$ in $k[\underline{X}]$ and in $k[\underline{X}]$.
    *) Compare with Theorem 3A of Ch. V.

[^15]:    ${ }^{+)}$But see the remark in the Preface.

