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14. Introduction.

A Silverman game is a two person zero sum game defined in terms of two sets, $S_{1}$ and $S_{2}$, of positive numbers and two parameters, the threshold T > 1 and the penalty $v>0$. Players $I$ and II choose numbers independently from $S_{1}$ and $S_{2}$, respectively. The higher number wins 1 , unless it is at least $T$ times as large as the other, in which case it loses $v$. If the numbers are equal the payoff is zero.

Such a game might be thought of as an imperfect model for various bidding or spending situations in which within some bounds the higher bidder or the bigger spender "wins", but loses if it is overdone. Some situations which come to mind are spending on armaments, advertising spending, or sealed bids in an auction.

Most previous work on such games has dealt either with symmetric games, where $S_{1}=S_{2}$, or with disjoint games, where $S_{1} \cap S_{2}=\phi$. A version of the symmetric game on a special discrete set $S$ is described in [3, p. 212]. In [1], Evans examined the symmetric game on ( $\mathrm{a}, \mathrm{b}$ ), where $0<\mathrm{a}<\mathrm{b} \leq \infty$, obtained necessary and sufficient conditions that an
optimal strategy exist and gave an optimal strategy in the case where one exists. Symmetric games on an arbitrary discrete set $S$ are solved in [2] for all $T$ and $v$ except for $v$ too near zero in some cases. An analogous game with $S=[a, \infty), a>0$, with payoff $a$ certain continuous function of $y / x$, is examined in [5]. Nonsymmetric silverman games were first considered by Heuer in [4], where the game with $S_{1}$ the set of positive odd integers and $S_{2}$ the evens was solved for all $T$ and $v$. This work was extended to arbitrary discrete and disjoint $S_{1}$ and $S_{2}$ in [7], where a classification into 8 classes and solutions are obtained for $v \geq 1$ and all $T$, and partial results are obtained for $v<1$.

Nearly all the games studied in the abovementioned papers have optimal strategies whose support is a bounded subset of the corresponding strategy set, and thus in the discrete case optimal strategies are of finite type. The reason for this, at least when $v \geq 1$, is made clear in [6], where it is shown that Silverman games with penalty $\geq 1$ are part of a much larger class of games which always have bounded optimal strategies.

In this work we begin to analyze the vast class of discrete Silverman games that lie between the extremes of $S_{1}=S_{2}$ and $S_{1} \cap S_{2}=\phi$. We recall a few facts about these two extreme cases. When $S_{1}=S_{2}$ the game always reduces to a $(2 n+1)$ by $(2 n+1)$ game for some $n \geq 0$. The essential subgame is the game on the essential set

$$
W=\left\{e_{1}, e_{2}, \ldots, e_{n+1}, f_{1}, \ldots f_{n}\right\}
$$

where $e_{n+1}=\left\langle T e_{1}\right\rangle=\left\langle T c_{1}\right\rangle$ (here $\langle x\rangle$ denotes the largest element of $S$ less than $x$, and $c_{1}$ is the smallest element of $S_{i}$ ), and $f_{i}=\left\langle T e_{i+1}\right\rangle$. Further, $f_{i}=\langle T c\rangle$ whenever $e_{i}<c \leq e_{i+1}$.

In the disjoint case [7] there are 8 classes. In classes 1A, 2A and 2B, at least one player has an optimal pure strategy, and when $v \geq 1$ both do, so the game has a saddle point.

In classes 3 A and 3 B the game reduces to 2 by 2 , and in the remaining classes, $4 \mathrm{~A} . \mathrm{k}, 4 \mathrm{~B} . \mathrm{k}$ and 5A.k, the game reduces to $(2 k+1)$ by $(2 k+1)$.

In the work that follows we begin a systematic analysis of Silverman games where $S_{1}$ and $S_{2}$ are arbitrary discrete sets of positive numbers and the penalty is $\geq 1$. There are always finite subsets $W_{1}$ of
$S_{1}$ and $W_{2}$ of $S_{2}$ such that optimal strategies for the subgame on $W_{1} \times W_{2}$ are optimal for the full game on $S_{1} \times S_{2}$, and a principal objective is to find minimal subsets with this property.

In Section 5 we define balanced Silverman games, and thereafter limit our study to these games. We show in Sections 8 to 11 how all balanced Silverman games reduce to nine fundamental types, one of which is 2 by 2 , four of which are larger games of even order, and four of which are of odd order. We think these are all irreducible, and discuss the evidence for this in Section 13.
2. Games with saddle points.

The theorems in [7] dealing with classes 1A, 2A and 2 B do not depend on the strategy sets being disjoint, and include all Silverman games where at least one player has an optimal pure strategy, except the symmetric 1 by 1 case:

THEOREM 2.1. In the symmetric Silverman game $(S, T, v)$, suppose that there is an element $c$ in $S$ such that $c<\mathrm{Tc}_{\mathrm{i}}$ for all $\mathrm{c}_{\mathrm{i}}$ in S , and that $\mathrm{S} \cap(\mathrm{c}, \mathrm{Tc})=\phi$. Then pure strategy $c$ is optimal.

PROOF. Let $A(x, y)$ be the payoff function. By symmetry the game value is 0 . Since $A(C, Y)=1,0$ or $v$ according as $\mathrm{y}<\mathrm{c}, \mathrm{y}=\mathrm{c}$ or $\mathrm{y} \geq \mathrm{Tc}$, we have $A(c, y) \geq 0$ for every $y$ in $S$.

In this theorem, as in those referred to in the preceding paragraph, no assumption of discreteness is made.

## 3. The 2 by 2 games.

For the remainder of the paper we assume that $S_{1}$ and $S_{2}$ are discrete. It turns out that a great many discrete Silverman games are reducible to 2 by 2 games, in the sense that each player has a 2 -component optimal mixed strategy. In this section we shall identify all irreducible 2 by 2 Silverman games, and in the next section are some theorems giving conditions under which games reduce to 2 by 2. "Game" hereafter will always mean "Silverman game."

It is clear from the payoff rule for Silverman games that if the elements in each $S_{i}$ are listed in increasing order, the entries in each row of the payoff matrix are subject to the order $-v, 1,0,-1$, $v$, and columns, from top to bottom, the opposite order. It is easy to see that a 2 by 2 game with $v$ or $-v$ on the diagonal reduces by dominance to a 1 by 1 game. (In Section 5 we shall see that a game of any size having $|A(i, i)|=v$ for some $i$ is reducible by dominance.) Since interchanging $S_{1}$ and $S_{2}$ replaces the game matrix A by its negative transpose, which we shall denote by A', it will suffice to find all irreducible 2 by 2 game matrices where the first nonzero diagonal element is -1 .

Subject to the above restriction, and taking into account the row and column order and dominance considerations, one finds that there are just 3 possible first rows, namely

$$
0-1, \quad 0 \quad v, \quad \text { and } \quad-1 \quad v .
$$

It is straightforward then to verify that there are exactly 8 irreducible 2 by 2 game matrices, namely the following four and their duals (negative transposes):
(A)

(B)

|  | 2 | 3 |
| :--- | ---: | ---: |
| 1 | -1 | $v$ |$\quad(T=3)$

(C)

| 1 | 3 |  |  |
| :--- | :--- | :--- | :--- |
| 1 | 0 | $v$ |  |
| 2 | 1 | -1 |  |$\quad$|  |
| :--- |

(D)

|  | 2 | 3 |
| :---: | :---: | :---: |
| 1 | -1 | $v$ |
| 3 | 1 | 0 |

(The first row 0 -1 occurs only in (C').) The unique optimal mixed strategy $P=\left(p_{1}, p_{2}\right)$ for the row player, $Q=\left(q_{1}, q_{2}\right)$ for the column player, and the game value V are given below for convenience.
(A) $\mathrm{P}=(2, v+1) /(v+3), \mathrm{Q}=(v+1,2) /(v+3), \mathrm{V}=(v-1) /(v+3)$
( B$) \mathrm{P}=(1, v+1) /(v+2), \mathrm{Q}=(v+1,1) /(v+2), \mathrm{V}=-1 /(v+2)$
(C) $\mathrm{P}=(2, v) /(v+2), \mathrm{Q}=(v+1,1) /(v+2), \mathrm{V}=(v /(v+2)$
(D) $\mathrm{P}=(1, v+1) /(v+2), \mathrm{Q}=(v, 2) /(v+2), \mathrm{V}=v /(v+2)$.
4. Some games which reduce to 2 by 2 when $v \geq 1$. The game of case (A) above and its dual (A') are the reduced games of Classes $3 A$ and $3 B$ in the disjoint case [7]. However, many games where $S_{1} \cap S_{2} \neq \phi$ also reduce to these 2 by 2 games, as we see in the first two theorems below. From now on we assume also that $v \geq 1$.

Let $S_{1}=\left\{c_{1}, c_{2}, c_{3}, \ldots\right\}, S_{2}=\left\{d_{1}, d_{2}, d_{3}, \ldots\right\}$, with $c_{i}<c_{i+1}$ and $d_{i}<d_{i+1}$ for each i. We assume without loss of generality that $1=c_{1} \leq d_{1}$. Extending slightly a notation used in [2], (4.0.1) $\langle x\rangle_{i}$ denotes the largest element
of $s_{i}$ less than $x$. When the context makes clear which $S_{i}$ is involved we may simply write $\langle x\rangle$. E.g., in the equation $d_{k}=\left\langle c_{j} T\right\rangle$ it is understood that $d_{k}$ is in $S_{2}$. For each $i$, let (4.0.2) $\quad\left\{\begin{array}{l}C_{i}^{*}=\min \left[d_{i}, \infty\right) \cap S_{1}, \text { if }\left[d_{i}, \infty\right) \cap S_{1} \neq \phi \\ d_{i}^{*}=\min \left[c_{i}, \infty\right) \cap S_{2}, \text { if }\left[c_{i}, \infty\right) \cap S_{2} \neq \phi .\end{array}\right.$ For given $S_{1}, S_{2}$ and $T$, define integers $m$ and $r$ by

$$
\left\{\begin{array}{l}
\mathrm{c}_{\mathrm{m}}=\left\langle\mathrm{d}_{1} \mathrm{~T}\right\rangle ;  \tag{4.0.3}\\
\mathrm{d}_{\mathrm{r}}=\left\langle\mathrm{c}_{1} \mathrm{~T}\right\rangle=\langle\mathrm{T}\rangle
\end{array}\right.
$$

Let $P=\left(p_{1}, p_{2}, p_{3}, \ldots\right)$ and $Q=\left(q_{1}, q_{2}, q_{3}, \ldots\right)$ denote the mixed strategies, on $S_{1}$ and $S_{2}$ respectively, which
assign probabilities $p_{i}$ to $c_{i}$ and $q_{i}$ to $d_{i}$ for $i=1,2,3, \ldots$. The payoff for $(x, y)$ in $S_{1} \times S_{2}$ is always denoted by $A(x, y)$. The expected payoff for mixed strategies $\gamma, \delta$ is denoted by $E(\gamma, \delta)$.

Consider the game with $S_{1}=\{1,3,5,7,9,29,42,66\}$, $S_{2}=\{2,4,6,7,28,36,66,89\}$ and $T=10$. Here $C_{m}=9$, $d_{r}=7$, and the subgame on $\{1,9\} \times\{2,28\}$ has the matrix of case (A) in Section 3. Optimal strategies for this 2 by 2 game are $P=(2, v+1) /(v+3), Q=$ $(v+1,2) /(v+3)$, and the game value is $\mathrm{V}=(v-1) /(v+3)$. Although there are no dominated strategies in $S_{1}$ or $S_{2}$ (see game matrix below), we shall see that $P$ and $Q$ are optimal for the full game on $S_{1} \times S_{2}$. We partition the matrix as follows:


Against $\{2,28\}$, the strategies $3,5,7,9$ in $S_{1}$ are equivalent, as are $29,42,66$, and the latter group has expectation less than $V$. Against $\{1,9\}$ the strategies $2,4,6,7$ in $S_{2}$ are equivalent, as are $28,36,66,89$.

Consequently, strategies optimal on the 2 by 2 subgame are optimal for the full game. Theorem 4.1 below gives general conditions under which such a reduction to a case (A) 2 by 2 game is possible. In the notation of that theorem and of (4.0.2) we have $j=1$, $c_{1}^{*}=3, d_{k}=28$ and $c_{k}^{*}=29 \geq d_{1} T$ in the above example.

THEOREM 4.1. Assume that
(4.1.1) $\mathrm{d}_{\mathrm{r}}<\mathrm{c}_{\mathrm{m}}$ (i.e., that $\mathrm{S}_{2} \cap\left[\mathrm{C}_{\mathrm{m}}, \mathrm{T}\right)=\phi$ );
(4.1.2) $\exists d_{j}<c_{m}$ such that if $d_{k}=\left\langle c_{j}^{*} T\right\rangle$ then

$$
s_{1} \cap\left[d_{k}, d_{j} T\right)=\phi .
$$

(Note that then $d_{j}>1$. See remark below.)
Then the game value is $(v-1) /(v+3)$, and the following strategies $y$ and $\delta$ are optimal:

$$
\begin{array}{ll}
\underline{y} & \underline{\delta} \\
p_{1}= & q_{k}=2 /(v+3) \\
p_{m}= & q_{j}=(v+1) /(v+3)
\end{array}
$$

REMARK. If $\mathrm{d}_{\mathrm{j}}=1$, then $\mathrm{c}_{\mathrm{j}}^{*}=1$, $\mathrm{d}_{\mathrm{k}}=\langle\mathrm{T}\rangle$, so $\mathrm{d}_{\mathrm{k}}<\mathrm{c}_{\mathrm{m}}$ by (4.1.1). Then $\mathrm{C}_{\mathrm{k}}^{*} \leq \mathrm{c}_{\mathrm{m}}<\mathrm{d}_{1} \mathrm{~T}$, in contradiction to (4.1.2). Thus $\mathrm{d}_{\mathrm{j}}>1$.

PROOF of theorem. Let $V=(v-1) /(v+3)$. We show first that $\mathrm{E}(y, \mathrm{~d}) \geq \mathrm{V}$ for all d in $\mathrm{S}_{2}$. If $\mathrm{d}<\mathrm{c}_{\mathrm{m}}$, then $d<c_{m}<d_{1} T \leq d T$, so $A\left(c_{m}, d\right)=1$. Also, $c_{1} \leq c_{m}$ $<d T$, so $A\left(c_{1}, d\right) \geq-1$. Thus $E(y, d) \geq p_{m}-p_{1}=V$.

If $d \geq c_{m}$, then $d \geq T=c_{1} T$, so $A\left(c_{1}, d\right)=v$. Also, $A\left(c_{m}, d\right) \geq-1$, so $E(y, d) \geq v p_{1}-p_{m}=V$.

Next we show that $E(c, \delta) \leq V$ for all $c$ in $S_{1}$. If $c<d_{j}$, then $c<d_{j}<C_{m} \leq T C$, so $A\left(c, d_{j}\right)=-1$. Since $A\left(c, d_{k}\right) \leq v$, we have $E(c, \delta) \leq-q_{j}+v q_{k}=v$.

If $d_{j} \leq c<d_{k}$, then $c_{j}^{*} \leq c$, so $c<d_{k}<c_{j}^{*} T \leq T c$, and therefore $A\left(c, d_{k}\right)=-1$. Moreover, $d_{j} \leq c \Rightarrow A\left(c, d_{j}\right) \leq 1$, so we have $E(c, \delta) \leq q_{j}-q_{k}=V$.

Finally, if $c \geq d_{k}$, then $c \geq c_{k}^{*} \geq d_{j} T$ by (4.1.2), so $A\left(c, d_{j}\right)=-v$. But $A\left(c, d_{k}\right) \leq 1$, so $E(c, \delta) \leq-v q_{j}+q_{k}$ $=-\left(v^{2}+v-2\right) /(v+3) \leq 0 \leq \mathrm{V}$.

THEOREM 4.2. Assume that
(4.2.1) $\quad c_{m}<d_{r}$ (i.e., that $S_{1} \cap\left[d_{r}, d_{1} T\right)=\phi$ );
(4.2.2) $\exists c_{j}\left\langle d_{r}\right.$ such that if $c_{k}=\left\langle d_{j}^{*} T\right\rangle$ then

$$
S_{2} \cap\left[c_{x}, c_{j} T\right)=\phi .
$$

(Note that then $1<c_{j}<c_{k}$. See remark below.)
Then the game value is $(-v+1) /(v+3)$, and the following strategies, $\gamma$ and $\delta$, are optimal:

$$
\begin{array}{lll}
\underline{y} & \underline{\delta} \\
\mathrm{p}_{\mathrm{j}} & = & \mathrm{q}_{\mathrm{r}}=(v+1) /(v+3) \\
\mathrm{p}_{\mathrm{k}} & = & \mathrm{q}_{1}=2 /(v+3) .
\end{array}
$$

REMARK. If $j=1$, then $c_{k}<d_{1} T$, and (4.2.1)
then implies that $\mathrm{c}_{\mathrm{k}}<\mathrm{T}$, and therefore $\mathrm{C}_{\mathrm{k}} \leq \mathrm{C}_{\mathrm{m}}$. Then
(4.2.1) further implies that $d_{k}^{*} \leq d_{r}<T$. But $d_{k}^{*} \geq c_{k}$, so that (4.2.2) implies $d_{k}^{*} \geq c_{j} T$, a contradiction. Thus $j>1$. Furthermore, from (4.2.2) we have $c_{j}<d_{r}$ $<\mathrm{T}<\mathrm{C}_{\mathrm{j}} \mathrm{T}$, but $\mathrm{S}_{2} \cap\left[\mathrm{C}_{\mathrm{k}}, \mathrm{C}_{\mathrm{j}} \mathrm{T}\right]=\phi$. Therefore $\mathrm{C}_{\mathrm{k}}>\mathrm{c}_{\mathrm{j}}$. PROOF of theorem. Let $V=(-v+1) /(v+3)$. We show first that $E(y, d) \geq V$ for all $d$ in $S_{2}$. (i) If $d<c_{j}$ then $d<c_{j}<d_{r}<T \leq d T$, so $A\left(c_{j}, d\right)=1$. Also, $A\left(c_{k}, d\right) \geq-\nu$, so $E(y, d) \geq p_{j}-\nu p_{k}=v$.
(ii) If $c_{j} \leq d<c_{k}$, then $d_{j}^{*} \leq d$, so $d<c_{k}<d_{j}^{*} T \leq d T$, and $A\left(c_{k}, d\right)=1$. Also, $c_{j} \leq d \Rightarrow A\left(c_{j}, d\right) \geq-1$, so $E(y, d) \geq-p_{j}+p_{k}=V$. (iii) If $d \geq c_{k}$, then $d \geq c_{j} T$ by (4.2.2), so $A\left(c_{j}, d\right)=v$. Since $A\left(c_{k}, d\right) \geq-1$, we have $E(\gamma, d) \geq v p_{j}-p_{k}=\left(v^{2}+v-2\right) /(v+3) \geq 0 \geq v$.

We complete the proof by showing that $E(c, \delta) \leq V$ for all $c$ in $S_{1}$. (i) If $c<d_{r}$, then $c<d_{r}<T \leq C T$, so $A\left(c, d_{r}\right)=-1$. Also, $d_{1} \leq d_{r}<c T$, so $A\left(c, d_{1}\right) \leq 1$. Thus $E(c, \delta) \leq q_{1}-q_{r}=V$. (ii) If $c \geq d_{r}$, then by (4.2.1) we have $c \geq d_{1} T$, so $A\left(c, d_{1}\right)=-v$. Since $A\left(c, d_{r}\right) \leq 1$, we have $E(c, \delta) \leq-v q_{1}+q_{r}=v$.

The next two theorems give conditions under which the game reduces to the 2 by 2 game of case (B) or its dual ( $\mathrm{B}^{\prime}$ ). Examples illustrating Theorems 4.3, 4.5 and 4.7 are given following Theorem 4.7.

THEOREM 4.3. Assume that
(4.3.1)
(4.3.2)
(4.3.3)
$c_{m}=d_{r}$,
$c_{m+1} \geq d_{r} T, \quad$ and
$\exists \mathrm{c}_{\mathrm{i}}<\mathrm{d}_{\mathrm{r}}$ such that $\mathrm{c}_{\mathrm{i}} \mathrm{T} \leq \mathrm{d}_{\mathrm{r}+1}<\mathrm{c}_{\mathrm{m}} \mathrm{T}$.

Then $V=-1 /(v+2)$, and the following strategies, $\gamma$ and $\delta$, are optimal:

$$
\begin{aligned}
& \underline{\gamma}=\underline{\delta} \\
& \mathrm{p}_{\mathrm{m}}=\mathrm{q}_{\mathrm{r}}=(v+1) /(v+2) \\
& \mathrm{p}_{\mathrm{i}}=\mathrm{q}_{\mathrm{r}+1}=1 /(v+2) .
\end{aligned}
$$

PROOF. We show first that $E(\nu, d) \geq-1 /(v+2)$ for all $d$ in $S_{2}$. (i) If $d \leq C_{m}$, then $A\left(C_{m}, d\right) \geq 0$ because $\mathrm{d} \leq \mathrm{c}_{\mathrm{m}}<\mathrm{dT}$. Since $\mathrm{c}_{\mathrm{i}}<\mathrm{d}_{\mathrm{r}}<\mathrm{T} \leq \mathrm{dT}, \mathrm{A}\left(\mathrm{c}_{\mathrm{i}}, \mathrm{d}\right) \geq-1$.

Thus $E(\gamma, d) \geq-p_{i}=-1 /(v+2)$. (ii) If $d>c_{m}$, then $d \geq d_{r+1} \geq c_{i} T$, so $A\left(c_{i}, d\right)=v$. We also have $A\left(C_{m}, d\right) \geq-1$, so $E(y, d) \geq v p_{i}-p_{m}=-1 /(v+2)$.

We complete the proof by showing that $\mathrm{E}(\mathrm{c}, \delta)$ $\leq-1 /(v+2)$ for all $c$ in $S_{1}$. (i) If $c<d_{r}$, then $c<d_{r}<c T$ so $A\left(c, d_{r}\right)=-1$. Since $A\left(c, d_{r+1}\right) \leq v$, we have $E(c, \delta) \leq-q_{r}+v q_{r+1}=-1 /(v+1)$. (ii) If $c=d_{r}$, then $A\left(c, d_{r}\right)=0$, and since $c=d_{r}<d_{r+1}<c_{m} T=c T$, we have $A\left(c, d_{r+1}\right)=-1$. Thus $E(c, \delta)=-q_{r+1}=-1 /(v+2)$.
(iii) If $c>d_{r}$, then $c \geq c_{m+1} \geq d_{r} T$, so $A\left(c, d_{r}\right)=-v$.

Also, $c \geq d_{r} T=c_{m} T>d_{r+1}$, so $A\left(c, d_{r+1}\right) \leq 1$. Thus $\mathrm{E}(\mathrm{c}, \delta) \leq-v \mathrm{q}_{\mathrm{r}}+\mathrm{q}_{\mathrm{r}+1}=\left(-v^{2}-v+1\right) /(v+2) \leq-1 /(v+2)$.

Similarly, one proves the dual:
THEOREM 4.4. Assume that
(4.4.1) $\quad c_{m}=d_{r}$,
(4.4.2) $\quad d_{r+1} \geq c_{m} T$, and
(4.4.3) $\quad \exists d_{i}<c_{m}$ such that $d_{i} T \leq c_{m+1}<d_{r} T$.

Then $\mathrm{V}=1 /(v+2)$, and the following strategies are optimal:

$$
\begin{aligned}
& p_{m}=q_{r}=(v+1) /(v+2) \\
& p_{m+1}=q_{i}=1 /(v+2)
\end{aligned}
$$

The next theorem gives conditions under which the game reduces to a type (C) 2 by 2.

THEOREM 4.5. Assume that
(4.5.1) $\quad c_{m-1}=d_{r}$,
(4.5.2) $\quad c_{m}<d_{r+1}<c_{m} T$, and
(4.5.3) $\quad c_{m-1} T \leq d_{r+1} \leq c_{m+1}$.

Then the game value is $v /(v+2)$, and the following strategies, $\gamma$ and $\delta$, are optimal:

$$
\begin{array}{lll}
\nu: & \mathrm{p}_{\mathrm{m}-1}=2 /(v+2), & \mathrm{p}_{\mathrm{m}}=v /(v+2) \\
\delta: & \mathrm{q}_{\mathrm{r}}=(v+1) /(v+2), & \mathrm{q}_{\mathrm{r}+1}=1 /(v+2) .
\end{array}
$$

PROOF. Let $V=v /(v+2)$. We show first that $E(\gamma, d) \geq V$ for all $d$ in $S_{2}$. (i) If $d \leq d_{r}$, then $d \leq c_{m-1}<d T$, so $A\left(c_{m-1}, d\right)$ is 1 or 0 . Since $d<c_{m}<d T$, we have $A\left(c_{m}, d\right)=1$. Thus $E(\gamma, d) \geq p_{m}=V$. (ii) If
$d \geq d_{r+1}$, then by (4.5.3), $A\left(c_{m-1}, d\right)=v$. Since by (4.5.2), $d>C_{m}$, we have $A\left(C_{m}, d\right) \geq-1$. Thus $E(y, d) \geq v p_{m-1}-p_{m}=v$.

We complete the proof by showing that $\mathrm{E}(\mathrm{C}, \delta) \leq \mathrm{V}$ for all $c$ in $S_{1}$. (i) If $c \leq c_{m-1}$, then $c \leq d_{r}<c T$, so $A\left(c, d_{r}\right)$ is 0 or -1 . Hence $E(c, \delta) \leq 0 q_{r}+v q_{r+1}=v$.
(ii) If $c=c_{m}$, then $d_{r}=c_{m-1}<c_{m}<-d_{r} T$, so $A\left(c_{m}, d_{r}\right)$
$=1$. From (4.5.2) we have $A\left(c_{m}, d_{r+1}\right)=-1$, so $E\left(c_{m}, \delta\right)$
$=q_{r}-q_{r+1}=V$. (iii) If $c \geq c_{m+1}$, then $c \geq d_{r} T$
by (4.5.1) and (4.5.3), so that $A\left(c, d_{r}\right)=-v$, and by (4.5.3), $A\left(c, d_{r+1}\right) \leq 1$. Thus $E(c, \delta) \leq-v q_{r}+q_{r+1}=$ $\left(-v^{2}-v+1\right) /(v+2) \leq 0<$ V.

The dual theorem is the following.
THEOREM 4.6. Assume that
(4.6.1)

$$
d_{r-1}=c_{m},
$$

(4.6.2) $\mathrm{C}_{\mathrm{m}+1}<\mathrm{d}_{\mathrm{r}} \mathrm{T}$, and
(4.6.3) $\quad d_{r-1} T \leq c_{m+1} \leq d_{r+1}$.
(Note that now $\mathrm{d}_{\mathrm{r}}<\mathrm{c}_{1} \mathrm{~T} \leq \mathrm{d}_{1} \mathrm{~T} \leq \mathrm{c}_{\mathrm{m}+1} \Rightarrow \mathrm{~d}_{\mathrm{r}}<\mathrm{c}_{\mathrm{m}+1}$.)
Then the game value is $\mathrm{V}=-v /(v+2)$, and the following strategies are optimal.

$$
\begin{array}{ll}
y: & \mathrm{p}_{\mathrm{m}}=(v+1) /(v+2), \quad \mathrm{p}_{\mathrm{m}+1}=1 /(v+2) \\
\delta: & \mathrm{q}_{\mathrm{r}-1}=2 /(v+2), \quad \mathrm{q}_{\mathrm{r}}=v /(v+2) .
\end{array}
$$

The proof is similar to that of Theorem 4.5.

The next theorem deals with games that reduce to 2 by 2 games of type (D).

THEOREM 4.7. Assume that
(4.7.1) $T>d_{1} \ddagger S_{1}$,
(4.7.2) $T \leq c_{r}=d_{k}<d_{1} T$ and
(4.7.3) $\quad d_{k+1} \geq d_{k} T$.

Then the game value is $V=v /(v+2)$, and the following strategies, $\gamma$ and $\delta$, are optimal:

$$
\begin{array}{ll}
y: & p_{1}=1 /(v+2), \quad p_{r}=(v+1) /(v+2) \\
\delta: & q_{1}=v /(v+2), \quad q_{k}=2 /(v+2)
\end{array}
$$

PROOF. We show first that $E(\nu, d) \geq V$ for all $d$ in $S_{2}$. (i) If $d<c_{r}$, then since $c_{r}<d_{1} T \leq d T$ we have $A\left(c_{r}, d\right)=1 . \quad$ By $(4.7 .1), d>1$, so $A(1, d) \geq-1$. Thus $E(y, d) \geq-p_{1}+p_{r}=V$. (ii) If $d=c_{r}=d_{k}$, then by (4.7.2), we have $A\left(1, d_{k}\right)=v$, and $A\left(c_{r}, d_{k}\right)=0$, so $E(y, d)=v p_{1}=V$. (iii) If $d>d_{k}$, then by (4.7.3), $A\left(c_{r}, d\right)=v=A\left(c_{1}, d\right)$, so that $E(y, d)=v>V$.

We complete the proof by showing that $E(c, \delta) \leq V$ for all $c$ in $S_{1}$. (i) If $c \leq d_{1}$, then by (4.7.1) we have $A\left(c, d_{1}\right)=-1$. Since $A\left(c, d_{k}\right) \leq v, E(c, \delta) \leq$ $-q_{1}+v q_{k}=V$ (ii) If $d_{1}<c \leq d_{k}$, then (4.7.2) implies $d_{1}<c<d_{1} T$, so $A\left(c, d_{1}\right)=1$. Also, $c \leq d_{k}$ $<d_{1} T<c T$, which implies that $A\left(c, d_{k}\right)$ is 0 or -1 .

Thus $E(c, \delta) \leq q_{1} \cdot 1+q_{2} \cdot 0=$ V. (iii) If $c>-d_{k}$, then $c \geq c_{r+1} \geq d_{1} T$, so $A\left(c, d_{1}\right)=-v$. Since $A\left(c, d_{k}\right) \leq 1$, we have $E(C, \delta) \leq-v q_{1}+q_{k}=\left(-v^{2}+2\right) /(v+2) \leq v /(v+2)=$ V. $\square$ The dual case, ( $D^{\prime}$ ), does not occur under the convention that $c_{1} \leq d_{1}$. Section 10 shows how another large class of games reduces to 2 by 2 games of type A or $A^{\prime}$.

Below we give examples of games which reduce to 2 by 2 games of types B, C and D as indicated by Theorems 4.3, 4.5 and 4.7. The asterisks in the margin indicate the active strategies, and the separating lines aid in seeing that the optimal mixed strategies for the 2 by 2 subgame are optimal for the full game.

Type B, Theorem 4.3. $T=10$

|  |  |  |  |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $*$ | 1 | 3 | 4 | 9 | 40 | 50 | 95 |
| 1 | 0 | -1 | -1 | -1 | $v$ | $v$ | $v$ |
| 2 | 1 | -1 | -1 | -1 | $v$ | $v$ | $v$ |
| 3 | 1 | 0 | -1 | -1 | $v$ | $v$ | $v$ |
| 9 | 1 | 1 | 1 | 0 | -1 | -1 | $v$ |
| 90 | $-v$ | $-v$ | $-v$ | $-v$ | 1 | 1 | -1 |
| 96 | $-v$ | $-v$ | $-v$ | $-v$ | 1 | 1 | 1 |

Type $C$, Theorem 4.5. $T=10$

|  | 1 | 3 | 4 | 5 | 55 | 65 | 80 | 85 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | 1 | 0 | -1 | -1 | -1 | $v$ | $v$ | $v$ |
| $*$ |  |  |  |  |  |  |  |  |
| 2 | 1 | -1 | -1 | -1 | $v$ | $v$ | $v$ | $v$ |
| 3 | 1 | 0 | -1 | -1 | $v$ | $v$ | $v$ | $v$ |
|  | 5 | 1 | 1 | 1 | 0 | $v$ | $v$ | $v$ |
| 9 | 1 | 1 | 1 | 1 | -1 | -1 | -1 | -1 |
| 60 | $-v$ | $-v$ | $-v$ | $-v$ | 1 | -1 | -1 | -1 |
| 70 | $-v$ | $-v$ | $-v$ | $-v$ | 1 | 1 | -1 | -1 |
| 85 | $-v$ | $-v$ | $-v$ | $-v$ | 1 | 1 | 1 | 0 |

Type D, Theorem 4.7. $\mathrm{T}=10$

5. Reduction by dominance.

In [6], it is shown that every discrete Silverman game with $v \geq 1$ reduces by dominance to a finite game, and in [7], it is shown that if $S_{i} \cap[a, b]=\phi$, where $a$ and $b$ are elements of $S_{3-i}$, then $b$ is dominated by $a$. In this section we shall discuss four types of dominance for silverman games, including the above two. Through repeated reduction of the strategy sets $S_{1}$ and $S_{2}$ by means of these four types of dominance we obtain what we call pre-essential sets $\tilde{W}_{1} \subset S_{1}$ and $\tilde{W}_{2} \subset S_{2}$. These are minimal subsets in the sense that no further reduction is possible through the use of these four types of dominance.

In the symmetric case, where $S_{1}=S_{2}$, the common reduced set at this stage is the essential set of Evans and Heuer [2]. In the general case, $\widetilde{W}_{1}$ and $\tilde{W}_{2}$ need not yet be essential sets, in the sense that optimal strategies for the game on $\tilde{W}_{1} \times \tilde{W}_{2}$ must assign positive probabilities to each of their elements. In Sections 8 to 11 we discuss conditions under which further reduction is possible, and obtain, for what we call balanced Silverman games, what appear to be irreducible subgames with the property that
optimal strategies for the subgame are optimal for the full game.

We have the following four types of dominance.
A. The reduction to finite sets.

In [6] it has been shown that if $d_{j} \geq T C_{m}$ then $d_{1}$ dominates $d_{j}$, and any $c_{i} \geq \mathrm{Td}_{\mathrm{r}}$ is dominated by $\mathrm{c}_{1}$. For the convenience of the reader we give a brief sketch here. If $d_{j} \geq T c_{m}$ then $A\left(c_{i}, d_{j}\right)=v$ for all $i \leq m$, and therefore $A\left(c_{i}, d_{1}\right) \leq A\left(c_{i}, d_{j}\right)$ because all $A(x, y) \leq v$. For $i>m$, then (by definition of $m$ ) $c_{i} \geq T d_{1}$ so that $A\left(c_{i}, d_{1}\right)=-v \leq A\left(c_{i}, d_{j}\right)$ because all $A(x, y) \geq-v$. The argument for $C_{i} \geq T_{r}$ is similar. The following table makes the argument graphically:


Thus we reduce our strategy sets to $S_{1} \cap\left(0, T_{r}\right)$ and $S_{2} \cap\left(0, T c_{m}\right)$.
B. Two elements of $S_{3-i}$ in an $S_{i}$-interval. As shown in [7], if $c_{k}<d_{j}<d_{j+1}<c_{k+1}$, then $d_{j}$ dominates $d_{j+1}$, and we delete $d_{j+1}$ from $S_{2}$. Similarly, if $d_{j}<c_{k}<c_{k+1}<d_{j+1}$ or $c_{k}<c_{k+1}<d_{1}$, then $c_{k}$ dominates $C_{k+1}$ and we eliminate $c_{k+1}$. Also, if $S_{3-i}$ has two or more elements greater than the largest element of $S_{i}$, the first of these greater elements dominates the others. The argument is illustrated in the following table for the case of two elements of $S_{1}$ between consecutive elements of $\mathrm{S}_{2}: \quad(\mathrm{T}=10)$

|  | $\ldots$ | 4 | 5 | 6 | $\ldots$ | 40 | 55 | $\ldots$ | 440 | 460 | 510 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\vdots$ |  |  |  |  |  |  |  |  |  |  |  |
| 45 |  | $-v$ | 1 | 1 | $\ldots$ | 1 | -1 | $\ldots$ | -1 | $v$ | $v$ |
| 51 |  | $-v$ | $-v$ | 1 | $\ldots$ | 1 | -1 | $\ldots$ | -1 | -1 | $v$ | 45 dominates 51 in $S_{1}$.

C. Two elements of $S_{3-i}$ in a $T S_{i}$-interval.

LEMMA 5.1. Assume that $S_{1}$ and $S_{2}$ have been truncated as described in $A$.
(a) If for some $k<m$, we have
(5.1.1) $T c_{k} \leq d_{j}<d_{j+1}<T c_{k+1}$, then $d_{j+1}$ dominates $d_{j}$.
(b) If for some $k<r$, we have
(5.1.2) $\quad T d_{k} \leq c_{j}<c_{j+1}<T d_{k+1}$, then $c_{j+1}$ dominates $c_{j}$.

Before giving a formal proof we illustrate the argument for part (b) in the following table: ( $\mathrm{T}=10$ )

|  | 4 | 5 | $\ldots$ | 43 | 45 | 48 | 50 | $\ldots$ | 399 |
| ---: | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 43 | $-v$ | 1 | $\ldots$ | 0 | -1 | -1 | -1 | $\ldots$ | -1 |
| 48 | $-v$ | 1 | $\ldots$ | 1 | 1 | 0 | -1 | $\ldots$ | -1 |

48 dominates 43 in $S_{1}$
PROOF. (a) If $c \leq c_{k}$ then $A\left(c, d_{j}\right)=A\left(c, d_{j+1}\right)=v$.
If $c_{k+1} \leq c<d_{j}$, then $A\left(c, d_{j}\right)=A\left(c, d_{j+1}\right)=-1$. If $c=d_{j}$, then $A\left(c, d_{j}\right)=0>-1=A\left(c, d_{j+1}\right)$. If $d_{j}<c<d_{j+1}$, then $A\left(c, d_{j}\right)=1>-1=A\left(c, d_{j+1}\right)$. Since $S_{1}$ has been truncated at $T d_{r}$, and by (5.1.1) $d_{j} \geq T c_{1}$ $>d_{r}, S_{1}$ has no elements $\geq T d_{j}$. If $c=d_{j+1}$ then $d_{j}<$ $c<T d_{j}$ so $A\left(c, d_{j}\right)=1$ while $A\left(c, d_{j+1}\right)=0$. If $d_{j+1}<c<T d_{j}$, then $A\left(c, d_{j}\right)=A\left(c, d_{j+1}\right)=1$, so we have $A\left(c, d_{j+1}\right) \leq A\left(c, d_{j}\right)$ for all $c$ in $S_{1}$.
(b) The proof here is similar.
D. Two elements of $\mathrm{TS}_{3-\mathrm{i}}$ in an $\mathrm{S}_{\mathrm{i}}$-interval.

LEMMA 5.2. (a) Suppose that for some $d_{j}<d_{r}$ we have $\left\langle\mathrm{Td}_{\mathrm{j}}\right\rangle_{1}=\left\langle_{T d_{j+1}}\right\rangle_{1}=c_{k}$; i.e., (5.2.1)

$$
c_{k}<T d_{j}<T d_{j+1} \leq C_{k+1} .
$$

Then $d_{j+1}$ dominates $d_{j}$.
(b) If for some $c_{j}<c_{m}$ we have
$\left\langle\mathrm{Tc}_{\mathrm{j}}\right\rangle_{2}=\left\langle\mathrm{Tc}_{\mathrm{j}+1}\right\rangle_{2}=\mathrm{d}_{\mathrm{k}}$; i.e.,
(5.2.2)

$$
d_{k}<T c_{j}<T c_{j+1} \leq d_{k+1}
$$

then $c_{j+1}$ dominates $c_{j}$.

Before giving the proof we illustrate the argument for part (b) in the following table: ( $\mathrm{T}=10$ )

|  | 3 | 4 | 5 | 6 | 7 | $\ldots$ | 38 | 60 | $\ldots$ | 399 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 4 | 1 | 0 | -1 | -1 | -1 | $\ldots$ | -1 | $v$ | $\ldots$ | $v$ |
| 6 | 1 | 1 | 1 | 0 | -1 | $\ldots$ | -1 | $v$ | $\ldots$ | $v$ |

6 dominates 4 in $S_{1}$.
PROOF. (a) If $c<d_{j}$ then $c<d_{j}<d_{j+1} \leq d_{r}$ $<C T$, so $A\left(c, d_{j}\right)=A\left(c, d_{j+1}\right)=-1$. If $c=d_{j}$ then $A\left(c, d_{j}\right)=0>-1=A\left(c, d_{j+1}\right)$. If $d_{j}<c<d_{j+1}$ then $A\left(c, d_{j}\right)=1>-1=A\left(c, d_{j+1}\right)$. If $c=d_{j+1}$, then $A\left(c, d_{j}\right)=1>0=A\left(c, d_{j+1}\right)$. If $d_{j+1}<c \leq c_{k}$, then $A\left(c, d_{j}\right)=A\left(c, d_{j+1}\right)=1$. If $c \geq c_{k+1}$ then $A\left(c, d_{j}\right)=$ $A\left(c, d_{j+1}\right)=-v$. In all cases we have $A\left(c, d_{j+1}\right) \leq A\left(c, d_{j}\right)$.
(b) The proof here is similar. $\square$

By "step A" applied to a given pair of strategy sets $S_{1}$ and $S_{2}$ we shall mean the removal of all dominated elements of the type discussed in (A) above. Similar understandings apply to "step B," "step C" and "step D." These steps may be further broken down into $A_{1}, A_{2}, B_{1}, B_{2}$, etc., where step $A_{1}$ refers to removal from $S_{1}$ of dominated elements of type $A$, etc. It is convenient to assume that after each of the steps $B_{i}, C_{i}, D_{i}$ the elements of $S_{i}$ are renumbered so that the $k$-th element in increasing order has subscript $k$ again.

It is sometimes the case that after steps A, B, $C$ and $D$ have been taken, further reduction is possible by repeating these steps. However, since after step A the strategy sets are finite (we are assuming the original strategy sets to be discrete), after some finite number of the above steps no further reduction in this way is possible.

Let $\tilde{W}_{1}$ and $\tilde{W}_{2}$ be the subsets of $S_{1}$ and $S_{2}$ that remain when the cycle $A_{1}, A_{2}, B_{1}, B_{2}, C_{1}, C_{2}, D_{1}, D_{2}$, has been repeated until no further reduction occurs. We shall call $\tilde{W}_{1}$ and $\tilde{W}_{2}$ the pre-essential strategy sets, and write $e_{j}$ and $f_{j}$ for the $j$-th element of $\tilde{W}_{1}, \tilde{W}_{2}$ respectively, in increasing order. The notation $\left\langle e_{i} T\right\rangle_{2}$ in this context refers to the largest element of $\tilde{W}_{2}$ smaller than $e_{i} T$; similarly, $\left\langle f_{i} T\right\rangle$ is the largest element of $\tilde{W}_{1}$ smaller than $f_{i} T$. Many of these games are further reducible, in the sense that there are proper subsets $W_{i}$ of $\tilde{W}_{i}$ such that optimal strategies for the game on $W_{1} \times W_{2}$ are optimal for the game on $\widetilde{W}_{1} \times \widetilde{W}_{2}$, and therefore also for the full original game. For what we shall call balanced games, this reduction is treated in Sections 8-11. We shall refer to the game on $\widetilde{W}_{1} \times \widetilde{W}_{2}$ as the semi-reduced game.
(5.2.3) Let n and s be the integers such that

$$
e_{n+1}=\left\langle f_{1} T\right\rangle \text { and } f_{s+1}=\left\langle e_{1} T\right\rangle .
$$

THEOREM 5.3. $\left|\tilde{W}_{1}\right|=\left|\tilde{W}_{2}\right|=n+s+1$, and for $k=1, \ldots, s+1, e_{n+k}=\left\langle f_{k} T\right\rangle$. For $k=1, \ldots, n+1$, $f_{s+k}=\left\langle e_{k} T\right\rangle$. Thus

$$
\begin{aligned}
& \tilde{W}_{1}=\left\{e_{1}, e_{2}, \ldots, e_{n+1},\left\langle f_{2} T\right\rangle, \ldots,\left\langle f_{s+1} T\right\rangle\right\} \text { and } \\
& \tilde{W}_{2}=\left\{f_{1}, f_{2}, \ldots, f_{s+1},\left\langle e_{2} T\right\rangle, \ldots,\left\langle e_{n+1} T\right\rangle\right\} .
\end{aligned}
$$

PROOF. $\tilde{W}_{1}$ has no element larger than $f_{s+1} T$ and $\tilde{W}_{2}$ none larger than $e_{n+1} T$ because of invariance under step $A$. $\tilde{W}_{1}$ has no more than $s+1$ elements $\geq e_{n+1}$, for otherwise we would have

$$
T f_{k} \leq e_{j}<e_{j+1}<T f_{k+1}
$$

for some $k<s+1$ and some $j>n+1$, contrary to invariance under step $c$. The $s+1$ elements $e_{n+1}=\left\langle f_{1} T\right\rangle$, $\left\langle f_{2} T\right\rangle, \ldots,\left\langle f_{s+1} T\right\rangle$ must be distinct because of invariance under step $D$. Thus $\tilde{W}_{1}$ has exactly $n+s+1$ elements, with $e_{n+k}=\left\langle f_{k} T\right\rangle$ for $k=1, \ldots, s+1$. A dual argument shows the corresponding facts for $\tilde{W}_{2}$.

The following examples illustrate.
EXAMPLE 5.4. Let $S_{1}=\{1,2,3,5,7,8,11,20,25,31$,
$41,48,55,70,75,81,88,95,100, \ldots\}, S_{2}=\{1,4,5,6,8,9$, $15,29,30,38,49,58,65,75,80,89,98,105, \ldots\}$ and $T=10$. Step A removes all elements $\geq 90$ from $S_{1}$ and all
elements $\geq 80$ from $S_{2}$. Step $B$ removes $3,25,48,88$ from $S_{1}$ and 30,65 from $S_{2}$. Step $C$ removes 11, 20, 70 from $S_{1}$ and 29,38 from $S_{2}$. Step $D$ changes nothing, and the reduced sets after this first pass are $S_{1}^{\prime}=$ $\{1,2,5,7,8,31,41,55,75,81\}, S_{2}^{\prime}=\{1,4,5,6,8,9,15,49$, 58,75\}. In the second pass, step A changes nothing, step $B$ removes 41 from $S_{1}$ and 15 from $S_{2}$. Step $C$ changes nothing and step $D$ removes 1 from $S_{1}$ and 4 from $S_{2}$. A third pass leaves the sets unchanged, and the pre-essential sets are

$$
\begin{aligned}
& \tilde{W}_{1}=\{2,5,7,8,31,55,75,81\} \\
& \tilde{W}_{2}=\{1,5,6,8,9,49,58,75\}
\end{aligned}
$$

Here $n=3, s=4$, and each set has $n+s+1=8$ elements.
EXAMPLE 5.5. Let $S_{1}=\{1,2,4,5,7,8,9,20,28,36$, $50,59,85,95,101, \ldots\}, S_{2}=\{1,3,4,5,6,8,9,15,28,35$, $52,59,84,95,105, \ldots\}, T=10$. After one pass of steps $A, B, C, D$ we have the pre-essential sets

$$
\begin{aligned}
& \tilde{W}_{1}=\{1,2,5,8,9,28,36,59,85\} \\
& \tilde{W}_{2}=\{1,3,5,8,9,15,35,59,84\}
\end{aligned}
$$

with $n=s=4$, and each reduced set has $2 n+1=9$ elements.

Following are the payoff matrices for the reduced games in these two examples. In accordance
with our convention that Player I has the smallest pure strategy, we interchange $\tilde{W}_{1}$ and $\tilde{W}_{2}$ in the first, making $\mathrm{n}=4$, $\mathrm{s}=3$. In general the matrix has n subdiagonals with each element being $\mathbf{- 1}$ or 0 , an $s$ by $s$ triangle of $-v s$ in the lower left corner, $s$ superdiagonals of $1 s$ or $0 s$ and $a n n$ by $n$ triangle of $v s$ in the upper right corner.

Example 5.4

|  | 2 | 5 | 7 | 8 | 31 | 55 | 75 | 81 |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | -1 | -1 | -1 | -1 | $v$ | $v$ | $v$ | $v$ |  |
| 5 | 1 | 0 | -1 | -1 | -1 | $v$ | $v$ | $v$ |  |
| 6 | 1 | 1 | -1 | -1 | -1 | -1 | $v$ | $v$ | $n=4$ |
| 8 | 1 | 1 | 1 | 0 | -1 | -1 | -1 | $v$ |  |
| 9 | 1 | 1 | 1 | 1 | -1 | -1 | -1 | -1 |  |
| 49 | $-v$ | 1 | 1 | 1 | 1 | -1 | -1 | -1 |  |
| 58 | $-v$ | $-v$ | 1 | 1 | 1 | 1 | -1 | -1 |  |
| 75 | $-v$ | $-v$ | $-v$ | 1 | 1 | 1 | 0 | -1 |  |

$\mathrm{s}=3$
Example 5.5

|  | 1 | 3 | 5 | 8 | 9 | 15 | 35 | 59 | 84 |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 0 | -1 | -1 | -1 | -1 | $v$ | $v$ | $v$ | $v$ |  |
| 2 | 1 | -1 | -1 | -1 | -1 | -1 | $v$ | $v$ | $v$ |  |
| 5 | 1 | 1 | 0 | -1 | -1 | -1 | -1 | $v$ | $v$ | $\mathrm{n}=4$ |
| 8 | 1 | 1 | 1 | 0 | -1 | -1 | -1 | -1 | $v$ |  |
| 9 | 1 | 1 | 1 | 1 | 0 | -1 | -1 | -1 | -1 |  |
| 28 | $-v$ | 1 | 1 | 1 | 1 | 1 | -1 | -1 | -1 |  |
| 36 | $-v$ | $-v$ | 1 | 1 | 1 | 1 | 1 | -1 | -1 |  |
| 59 | $-v$ | $-v$ | $-v$ | 1 | 1 | 1 | 1 | 0 | -1 |  |
| 85 | $-v$ | $-v$ | $-v$ | $-v$ | 1 | 1 | 1 | 1 | 1 |  |

$$
s=4
$$

In order to reduce the scope of our study somewhat, we shall restrict ourselves in the remainder of the paper to balanced games, defined as follows:

DEFINITION 5.6. Let $\tilde{W}_{1}$ and $\tilde{W}_{2}$ be pre-essential strategy sets. The game on $\widetilde{W}_{1} \times \widetilde{W}_{2}$ is called balanced provided that $n=s$ and there are no zeros off the diagonal in the payoff matrix.

Example 5.5 above is balanced, but 5.4 is not. The payoff matrix for a balanced game is completely determined by the diagonal, and the off-diagonal part is skew-symmetric. Since interchanging strategy sets changes the matrix to its negative transposed, we may assume without loss of generality that the first nonzero diagonal element is -1 . Note also that invariance under step $B$ implies that 1 and -1 do not occur consecutively on the diagonal, but must always be separated by a zero.

The case $\mathrm{n}=0$ is trivial. In the next section we discuss the case $n=1$.
6. Balanced 3 by 3 games.

When $n=1$ the pre-essential sets have three elements each. There are nine different possible diagonals, and none of these games reduces further. Thus $\tilde{W}_{1}$ and $\tilde{W}_{2}$ are already the essential sets. The nine diagonals and the solutions of the corresponding 3 by 3 games are given below. We abbreviate the diagonal elements -1 and +1 by - and + , respectively. $P=\left(p_{1}, p_{2}, p_{3}\right)$ is the optimal strategy for Player $I$, $Q=\left(q_{1}, q_{2}, q_{3}\right)$ that for $P l a y e r$ II. $V$ is the game value.

1. 0. This is the symmetric game, and the solution, as given in [2], is $\mathrm{P}=\mathrm{Q}=(1, v, 1) /(v+2)$; $\mathrm{V}=0$.
1. $00-\mathrm{P}=\left(v+3, v^{2}+2 v-1, v+2\right) /(v+2)^{2}, \mathrm{Q}=$ $\left(v+1,(v+1)^{2}, v+2\right) /(v+2)^{2} ; \mathrm{V}=-1 /(v+2)^{2}$.
2. $0-0 . \quad \mathrm{P}=\left(2, v^{2}+2 v, 2 v+2\right) /(v+2)^{2}, \mathrm{Q}=$ $\left(2 v+2, v^{2}+2 v, 2\right) /(v+2)^{2}, \quad \mathrm{~V}=-v^{2} /(v+2)^{2}$.
3. $0-$ - $\quad \mathrm{P}=\left(4, v^{2}+2 v-1,2 v+2\right) /\left(v^{2}+4 v+5\right), \mathrm{Q}=$ $\left(2 v+2,(v+1)^{2}, 2\right) /\left(v^{2}+4 v+5\right) ; \mathrm{V}=-\left(v^{2}+1\right) /\left(v^{2}+4 v+5\right)$.
4. $-0+. \quad \mathrm{P}=(1, v+1,1) /(v+3), \mathrm{Q}=$
$(1, v-1,1) /(v+1), \quad V=0$.
5. -00. $\mathrm{P}=\left(v+2,(v+1)^{2}, v+1\right) /(v+2)^{2}, \mathrm{Q}=$ $\left(v+2, v^{2}+2 v-1, v+3\right) /(v+2)^{2} ; V=-1 /(v+2)^{2}$.
6. -0-. $\mathrm{P}=\left(2, v^{2}+2 v, 2 v+2\right) /(v+2)^{2}, \mathrm{Q}=$ $\left(2 v+2, v^{2}+2 v, 2\right) /(v+2)^{2} ; \quad \mathrm{V}=-v^{2} /(v+2)^{2}$.
7. -0 . $P=\left(2,(v+1)^{2}, 2 v+2\right) /\left(v^{2}+4 v+5\right), Q=$ $\left(2 v+2, v^{2}+2 v-1,4\right) /\left(v^{2}+4 v+5\right) ; \quad V=-\left(v^{2}+1\right) /\left(v^{2}+4 v+5\right)$.
8. ---. $\mathrm{P}=\left(\alpha^{2}, 1, \alpha\right) /\left(1+\alpha+\alpha^{2}\right), \mathrm{Q}=$ $\left(\alpha, 1, \alpha^{2}\right) /\left(1+\alpha+\alpha^{2}\right) ; V=\left(-1+\alpha-\alpha^{2}\right) /\left(1+\alpha+\alpha^{2}\right)$, where $\alpha=2 /(v+1)$. Here $\tilde{W}_{1}$ and $\tilde{W}_{2}$ are disjoint, and the reduced game is in the Class 4 B .1 of [7].

There is a duality in cases (2) and (6) and again in the pair (4) and (8). In each pair, the diagonal of one is the reverse of that of the other. The vector $P$ in one is the reverse of $Q$ in the other, and the game values are equal. The reason is easy to see. The game matrix in (2) is $\left[\begin{array}{rrr}0 & -1 & v \\ 1 & 0 & -1 \\ -v & 1 & -1\end{array}\right]$, so $P$ must satisfy the inequalities

$$
\begin{aligned}
& p_{2}-v p_{3} \geq v \\
&-p_{1}+p_{3} \geq v \\
& v p_{1}-1 p_{2}-p_{3} \geq v
\end{aligned}
$$

The matrix in game (6) is $\left[\begin{array}{rrr}-1 & -1 & v \\ 1 & 0 & -1 \\ -v & 1 & 0\end{array}\right]$,
so $Q$ in this game must satisfy the inequalities

$$
\begin{aligned}
& q_{2}-v q_{1} \leq v \\
&-q_{3}+q_{1} \leq v \\
& v q_{3}- q_{2}-q_{1} \leq v
\end{aligned}
$$

Since all three strategies are essential, i.e., no components may be zero, equality must hold throughout, and thus $\left(q_{3}, q_{2}, q_{1}\right)$ must satisfy the same equations that $\left(p_{1}, p_{2}, p_{3}\right)$ does.

## 7. Balanced 5 by 5 games.

Subject to our restriction that the first nonzero diagonal element is - , there are exactly 50 balanced 5 by 5 games. We may list them in lexicographic order of diagonals from 00000 to 0 - - - - (with the ordering $0<-<+$ ). Of these fifty, the five with diagonals of the form $-0+x y$ reduce to 2 by 2 games of type A, as may be seen from Theorem 10.1 below. They are numbers 34-38 in our ordering. The four with diagonals $x y-0+$ similarly reduce to 2 by 2 games of type A', as implied by Theorem 10.2. They are numbers $7,19,31$ and 48. The four having diagonals - x $0 \mathrm{y}+$, numbers 24, 28, 41 and 45, reduce to 3 by 3 , as implied by Theorem 8.1.

In the remaining 37 games, it appears that all five pure strategies are essential; i.e., the essential sets are $W_{1}=\tilde{W}_{1}$ and $W_{2}=\tilde{W}_{2}$. The first, with diagonal 00000 , is the symmetric game; its solution is given in [2]. The last, with diagonal - - - - -, is the disjoint game of class 4B. 2 in [7]. In Section 12 we give explicit solutions for a few further classes of games, of which some of the 5 by 5 games are special cases. As discussed in the last
paragraph of Section 6, the games fall to some extent into pairs in which the solution for one member of the pair may be obtained immediately from that for the other.

There are several types of balanced $2 \mathrm{n}+1$ by
$2 n+1$ games that reduce to 5 by 5. These are special cases of balanced games that reduce to odd order, and we examine these in the next section.

## 8. Reduction of balanced games to odd order.

Recall that for balanced Silverman games the payoff matrix is completely determined by the diagonal, and that every diagonal element is 1, 0 or -1 . The evidence strongly suggests that unless both 1 and -1 occur (and therefore all three of $1,0,-1$ ), the game is irreducible. If both 1 and -1 occur, with one of them in the middle position, then the game reduces to 2 by 2 , as we show in Section 10. In this section and the next three, we examine the reduction for all other diagonals; i.e. those where each of 1,0 and -1 occur on the diagonal and the middle element is 0. Those which reduce to an odd order game are treated in the present section and those reducing to even order in Section 9.

We shall refer to the first n diagonal elements as the left part and the last $n$ elements as the right part, and we suppose now that these are separated by a central zero. Suppose at first that each of the left and right parts includes a nonzero element. Let a be the number of initial zeros in the left part and $\underline{b}$ be the number of final zeros in the left part. Similarly, let $\underline{c}$ and $\underline{d}$ be the numbers of initial and
final zeros, respectively, in the right part. If we denote a string of $u$ zeros by $0^{4}$, the diagonals we are now considering have the form
 where each of $w, x, y, z$ is 1 or -1 , and $G$ and $H$ are arbitrary strings. The box indicates the middle element. We note that (8.0.2) $a+b \leq n-1$, with equality iff $G$ is empty and w and x coincide; $\mathrm{c}+\mathrm{d} \leq \mathrm{n}-1$, with equality iff H is empty and $y$ and $z$ coincide.

There are 16 possible sequences wxyz, but since interchanging roles of the two players changes the sign of each diagonal element, there is no loss of generality in assuming that $w=-1$, as we shall usually do. This leaves us with eight sequences, which we number as follows:
(8.0.3)

| (i) | $-\quad++$ |
| :--- | :--- |
| (ii) | -+- |
| (iii) $-\quad-\quad+$ |  |
| $(i v) ~-~-~-~$ |  |

$$
\begin{array}{ll}
\text { (v) } & -+++ \\
\text { (vi) } & -++- \\
\text { (vii) } & -+-+ \\
\text { (viii) } & +--+
\end{array}
$$

The notation (i') refers to the opposite sequence + + - -, and similarly for (ii'), etc. The games
break further into cases as follows:
(8.0.4)
(A) $\mathrm{a} \leq \mathrm{c}, \mathrm{b} \geq \mathrm{d}$
(C) $\mathrm{a} \leq \mathrm{c}, \mathrm{b}<\mathrm{d}$
(B) $a>c, b \geq d$
(D) $\mathrm{a}>\mathrm{c}, \mathrm{b}<\mathrm{d}$.

Sixteen of the resulting 32 cases reduced to balanced games (hence, odd order). The other sixteen reduce to even order games with some off-diagonal zeros. Consider now diagonals in which one of the parts (left or right) consists entirely of zeros. We may represent these in the form (8.0.5) $0^{n}$ O $0^{c} \quad y \quad H \quad z \quad o^{d}$, or (8.0.6) $0^{a}$ W G $\times 0^{b}$ [0] $0^{n}$.

Assuming again that the first nonzero diagonal element is -1 , we have the cases

with no further breakdown of the kind in (8.0.4). Two of these cases reduce to balanced (odd order) games, the other two to even order games with some off-diagonal zeros.

If $v>1$ all of these reduced games appear not to be further reducible. But if $v=1$ there is always a further reduction to a 2 by 2 game with $\operatorname{matrix}\left[\begin{array}{rr}-1 & 1 \\ 1 & -1\end{array}\right]$ or its negative.

The eighteen cases which reduce to odd order are (iA), (iB), (iC), (iD), (iiC), (iiD), (iiiA), (iiiC), (ivB), (ivC), (vA), (vB), (viiA), (viid), (viiiB), (viiiD), (ix) and (xi). The reduced game is in each case a balanced game with one of the following diagonal types, or one of these with the roles of the players reversed:

| $(8.0 .5 A)$ | $0^{a}-0^{d} 00^{a}+0^{d}$ |
| :--- | :--- |
| $(8.0 .5 B)$ | $0^{c+1}-0^{d} 00^{c}+0^{d}$ |
| $(8.0 .5 C)$ | $0^{a}-00^{b}+0^{b+1}$ |
| $(8.0 .5 D)$ | $0^{c+1}-0^{b} 00^{c}+0^{b+1}$ |

The $A, B, C$ and $D$ in these labels correspond to the subclasses in (8.0.4). Thus, cases (iA), (iiiA), (vA) and (viiA) all reduce to type (8.0.5A), etc. Our first theorem of this section deals with (iA), (iB), (vA), (vB), (iiiA) and (viiA). Let $t=$ $\min \{a, c+1\}$,

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: \quad 1 \leq i \leq t+1\right\} \\
& W_{1}^{2}=\left\{e_{i}: \quad n+1-d \leq i \leq n+t+1\right\} \\
& W_{1}^{3}=\left\{e_{i}: \quad 2 n+1-d \leq i \leq 2 n+1\right\} \\
& W_{2}^{1}=\left\{f_{j}: \quad 1 \leq j \leq t\right\} \cup\left\{f_{a+1}\right\}, \\
& W_{2}^{2}=\left\{f_{j}: \quad n+1-d \leq j \leq n+t+1\right\} \cup\left\{f_{n+a+2}\right\}, \\
& W_{2}^{3}=\left\{f_{j}: \quad 2 n+2-d \leq j \leq 2 n+1\right\}
\end{aligned}
$$

THEOREM 8.1 Assume that $b \geq d, w=-1, z=1$, and, in case $a>c$, that $y=1$. Let $W_{1}=W_{1}^{1} \cup W_{1}^{2} \cup W_{1}^{3}$ and $W_{2}=W_{2}^{1} \cup W_{2}^{2} \cup W_{2}^{3}$. Then optimal strategies for the $(2 t+2 d+3)$ by $(2 t+2 d+3)$ game on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \tilde{\mathrm{W}}_{2}$. The reduced game is the balanced game with diagonal (8.0.5A) if $a \leq c$, and (8.0.5B) if $a>c$.

PROOF. It will be helpful in reading the proof to refer to the payoff matrix in Figure 1. We show first that against $W_{2}$, each $e_{i}$ in $\tilde{W}_{1} \backslash W_{1}$ is dominated by one in $W_{1}$, as follows:
(i) $e_{t+1}$ dominates $e_{i}$ for $t+1 \leq i \leq a+1$;
(ii) $e_{n+1-d}$ dominates $e_{i}$ for $a+2 \leq i \leq n+1-d$;
(iii) $e_{n+t+1}$ dominates $e_{i}$ for $n+t+1 \leq i \leq n+a+1$;
(iv) $e_{2 n+1-d}$ dominates $e_{i}$ for $n+a+2 \leq i \leq 2 n+1-d$.

For (i), let $t+1 \leq i \leq a+1$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$. For $1 \leq j \leq t$ we have $j<i \leq a+1 \leq n<j+n$, so $a_{i, j}=1$ in every case. Against $f_{a+1}$ these $e_{i}$ are likewise equivalent, since $a_{i, a+1}=-1$ when $t+1 \leq i<a+1$, and $a_{a+1, a+1}=-1$ by hypothesis. For such $e_{i}$ against $f_{j}$ in $W_{2}^{2}$, consider first $n+1-d \leq j \leq n+t+1$. From (8.0.1) we have $i<j \leq n+t+1 \leq i+n$, so each $a_{i, j}=-1$. Since $n+a+2>$

$i+n$, each $e_{i, n+a+2}=v$, and thus all $e_{i}$ in this group are equivalent against $W_{2}^{2}$. If $f_{j}$ is in $W_{2}^{3}$ we have $j \geq 2 n+2-d$, while $i \leq a+1<n+1-b \leq n+1-d$, so $j>i+n$ and $a_{i, j}=v$ in every case. Thus all $e_{i}$ in this group are equivalent against $W_{2}$.
(ii) Let $a+2 \leq i \leq n+1-d$. For $f_{j}$ in $W_{2}^{1}$ we have $j \leq a+1<i \leq n+1 \leq n+j$, so every $a_{i, j}=1$. For $f_{j}$ in $W_{2}^{2}$ and such $i$ we have $i \leq j \leq n+a+2 \leq i+n$. If $i<j$ then $a_{i, j}=-1$, and if $i=j=n+1-d$ then $a_{i, j}=0$ since $\mathrm{d} \leq \mathrm{b}$. Thus $\mathrm{e}_{\mathrm{n}+1-\mathrm{d}}$ dominates.
(iii) Let $n+t+1 \leq i \leq n+a+1$. If $t=a$ then $e_{n+t+1}$ is the only $e_{i}$ in this range, and there is nothing to prove, so assume that $t=c+1<a$. For $f_{j}$ in $W_{2}^{1} \backslash\left\{f_{a+1}\right\}$ we have $i>j+n$, so that every $a_{i, j}=-v$. For $f_{j}$ in $\left\{f_{a+1}\right\} \cup W_{2}^{2} \backslash\left\{f_{n+a+2}\right\}$ we have $j \leq i \leq n+a+1$ $\leq j+n$. If $j<i$ then $a_{i, j}=1$. If $i=j=n+t+1=$ $n+c+2$, then $a_{i, j}=y=1$ by hypotheses. For $n+a+2 \leq j$ $\leq 2 n+1$ we have $\mathrm{i}<\mathrm{j} \leq \mathrm{i}+\mathrm{n}$, and hence every $\mathrm{a}_{\mathrm{i}, \mathrm{j}}=-1$. Thus all $e_{i}$ in this group are equivalent against $W_{2}$. (iv) Let $n+a+2 \leq i \leq 2 n+1-d$. For all $j \leq a+1$ we have $i>j+n$ and thus $a_{i, j}=-v$. For $n+1-d \leq j \leq n+t+1$ we have $j<i \leq j+n$, so that $a_{i, j}=1$. If $j=n+a+2$ then $j \leq i<j+n$. When $j=i, a_{i, j} \leq 1 ; i n$ all other
cases $a_{i, j}=1$. In particular $a_{2 n+1-d, j}=1 \geq a_{i, j}$ for all $i$ in this range. For $2 n+2-d \leq j \leq 2 n+1$ we have $i$ $<j<i+n$ and hence $a_{i, j}=-1$. Thus against $W_{2}, e_{2 n+1-d}$ dominates all $e_{i}$ in this group.

To complete the proof we show that against $W_{1}$ each $f_{j}$ in $\tilde{W}_{2} \backslash W_{2}$ is dominated by one in $W_{2}$, as follows.
(i) $f_{a+1}$ dominates $f_{j}$ for $t+1 \leq j \leq n-d$.
(ii) $f_{n+a+2}$ dominates $f_{j}$ for $n+t+2 \leq j \leq 2 n+1-d$.

For (i), let $t+1 \leq j \leq n-d$, and consider first such $f_{j}$ against $W_{1}^{1}$. Then $i \leq t+1 \leq j \leq n-d<n+i$. If $i<j$ then $a_{i, j}=-1$. If $i=j=t+1$ and $t<a$ then $a_{i, j}=0$ while $a_{i, a+1}=-1$. If $i=j=t+1=a+1$ then $a_{i, j}=-1$ by hypothesis. Thus, against $W_{1}^{1}, f_{a+1}$ dominates the $f_{j}$ in this group. For $e_{i}$ in $W_{1}^{2}$ and such $j$ we have $j<i \leq j+n$, so every $a_{i, j}=1$. For $e_{i}$ in $w_{1}^{3}$ and such $j$ we have $i>j+n$, and every $a_{i, j}=-v$. Thus $f_{a+1}$ dominates against all of $W_{1}$.
(ii) Let $n+t+2 \leq j \leq 2 n+1-d$. For $e_{i}$ in $W_{1}^{1}$ we have $j>i+n$, so $a_{i, j}=v$. For $e_{i}$ in $W_{1}^{2}, i<j \leq i+n$, whence $a_{i, j}=-1$ in every case. For $e_{i}$ in $w_{1}^{3}, j \leq i$ $<j+n$. If $j<i$ then $a_{i, j}=1$ in every case, and if $j=i=2 n+1-d$ then $a_{i, j}=1$ by hypothesis. Thus all $f_{j}$ in this range are in fact equivalent against $W_{1}$,
and the proof is complete. (It is easy to check that the reduced game has the diagonal asserted.) $\square$ The next theorem deals with cases (ic), (iD), (iic), (iid), (viiD) and (viiiD). Let $u=$ $\min \{a+1, c+1\}$, and define the sets

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: \quad 1 \leq i \leq u\right\} \cup\left\{e_{c+2}\right\} \\
& W_{1}^{2}=\left\{e_{i}: \quad n+1-b \leq i \leq n+u\right\} \cup\left\{e_{n+c+2}\right\}, \\
& W_{1}^{3}=\left\{e_{i}: \quad 2 n+1-b \leq i \leq 2 n+1\right\}, \\
& W_{2}^{1}=\left\{f_{j}: \quad 1 \leq j \leq u\right\}, \\
& W_{2}^{2}=\left\{f_{j}: \quad n-b \leq j \leq n+1+u\right\}, \\
& W_{2}^{3}=\left\{f_{j}: \quad 2 n+1-b \leq j \leq 2 n+1\right\}
\end{aligned}
$$

Cases (viiD) and (viiiD) are settled in this theorem by observing that when $a>c$ and $b<d$, the proof is valid also when $w$ (the diagonal element following the initial a zeros) is +1 . This means that the reduction is valid for (vii') + - + - and (viii') +-++ in case $(D)$, so that by interchanging $W_{1}$ and $W_{2}$ we have reduced optimal sets for (vii) -+-+ and (viii) - + - - .

THEOREM 8.2. Assume that $b<d, x=-1$ and $\mathrm{Y}=+1$. We assume $\mathrm{w}=-1$ only in case $\mathrm{a} \leq \mathrm{c}$. With $W_{i}^{j}$ as defined in the preceding paragraph, let $W_{i}=$ $W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}, i=1,2$. Then optimal strategies for the
$(2 u+2 b+3)$ by $(2 u+2 b+3)$ game on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \tilde{W}_{2}$. The reduced game is the balanced game with diagonal (8.0.5C) if $a \leq c$. In cases (iD) and (iiD) the reduced game is the balanced game with diagonal (8.0.5D) and in (viiD) and (viiiD) it is that with diagonal (8.0.5D'), namely $0^{c+1}+0^{b} 00^{c}-0^{b+1}$.

PROOF. The game matrix is shown in Figure 2. We show first that against $W_{2}$, each $e_{i}$ in $\tilde{W}_{1} \mathcal{W}_{1}$ is dominated by one in $W_{1}$, as follows:
(i) $e_{c+2}$ dominates $e_{i}$ for $u+1 \leq i \leq n-b$;
(ii) $e_{n+c+2}$ dominates $e_{i}$ for $n+u+1 \leq i \leq 2 n-b$.

For (i), let $u+1 \leq i \leq n-b$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$. Since $1 \leq j \leq u$ we have $j<i<j+n$, so each $a_{i}, j=1$. Next, if $f_{j} \in W_{2}^{2}$ we have $n-b \leq j \leq n+1+u$, so that $i \leq j \leq i+n$. If $i<j$, each $a_{i, j}=-1$, and if $i=j=n-b$ then $a_{i, j}=x=-1$ by hypothesis. Consider $f_{j}$ in $W_{2}^{3}$. Then $j \geq 2 n+1-b>i+n$, so each $a_{i, j}=v$. Thus all $e_{i}$ in this group are equivalent against $W_{2}$.
(ii) Let $n+u+1 \leq i \leq 2 n-b$. For $1 \leq j \leq u$ we have $i>j+n$, so every $a_{i, j}=-v$. For $n-b \leq j \leq n+1+u$ we have $j \leq i \leq j+n$. If $j<i$, every $a_{i, j}=1$. If $j=$

Figure 2. Game matrix for Theorem 8.2 Diagonal elements $h, k, m, n, p \in\{-1,0,1\}$
$i=n+u+1$, then $a_{i, j} \leq 1=a_{n+c+2, j}$, so against $W_{2}^{1} \cup W_{2}^{2}$ $e_{n+c+2}$ dominates all $e_{i}$ in this group. For $f_{j}$ in $W_{2}^{3}$ we have $2 n+1-b \leq j \leq 2 n+1$, so $i<j<i+n$, and each $a_{i, j}=-1$. Thus $e_{n+c+2}$ dominates in this group against every $f_{j}$ in $W_{2}$.

To complete the proof we show that against $W_{1}$, each $f_{j}$ in $\tilde{W}_{2} \backslash W_{2}$ is dominated by one in $W_{2}$, as follows.
(i) $f_{u}$ dominates $f_{j}$ for $u \leq j \leq c+1$;
(ii) $f_{n-b}$ dominates $f_{j}$ for $c+2 \leq j \leq n-b$;
(iii) $f_{n+u+1}$ dominates $f_{j}$ for $n+u+1 \leq j \leq n+c+2$;
(iv) $f_{2 n+1-b}$ dominates $f_{j}$ for $n+c+3 \leq j \leq 2 n+1-b$.

For (i), let $u \leq j \leq c+1$. If $a \geq c$ then $u=c+1$ and there is nothing to prove. Thus, suppose a c c , and consider first $e_{i}$ with $i \leq u$, so that $i \leq j \leq i+n$. If $i<j$ we have $a_{i, j}=-1$, and if $i=j=u$, then since $u=a+1$ we have $a_{i, j}=w=-1$ by hypothesis, so against these $e_{i}$, all $f_{j}$ in this group are equivalent. Next consider $e_{i}$ with $\mathrm{c}+2 \leq \mathrm{i} \leq \mathrm{n}+\mathrm{u}$. Then $\mathrm{j}<\mathrm{i} \leq \mathrm{j}+\mathrm{n}$, so each $a_{i, j}=1$. For all $i \geq n+c+2$ we have $i>j+n$ and hence $a_{i, j}=-v$. Thus all $f_{j}$ in this group are equivalent against all $e_{i}$ in $W_{1}$.
(ii) Let $\mathrm{c}+2 \leq \mathrm{j} \leq \mathrm{n}-\mathrm{b}$, and consider first $\mathrm{e}_{\mathrm{i}}$ in $W_{1}^{1}$. Thus $1 \leq i \leq c+2$. In view of (8.0.1) we have
$c+2 \leq n-d+1 \leq n-b$. For $i<c+2$ then, $a_{i, n-b}=-1$. If $\mathrm{c}+2<\mathrm{n}-\mathrm{b}$, then $\mathrm{a}_{\mathrm{c}+2, \mathrm{n}-\mathrm{b}}=-1$ also, and $\mathrm{a}_{\mathrm{n}-\mathrm{b}, \mathrm{n}-\mathrm{b}}=\mathrm{x}=-1$ by hypothesis, so we have $a_{i, n-b}=-1 \leq a_{i, j}$ for all $i, j$ under consideration. Next consider $e_{i}$ in $w_{1}^{2}$. Then $n+1-b \leq i \leq n+c+2 \leq 2 n-b$, so $j<i \leq j+n$, and each $a_{i, j}=1$. Now consider $e_{i}$ in $w_{1}^{3}$. Then $i>j+n$, so each $a_{i, j}=-v$. Thus, against all $e_{i}$ in $W_{1}, f_{n-b}$ dominates the $f_{j}$ in this group.
(iii) Let $\mathrm{n}+1+\mathrm{u} \leq \mathrm{j} \leq \mathrm{n}+\mathrm{c}+2$. If $\mathrm{u}=\mathrm{c}+1$ there is nothing to prove here, so we may assume $u=a+1<$ $\mathrm{c}+1$. For $1 \leq \mathrm{i} \leq \mathrm{u}$ we have $\mathrm{j}>\mathrm{i}+\mathrm{n}$, and every $\mathrm{a}_{\mathrm{i}, \mathrm{j}}=v$. For $c+2 \leq i \leq n+u$ we have $i<j \leq i+n$, so each $a_{i, j}=$ -1. For $n+c+2 \leq i \leq 2 n+1, j \leq i<j+n$. If $j<i$ then $a_{i, j}=1$, and if $j=i=n+c+2$, then $a_{i, j}=y=1$ by hypothesis. Thus, against $W_{1}$, all $f_{j}$ in this group are equivalent.
(iv) Let $n+c+3 \leq j \leq 2 n+1-b$. For $1 \leq i \leq c+2$, every $a_{i, j}$ is $v$, since $j>i+n$. For $n+1-b \leq i \leq n+c+2$ we have $i<j \leq i+n$, so each $a_{i, j}=-1$. For $2 n+1-b \leq$ $i \leq 2 n+1$ we have $j \leq i<j+n$. If $j<i$ then $a_{i, j}=1$. If $j=i=2 n+1-b$ then $a_{i, j}=0$ because $b<d$. Thus $a_{i, 2 n+1-b} \leq a_{i, j}$ for all $j$ in this group and all $e_{i}$ in $W_{1}$, so the proof is complete.

The next theorem takes care of the single case (viiiB), - + - with $a>c, b \geq d$. For this theorem we define

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: \quad 1 \leq i \leq c+1\right\}, \\
& W_{1}^{2}=\left\{e_{n-b}\right\} \cup\left\{e_{i}: n+1-d \leq i \leq n+c+2\right\}, \\
& W_{1}^{3}=\left\{e_{2 n+1-b}\right\} \cup\left\{e_{i}: 2 n+2-d \leq i \leq 2 n+1\right\}, \\
& W_{2}^{1}=\left\{f_{j}: 1 \leq j \leq c+2\right\}, \\
& W_{2}^{2}=\left\{f_{j}: n+1-d \leq j \leq n+c+2\right\}, \\
& w_{2}^{3}=\left\{f_{j}: \quad 2 n+1-d \leq j \leq 2 n+1\right\},
\end{aligned}
$$

THEOREM 8.3. Assume that $\mathrm{a}>\mathrm{c}, \mathrm{b} \geq \mathrm{d}, \mathrm{x}=1$ and $y=z=-1$. With $W_{i}^{j}$ as defined above, let $W_{i}=$ $W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}, i=1,2$. Then optimal strategies for the $(2 c+2 d+5)$ by $(2 c+2 d+5)$ game on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \tilde{W}_{2}$. The reduced game is the balanced game with diagonal (8.0.5B').

PROOF. The game matrix is shown in Figure 3. We show first that against $W_{2}$, each $e_{i}$ in $\tilde{W}_{1} \backslash W_{1}$ is dominated by one in $W_{1}$, as follows:
(i) $e_{n-b}$ dominates $e_{i}$ for $c+2 \leq i \leq n-d$;
(ii) $e_{2 n+1-b}$ dominates $e_{i}$ for $n+c+3 \leq i \leq 2 n+1-d$.

For (i), let $c+2 \leq i \leq n-d$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$. Then $j \leq i \leq n+j$, so every $a_{i, j} \leq 1$, with $a_{i, j}=1$ when $i>j$ and $a_{c+2, c+2}=1,0$


Figure 3. Game matrix for Theorem 8.3.
Diagonal elements $h, k, p$ are 0 or $\pm 1$.
or -1. Note that with $a>c$, (8.0.1) implies $n-b \geq$ $c+2$. If $n-b>c+2$ then $a_{n-b, j}$ is still 1 for every $j$ since $a_{n-b, n-b}=x=1$ by hypothesis. Thus, against $W_{2}^{1}$, $e_{n-b}$ dominates the $e_{i}$ in this group. For $f_{j}$ in $W_{2}^{2}$ we have $i<j \leq i+n$, so every $a_{i, j}=-1$. For $f_{j}$ in $W_{2}^{3}, j$ $>i+n$ and every $a_{i, j}=v$. Thus against $w_{2}^{2} \cup W_{2}^{3}$ all $e_{i}$ in this group are equivalent.
(ii) Let $n+c+3 \leq i \leq 2 n+1-d$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$. Since $i>j+n$, every $a_{i, j}$ $=-v$. For $f_{j}$ in $W_{2, ~}^{2}<i \leq j+n$, so every $a_{i, j}=1$. For $f_{j}$ in $W_{2}^{3}$ we have $i \leq j<i+n$. If $i<j$ then $a_{i, j}$ $=-1 . \quad$ If $i=j=2 n+1-d$ then $a_{i, j}=z=-1$. Thus all $e_{i}$ in this group are equivalent against $W_{2}$.

We complete the proof by showing that against $W_{1}$, each $f_{j}$ in $\tilde{W}_{2} \backslash W_{2}$ is dominated by one in $W_{2}$, as follows:
(i) $\quad f_{c+2}$ dominates $f_{j}$ for $c+2 \leq j \leq n-b$;
(ii) $f_{n+1-d}$ dominates $f_{j}$ for $n+1-b \leq j \leq n+1-d$;
(iii) $f_{n+c+2}$ dominates $f_{j}$ for $n+c+2 \leq j \leq 2 n-b$;
(iv) $f_{2 n+1-d}$ dominates $f_{j}$ for $2 n+1-b \leq j \leq 2 n+1-d$.

For (i), let $c+2 \leq j \leq n-b$, and consider such $f_{j}$ against $e_{i}$ in $W_{1}^{1}$. Then $1<j<i+n$ so that every $a_{i, j}$ $=-1$. For $e_{i}$ in $W_{1}^{2}$ we have $j \leq i \leq j+n$. If $j<i$
then $a_{i, j}=1$, and if $j=i=n-b$ then $a_{i, j}=x=1$. For $e_{i}$ in $W_{1}^{3}, i>j+n$, and every $a_{i, j}=-v$. Thus all $f_{j}$ in this range are equivalent against $W_{1}$.
(ii) Let $n+1-b \leq j \leq n+1-d$, and consider first such $f_{j}$ against $e_{i}$ with $1 \leq i \leq n-b$. Then $1<j \leq i+n$, so every $a_{i, j}=-1$. Next consider such $f_{j}$ against $e_{i}$ with $n+1-d \leq i \leq 2 n+1-b$. Then $j \leq i \leq j+n$. For $j<i$, each $a_{i, j}=1$, and if $j=i=n+1-d$ then $a_{i, j}=0$ because $b \geq d$. Thus $f_{n+1-d}$ dominates against $e_{i}$ in this range. For $e_{i}$ with $2 n+2-d \leq i \leq 2 n+1$ we have $i>j+n$, so every $a_{i, j}=-v$. Thus against all $e_{i}$ in $W_{1}$, $f_{n+1-d}$ dominates the $f_{j}$ in this group.
(iii) Let $n+c+2 \leq j \leq 2 n-b$, and consider first such $f_{j}$ against $e_{i}$ in $W_{1}^{1}$. Then $j>i+n$, so every $a_{i, j}=v . \quad$ For $e_{i}$ in $W_{1}^{2}$ we have $i \leq j \leq i+n$. If $i<j$ then $a_{i, j}=-1$, and if $i=j=n+c+2$ then $a_{i, j}=y=-1$ by hypothesis. For $e_{i}$ in $W_{1}^{3}$, we have $i>j+n$, and every $a_{i, j}=-v$. Thus, against the $e_{i}$ in $W_{1}$, all $f_{j}$ in this group are equivalent.
(iv) Let $2 n+1-b \leq j \leq 2 n+1-d$, and consider first such $f_{j}$ against $e_{i}$ with $i \leq n-b$. Then $j>i+n$, so every $a_{i, j}=v . \quad$ Next consider such $f_{j}$ against $e_{i}$ with $n+1-d \leq i \leq 2 n+1-b$. Then $i \leq j \leq i+n$, and for $i<j$
each $a_{i, j}=-1$. If $i=j=2 n+1-b, a_{i, j} \geq-1$. Since $z$ $=-1, a_{i, 2 n+1-d}=-1$ for $a l l i$ in this range, and thus $f_{2 n+1-d}$ dominates. Finally, consider such $f_{j}$ against $e_{i}$ with $2 n+2-d \leq i \leq 2 n+1$. Then $j<i \leq j+n$, so every $a_{i, j}=1$. Thus, against all $e_{i}$ in $W_{1}, f_{2 n+1-d}$ dominates the $f_{j}$ in this group, and the proof is complete. $\quad$.

The next theorem likewise treats a single case, namely (iiic): - - + with $\mathrm{a} \leq \mathrm{c}$ and $\mathrm{b}<\mathrm{d}$. For this theorem we define the sets

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: 1 \leq i \leq a+1\right\} \\
& W_{1}^{2}=\left\{e_{n+1-d}\right\} \cup\left\{e_{i}: n+1-b \leq i \leq n+a+1\right\} \\
& W_{1}^{3}=\left\{e_{2 n+1-d}\right\} \cup\left\{e_{i}: 2 n+1-b \leq i \leq 2 n+1\right\} \\
& W_{2}^{1}=\left\{f_{j}: 1 \leq j \leq a+1\right\}, \\
& W_{2}^{2}=\left\{f_{j}: \quad n-b \leq j \leq n+a+2\right\} \\
& W_{2}^{3}=\left\{f_{j}: 2 n+1-b \leq j \leq 2 n+1\right\}
\end{aligned}
$$

THEOREM 8.4. Assume that $\mathrm{x}=\mathrm{y}=-1, \mathrm{z}=1$, $a \leq c$ and $b<d$. Let $W_{i}^{j}$ be as defined above, and $W_{i}=W_{i}^{1} \cup W_{i}^{2} U W_{i}^{3}, i=1,2$. Then optimal strategies for the $(2 a+2 b+5)$ by $(2 a+2 b+5)$ game on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \tilde{W}_{2}$. The reduced game is the balanced game with diagonal (8.0.5C).

PROOF. The game matrix is shown in Figure 4. We show first that against $W_{2}$, each $e_{i}$ in $\tilde{W}_{1} \backslash W_{1}$ is dominated by one in $W_{1}$, as follows:

(i) $e_{n+1-d}$ dominates $e_{i}$ for $a+2 \leq i \leq n-b$;
(ii) $e_{2 n+1-d}$ dominates $e_{i}$ for $n+a+2 \leq i \leq 2 n-b$.

For (i), let $\mathrm{a}+2 \leq \mathrm{i} \leq \mathrm{n}-\mathrm{b}$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$. Then $j<i \leq j+n$, so every $a_{i, j}=1$. Next consider such $e_{i}$ against $f_{j}$ in $W_{2}^{2}$, where we have $i \leq j \leq i+n$. For $i<j$, each $a_{i, j}=-1$, and if $i=j=n-b$ then $a_{i, j}=x=-1$ by hypothesis. Finally, consider such $e_{i}$ against $f_{j}$ in $W_{2}^{3}$. Then $j>i+n$, so every $a_{i, j}=v$. Thus, against $W_{2}$, all $e_{i}$ in this group are equivalent.
(ii) Let $\mathrm{n}+\mathrm{a}+2 \leq \mathrm{i} \leq 2 \mathrm{n}-\mathrm{b}$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$. Since $i>j+n$, every $a_{i, j}=-v$. Next consider such $e_{i}$ against $f_{j}$ in $W_{2}^{2}$. Then $j \leq i \leq j+n$, so every $a_{i, j} \leq 1$, with $a_{i, j}=1$ when $i>j$. If $2 n+1-d>n+a+2$ then every $a_{2 n+1-d, j}=1 \geq a_{i, j}$. If $i=2 n+1-d=n+a+2$ then $a_{i, i}=z=1$ by hypothesis, so against $W_{2}^{2}, e_{2 n+1-d}$ dominates the $e_{i}$ in this group. Lastly, consider such $e_{i}$ against $f_{j}$ in $W_{2}^{3}$. Then $i<j \leq i+n$, so every $a_{i, j}=-1$. Thus, against all of $W_{2}, e_{2 n+1-d}$ dominates the $e_{i}$ in this group.

We complete the proof by showing that against $W_{1}$, each $f_{j}$ in $\tilde{W}_{2} \backslash W_{2}$ is dominated by one in $W_{2}$, as follows:
(i) $f_{a+1}$ dominates $f_{j}$ for $a+1 \leq j \leq n-d$;
(ii) $f_{n-b}$ dominates $f_{j}$ for $n+1-d \leq j \leq n-b$;
(iii) $f_{n+a+2}$ dominates $f_{j}$ for $n+a+2 \leq j \leq 2 n+1-d$;
(iv) $f_{2 n+1-b}$ dominates $f_{j}$ for $2 n+2-d \leq j \leq 2 n+1-b$.

For (i), let $a+1 \leq j \leq n-d$, and consider first such $f_{j}$ against $e_{i}$ in $W_{1}^{1}$. Then $i \leq j \leq i+n$. For $i<j$ every $a_{i, j}=-1$. If $i=j=a+1$ then $a_{i, j}=-1$ by hypothesis. Thus all $f_{j}$ in this group are equivalent against $W_{1}^{1}$. Next consider such $f_{j}$ against $e_{i}$ in $W_{1}^{2}$. Then $j<i \leq n+j$, so every $a_{i, j}=1$. Finally, consider such $f_{j}$ against $e_{i}$ in $w_{1}^{3}$. Then $i>j+n$, so every $a_{i, j}$ $=-v$. Thus the $f_{j}$ in this group are equivalent against all $e_{i}$ in $W_{1}$.
(ii) Let $n+1-\mathrm{d} \leq \mathrm{j} \leq \mathrm{n}-\mathrm{b}$, and consider first such $f_{j}$ against $e_{i}$ with $i \leq n+1-d$. Note that from $\mathrm{a} \leq \mathrm{c}$ and (8.0.1) we have $a+d \leq c+d \leq n-1$, so that $a+1<n+1-d$. since $i \leq j \leq i+n$, each $a_{i, j} \geq-1$. With $j=n-b$, each $a_{i, j}=-1$ (including $i=j$, since $x=-1$ by hypothesis), so $f_{n-b}$ dominates. Next consider such $f_{j}$ against $e_{i}$ with $n+1-b \leq i \leq 2 n+1-d$. Now $j<i \leq j+n$, so every $a_{i, j}=1$. Lastly, consider such $f_{j}$ against $e_{i}$ with $2 n+1-b \leq i \leq 2 n+1$. Then $i>j+n$, so every $a_{i, j}=-v$. Thus, against all $e_{i}$ in $W_{1}, f_{n-b}$ dominates in this group.
(iii) Let $n+a+2 \leq j \leq 2 n+1-d$, and consider first such $f_{j}$ against $e_{i}$ in $W_{i}^{1}$. Then $j>i+n$, so every $a_{i, j}=v$. Next consider such $f_{j}$ against $e_{i}$ in $W_{i}^{2}$. Then $i<j \leq i+n$, so every $a_{i, j}=-1$. Now consider such $f_{j}$ against $e_{i}$ in $W_{1}^{3}$. Then $j<i \leq j+n$ and every $a_{i, j}=1$. Thus all $f_{j}$ in this group are equivalent against $W_{1}$.
(iv) Let $2 \mathrm{n}+2-\mathrm{d} \leq \mathrm{j} \leq 2 \mathrm{n}+1-\mathrm{b}$, and consider first such $f_{j}$ against $e_{i}$ with $i \leq n+1-d$. Then $j>i+n$, so every $a_{i, j}=v$. Next consider such $f_{j}$ against $e_{i}$ with $n+1-b \leq i \leq n+a+1$. As we saw in (ii), $a+1<n+1-d$, so $i<j \leq i+n$, and every $a_{i, j}=-1$. Finally, consider such $f_{j}$ against $e_{i}$ with $2 n+1-b \leq i$. Then $j \leq i \leq j+n$. If $j<i, a_{i, j}=1$. If $j=i=2 n+1-b$ then, since $b<d$, we have $a_{i, j}=0$. Thus, against these $e_{i}$, and hence against all $e_{i}$ in $W_{1}, f_{2 n+1-b}$ dominates in this group. This completes the proof. $\quad$ व

We turn now to cases (iv), (ix) and (xi), where, as mentioned earlier, there appears to be no reduction unless +1 occurs somewhere in the string $G$ or H in (8.0.1), (8.0.5) or (8.0.6). The cases where +1 is in $G$ and where +1 is in $H$ are treated separately. The following theorem deals with the
first subcase, (ivBG). Note that since - and + on the diagonal must be separated by a 0 , such $a+$ can occur only in a position $k$ for which $a+3 \leq k \leq n-b-2$.

THEOREM 8.5. Assume that $\mathrm{a}>\mathrm{c}, \mathrm{b} \geq \mathrm{d}$, $\mathrm{w}=\mathrm{x}=$ $y=z=-1$, and that for some $k$ with $a+3 \leq k \leq n-b-2$, +1 occurs on the diagonal in position k. Let

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: 1 \leq i \leq c+1\right\} \cup\left\{e_{k}\right\}, \\
& W_{1}^{2}=\left\{e_{i}: n+1-d \leq i \leq n+c+2\right\} \cup\left\{e_{n+k+1}\right\}, \\
& W_{1}^{3}=\left\{e_{i}: 2 n+2-d \leq i \leq 2 n+1\right\}, \\
& W_{2}^{1}=\left\{f_{j}: 1 \leq j \leq c+2\right\}, \\
& W_{2}^{2}=\left\{f_{j}: n+1-d \leq j \leq n+c+2\right\}, \\
& W_{2}^{3}=\left\{f_{j}: 2 n+1-d \leq j \leq 2 n+1\right\},
\end{aligned}
$$

and $W_{i}=W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}$ for $i=1,2$. Then mixed strategies which are optimal for the ( $2 \mathrm{c}+2 \mathrm{~d}+5$ ) by $(2 c+2 d+5)$ subgame on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{\mathrm{W}}_{1} \times \tilde{\mathrm{W}}_{2}$. The reduced game is the balanced game with diagonal (8.0.5B').

PROOF. The proof is indicated by the game matrix in Figure 5. We show first that against $W_{2}$, every $e_{i}$ in $\tilde{W}_{1} \backslash W_{1}$ is dominated by one in $W_{1}$, as follows:
(i) $e_{k}$ dominates $e_{i}$ for $c+2 \leq i \leq n-d$, and
(ii) $e_{n+k+1}$ dominates $e_{i}$ for $n+c+3 \leq i \leq 2 n+1-d$.

For (i), let $\mathrm{c}+2 \leq \mathrm{i} \leq \mathrm{n}-\mathrm{d}$, and consider first

such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$, where we have $j \leq i \leq j+n$. If $j<i$ then every $e_{i, j}=1$, and if $j=i=c+2$ then $a_{i, j} \leq 0$, so $e_{k}$ dominates. For $f_{j}$ in $W_{2}^{2}$ we have $i<j \leq i+n$, so every $a_{i, j}=-1$, and for $f_{j}$ in $w_{2}^{3}$, $j>i+n$ so every $a_{i, j}=v$. Thus $e_{k}$ dominates in this group against all of $W_{2}$.
(ii) Let $n+c+3 \leq i \leq 2 n+1-d$. For $f_{j}$ in $W_{2}^{1}$ we have $i>j+n$, so that every $a_{i, j}=-v$, and for $f_{j}$ in $W_{2}^{2}$ we have $j<i \leq j+n$, so that every $a_{i, j}=1$. For $f_{j}$ in $W_{2}^{3}$ we have $i \leq j \leq i+n$. If $i<j$ then $a_{i, j}=-1$, and if $i=j=2 n+1-d$ then $a_{i, j}=z=-1$ by hypothesis. Thus all $e_{i}$ in this group are equivalent against $W_{2}$. To complete the proof we show that against $W_{1}$ every $f_{j}$ in $\tilde{W}_{2} \backslash W_{2}$ is dominated by one in $W_{2}$, as follows:
(i) $f_{c+2}$ dominates $f_{j}$ for $c+2 \leq j \leq k$,
(ii) $f_{n+1-d}$ dominates $f_{j}$ for $k+1 \leq j \leq n+1-d$,
(iii) $f_{n+c+2}$ dominates $f_{j}$ for $n+c+2 \leq j \leq n+k$, and
(iv) $f_{2 n+1-d}$ dominates $f_{j}$ for $n+k+1 \leq j \leq 2 n+1-d$.

For (i), let $c+2 \leq j \leq k$. For all $i \leq c+1$ we have $\mathrm{a}_{\mathrm{i}, \mathrm{j}}=-1$. For $\mathrm{k} \leq \mathrm{i} \leq \mathrm{n}+\mathrm{c}+2$ we have $\mathrm{j} \leq \mathrm{i} \leq \mathrm{j}+\mathrm{n}$. If $j<i$ then $a_{i, j}=1$, and if $j=i=k$ then $a_{i, j}=1$ also, by hypothesis. For the remaining $e_{i}$ in $W_{1}$ we have $i>j+n$ so that every $a_{i, j}=-v$. Thus the $f_{j}$ in this group are equivalent against all $e_{i}$ in $W_{1}$.
(ii) Let $k+1 \leq j \leq n+1-d$. For $e_{i}$ in $W_{1}^{1}$ we have $i<j \leq i+n$, so every $a_{i, j}=-1$. For $e_{i}$ in $w_{1}^{2}$, $j \leq i \leq j+n$. If $j<i$ then each $a_{i, j}=1$, and if $i=j=n+1-d$ then $a_{i, j}=0$, so $f_{n+1-d}$ dominates. For $e_{i}$ in $W_{1}^{3}, i>j+n$ and every $a_{i, j}=-v$. Thus $f_{n+1-d}$ dominates the $f_{j}$ in this group against all of $W_{1}$.
(iii) Let $n+c+2 \leq j \leq n+k$. For $e_{i}$ with $i \leq c+1$, every $a_{i, j}=+v$. For $k \leq i \leq n+c+2$ we have $i \leq j \leq i+n$. If $i<j$ then every $a_{i, j}=-1$, and if $i=j=n+c+2$ then $a_{i, j}=y=-1$ as well. For the remaining $e_{i}$ in $W_{1}$ we have $j<i \leq j+n$, so that every $a_{i, j}=1$. Thus all $f_{j}$ in this group are equivalent against $W_{1}$.
(iv) Let $n+k+1 \leq j \leq 2 n+1-d$. For $e_{i}$ in $W_{1}^{1}$ we have $j>i+n$, so every $a_{i, j}=v$. For $e_{i}$ in $w_{i}^{2}$, $i \leq j \leq i+n$. If $i<j$ then $a_{i, j}=-1$, and if $i=j=$ $n+k+1$, then $a_{i, j} \geq-1$, so $f_{2 n+1-d}$ dominates. For $e_{i}$ in $W_{1}^{3}, j<i \leq j+n$, so every $a_{i, j}=1$. Thus $f_{2 n+1-d}$ dominates the $f_{j}$ in this group against all of $W_{1}$, and the proof is complete. $\quad$ a

The cases (ivBH) and (ix) are covered in the next theorem. For (ix) we formally regard $a=b=n$. If in (ivB) both $G$ and $H$ include a +1 , both Theorems 8.5 and 8.6 apply, giving different but isomorphic reduced games.

THEOREM 8.6. Assume that $\mathrm{a}>\mathrm{c}, \mathrm{b} \geq \mathrm{d}, \mathrm{w}=\mathrm{x}=$ $Y=z=-1$, and that for some $k$ with $c+4 \leq k \leq n-d-2$, +1 occurs on the diagonal in position $n+k$. Let

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: 1 \leq i \leq c+1\right\} \cup\left\{e_{k}\right\} \\
& W_{1}^{2}=\left\{e_{i}: n+1-d \leq i \leq n+c+2\right\} \cup\left\{e_{n+k}\right\} \\
& W_{1}^{3}=\left\{e_{i}: 2 n+2-d \leq i \leq 2 n+1\right\} \\
& W_{2}^{1}=\left\{f_{j}: 1 \leq j \leq c+2\right\} \\
& W_{2}^{2}=\left\{f_{j}: n+1-d \leq j \leq n+c+2\right\} \\
& W_{2}^{3}=\left\{f_{j}: 2 n+1-d \leq j \leq 2 n+1\right\}
\end{aligned}
$$

and $W_{i}=W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}$ for $i=1,2$. Then mixed strategies which are optimal for the $(2 c+2 d+5)$ by $(2 c+2 d+5)$ subgame on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \tilde{W}_{2}$. The reduced game is the balanced game with diagonal (8.0.5B').

PROOF. The game matrix is shown in Figure 6. We show first that against $W_{2}$, every $e_{i}$ in $\tilde{W}_{1} \mathcal{W}_{1}$ is dominated by one in $W_{1}$, as follows:
(i) $e_{k}$ dominates $e_{i}$ for $c+2 \leq i \leq n-d$, and
(ii) $e_{n+k}$ dominates $e_{i}$ for $n+c+3 \leq i \leq 2 n+1-d$.

For (i), let $c+2 \leq i \leq n-d$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$, where we have $j \leq i \leq j+n$. When $j<i$ each $a_{i, j}=1$, and for $j=i=c+2, a_{i, j} \leq 1$, so $e_{k}$ dominates. For $f_{j}$ in $W_{2}^{2}$ every $a_{i, j}=-1$ and for

$f_{j}$ in $W_{2}^{3}$ every $a_{i, j}=v$, so $e_{k}$ dominates these $e_{i}$ against all of $W_{2}$.
(ii) Let $n+c+3 \leq i \leq 2 n+1-d$. For $f_{j}$ in $W_{2}^{1}$ every $a_{i, j}=-v$, and for $f_{j}$ in $W_{2}^{2}$ every $a_{i, j}=1$. For $f_{j}$ in $w_{2}^{3}$ we have $i \leq j \leq i+n$. If $i<j$ then $a_{i, j}=-1$, and if $i=j=2 n+1-d$ then $a_{i, j}=z=-1$ also. Thus the $e_{i}$ in this group are equivalent against $W_{2}$.

To complete the proof we show that against $W_{1}$ every $f_{j}$ in $\tilde{W}_{2} \backslash W_{2}$ is dominated by one in $W_{2}$, as follows.
(i) $f_{c+2}$ dominates $f_{j}$ for $c+2 \leq j \leq k-1$,
(ii) $\quad f_{n+1-d}$ dominates $f_{j}$ for $k \leq j \leq n+1-d$,
(iii) $f_{n+c+2}$ dominates $f_{j}$ for $n+c+2 \leq j \leq n+k$, and
(iv) $\quad f_{2 n+1-d}$ dominates $f_{j}$ for $n+k+1 \leq j \leq 2 n+1-d$.

For (i), let $c+2 \leq j \leq k-1$. For $1 \leq i \leq c+1$ we have every $a_{i, j}=-1$ and for $k \leq i \leq n+c+2$ every $a_{i, j}$ $=1$. For $i \geq n+k$ every $a_{i, j}=-v$, so the $f_{j}$ in this group are equivalent against $W_{1}$.
(ii) Let $k \leq j \leq n+1-d$.

For $e_{i}$ in $W_{1}^{1}$ we have $i \leq j \leq i+n$. If $i<j$ then every $a_{i, j}=-1$, and if $i=j=k$ then $a_{i, j} \geq-1$, so $f_{n+1-d}$ dominates. For $e_{i}$ in $W_{1}^{2}$ we have $j \leq i \leq j+n$. If $j<i$ then every $a_{i, j}=1$, and if $j=i=n+1-d$ then $a_{i, j}=0$,
so $f_{n+1-d}$ dominates. For $e_{i}$ in $W_{1}^{3}, i>j+n$ so that every $a_{i, j}=-v$. Thus $f_{n+1-d}$ dominates the $f_{j}$ in this group against all $e_{i}$ in $W_{1}$.
(iii) Let $n+c+2 \leq j \leq n+k$. For $e_{i}$ with $i \leq c+1$ every $a_{i, j}=v$. For $k \leq i \leq n+c+2$ we have $i \leq j \leq i+n$. If $i<j$ every $a_{i, j}=-1$, and if $i=j=n+c+2$ then $a_{i, j}=y=-1$ also. For the remaining $e_{i}$ in $W_{1}$ we have $j \leq i \leq j+n$. If $j<i$ then every $a_{i, j}=1$, and if $j=i=n+k$ then $a_{i, j}=1$ by hypothesis. Thus the $f_{j}$ in this group are equivalent against $W_{1}$.
(iv) Let $n+k+1 \leq j \leq 2 n+1-d$. For $e_{i}$ in $W_{1}^{1}$ every $a_{i, j}=v$, and for $e_{i}$ in $w_{1}^{2}$ every $a_{i, j}=-1$. For $e_{i}$ in $w_{1}^{3}$ every $a_{i, j}=1$, so the $f_{j}$ in this group are likewise equivalent against $W_{1}$, and the proof is complete. $\quad$ Next we deal with the cases (ivCG) and (xi).

THEOREM 8.7. Assume that $\mathrm{a} \leq \mathrm{c}, \mathrm{b}<\mathrm{d}, \mathrm{w}=\mathrm{x}=$ $\mathrm{y}=\mathrm{z}=-1$, and that for some $k$ with $\mathrm{a}+3 \leq \mathrm{k} \leq \mathrm{n}-\mathrm{b}-2$, +1 occurs on the diagonal in position $k$. Let

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: 1 \leq i \leq a+1\right\} \cup\left\{a_{k}\right\} \\
& W_{1}^{2}=\left\{e_{i}: n+1-b \leq i \leq n+a+1\right\} \cup\left\{a_{n+k+1}\right\} \\
& W_{1}^{3}=\left\{e_{i}: 2 n+1-b \leq i \leq 2 n+1\right\}
\end{aligned}
$$

$$
\begin{aligned}
& W_{2}^{1}=\left\{f_{j}: 1 \leq j \leq a+1\right\} \\
& W_{2}^{2}=\left\{f_{j}: n-b \leq j \leq n+a+2\right\} \\
& W_{2}^{3}=\left\{f_{j}: 2 n+1-b \leq j \leq 2 n+1\right\}
\end{aligned}
$$

and $W_{i}=W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}$ for $i=1,2$. Then mixed strategies which are optimal for the $(2 a+2 b+5)$ by $(2 a+2 b+5)$ subgame on $W_{1} \dot{x} W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \tilde{W}_{2}$. The reduced game is the balanced game with diagonal (8.0.5C).

PROOF. The matrix is shown in Figure 7. We show first that against $W_{2}$, every element of $\tilde{W}_{1} \backslash W_{1}$ is dominated by one in $W_{1}$, as follows:
(i) $e_{k}$ dominates $e_{i}$ for $a+2 \leq i \leq n-b$, and
(ii) $e_{n+k+1}$ dominates $e_{i}$ for $n+a+2 \leq i \leq 2 n-b$.

For (i) let $a+2 \leq i \leq n-b$ and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$. Then $j<i \leq j+n$ so every $a_{i, j}=1$. For $f_{j}$ in $W_{2}^{2}$ we have $i \leq j \leq i+n$. If $i<j$ every $a_{i, j}=-1$, and if $i=j=n-b$ then $a_{i, j}=x=-1$ also. For $f_{j}$ in $W_{2}^{3}$ we have $j>i+n$ so every $a_{i, j}=v$. Thus the $e_{i}$ in this group are equivalent against $W_{2}$.
(ii) Let $n+a+2 \leq i \leq 2 n-b$. For $f_{j}$ in $W_{2}^{1}$ we have $i>j+n$, so every $a_{i, j}=-v$. For $f_{j}$ in $W_{2}^{2}$ we have $j \leq i \leq j+n$. If $j<i$ then every $a_{i, j}=1$, and if $j=i=n+a+2$ then $a_{i, j} \leq 0$, so $e_{n+k+1}$ dominates. For

$f_{j}$ in $W_{2}^{3}$ we have $i<j \leq i+n$ so that every $a_{i, j}=-1$. Thus $e_{n+k+1}$ dominates in this group of $e_{i}$ against all $f_{j}$ in $W_{2}$.

To complete the proof we show that against $\mathrm{W}_{1}$, every $f_{j}$ in $\tilde{W}_{2} \backslash W_{2}$ is dominated by one in $W_{2}$, as follows:
(i) $f_{a+1}$ dominates $f_{j}$ for $a+1 \leq j \leq k$,
(ii) $f_{n-b}$ dominates $f_{j}$ for $k+1 \leq j \leq n-b$,
(iii) $f_{n+a+2}$ dominates $f_{j}$ for $n+a+2 \leq j \leq n+k$, and
(iv) $f_{2 n+1-b}$ dominates $f_{j}$ for $n+k+1 \leq j \leq 2 n+1-b$.

For (i), let $\mathrm{a}+1 \leq \mathrm{j} \leq \mathrm{k}$ and consider first such $f_{j}$ against $e_{i}$ with $1 \leq i \leq a+1$, where we have $i \leq j \leq i+n$. If $i<j$ every $a_{i, j}=-1$, and if $\mathrm{i}=\mathrm{j}=\mathrm{a}+1$ then $\mathrm{a}_{\mathrm{i}, \mathrm{j}}=\mathrm{w}=-1$ also. Next consider such $f_{j}$ against $e_{i}$ with $k \leq i \leq n+a+1$, where we have $j \leq i \leq j+n$. If $j<i$ then $a_{i, j}=1$, and if $j=i=k$ then $a_{i, j}=1$ by hypothesis. Finally, for $e_{i}$ with $i \geq n+k+1$ all $a_{i, j}=-v$. Thus the $f_{j}$ in this group are equivalent against $W_{1}$.
(ii) Let $k+1 \leq j \leq n-b$. For $e_{i}$ in $W_{1}^{1}$ we have $i<j \leq i+n$, so every $a_{i, j}=-1$. For $e_{i}$ in $w_{1}^{2}$, $j<i \leq j+n$ and every $a_{i, j}=1$. For $e_{i}$ in $w_{1}^{3}, i>j+n$ so every $a_{i, j}=-v$. Thus all $f_{j}$ in this group are equivalent against $W_{1}$.
(iii) Let $n+a+2 \leq j \leq n+k$. For $e_{i}$ with
$1 \leq i \leq a+1$, we have $j>i+n$ so every $a_{i, j}=v$. For $e_{i}$ with $k \leq i \leq n+a+1, i<j \leq i+n$ and every $a_{i, j}=-1$. For the remaining $e_{i}$ in $W_{1}$ we have $j<i \leq j+n$ so that every $a_{i, j}=1$. Thus the $f_{j}$ in this group too are equivalent against all of $W_{1}$.
(iv) Let $n+k+1 \leq j \leq 2 n+1-b$. For $e_{i}$ in $w_{1}^{1}$ every $a_{i, j}=v . \quad$ For $e_{i}$ in $W_{1}^{2}$ we have $i \leq j \leq i+n$. If $i<j$ then $a_{i, j}=-1$, and if $i=j=n+k+1$, then $a_{i, j} \geq-1$, so $f_{2 n+1-b}$ dominates. For $e_{i}$ in $W_{1}^{3}$ we have $j \leq i \leq j+n$. If $j<i$ then $a_{i, j}=1$, and if $j=i=2 n+1-b$ then $a_{i, j}=0$, so $f_{2 n+1-b}$ dominates. Thus $f_{2 n+1-b}$ dominates the $f_{j}$ in this group against all $e_{i}$ in $W_{1}$, and the proof is complete.

The remaining subcase which reduces to a game of odd order is ivC with + on the right.

THEOREM 8.8. Assume that $a \leq c, b<d, w=x=$ $y=z=-1$, and that for some $k$ with $c+4 \leq k \leq n-d-1$, +1 occurs on the diagonal in position $n+k$. Let

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: 1 \leq i \leq a+1\right\} \cup\left\{a_{k}\right\} \\
& W_{1}^{2}=\left\{e_{i}: n+1-b \leq i \leq n+a+1\right\} \cup\left\{a_{n+k}\right\} \\
& W_{1}^{3}=\left\{e_{i}: 2 n+1-b \leq i \leq 2 n+1\right\}
\end{aligned}
$$

$$
\begin{aligned}
& W_{2}^{1}=\left\{f_{j}: 1 \leq j \leq a+1\right\}, \\
& W_{2}^{2}=\left\{f_{j}: n-b \leq j \leq n+a+2\right\}, \\
& W_{2}^{3}=\left\{f_{j}: 2 n+1-b \leq i \leq 2 n+1\right\},
\end{aligned}
$$

and $W_{i}=W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}$ for $i=1,2$. Then mixed strategies which are optimal for the $(2 a+2 b+5)$ by $(2 a+2 b+5)$ subgame on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \tilde{\mathrm{W}}_{2}$. The reduced game is the balanced game with diagonal (8.0.5C).

PROOF. The matrix is shown in Figure 8. We show first that against $W_{2}$ each $e_{i}$ in $\tilde{W}_{1} \backslash W_{1}$ is dominated by an element of $W_{1}$, as follows:
(i) $e_{k}$ dominates $e_{i}$ for $a+2 \leq i \leq n-b$, and
(ii) $e_{n+k}$ dominates $e_{i}$ for $n+a+2 \leq i \leq 2 n-b$. For (i), let $\mathrm{a}+2 \leq \mathrm{i} \leq \mathrm{n}-\mathrm{b}$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$. Then $j<i \leq j+n$, and therefore every $a_{i, j}=1$. For $f_{j}$ in $W_{2}^{2}$ we have $i \leq j \leq i+n$. If $i<j$ then $a_{i, j}=-1$, and if $i=j$ $=n-b$ then $a_{i, j}=x=-1$ also. For $f_{j}$ in $W_{2}^{3}$ we have $j>i+n$ and hence every $a_{i, j}=v$. Thus the $e_{i}$ in this group are equivalent against $W_{2}$.
(ii) Let $n+a+2 \leq i \leq 2 n-b$. For $f_{j}$ in $W_{2}^{1}$ we have $i>j+n$, so every $a_{i, j}=-v$. For $f_{j}$ in $w_{2}^{2}$ we have $j \leq i \leq j+n$. If $j<i$ then $a_{i, j}=1$, and if $j=i=$

$n+a+2$ then $a_{i, j} \leq 1$, so $e_{n+k}$ dominates. For $f_{j}$ in $w_{2}^{3}$ we have $i<j \leq i+n$, whence every $a_{i, j}=-1$. Thus $e_{n+k}$ dominates the $e_{i}$ in this group against all of $W_{2}$.

To complete the proof we show that against $\mathrm{w}_{1}$ each $f_{j}$ in $\tilde{W}_{2} \backslash W_{2}$ is dominated by one in $W_{2}$, as follows:
(i) $\quad f_{a+1}$ dominates $f_{j}$ for $a+1 \leq j \leq k-1$,
(ii) $f_{n-b}$ dominates $f_{j}$ for $k \leq j \leq n-b$,
(iii) $f_{n+a+2}$ dominates $f_{j}$ for $n+a+2 \leq j \leq n+k$, and
(iv) $f_{2 n+1-b}$ dominates $f_{j}$ for $n+k+1 \leq j \leq 2 n+1-b$.

For (i), let $a+1 \leq j \leq k-1$, and consider first such $f_{j}$ against $e_{i}$ with $i \leq a+1$. If $i<a+1$ then $i<j \leq i+n$, and every $a_{i, j}=-1$. If $i=j=a+1$ then $a_{i, j}=w=-1$ also. Next consider such $f_{j}$ against $e_{i}$ with $\mathrm{k} \leq \mathrm{i} \leq \mathrm{n}+\mathrm{a}+1$. Then $\mathrm{j}<\mathrm{i} \leq \mathrm{j}+\mathrm{n}$, so every $a_{i, j}=1$. For the remaining $e_{i}$ in $W_{1}$ we have $i>j+n$ so that every $a_{i, j}=-v$. Thus the $f_{j}$ in this group are equivalent against all of $W_{1}$.
(ii) Let $k \leq j \leq n-b$. For $e_{i}$ in $w_{1}^{1}$ we have $i \leq j \leq i+n$. If $i<j$ then $a_{i, j}=-1$, and if $i=$ $j=k$, then $a_{i, j} \geq-1$, so $f_{n-b}$ dominates. For $e_{i}$ in $w_{1}^{2}$ we have $j<i \leq j+n$, and every $a_{i, j}=1$. For $e_{i}$ in $w_{1}^{3}$, $i>j+n$ so every $a_{i, j}=-v$. Thus $f_{n-b}$ dominates in this group against all $\mathrm{w}_{1}$.
(iii) Let $n+a+2 \leq j \leq n+k$. Then for $e_{i}$ with $i \leq a+1$, every $a_{i, j}=v$. For $e_{i}$ with $k \leq i \leq n+a+1$ we have $i<j \leq i+n$, so that every $a_{i, j}=-1$. For the remaining $e_{i}$ in $W_{1}, j \leq i \leq j+n$. If $j<i$ then $a_{i, j}=1$, and if $j=i=n+k$ then $a_{i, j}=1$ by hypothesis. Thus the $f_{j}$ in this group are equivalent against $W_{1}$. (iv) Let $n+k+1 \leq j \leq 2 n+1-b$. For $e_{i}$ in $W_{1}^{1}$ we have $j>i+n$ so every $a_{i, j}=v$. For $e_{i}$ in $w_{1}^{2}$, $i<j \leq i+n$, and every $a_{i, j}=-1$. For $e_{i}$ in $w_{1}^{3}$ we have $j \leq i \leq j+n$. If $j<i$ then $a_{i, j}=1$, and if $j=i=$ $2 n+1-b$ then $a_{i, j}=0$, so $f_{2 n+1-b}$ dominates. Thus $f_{2 n+1-b}$ dominates the $f_{j}$ in this group against all of $W_{1}$, and the proof is complete.
9. Reduction of balanced games to even order.

In this section we describe the reduction of the remaining eighteen of the 36 cases in (8.0.3), (8.0.4) and (8.0.7). There are again four types of reduced game, corresponding to (A), (B), (C) and (D) in (8.0.4). In our description of these, the first nonzero main-diagonal element is again always -1 , and. off-diagonal zeros are concentrated in a middle segment of the first subdiagonal. The remainder of the matrix is the same in all cases, and may be described by the diagram in Figure 9.


Figure 9.
If the order of the reduced game is $2 \mathrm{n}^{*}$, then each element of the $\mathrm{n}^{*}$ by $\mathrm{n}^{*}$ triangle in the upper right corner is $v$, and each element in the $s^{*}$ by $s^{*}$ triangle
in the lower left corner is $-v$. (Here $s^{*}=n^{*}-1$. )
Between the main diagonal and the upper right triangle are $s^{*}$ diagonals, each element of which is -1 , and between the first subdiagonal and the lower left triangle are $s^{*}$ diagonals, each element of which is 1. The four patterns on the main diagonal and first subdiagonal are


Our first theorem here deals with cases (iiB), (viB), (iiiB), (viiB) and (x). The theorem does not assume $w=-1$, and actually applies directly to (iiiB)' and (viiB)', where the sign sequences are opposite to those in (iii) and (vii). Cases (iiiB) and (viiB) are obtained then by interchanging the roles of the players.

THEOREM 9.1. Assume that $\mathrm{y}=1, \mathrm{z}=-1$, $\mathrm{a}>\mathrm{c}$ and $\mathrm{b} \geq \mathrm{d}$. (We do not assume that $\mathrm{w}=-1$.) Let

$$
\mathrm{w}_{1}^{1}=\left\{\mathrm{e}_{\mathrm{i}}: 1 \leq \mathrm{i} \leq \mathrm{c}+2\right\},
$$

$$
\begin{aligned}
& W_{1}^{2}=\left\{e_{i}: n+1-d \leq i \leq n+c+2\right\}, \\
& W_{1}^{3}=\left\{e_{i}: 2 n+2-d \leq i \leq 2 n+1\right\}, \\
& W_{2}^{1}=\left\{f_{j}: 1 \leq j \leq c+1\right\}, \\
& W_{2}^{2}=\left\{f_{j}: n+1-d \leq j \leq n+c+2\right\}, \\
& W_{2}^{3}=\left\{f_{j}: 2 n+1-d \leq j \leq 2 n+1\right\},
\end{aligned}
$$

and $W_{i}=W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}$ for $i=1,2$. Then optimal
strategies for the $(2 c+2 d+4)$ by $(2 c+2 d+4)$ subgame on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \tilde{W}_{2}$. The reduced game is of type (9.0.1B).

PROOF. We show first that against $W_{2}$, each element of $\tilde{W}_{1} \backslash W_{1}$ is dominated by an element of $W_{1}$, as follows:
(i) $e_{c+2}$ dominates $e_{i}$ for $c+2 \leq i \leq n-d$, and
(ii) $e_{n+c+2}$ dominates $e_{i}$ for $n+c+2 \leq i \leq 2 n+1-d$. (See Figure 10 for the payoff matrix of the game.) For (i), let $\mathrm{c}+2 \leq \mathrm{i} \leq \mathrm{n}-\mathrm{d}$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$. Since $j \leq c+1<i<n+j$, every $a_{i, j}=1$. Next consider such $e_{i}$ against $f_{j}$ in $W_{2}^{2}$. Now $\mathrm{i}<\mathrm{n}+1-\mathrm{d} \leq \mathrm{j} \leq \mathrm{n}+\mathrm{c}+2 \leq \mathrm{i}+\mathrm{n}$, and every $\mathrm{a}_{\mathrm{i}, \mathrm{j}}=-1$. For $f_{j}$ in $W_{2}^{3}$ we have $j>n+i$, so that every $a_{i, j}=v$. Thus, against $W_{2}$ all $e_{i}$ in this group are in fact equivalent.

Figure 10. Matrix for game in Theorem 9.1.
(ii) Let $\mathrm{n}+\mathrm{c}+2 \leq \mathrm{i} \leq 2 \mathrm{n}+1-\mathrm{d}$, and consider first such $e_{1}$ against $f_{j}$ in $W_{2}^{1}$. Here $j \leq c+1$, so $i>n+j$ and every $\mathrm{a}_{\mathrm{i}, \mathrm{j}}=-v$. Next consider such $\mathrm{e}_{\mathrm{i}}$ against $\mathrm{f}_{\mathrm{j}}$ in $w_{2}^{2}$. Then $j \leq i \leq j+n$. If $j<i$ then $a_{i, j}=1$, and if $j=i=n+c+2$ then $a_{i, j}=y=1$ by hypothesis. Last, consider such $e_{i}$ against $f_{j}$ in $W_{2}^{3}$, where we have $i \leq j<i+n$. If $i<j$ then $a_{i, j}=-1$, and if $i=j=$ $2 n+1-d$, then $a_{i, j}=z=-1$ by hypothesis. Thus, against $W_{2}$ all $e_{i}$ in this group are equivalent. We complete the proof by showing that against $W_{1}$, each element of $\widetilde{W}_{2} \backslash W_{2}$ is dominated by an element of $W_{2}$, as follows:
(i) $f_{n+1-d}$ dominates $f_{j}$ for $c+2 \leq j \leq n+1-d$, and
(ii) $f_{2 n+1-d}$ dominates $f_{j}$ for $n+c+3 \leq j \leq 2 n+1-d$. For (i), let $\mathrm{c}+2 \leq \mathrm{j} \leq \mathrm{n}+1-\mathrm{d}$, and consider first such $f_{j}$ against $e_{i}$ in $W_{1}^{1}$. Then $i \leq j \leq i+n$. If $i<j$ then $a_{i, j}=-1$, and if $i=j=c+2$, then $a_{i, j} \geq-1$, so $f_{n+1-d}$ dominates. Next consider such $f_{j}$ against $e_{i}$ in $w_{1}^{2}$. Then $j \leq i \leq j+n$. If $j<i$ we have $a_{i, j}=1$, and if $j=i=n+1-d$, then $a_{i, j}=0$ since $b \geq d$. Thus $a_{i, n+1-d} \leq a_{i, j}$ in each case. Last, consider such $f_{j}$ against $e_{i}$ in $W_{1}^{3}$. Then $i>j+n$ so that every $a_{i, j}=-v$.

Thus $f_{n+1-d}$ dominates the other $f_{j}$ in this group against all of $W_{1}$.
(ii) Let $n+c+3 \leq j \leq 2 n+1-d$, and consider first such $f_{j}$ against $e_{i}$ in $W_{1}^{1}$. Then $j>n+i$, and each $a_{i, j}=v$. For $e_{i}$ in $W_{1}^{2}$ we have $i<j \leq i+n$, so that each $a_{i, j}=-1$. Finally, for $e_{i}$ in $W_{1}^{3}$ we have $j<i<j+n$ and every $a_{i, j}=1$. Thus all $f_{j}$ in this group are equivalent against $W_{1}$, and the proof is complete. $\square$

The next theorem deals with cases (vC), (vic), (viic), (viiic) and (xii).

THEOREM 9.2. Assume that $w=-1, x=1, a \leq c$ and $\mathrm{b}<\mathrm{d}$. Let

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: 1 \leq i \leq a+1\right\} \\
& W_{1}^{2}=\left\{e_{i}: n-b \leq i \leq n+a+1\right\} \\
& W_{1}^{3}=\left\{e_{j}: 2 n+1-b \leq i \leq 2 n+1\right\} \\
& W_{2}^{1}=\left\{f_{j}: 1 \leq j \leq a+1\right\} \\
& W_{2}^{2}=\left\{f_{j}: n+1-b \leq j \leq n+a+2\right\} \\
& W_{2}^{3}=\left\{f_{j}: 2 n+1-b \leq j \leq 2 n+1\right\}
\end{aligned}
$$

and $W_{i}=W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}, i=1,2$. Then optimal strategies for the $(2 a+2 b+4)$ by $(2 a+2 b+4)$ subgame on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \mathbb{W}_{2}$. The reduced game is of type (9.0.1C).

PROOF. We show first that against $W_{2}$, each element of $\tilde{W}_{1} \backslash W_{1}$ is dominated by an element of $W_{1}$, as follows:
(i) $e_{n-b}$ dominates $e_{i}$ for $a+2 \leq i \leq n-b$, and
(ii) $e_{2 n+1-b}$ dominates $e_{i}$ for $n+a+2 \leq i \leq 2 n+1-b$. (See Figure 11 for the payoff matrix.)

For (i), let $a+2 \leq i \leq n-b$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$. Since $j \leq a+1$ we have $j<i<j+n$, and every $a_{i, j}=1$. For $f_{j}$ in $w_{2}^{2}$, $i<j \leq i+n$, so that every $a_{i, j}=-1$, and for $f_{j}$ in $w_{2}^{3}$, $j>i+n$ and therefore every $a_{i, j}=v$. Thus, against $W_{2}$ these $e_{i}$ are equivalent.
(ii) Let $n+a+2 \leq i \leq 2 n+1-b$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$. Since $i>j+n$, every $a_{i, j}=-v$. For $f_{j}$ in $W_{2}^{2}$ we have $j \leq i \leq j+n$. If $j<i$ then $a_{i, j}=1$, and if $j=i=n+a+2$ then $a_{i, j} \leq 1$, so against $W_{2}^{2}, e_{2 n+1-b}$ dominates the $e_{i}$ in this group. For $f_{j}$ in $W_{2}^{3}$ we have $i \leq j \leq i+n$. If $i<j$ each $a_{i, j}=-1$, and if $i=j=2 n+1-b$ then $a_{i, j}=0$. Thus $e_{2 n+1-b}$ dominates the $e_{i}$ in this group against all $f_{j}$ in $W_{2}$.

Figure 11. Matrix for game in Theorem 9.2.

To complete the proof we show that against $\mathrm{W}_{1}$ each element of $\tilde{W}_{2} \backslash W_{2}$ is dominated by one in $W_{2}$, as follows:
(i) $f_{a+1}$ dominates $f_{j}$ for $a+1 \leq j \leq n-b$, and
(ii) $f_{n+a+2}$ dominates $f_{j}$ for $n+a+2 \leq j \leq 2 n-b$.

For (i), let $a+1 \leq j \leq n-b$, and consider first such $f_{j}$ against $e_{i}$ in $W_{1}^{1}$, where we have $i \leq j<i+n$. If $i<j$ each $a_{i, j}=-1$, and if $i=j=a+1$ then $a_{i, j}=$ $w=-1$ by hypothesis, so, against $w_{1}^{1}$ all $f_{j}$ in this group are equivalent. Next consider such $f_{j}$ against $e_{i}$ in $W_{1}^{2}$, where we have $j \leq i \leq j+n$. If $j<i$ then $a_{i, j}=1$, and if $j=i=n-b$ then $a_{i, j}=x=1$ by hypothesis, so against $W_{1}^{2}$ these $f_{j}$ are again equivalent. For $e_{i}$ in $W_{1}^{3}$, $i>j+n$, so every $a_{i, j}=$ $-v$. Thus all $f_{j}$ in this group are equivalent against $W_{1}$.
(ii) Let $n+a+2 \leq j \leq 2 n-b$. For $e_{i}$ in $W_{1}^{1}$ we have $j>i+n$, so that every $a_{i, j}=v$. For $e_{i}$ in $W_{1}^{2}, i<j$ $\leq i+n$ and hence every $a_{i, j}=-1$. For $e_{i}$ in $w_{1}^{3}$ we have $j<i<j+n$, and every $a_{i, j}=1$. Thus all $f_{j}$ in this group are equivalent against $\mathrm{W}_{1}$, and the proof is complete.

The next theorem handles cases (vD) and (viD).

THEOREM 9.3. Assume that $w=-1, x=y=1$, $\mathrm{a}>\mathrm{c}$ and $\mathrm{b}<\mathrm{d}$. Let

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: 1 \leq i \leq c+2\right\} \\
& W_{1}^{2}=\left\{e_{i}: n-b \leq i \leq n+c+2\right\}, \\
& W_{1}^{3}=\left\{e_{i}: 2 n+1-b \leq i \leq 2 n+1\right\}, \\
& W_{2}^{1}=\left\{f_{j}: 1 \leq j \leq c+1\right\} \cup\left\{f_{a+1}\right\}, \\
& W_{2}^{2}=\left\{f_{j}: n+1-b \leq j \leq n+c+2\right\} \cup\left\{f_{n+a+2}\right\}, \\
& W_{2}^{3}=\left\{f_{j}: 2 n+1-b \leq j \leq 2 n+1\right\},
\end{aligned}
$$

and $W_{i}=W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}$ for $i=1,2$. Then optimal
strategies for the $(2 b+2 c+6)$ by $(2 b+2 c+6)$ subgame on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \tilde{W}_{2}$. The reduced game is of type (9.0.1D).

PROOF. We show first that against $W_{2}$, each element of $\tilde{W}_{1} \backslash W_{1}$ is dominated by an element of $W_{1}$, as follows:
(i) $e_{c+2}$ dominates $e_{j}$ for $c+2 \leq i \leq a+1$,
(ii) $e_{n-b}$ dominates $e_{i}$ for $a+2 \leq i \leq n-b$,
(iii) $e_{n+c+2}$ dominates $e_{j}$ for $n+c+2 \leq i \leq n+a+1$,
and
(iv) $e_{2 n+1-b}$ dominates $e_{i}$ for $n+a+2 \leq i \leq 2 n+1-b$.
(See Figure 12 for the matrix of the game.)
For (i), let $c+2 \leq i \leq a+1$, and consider first such $e_{i}$ against $f_{j}$ with $j \leq c+1$. Then $j<i<j+n$ and

every $a_{i, j}=1$. Next consider such $e_{i}$ against $f_{j}$ with $a+1 \leq j \leq n+c+2$, where we have $i \leq j \leq i+n$. If $i<j$ then $a_{i, j}=-1$, and if $i=j=a+1$ then $a_{i, j}=w=-1$ also. Lastly consider such $e_{i}$ against $f_{j}$ with $n+a+2$ $\leq j \leq 2 n+1$. Then $j>i+n$, so every $a_{i, j}=v$. Thus against $W_{2}$ all $e_{i}$ in this group are equivalent.
(ii) Let $a+2 \leq i \leq n-b$. For $f_{j}$ in $W_{2}^{1}$ we have $j<i<j+n$, and every $a_{i, j}=1$. For $f_{j}$ in $W_{2}^{2}$ we have $i<j \leq i+n$ so that every $a_{i, j}=-1$, and for $f_{j}$ in $W_{2}^{3}$, $j>i+n$ and every $a_{i, j}=v$. Thus all $e_{i}$ in this group are equivalent against $W_{2}$.
(iii) Let $n+c+2 \leq i \leq n+a+1$. For $j \leq c+1$ we have $i>n+j$ so every $a_{i, j}=-v$. For $a+1 \leq j \leq n+c+2$ we have $j \leq i \leq j+n$. If $j<i$ then $a_{i, j}=1$ in every case, and if $j=i=n+c+2$ then $a_{i, j}=y=1$. For $j \geq$ $n+a+2$ we have $i<j<i+n$, and hence every $a_{i, j}=-1$. Thus all $e_{i}$ in this group are equivalent against $W_{2}$. (iv) Let $n+a+2 \leq i \leq 2 n+1-b$. For $f_{j}$ in $W_{2}^{1}$ we have $i>j+n$ so every $a_{i, j}=-v$. For $f_{j}$ in $W_{2}^{2}$ we have $j \leq i \leq j+n$. If $j<i$ then each $a_{i, j}=1$, and if $j=i$ $=n+a+2$ then $a_{i, j} \leq 1$, so $e_{2 n+1-b}$ dominates. For $f_{j}$ in $w_{2}^{3}$ we have $i \leq j<i+n$. If $i<j$ then $a_{i, j}=-1$, and if
$i=j=2 n+1-b$ then $a_{i, j}=0$, so again $e_{2 n+1-b}$ dominates. Thus against all $f_{j}$ in $W_{2}, e_{2 n+1-b}$ dominates the $e_{i}$ in this group.

To complete the proof we show that against $W_{1}$, each element of $\tilde{W}_{2} \backslash W_{2}$ is dominated by an element of $W_{2}$, as follows:
(i) $f_{a+1}$ dominates $f_{j}$ for $c+2 \leq j \leq n-b$, and
(ii) $f_{n+a+2}$ dominates $f_{j}$ for $n+c+3 \leq j \leq 2 n-b$.

For (i), let $\mathrm{c}+2 \leq \mathrm{j} \leq \mathrm{n}-\mathrm{b}$, and consider first such $f_{j}$ against $e_{i}$ in $W_{1}^{1}$, where $i \leq j \leq i+n$. If $i<j$ then every $a_{i, j}=-1$. If $i=j=c+2<a+1$ then $a_{i, j}=0$, and if $i=j=c+2=a+1$ then $a_{i, j}=w=-1$. In every case, $f_{a+1}$ dominates. Next consider such $f_{j}$ against $e_{i}$ in $W_{1}^{2}$, where $j \leq i \leq j+n$. If $j<i$ then $a_{i, j}=1$, and if $j=i=n-b$, then $a_{i, j}=x=1$, so all $f_{j}$ in this group are equivalent against $W_{1}^{2}$. For $e_{i}$ in $w_{1}^{3}$ we have $i>j+n$, so that every $a_{i, j}=-v$. Thus, against all $e_{i}$ in $W_{1}, f_{a+1}$ dominates the $f_{j}$ in this group.
(ii) Let $n+c+3 \leq j \leq 2 n-b$. For $e_{i}$ in $W_{1}^{1}$ we have $j>n+i$, so every $a_{i, j}=v$. For $e_{i}$ in $w_{1}^{2}, i<j \leq i+n$, and every $a_{i, j}=-1$. For $e_{i}$ in $w_{1}^{3}$ we have $j<i$, and
therefore every $a_{i, j}=1$. Thus the $f_{j}$ in this group are equivalent against all $e_{i}$ in $W_{1}$, and the proof is complete. $\square$

The next theorem takes care of cases (viA) and (viiiA).

THEOREM 9.4 Assume that $w=-1, x=1, z=-1$, $\mathrm{a} \leq \mathrm{c}$ and $\mathrm{b} \geq \mathrm{d}$. Let

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: 1 \leq i \leq a+1\right\}, \\
& W_{1}^{2}=\left\{e_{n-b}\right\} \cup\left\{e_{i}: n+1-d \leq i \leq n+a+1\right\}, \\
& W_{1}^{3}=\left\{e_{2 n+1-b}\right\} \cup\left\{e_{i}: 2 n+2-d \leq i \leq 2 n+1\right\} \\
& W_{2}^{1}=\left\{f_{j}: 1 \leq j \leq a+1\right\}, \\
& W_{2}^{2}=\left\{f_{j}: n+1-d \leq j \leq n+a+2\right\} \\
& W_{2}^{3}=\left\{f_{j}: 2 n+1-d \leq j \leq 2 n+1\right\},
\end{aligned}
$$

and $W_{i}=W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}$ for $i=1,2$. Then optimal strategies for the $(2 a+2 d+4)$ by $(2 a+2 d+4)$ subgame on $\mathrm{W}_{1} \times \mathrm{W}_{2}$ are optimal for the full game on $\tilde{\mathrm{W}}_{1} \times \tilde{\mathrm{W}}_{2}$. The reduced game is of type (9.0.1A).

PROOF. We show first that against $W_{2}$, every element of $\widetilde{W}_{1} \backslash W_{1}$ is dominated by an element of $W_{1}$, as follows:
(i) $e_{n-b}$ dominates all $e_{i}$ with $a+2 \leq i \leq n-d$, and
(ii) $e_{2 n+1-b}$ dominates all $e_{i}$ with $n+a+2 \leq i \leq$ $2 n+1-d$.
(See Figure 13 for the matrix of the game.)
For (i), let $a+2 \leq i \leq n-d$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$. Then $j<i<j+n$, so that each $a_{i, j}=1$. For $f_{j}$ in $W_{2}^{2}$ we have $i<j \leq i+n$, so each $a_{i, j}=-1$, and for $f_{j}$ in $W_{2}^{3}, j>i+n$ and each $a_{i, j}=v$. Thus against $W_{2}$, all $e_{i}$ in this group are equivalent.
(ii) Let $n+a+2 \leq i \leq 2 n+1-d$. For $f_{j}$ in $W_{2}^{1}$ we have $i>j+n$, so that every $a_{i, j}=-v$. For $f_{j}$ in $w_{2}^{2}$, $\mathrm{j} \leq \mathrm{i} \leq \mathrm{j}+\mathrm{n}$. If $\mathrm{j}<\mathrm{i}$ then $\mathrm{a}_{\mathrm{i}, \mathrm{j}}=1$, and if $\mathrm{j}=\mathrm{i}=$ $n+a+2$, then $a_{i, j} \leq 1$, so $e_{2 n+1-b}$ dominates. For $f_{j}$ in $w_{2}^{3}$ we have $i \leq j<i+n$. If $i<j$ then $a_{i, j}=-1$, and if $i=j=2 n+1-d$ then $a_{i, j}=z=-1$. Thus $e_{2 n+1-b}$ dominates the $e_{i}$ in this group against all $f_{j}$ in $W_{2}$. To complete the proof we show that against $W_{1}$, every element of $\tilde{W}_{2} \backslash W_{2}$ is dominated by an element of $\mathrm{W}_{2}$, as follows:
(i) $\quad f_{a+1}$ dominates $f_{j}$ for $a+1 \leq j \leq n-b$,
(ii) $f_{n+1-d}$ dominates $f_{j}$ for $n+1-b \leq j \leq n+1-d$,
(iii) $f_{n+a+2}$ dominates $f_{j}$ for $n+a+2 \leq j \leq 2 n-b$,
and

*     * 


(iv) $f_{2 n+1-d}$ dominates $f_{j}$ for $2 n+1-b \leq j \leq 2 n+1-d$. For (i), let $a+1 \leq j \leq n-b$, and consider first such $f_{j}$ against $e_{i}$ in $W_{1}^{1}$, where $i \leq j \leq i+n$. If $i<j$ then $a_{i, j}=-1$, and if $i=j=a+1$, then $a_{i, j}=w=-1$, so all $f_{j}$ in this group are equivalent against $W_{1}^{1}$. For $e_{i}$ in $w_{1}^{2}$ we have $j \leq i \leq j+n$. If $j<i$, each $a_{i, j}=$ 1 , and if $j=i=n-b$ then $a_{i, j}=x=1$, so against $w_{1}^{2}$ all $f_{j}$ in this group are equivalent. For $e_{i}$ in $W_{1}^{3}$ we have $i>j+n$, whence every $a_{i, j}=-v$. Thus, against all $e_{i}$ in $W_{1}$ the $f_{j}$ in this group are equivalent.
(ii) Let $\mathrm{n}+1-\mathrm{b} \leq \mathrm{j} \leq \mathrm{n}+1-\mathrm{d}$, and consider first such $f_{j}$ against $e_{i}$ with $i \leq n-b$. Then $i<j \leq i+n$, so each $a_{i, j}=-1$. For $e_{i}$ with $n+1-d \leq i \leq 2 n+1-b$ we have $j \leq i \leq j+n$. If $j<i$ then $a_{i, j}=1$, and if $j=i=$ $n+1-d$ then $a_{i, j} \leq 1$, so $f_{n+1-d}$ dominates. For $e_{i}$ with $\mathrm{i} \geq 2 \mathrm{n}+2$-d we have $\mathrm{i}>\mathrm{j}+\mathrm{n}$, and every $\mathrm{a}_{\mathrm{i}, \mathrm{j}}=-v$. Thus, against all $e_{i}$ in $W_{1}, f_{n+1 \cdot d}$ dominates the $f_{j}$ in this group.
(iii) Let $n+a+2 \leq j \leq 2 n-b$. For $e_{i}$ in $w_{1}^{1}$ we have $j>i+n$, so every $a_{i, j}=v$. For $e_{i}$ in $W_{1}^{2}, i<j$ $\leq j+n$ and every $a_{i, j}=-1$. For $e_{i}$ in $w_{1}^{3}, j<i \leq j+n$ and every $a_{i, j}=1$. Thus against $W_{1}$, all $f_{j}$ in this group are equivalent.
(iv) Let $2 \mathrm{n}+1-\mathrm{b} \leq \mathrm{j} \leq 2 \mathrm{n}+1-\mathrm{d}$. For $\mathrm{i} \leq \mathrm{n}-\mathrm{b}$ we have all $a_{i, j}=v$. For $n+1-d \leq i \leq 2 n-b$ we have $i<j$ $\leq n+i$ so that $a_{i, j}=-1$, and if $i=j=2 n+1-b$ then $a_{i, j}$ $\geq-1$, so $f_{2 n+1-d}$ dominates in this group against all $e_{i}$ in $W_{1}$ with $i \leq 2 n+1-b$. For the remaining $e_{i}$ in $W_{1}$ we have $j<i \leq j+n$, and every $a_{i, j}=1$. Thus $f_{2 n+1-d}$ dominates the $f_{j}$ in this group against all $e_{i}$ in $W_{1}$, and the proof is complete. $\quad$ a

The next theorem deals with the single case (iiA).
THEOREM 9.5. Assume that $\mathrm{w}=\mathrm{x}=-1, \mathrm{y}=1$,
$\mathrm{z}=-1, \mathrm{a} \leq \mathrm{c}$ and $\mathrm{b} \geq \mathrm{d}$. Let

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: 1 \leq i \leq a+1\right\} \cup\left\{e_{c+2}\right\}, \\
& W_{1}^{2}=\left\{e_{i}: n+1-d \leq i \leq n+a+1\right\} \cup\left\{e_{n+c+2}\right\}, \\
& W_{1}^{3}=\left\{e_{i}: 2 n+2-d \leq i \leq 2 n+1\right\}, \\
& W_{2}^{1}=\left\{f_{i}: 1 \leq i \leq a+1\right\}, \\
& W_{2}^{2}=\left\{f_{i}: n+1-d \leq i \leq n+a+2\right\}, \\
& W_{2}^{3}=\left\{f_{i}: 2 n+1-d \leq i \leq 2 n+1\right\},
\end{aligned}
$$

and $W_{i}=W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}$, for $i=1,2$. Then optimal
strategies for the $(2 a+2 d+4)$ by $(2 a+2 d+4)$ subgame on $\mathrm{W}_{1} \times \mathrm{W}_{2}$ are optimal for the full game on $\tilde{\mathrm{W}}_{1} \times \widetilde{\mathrm{W}}_{2}$. The reduced game is of type (9.0.1A).

PROOF. We show first that against $W_{2}$, every element of $\tilde{W}_{1} \backslash W_{1}$ is dominated by an element of $W_{1}$, as follows:
(i) $e_{c+2}$ dominates all $e_{i}$ with $a+2 \leq i \leq n-d$, and
(ii) $e_{n+c+2}$ dominates all $e_{i}$ with $n+a+2 \leq i \leq$ $2 n+1-d$.
(See Figure 14 for the payoff matrix of this game.)
For (i), let $a+2 \leq 1 \leq n-d$. For $f_{j}$ in $W_{2}^{1}$ we have $j<i \leq j+n$ so that every $a_{i, j}=1$, and for $f_{j}$ in $W_{2}^{2}$, $i<j \leq i+n$ and every $a_{i, j}=-1$. For $f_{j}$ in $W_{2}^{3}, j>i+n$ and every $a_{i, j}=v$. Thus against all $f_{j}$ in $W_{1}$ the $e_{i}$ in this group are equivalent.
(ii) Let $n+a+2 \leq i \leq 2 n+1-d$. For $f_{j}$ in $W_{2}^{1}$, $i>$ $j+n$ so that every $a_{i, j}=-v$. For $f_{j}$ in $W_{2}^{2}$ we have $j \leq$ $i \leq j+n$. If $j<i$ every $a_{i, j}=1$, and if $i=j=n+a+2$ then $a_{i, j} \leq 1$, so $e_{n+c+2}$ dominates. (Note that if $a=c$ and $i=j=n+a+2$ then $\left.a_{i, j}=Y=1.\right)$ For $f_{j}$ in $W_{2}^{3}, i \leq$ $j \leq i+n$. If $i<j$ then every $a_{i, j}=-1$, and if $i=j=$ $2 n+1-d$ then $a_{i, j}=z=-1$ also. Thus against all of $W_{2}$, $e_{n+c+2}$ dominates the $e_{i}$ in this group.

To complete the proof we show that against $W_{1}$ every element of $\tilde{W}_{2} \backslash W_{2}$ is dominated by one in $W_{2}$, as follows:

(i) $\quad f_{a+1}$ dominates $f_{j}$ for $a+1 \leq j \leq c+1$,
(ii) $f_{n+1-d}$ dominates $f_{j}$ for $c+2 \leq j \leq n+1-d$,
(iii) $f_{n+a+2}$ dominates $f_{j}$ for $n+a+2 \leq j \leq n+c+2$,
and
(iv) $f_{2 n+1-d}$ dominates $f_{j}$ for $n+c+3 \leq j \leq 2 n+1-d$.

For (i), let $a+1 \leq j \leq c+1$, and consider first such $f_{j}$ against $e_{i}$ with $i \leq a+1$. If $i<a+1$ every $a_{i, j}=-1$, and if $i=j=a+1$ then $a_{i, j}=w=-1$, so these $f_{j}$ are equivalent against this set of $e_{i}$. Next consider such $f_{j}$ against $e_{i}$ with $c+2 \leq i \leq n+a+1$. Then $j<i \leq j+n$, so every $a_{i, j}=1$. For $i \geq n+c+2$ we have $i>j+n$ and therefore every $a_{i, j}=-v$. Thus against all $e_{i}$ in $W_{1}$ the $f_{j}$ in this group are equivalent.
(ii) Let $\mathrm{c}+2 \leq \mathrm{j} \leq \mathrm{n}+1-\mathrm{d}$, and consider first such $f_{j}$ against $e_{i}$ in $W_{1}^{1}$, where we have $i \leq j \leq i+n$. If $i<j$ then every $a_{i, j}=-1$, and if $i=j=c+2$ then $a_{i, j} \geq-1$, so $f_{n+1-d}$ dominates. Next consider such $f_{j}$ against $e_{i}$ in $W_{1}^{2}$, where we have $j \leq i \leq n+j$. For $j<i$, every $a_{i, j}=1$, and if $j=i=n+1-d$ then $a_{i, j} \leq 1$, so $f_{n+1-d}$ dominates. For $e_{i}$ in $W_{1}^{3}$ we have $i>j+n$, and every $a_{i, j}=-v$. Thus against all of $w_{1}, f_{n+1-d}$ dominates the $f_{j}$ in this group.
(iii) Let $n+a+2 \leq j \leq n+c+2$. For $i \leq a+1$ every $a_{i, j}=v$, and for $c+2 \leq i \leq n+a+1$ we have $i<j \leq i+n$, so every $a_{i, j}=-1$. For the remaining $e_{i}$ in $W_{1}$ we have $j \leq i \leq j+n . \quad$ If $j<i$ then $a_{i, j}=1$, and if $j=i=$ $n+c+2$ then $a_{i, j}=Y=1$ also, so all $f_{j}$ in this group are equivalent against $W_{1}$.
(iv) Let $n+c+3 \leq j \leq 2 n+1-d$. For $e_{i}$ in $W_{1}^{1}$ we have $j>n+1$, so every $a_{i, j}=v$, and for $e_{i}$ in $W_{1}^{2}, i<$ $j \leq i+n$ so that every $a_{i, j}=-1$. For $e_{i}$ in $W_{1}^{3}, j<i \leq$ $j+n$, and every $a_{i, j}=1$. Thus all $f_{j}$ in this group are equivalent against $W_{1}$, and the proof is complete.

The next theorem deals with the single
case (iiid).
THEOREM 9.6. Assume that $w=x=y=-1, z=1$, $a>c$ and $b<d$. Let

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: 1 \leq i \leq c+1\right\}, \\
& W_{1}^{2}=\left\{e_{n+1-d}\right\} \cup\left\{e_{i}: n+1-b \leq i \leq n+c+2\right\} \\
& W_{1}^{3}=\left\{e_{2 n+1-d}\right\} \cup\left\{e_{i}: 2 n+1-b \leq i \leq 2 n+1\right\} \\
& W_{2}^{1}=\left\{f_{j}: 1 \leq j \leq c+2\right\}, \\
& W_{2}^{2}=\left\{f_{j}: n-b \leq j \leq n+c+2\right\}, \\
& W_{2}^{3}=\left\{f_{j}: 2 n+1-b \leq j \leq 2 n+1\right\},
\end{aligned}
$$

and $W_{i}=W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}$ for $i=1,2$. Then optimal strategies for the $(2 b+2 c+6)$ by $(2 b+2 c+6)$ subgame on
$W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \widetilde{W}_{2}$. The reduced game is of type (9.0.1D).

PROOF. We show first that against $W_{2}$, every element of $\tilde{W}_{1} \backslash W_{1}$ is dominated by an element of $W_{1}$, as follows:
(i) $e_{n+1-d}$ dominates $e_{i}$ for $c+2 \leq i \leq n-b$, and
(ii) $e_{2 n+1-d}$ dominates $e_{i}$ for $n+c+3 \leq i \leq 2 n-b$.
(See Figure 15 for the payoff matrix of the game.)
For (i), let $c+2 \leq i \leq n-b$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$, where we have $j \leq i \leq j+n$. If $j<i$ then every $a_{i, j}=1$, and if $j=i=c+2$ then $a_{i, j} \leq 1$, so $e_{n+1-d}$ dominates.
(ii) Let $n+c+3 \leq i \leq 2 n-b$. For $f_{j}$ in $W_{2}^{1}$ we have $i>j+n$ so every $a_{i, j}=-v$, and for $f_{j}$ in $W_{2}^{2}, j<i \leq$ $j+n$ so that every $a_{i, j}=1$. For $f_{j}$ in $w_{2}^{3}$ we have $i<j$ $\leq i+n$ and every $a_{i, j}=-1$. Thus against $W_{2}$, all $e_{i}$ in this group are equivalent.

To complete the proof we show that against $W_{1}$, each element of $\tilde{W}_{2} \backslash W_{2}$ is dominated by an element of $W_{2}$, as follows:
(i) $f_{c+2}$ dominates $f_{j}$ for $c+2 \leq j \leq n-d$,
(ii) $f_{n-b}$ dominates $f_{j}$ for $n+1-d \leq j \leq n-b$,
(iii) $f_{n+c+2}$ dominates $f_{j}$ for $n+c+2 \leq j \leq 2 n+1-d$, and
(iv) $f_{2 n+1-b}$ dominates $f_{j}$ for $2 n+2-d \leq j \leq 2 n+1-b$.


For (i), let $c+2 \leq j \leq n-d$. For $e_{i}$ in $w_{1}^{1}$ we have $i<j \leq i+n$, so that every $a_{i, j}=-1$. For $e_{i}$ in $W_{1}^{2}, j$ $<i \leq j+n$, so every $a_{i, j}=1$, and for $e_{i}$ in $w_{1}^{3}$, $i>n+j$ and every $a_{i, j}=-v$. Thus, against $W_{1}$, all $f_{j}$ in this group are equivalent.
(ii) Let $n+1-d \leq j \leq n-b$, and consider first such $f_{j}$ against $e_{i}$ with $i \leq n+1-d$. If $i<j$ then every $a_{i, j}=-1$, and if $i=j=n+1-d$ then $a_{i, j} \geq-1$, so $f_{n-b}$ dominates. Next consider such $f_{j}$ against $e_{i}$ with $\mathrm{n}+1-\mathrm{b} \leq \mathrm{i} \leq 2 \mathrm{n}+1-\mathrm{d}$. Then $\mathrm{j}<\mathrm{i} \leq \mathrm{n}+\mathrm{j}$, so that every $a_{i, j}=1$. For the remaining $e_{i}$ in $W_{1}$ we have $i>n+j$, so that every $a_{i, j}=-v$. Thus $f_{n-b}$ dominates the $f_{j}$ in this group against all of $W_{1}$.
(iii) Let $n+c+2 \leq j \leq 2 n+1-d$. For $e_{i}$ in $W_{1}^{1}$, $j>$ $n+i$ so every $a_{i, j}=v$. For $e_{i}$ in $W_{1}^{2}$ we have $i \leq j \leq n+i$. If $i<j$ then every $a_{i, j}=-1$, and if $i=j=n+c+2$ then $a_{i, j}=y=-1$ also. For $e_{i}$ in $W_{1}^{3}$ we have $j \leq i \leq$ $j+n$. If $j<i$ then every $a_{i, j}=1$, and if $j=i=$ $2 n+1-d$ then $a_{i, j}=z=1$ as well. Thus the $f_{j}$ in this group are equivalent against $W_{1}$.
(iv) Let $2 n+2-d \leq j \leq 2 n+1-b$. For $e_{i}$ in $W_{1} \cup\left\{e_{n+1-b}\right\}$ we have $j>i+n$, so that every $a_{i, j}=v$. For $e_{i}$ with $n+1-b \leq i \leq 2 n+1-d$ we have $i<j \leq i+n$, and
every $a_{i, j}=-1$. For the remaining $e_{j}$ in $W_{1}$ we have $j \leq i \leq j+n . \quad$ If $j<i$ then $a_{i, j}=1$, and if $j=i=$ $2 n+1-b$ then $a_{i, j}=0$, so $f_{2 n+1-b}$ dominates. Thus, against all $e_{i}$ in $W_{1}, f_{2 n+1-b}$ dominates the other $f_{j}$ in this group, and the proof is complete. $\square$

There remains only case iv, - - - -, and our next four theorems give the reduction to even order games for the subcases $A(a \leq c, b \geq d)$ and $D(a>c, b<d)$. We begin with ivA with $a+i n$ the first part of the diagonal.

THEOREM 9.7. Assume that $w=x=y=z=-1$, $a \leq c, b \geq d$, and that +1 occurs on the diagonal in position $k$, where $a+3 \leq k \leq n-b-2$. Let

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: 1 \leq i \leq a+1\right\} \cup\left\{e_{k}\right\} \\
& W_{1}^{2}=\left\{e_{j}: n+1-d \leq i \leq n+a+1\right\} \cup\left\{e_{n+k+1}\right\} \\
& W_{1}^{3}=\left\{e_{i}: 2 n+2-d \leq i \leq 2 n+1\right\} \\
& W_{2}^{1}=\left\{f_{j}: 1 \leq j \leq a+1\right\} \\
& W_{2}^{2}=\left\{f_{j}: n+1-d \leq j \leq n+a+2\right\} \\
& W_{2}^{3}=\left\{f_{j}: 2 n+1-d \leq j \leq 2 n+1\right\}
\end{aligned}
$$

and $W_{i}=W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}$ for $i=1,2$. Then mixed strategies which are optimal for the $(2 a+2 d+4)$ by $(2 a+2 d+4)$ subgame on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \tilde{W}_{2}$. The reduced game is of type (9.0.1A).

PROOF. The game matrix is shown in Figure 16. We show first that against $W_{2}$, every pure strategy in $\tilde{W}_{1} \backslash W_{1}$ is dominated by one in $W_{1}$, as follows:
(i) $e_{k}$ dominates $e_{i}$ for $a+2 \leq i \leq n-d$;
(ii) $e_{n+k+1}$ dominates $e_{i}$ for $n+a+2 \leq i \leq 2 n+1-d$.

For (i), let $a+2 \leq i \leq n-d$, and consider first such strategies against $f_{j}$ in $W_{2}^{1}$. Then $j<i \leq j+n$, and thus every $a_{i, j}=1$. For $f_{j}$ in $W_{2}^{2}$ we have $i<j \leq$ $i+n$, and therefore every $a_{i, j}=-1$. For $f_{j}$ in $W_{2}^{3}$, $j>n+i$ so that every $a_{i, j}=v$. Thus all $e_{i}$ in this group are in fact equivalent against $W_{2}$.
(ii) Let $\mathrm{n}+\mathrm{a}+2 \leq \mathrm{i} \leq 2 \mathrm{n}+1-\mathrm{d}$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$. Since $i>j+n$, every $a_{i, j}=$ $-v$. For $f_{j}$ in $W_{2}^{2}$ we have $\mathrm{j} \leq \mathrm{i} \leq \mathrm{j}+\mathrm{n}$. If $\mathrm{j}<\mathrm{i}$ then $a_{i, j}=1$. If $j=i=n+a+2, a_{i, j}=0$ or -1 , so $e_{n+k+1}$ dominates. For $f_{j}$ in $W_{2}^{3}$ we have $i \leq j \leq i+n$. If $i<j$, every $a_{i, j}=-1$. If $i=j=2 n+1-d$, then $a_{i, j}=$ -1 by hypothesis. Thus $e_{n+k+1}$ dominates in this group against all of $W_{2}$.

To complete the proof we show that against $W_{1}$, every pure strategy in $\tilde{W}_{2} \backslash W_{2}$ is dominated by one in $W_{2}$, as follows:
(i) $f_{a+1}$ dominates $f_{j}$ for $a+1 \leq j \leq k ;$

|  |  |  |  | i |  |  | in | T |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | - |  |
| On | - |  | i |  |  |  |  |  |
| $x^{2}$ | i |  | i |  |  | - |  |  |
| $\because \quad 7$ | i |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
|  | - |  | $\cdots$ |  |  |  |  |  |
| $\cdots \bar{i}$ |  |  |  |  |  |  |  | ${ }_{\text {¢ }}^{\text {¢ }}$ |

(ii) $f_{n+1-d}$ dominates $f_{j}$ for $k+1 \leq j \leq n+1-d$;
(iii) $f_{n+a+2}$ dominates $f_{j}$ for $n+a+2 \leq j \leq n+k$;
(iv) $f_{2 n+1-d}$ dominates $f_{j}$ for $n+k+1 \leq j \leq 2 n+1-d$.

For (i), let $a+1 \leq j \leq k$, and consider first such $f_{j}$ against $e_{i}$ with $1 \leq i \leq a+1$. For $i<a+1$ we have $i<j<i+n$, so that every $a_{i, j}=-1$. If $i=j=a+1$ then $a_{i, j}=w=-1$ by hypothesis. Thus all $f_{j}$ in this group are equivalent against such $\mathrm{e}_{\mathrm{i}}$. Next consider such $f_{j}$ against $e_{i}$ with $k \leq i \leq n+a+1$. Then $j \leq i \leq$ $j+n$. If $j<i$, all $a_{i, j}=1$, and if $j=i=k$, then $a_{i, j}=1$ by hypothesis, so again the $f_{j}$ under consideration are equivalent against these $e_{i}$. For the remaining $e_{i}$ in $W_{1}$ we have $i \geq n+k+1>j+n$ so every $a_{i, j}=-v$. Thus all $f_{j}$ in this group are equivalent against $W_{1}$.
(ii) Let $k+1 \leq j \leq n+1-d$, and consider first such $f_{j}$ against $e_{i}$ in $W_{1}^{1}$. Then $i<j \leq i+n$, so every $a_{i, j}=-1$. For $e_{j}$ in $W_{1}^{2}$ we have $j \leq i \leq j+n$. If $j<i$ then every $a_{i, j}=1$, and if $j=i=n+1-d$ then $a_{i, j}=0$, so $f_{n+1-d}$ dominates. For $e_{i}$ in $W_{1}^{3}$ we have $i>j+n$, so every $a_{i, j}=-v$. Thus $f_{n+1-d}$ dominates this set of $f_{j}$ against all of $W_{1}$.
(iii) Let $n+a+2 \leq j \leq n+k$. For every $e_{i}$ with $i \leq a+1$ we have $a_{i, j}=v$. For $e_{j}$ with $k \leq i \leq n+a+1$ we have $i<j \leq i+n$, so every $a_{i, j}=-1$. For the remaining $e_{i}$ in $W_{1}, j<i<j+n$ so that each $a_{i, j}=1$. Thus these $f_{j}$ are equivalent against $W_{1}$.
(iv) Let $n+k+1 \leq j \leq 2 n+1-d$. For $e_{i}$ in $W_{1}^{1}$ we have $j>i+n$, so every $a_{i, j}=v$. For $e_{i}$ in $W_{1}^{2}, i \leq j \leq$ $i+n$. If $i<j$, every $a_{i, j}=-1$, and if $i=j=n+k+1$, $a_{i, j} \geq-1$, so $f_{2 n+1-d}$ dominates. For $e_{i}$ in $W_{1}^{3}, j<i<j+n$ and every $a_{i, j}=1$. Thus $f_{2 n+1-d}$ dominates the $f_{j}$ in this group against all of $W_{1}$, and the proof is complete. Subcase ivA with $a+i n H$ is handled in the next theorem.

THEOREM 9.8. Assume that $\mathrm{w}=\mathrm{x}=\mathrm{y}=\mathrm{z}=-1$, $a \leq c, b \geq d$ and that +1 occurs on the diagonal in position $n+k$, where $c+4 \leq k \leq n-d-1$. Let

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: 1 \leq i \leq a+1\right\} \cup\left\{e_{k}\right\} \\
& W_{1}^{2}=\left\{e_{i}: n+1-d \leq i \leq n+a+1\right\} \cup\left\{e_{n+k}\right\} \\
& W_{1}^{3}=\left\{e_{i}: 2 n+2-d \leq i \leq 2 n+1\right\} \\
& W_{2}^{1}=\left\{f_{j}: 1 \leq j \leq a+1\right\} \\
& W_{2}^{2}=\left\{f_{j}: n+1-d \leq j \leq n+a+2\right\} \\
& W_{2}^{3}=\left\{f_{j}: 2 n+1-d \leq j \leq 2 n+1\right\}
\end{aligned}
$$

and $W_{i}=W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}$ for $i=1,2$. Then mixed
strategies which are optimal for the $(2 a+2 d+4)$ by $(2 a+2 d+4)$ game on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \tilde{W}_{2}$. The reduced game is of type (9.0.1A).

PROOF. The game matrix is shown in Figure 17. We show first that against $W_{2}$ each pure strategy in $\tilde{\mathrm{W}}_{1} \backslash \mathrm{~W}_{1}$ is dominated by one in $\mathrm{W}_{1}$, as follows:
(i) $e_{k}$ dominates $e_{i}$ for $a+2 \leq i \leq n-d$;
(ii) $e_{n+k}$ dominates $e_{i}$ for $n+a+2 \leq i \leq 2 n+1-d$.

For (i), let $a+2 \leq i \leq n-d$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$. Then $j<i<j+n$, so every $a_{i, j}=1$. For $f_{j}$ in $W_{2}^{1}$ we have $i<j \leq i+n$, so every $a_{i, j}=-1$, and for $f_{j}$ in $W_{2}^{3}, j>i+n$ so every $a_{i, j}=v$. Thus these $e_{i}$ are equivalent against $W_{2}$.
(ii) Let $n+a+2 \leq i \leq 2 n+1-d$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$. Then $i>j+n$ so every $a_{i, j}=$ $-v$. For $f_{j}$ in $W_{2}^{2}$ we have $j \leq i \leq j+n$. If $j<i$ then $a_{i, j}=1$, and if $j=i=n+a+2$ then $a_{i, j} \leq 1$, so $e_{n+k}$ dominates. For $f_{j}$ in $W_{2}^{3}$ we have $i \leq j \leq i+n$. If $i<j$ every $a_{i, j}=-1$. If $i=j=2 n+1-d$ then $a_{i, j}=-1$ by hypothesis. Thus $e_{n+k}$ dominates in this group against all of $W_{2}$.

To complete the proof we show that against $W_{1}$ each $f_{j}$ in $\tilde{W}_{2} \backslash W_{2}$ is dominated by one in $W_{2}$, as follows.

(i) $f_{a+1}$ dominates $f_{j}$ for $a+1 \leq j \leq k-1$;
(ii) $f_{n+1-d}$ dominates $f_{j}$ for $k \leq j \leq n+1-d$;
(iii) $f_{n+a+2}$ dominates $f_{j}$ for $n+a+2 \leq j \leq n+k$; and
(iv) $f_{2 n+1-d}$ dominates $f_{j}$ for $n+k+1 \leq j \leq 2 n+1-d$.

For (i), let $a+1 \leq j \leq k-1$, and consider first such $f_{j}$ against $e_{i}$ with $1 \leq i \leq a+1$, where we have $i \leq$ $j \leq i+n$. If $i<j$ each $a_{i, j}=-1$, and if $i=j=a+1$ then $a_{i, j}=w=-1$ by hypothesis. Thus against such $e_{i}$, all $f_{j}$ in this group are equivalent. Next consider such $f_{j}$ against $e_{i}$ with $k \leq i \leq n+a+1$. Then $j<i \leq$ $j+n$, so every $a_{i, j}=1$. For the remaining $e_{i}$ in $w_{1}$ we have $i>j+n$ so that every $a_{i, j}=-v$. Thus the $f_{j}$ in this group are equivalent against all of $W_{1}$.
(ii) Let $\mathrm{k} \leq \mathrm{j} \leq \mathrm{n}+1-\mathrm{d}$, and consider first such $f_{j}$ against $e_{i}$ in $W_{1}^{1}$, where we have $i \leq j \leq i+n$. If $i<j$ every $a_{i, j}=-1$, and if $i=j=k$ then $a_{i, j} \geq-1$, so $f_{n+1-d}$ dominates. Next consider such $f_{j}$ against $e_{i}$ in $W_{1}^{2}$, where we have $j \leq i \leq j+n$. If $j<i$ then each $a_{i, j}=1$, and if $j=i=n+1-d$ then $a_{i, j}=0$, so $f_{n+1-d}$ dominates. Finally, for $e_{i}$ in $W_{1}^{3}$ we have $i>j+n$ so every $a_{i, j}=-v$. Thus $f_{n+1-d}$ dominates this group against all $e_{i}$ in $W_{1}$.
(iii) Let $n+a+2 \leq j \leq n+k$, and consider first such $f_{j}$ against $e_{i}$ with $i \leq a+1$. Then $j>i+n$ so every $a_{i, j}=v$. For $e_{i}$ with $k \leq i \leq n+a+1$ we have $i<j \leq n+i$ so every $a_{i, j}=-1$. For the remaining $e_{i}$ in $W_{1}$ we have $j \leq i \leq j+n$. If $j<i$ then $a_{i, j}=1$, and if $j=i=n+k$ then $a_{i, j}=1$ by hypothesis, so the $f_{j}$ in this group are equivalent against $W_{1}$.
(iv) Let $n+k+1 \leq j \leq 2 n+1-d$. For $e_{i}$ in $W_{1}^{1}$ we have $j>i+n$ so every $a_{i, j}=v$. For $e_{i}$ in $w_{1}^{2}, i<j \leq$ $i+n$, so every $a_{i, j}=-1$, and for $e_{i}$ in $W_{1}^{3}$ we have $j<i$ $\leq j+n$ and hence every $a_{i, j}=1$. Thus all $f_{j}$ in this group are equivalent against $W_{1}$, and the proof is complete. $\quad$.

We turn now to subcase ivD, dealing first with the case of at least one + in $G$.

THEOREM 9.9. Assume that $w=x=y=z=-1$, $a>c, b<d$, and that +1 occurs on the diagonal in position $k$, where $a+3 \leq k \leq n-b-2$. Let

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: 1 \leq i \leq c+1\right\} \cup\left\{e_{k}\right\}, \\
& W_{1}^{2}=\left\{e_{i}: n+1-b \leq i \leq n+c+2\right\} \cup\left\{e_{n+k+1}\right\}, \\
& W_{1}^{3}=\left\{e_{i}: 2 n+1-b \leq i \leq 2 n+1\right\}, \\
& W_{2}^{1}=\left\{f_{j}: 1 \leq j \leq c+2\right\}, \\
& W_{2}^{2}=\left\{f_{j}: n-b \leq j \leq n+c+2\right\}, \\
& W_{2}^{3}=\left\{f_{j}: 2 n+1-b \leq j \leq 2 n+1\right\},
\end{aligned}
$$

and $W_{i}=W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}$ for $i=1,2$. Then mixed
strategies which are optimal for the $(2 b+2 c+6)$ by $(2 b+2 c+6)$ game on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \tilde{\mathrm{W}}_{2}$. The reduced game is of type (9.0.1D).

PROOF. The game matrix is shown in Figure 18. We show first that against $W_{2}$ every $e_{i}$ in $\tilde{W}_{1} \backslash W_{1}$ is dominated by one in $W_{1}$, as follows.
(i) $e_{k}$ dominates $e_{i}$ for $c+2 \leq i \leq n-b$, and
(ii) $e_{n+k+1}$ dominates $e_{i}$ for $n+c+3 \leq i \leq 2 n-b$.

For (i), let $\mathrm{c}+2 \leq \mathrm{i} \leq \mathrm{n}-\mathrm{b}$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$, where we have $j \leq i \leq j+n$. If $j<i$ then $a_{i, j}=1$, and if $j=i=c+2$ then $a_{i, j} \leq 0$, so $e_{k}$ dominates. For $f_{j}$ in $W_{2}^{2}$ we have $i \leq j \leq i+n$. If $i<j$ then $a_{i, j}=-1$, and if $i=j=n-b, a_{i, j}=x=$ -1 also. For $f_{j}$ in $W_{2}^{3}$ we have $j>i+n$ so that every $a_{i, j}=v$. Thus the $e_{i}$ in this group are equivalent against all $f_{j}$ in $W_{2}$.
(ii) Let $n+c+3 \leq i \leq 2 n-b$. For $f_{j}$ in $W_{2}^{1}$ we have $\mathrm{i}>j+\mathrm{n}$ so every $\mathrm{a}_{\mathrm{i}, \mathrm{j}}=-v$. For $\mathrm{f}_{\mathrm{j}}$ in $\mathrm{w}_{2}^{2}$ we have $\mathrm{j}<$ $i \leq j+n$, so every $a_{i, j}=1$, and for $f_{j}$ in $W_{2}^{3}, i<j \leq i+n$ and every $a_{i, j}=-1$. Thus the $e_{i}$ in this group are likewise equivalent against all of $W_{2}$.


To complete the proof we show that against $W_{1}$, every $f_{j}$ in $\tilde{W}_{2}>W_{2}$ is dominated by one in $W_{2}$, as follows.
(i) $\quad f_{c+2}$ dominates $f_{j}$ for $c+2 \leq j \leq k ;$
(ii) $f_{n-b}$ dominates $f_{j}$ for $k+1 \leq j \leq n-b$;
(iii) $f_{n+c+2}$ dominates $f_{j}$ for $n+c+2 \leq j \leq n+k$; and
(iv) $\quad f_{2 n+1-b}$ dominates $f_{j}$ for $n+k+1 \leq j \leq 2 n+1-b$.

For (i), let $c+2 \leq j \leq k$. If $i \leq c+1$ then $i<j$ $<i+n$ and every $a_{i, j}=-1$. For $k \leq i \leq n+c+2$ we have $j \leq i \leq j+n$. If $j<i$ then every $a_{i, j}=1$, and if $j=$ $i=k$ then $a_{i, j}=1$ by hypothesis. For the remaining $e_{i}$ in $W_{1}$ we have $i>j+n$ so that every $a_{i, j}=-v$. Thus the $f_{j}$ in this group are equivalent against $W_{1}$.
(ii) Let $k+1 \leq j \leq n-b$, and consider first such $f_{j}$ against $e_{i}$ in $W_{1}^{1}$. Then $i<j \leq i+n$, so every $a_{i, j}=$ -1. For $e_{i}$ in $W_{1}^{2}$ we have $j<i \leq j+n$ so that every $a_{i, j}=1$, and for $e_{i}$ in $W_{1}^{3}, i>j+n$ so every $a_{i, j}=-v$. Thus the $f_{j}$ in this group are equivalent against $W_{1}$.
(iii) Let $n+c+2 \leq j \leq n+k$. For $1 \leq i \leq c+1$ every $a_{i, j}=v$, since $j>i+n$. For $k \leq i \leq n+c+2$ we have $i \leq j \leq i+n$. If $i<j$ then every $a_{i, j}$ is -1 , and if $i=j=n+c+2$ then $a_{i, j}=y=-1$ also. For the remaining $e_{i}$ in $W_{1}$ we have $j<i<j+n$ so that every $a_{i, j}=1$. Thus the $f_{j}$ in this group are equivalent against $W_{1}$.
(iv) Let $n+k+1 \leq j \leq 2 n+1-b$. For $e_{i}$ in $W_{1}^{1}$ we have $j>i+n$ and hence every $a_{i, j}=v$. For $e_{i}$ in $w_{1}^{2}$ we have $\mathrm{i} \leq \mathrm{j} \leq \mathrm{i}+\mathrm{n}$. Each $\mathrm{a}_{\mathrm{i}, \mathrm{j}}$ with $\mathrm{i}<j$ is -1 , and if $i=j=n+k+1$ then $a_{i, j} \geq-1$, so $f_{2 n+1-b}$ dominates. For $e_{i}$ in $W_{1}^{3}$ we have $j \leq i \leq j+n$. If $j<i$ then each $a_{i, j}=1$, and if $i=j=2 n+1-b$ then $a_{i, j}=0$ (since $b<d$ ). Thus $f_{2 n+1-b}$ dominates the $f_{j}$ in this group against all of $W_{1}$, and the proof is complete.

Our final theorem covers subcase ivD with at least one + in $H$.

THEOREM 9.10. Assume that $w=x=y=z=-1$, $\mathrm{a}>\mathrm{c}, \mathrm{b}<\mathrm{d}$, and that for some k with $\mathrm{c}+4 \leq \mathrm{k} \leq \mathrm{n}-\mathrm{d}-1$, +1 occurs on the diagonal in position $n+k$. Let

$$
\begin{aligned}
& W_{1}^{1}=\left\{e_{i}: 1 \leq i \leq c+1\right\} \cup\left\{e_{k}\right\}, \\
& W_{1}^{2}=\left\{e_{i}: n+1-b \leq i \leq n+c+2\right\} \cup\left\{e_{n+k}\right\}, \\
& W_{1}^{3}=\left\{e_{i}: 2 n+1-b \leq i \leq 2 n+1\right\}, \\
& W_{2}^{1}=\left\{f_{j}: 1 \leq j \leq c+2\right\}, \\
& W_{2}^{2}=\left\{f_{j}: n-b \leq j \leq n+c+2\right\}, \\
& W_{2}^{3}=\left\{f_{j}: 2 n+1-b \leq j \leq 2 n+1\right\},
\end{aligned}
$$

and $W_{i}=W_{i}^{1} \cup W_{i}^{2} \cup W_{i}^{3}$ for $i=1,2$. Then mixed
strategies which are optimal for the $(2 b+2 c+6)$ by $(2 b+2 c+6)$ game on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \tilde{\mathrm{W}}_{2}$. The reduced game is of type (9.0.1D).

PROOF. The game matrix is shown in Figure 19. We show first that against $W_{2}$ every element of $\tilde{W}_{1} \backslash W_{1}$ is dominated by one in $W_{1}$, as follows.
(i) $e_{k}$ dominates $e_{i}$ for $c+2 \leq i \leq n-b$, and
(ii) $e_{n+k}$ dominates $e_{i}$ for $n+c+3 \leq i \leq 2 n-b$.

For (i), let $c+2 \leq i \leq n-b$, and consider first such $e_{i}$ against $f_{j}$ in $W_{2}^{1}$, where we have $j \leq i \leq j+n$. If $j<i$ then $a_{i, j}=1$, and if $i=j=c+2$ then $a_{i, j} \leq 0$, so $e_{k}$ dominates. For $f_{j}$ in $W_{2}^{2}$ we have $i \leq j \leq i+n$. If $i<j$ then $a_{i, j}=-1$, and if $i=j=n-b$ then $a_{i, j}$ $=x=-1$ also. For $f_{j}$ in $W_{2}^{3}$ we have $j>i+n$ so that every $a_{i, j}=v$. Thus $e_{k}$ dominates this group of $e_{i}$ against all of $W_{2}$.
(ii) Let $n+c+3 \leq i \leq 2 n-b$. For $f_{j}$ in $W_{2}^{1}$, $i>$ $j+n$ so every $a_{i, j}=-v$. For $f_{j}$ in $W_{2}^{2}, j<i \leq j+n$, so every $a_{i, j}=1$, and for $f_{j}$ in $W_{2}^{3}$ we have $i<j \leq i+n$ and hence every $a_{i, j}=-1$. Thus the $e_{i}$ in this group are equivalent against $W_{2}$.

To complete the proof we show that against $W_{1}$ every $f_{j}$ in $\tilde{W}_{2}>W_{2}$ is dominated by one in $W_{2}$, as follows:
(i) $\quad f_{c+2}$ dominates $f_{j}$ for $c+2 \leq j \leq k-1$;
(ii) $f_{n-b}$ dominates $f_{j}$ for $k \leq j \leq n-b$;

(iii) $f_{n+c+2}$ dominates $f_{j}$ for $n+c+2 \leq j \leq n+k$; and
(iv) $f_{2 n+1-b}$ dominates $f_{j}$ for $n+k+1 \leq j \leq 2 n+1-b$.

For (i), let $\mathrm{c}+2 \leq \mathrm{j} \leq \mathrm{k}-1$, and consider first such $f_{j}$ against $e_{i}$ with $1 \leq i \leq c+1$. Then $i<j \leq i+n$ so every $a_{i, j}=-1$. Against $e_{i}$ with $k \leq i \leq n+c+2$ these $f_{j}$ are again equivalent, since $j<i \leq j+n$, so that every $a_{i, j}=1$. For the remaining $e_{i}$ in $W_{1}$ we have $i>j+n$, so every $a_{i, j}=-v$. Thus, against all of $W_{1}$ the $f_{j}$ in this group are equivalent.
(ii) Let $k \leq j \leq n-b$, and consider first such $f_{j}$ against $e_{i}$ in $W_{1}^{1}$, where we have $i \leq j \leq i+n$. If $i<j$, every $a_{i, j}=-1$, and if $i=j=k$ then $a_{i, j} \geq-1$, so $f_{n-b}$ dominates. For $e_{i}$ in $W_{1}^{2}$ we have $j<i \leq j+n$, so every $a_{i, j}=1$, and for $e_{i}$ in $W_{1}^{3}$, $i>j+n$, so that every $a_{i, j}=$ $-v$. Thus $f_{n-b}$ dominates the $f_{j}$ in this group against all of $W_{1}$.
(iii) Let $n+c+2 \leq j \leq n+k$, and consider first such $f_{j}$ against $e_{i}$ with $l \leq i \leq c+1$. Then $j>i+n$, so every $a_{i, j}=v$. Next consider such $f_{j}$ against $e_{i}$ with $\mathrm{k} \leq \mathrm{i} \leq \mathrm{n}+\mathrm{c}+2$, in which case we have $\mathrm{i} \leq \mathrm{j} \leq \mathrm{i}+\mathrm{n}$. If $i<j$ then $a_{i, j}=-1$, and if $i=j=n+c+2$ then $a_{i, j}=y$ $=-1$ also. For the remaining $e_{i}$ in $W_{1}$, we have $j \leq i$ $\leq j+n$. If $j<i$ then every $a_{i, j}=1$, and if $j=i=$
$n+k$, then $a_{i, j}=1$ by hypothesis. Thus all $f_{j}$ in this group are equivalent against $W_{1}$.
(iv) Let $n+k+1 \leq j \leq 2 n+1-b$. For $e_{i}$ in $W_{1}^{1}$ we have $j>i+n$, so every $a_{i, j}=v$. For $e_{i}$ in $W_{1}^{2}, i<j \leq$ $i+n$, so every $a_{i, j}=-1$. For $e_{i}$ in $W_{1}^{3}$ we have $j \leq i \leq$ $j+n$. If $j<i$ then every $a_{i, j}=1$, and if $j=i=$ $2 n+1-b$ then $a_{i, j}=0$, so $f_{2 n+1-b}$ dominates. Thus $f_{2 n+1-b}$ dominates the $f_{j}$ in this group against all of $W_{1}$, and the proof is complete. $\quad$ a
10. Games with $\pm 1$ as central diagonal element.

When the central diagonal element is $\pm 1$, the facts are considerably simpler. It again appears to be the case that unless both +1 and -1 occur on the diagonal, the game is irreducible. We shall show that when both do occur, the game always reduces to the 2 by 2 game $\left[\begin{array}{rr}-1 & v \\ 1 & -1\end{array}\right]$ or $\left[\begin{array}{rr}1 & -1 \\ -v & 1\end{array}\right]$ according as the central diagonal element is +1 or -1 . Let us denote the diagonal elements ( $x_{1}, x_{2}, \ldots, x_{2 n+1}$ ).

THEOREM 10.1. Assume that $x_{n+1}=+1$ and that for some $k<n, x_{k}=-1$. Let $W_{1}=\left\{e_{1}, e_{n+1}\right\}$ and $W_{2}=\left\{f_{k}, f_{n+k+1}\right\}$. Then optimal strategies for the subgame on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \tilde{W}_{2}$. These optimal strategies are $\mathrm{P}=$ $(2, v+1) /(v+3), Q=(v+1,2) /(v+3)$, and the game value is $(v-1) /(v+3)$.

PROOF. It is easy to see that the matrix for the game on $W_{1} \times W_{2}$ is $\left[\begin{array}{rr}-1 & v \\ 1 & -1\end{array}\right]$, and that the optimal strategies and game value for this game are as asserted. We show now that these strategies are optimal for the full game by showing that $E\left(P, f_{j}\right) \geq V$ for every $f_{j}$ in $\tilde{W}_{2}$ and $E\left(e_{i}, Q\right) \leq V$ for every $e_{i}$ in $\tilde{W}_{1}$,
where $V=(v-1) / v+3)$. See Figure 20 for the matrix of the full game.

For $j \leq n+1$ we have $a_{1, j} \geq-1$ and $a_{n+1, j}=1$, so $E\left(P, f_{j}\right)=\left[2 a_{1, j}+(v+1) a_{n+1, j}\right] /(\nu+3) \geq$
$[-2+(v+1)] /(v+3)=V$. For $j>n+1, a_{1, j}=v$ and $a_{n+1, j}$
$=-1$, so $\mathrm{E}\left(\mathrm{P}, \mathrm{f}_{\mathrm{j}}\right)=[2 v-(v+1)] /(v+3)=\mathrm{V}$.
Now consider $E\left(e_{i}, Q\right)$ for $i \leq k$. If $i<k$ then $a_{i, k}=-1$, and $a_{k, k}=-1$ by hypothesis. For all $i \leq k$, $a_{i, n+k+1}=v$, so $E\left(e_{i}, Q\right)=\left[(v+1) a_{i, k}+2 a_{i, n+k+1}\right] /(v+3)=$ $(v+1)$


Figure 20. Game matrix for Theorem 10.1
$[-(v+1)+2 v] /(v+3)=$ V. Next consider $k<i \leq n+k$. Then $a_{i, k}=1$ and $a_{i, n+k+1}=-1$, so $E\left(e_{i}, Q\right)=$
$[(v+1)-2] /(v+3)=V$. Finally, for $i>n+k$ we have $a_{i, k}=-v$ and $a_{i, n+k+1} \leq 1$. Thus $E\left(e_{i}, Q\right) \leq$ $[-v(v+1)+2] /(v+3)=-(v+2)(v-1) /(v+3)<0 \leq v$, and the proof is complete. $\quad$.

If $x_{n+1}=-1$ and for some $k<n, x_{k}=+1$, then we have the game of Theorem 10.1 with the roles of the players reversed. We now deal with the case where $x_{n+1}=-1$ and +1 occurs on the right half of the diagonal.

THEOREM 10.2 Assume that $x_{n+1}=-1$ and that $x_{n+k}$ $=+1$ for some $k, 3 \leq k \leq n+1$. Let $W_{1}=\left\{e_{k}, e_{n+k}\right\}$ and $W_{2}=\left\{f_{1}, f_{n+1}\right\}$. Then optimal strategies for the subgame on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{\mathrm{W}}_{1} \times \widetilde{\mathrm{W}}_{2}$. These optimal strategies are $\mathrm{P}=$ $(v+1,2) /(v+3), Q=(2, v+1) /(v+3)$, and the game value is $(-v+1) /(v+3)$.

PROOF. Observe that the matrix of the game on $W_{1} \times W_{2}$ is $\left[\begin{array}{rr}1 & -1 \\ -v & 1\end{array}\right]$. One checks readily that the optimal strategies and value for this game are as asserted. We show that they are optimal for the full game by showing that $E\left(P, f_{j}\right) \geq V$ for every $f_{j}$ in $\tilde{W}_{2}$ and $E\left(e_{i}, Q\right) \leq V$ for every $e_{i}$ in $\tilde{W}_{1}$, where $V=$ $(-v+1) /(v+3)$. The matrix of the game is shown in Figure 21.

For $j<k$ each $a_{k, j}=1$ and $a_{n+k, j}=-v$, so $E\left(P, f_{j}\right)$ $=\left[(v+1) a_{k, j}+2 a_{n+k, j}\right] /(v+3)=[(v+1)-2 v] /(v+3)=v$. For $k \leq j \leq n+k, a_{k, j} \geq-1$ and $a_{n+k, j}=1$, so $E\left(P, f_{j}\right) \geq$ $[-(v+1)+2] /(v+3)=V$. For $j>n+k, a_{k, j}=v$ and $a_{n+k, j}$
$=-1$. Then $\mathrm{E}\left(\mathrm{P}, \mathrm{f}_{\mathrm{j}}\right)=[v(v+1)-2] /(v+3)=$
$(v+2)(v-1) /(v+3)>0 \geq V$, so we have $E\left(P, f_{j}\right) \geq V$ for every $f_{j}$ in $\widetilde{W}_{2}$.


Figure 21. Matrix for the game of Theorem 10.2 .

Now consider $E\left(e_{i}, Q\right)$. For $i \leq n+1$, every $a_{i, 1} \leq 1$
and $a_{i, n+1}=-1$. Thus $E\left(e_{i}, Q\right)=\left[2 a_{i, 1}+(v+1) a_{i, n+1}\right] /(v+3)$
$\leq[2-(v+1)] /(v+3)=v$. For $i>n+1, a_{i, 1}=-v$ and
$a_{i, n+1}=1$, so $E\left(e_{i}, Q\right)=[-2 v+(v+1)] /(v+3)=V$. Thus $E\left(e_{i}, Q\right) \leq V$ for every $e_{i}$ in $\tilde{W}_{1}$, and the proof is complete. $\quad$ -
11. Further reduction to 2 by 2 when $v=1$.

We show now how all of the reduced games in Sections 8 and 9 reduce further, if $v=1$, to 2 by 2 games with matrix

$$
A_{0}=\left[\begin{array}{rr}
1 & -1  \tag{11.0.1}\\
-1 & 1
\end{array}\right] .
$$

This is the matrix $A^{\prime}$ of Section 3, with $v=1$. The optimal strategies and game value are (11.0.2)

$$
P=Q=(.5, .5), V=0
$$

Recall that all games in Section 8 reduce to balanced games with one of the four diagonals (8.0.5A) to (8.0.5D). Our first theorem below shows how all of these reduce to 2 by 2 when $v=1$.

THEOREM 11.1. Let $\tilde{W}_{1}=\left\{e_{1}, e_{2}, \ldots, e_{2 n+1}\right\}$ and $\tilde{W}_{2}=$ $\left\{f_{1}, f_{2}, \ldots, f_{2 n+1}\right\}$ be the strategy sets in a balanced Silverman game with one of the diagonals (8.0.5A) to (8.0.5D). Let

$$
\begin{aligned}
& W_{1}=\left\{e_{a+2}, e_{n+a+2}\right\}, W_{2}=\left\{f_{a+1}, f_{n+a+2}\right\} \text { in case (A) or (C); } \\
& W_{1}=\left\{e_{c+2}, e_{n+c+2}\right\}, W_{2}=\left\{f_{c+2}, f_{n+c+3}\right\} \text { in case (B) or (D). }
\end{aligned}
$$

Then for $v=1$ the game may be reduced to the 2 by 2 game on $W_{1} \times W_{2}$, having the matrix and solution given in (11.0.1) and (11.0.2).

PROOF. For cases (A) and (C) the payoff matrix is shown in Figure 22, where the entry $u$ is 0 in case
(A) and is -1 in case (C). One sees that against $W_{2}$, each of the strategies $e_{i}, a+2 \leq i \leq n+a+1$, is equivalent to $e_{a+2}$, and each $e_{i}$ with $i<a+2$ or $i>$ $n+a+1$ is equivalent to $e_{n+a+2}$ if $v=1$. Against $W_{1}$, each of the strategies $f_{j}, a+2 \leq j \leq n+a+2$, is dominated by $f_{n+a+2}$, and each of the remaining $f_{j}$ is equivalent to $f_{a+1}$ when $v=1$. Thus, optimal strategies for the game on $W_{1} \times W_{2}$ are optimal for the full game on $\tilde{W}_{1} \times \tilde{W}_{2}$.

$u=\left\{\begin{aligned} 0 & \text { in (A) } \\ -1 & \text { in ( } C \text { ) }\end{aligned}\right.$

Figure 22. Payoff matrix for game of Theorem 11.1 (A) and (C).

The payoff matrix for cases (B) and (D) is shown in Figure 23, where the entry $u$ is 1 in case ( $B$ ) and is 0 in case (D). One sees that against $W_{2}$ the strategies $e_{i}$ with $c+3 \leq i \leq n+c+2$ are all


Figure 23. Payoff matrix for game of Theorem 11.1 (B) and (D).
equivalent, and the remaining $e_{i}$ are dominated by $e_{c+2}$ if $v=1$. Against $W_{1}$ the strategies $f_{j}$ with $c+2 \leq j \leq$ $\mathrm{n}+\mathrm{c}+2$ are equivalent to $\mathrm{f}_{\mathrm{c}+2}$, and when $v=1$ the other $f_{j}$ are equivalent to $f_{n+c+3}$. Thus, optimal strategies for the game on $W_{1} \times W_{2}$ are optimal for the full game. It is easy to check that this 2 by 2 subgame has the matrix and solution asserted.

All games in Section 9 reduce to even order games having matrix format as shown in Figure 9, and having one of the four main diagonal and subdiagonal configurations (9.0.1A) to (9.0.1D). We drop the asterisks now from $n$ and $s$. The payoff function outside the main diagonal and first subdiagonal is given by

For $j \leq i \leq j+1, A\left(e_{i}, f_{j}\right)$ is specified in each case by the given main diagonal and subdiagonal.

THEOREM 11.2. Let $\tilde{\mathrm{W}}_{1}=\left\{\mathrm{e}_{1}, \mathrm{e}_{2}, \ldots, \mathrm{e}_{2 \mathrm{n}}\right\}$ and $\tilde{\mathrm{W}}_{2}=$ $\left\{f_{1}, f_{2}, \ldots, f_{2 n}\right\}$ be strategy sets with payoff function $A$ given by (11.1.1) and one of the diagonal-subdiagonal configurations (9.0.1A) to (9.0.1D). Let

$$
\begin{aligned}
& W_{1}=\left\{e_{a+2}, e_{n+a+2}\right\}, W_{2}=\left\{f_{a+1}, f_{n+a+1}\right\} \text { in case (A) or (C); } \\
& W_{1}=\left\{e_{c+2}, e_{n+c+2}\right\}, W_{2}=\left\{f_{c+2}, f_{n+c+2}\right\} \text { in case (B) or (D). }
\end{aligned}
$$

Then for $v=1$ the game may be reduced to the 2 by 2 game on $W_{1} \times W_{2}$, having the matrix and solution given in (11.0.1) and (11.0.2).

PROOF. For cases (A) and (C) the payoff matrix is shown in Figure 24, where the element $u$ is -1 in
case (A) and 0 in case (C). The zeros on the subdiagonal are irrelevant to the proof. The relevant subdiagonal entries are $A\left(e_{a+2}, f_{a+1}\right)=1$ and $A\left(e_{n+a+2}, f_{n+a+1}\right)=1$. Against $W_{2}$, the strategies $e_{i}$ with $a+2 \leq i \leq n+a+1$ are all equivalent to $e_{a+2}$, and with $v=1$ each of the remaining $e_{1}$ is equivalent to $e_{n+a+2}$. Against $W_{1}$, each $f_{j}$ with $a+2 \leq j \leq n+a+1$ is equivalent to $f_{n+a+1}$, and with $v=1$ the remaining strategies $f_{j}$


Figure 24. Payoff matrix for game of Theorem 11.2 (A) and (C).
are dominated by $f_{a+1}$. Thus, optimal strategies for the game on $W_{1} \times W_{2}$ are optimal for the full game.

For cases (B) and (D) the payoff matrix is shown in Figure 25. One sees that against $W_{2}$, the strategies $e_{i}$ with $c+3 \leq i \leq n+c+2$ are dominated by $e_{n+c+2}$, and with $v=1$ each of the remaining $e_{1}$ is equivalent to $e_{c+2}$. Against $W_{1}$, each $f_{j}$ with $c+2 \leq j \leq n+c+1$ is


Figure 25. Payoff matrix for game of Theorem 11.2 (B) and (D).
equivalent to $f_{c+2}$, and with $v=1$ each of the remaining $f_{j}$ is equivalent to $e_{n+c+2}$. Thus optimal strategies for the game on $W_{1} \times W_{2}$ are optimal for the full game.

It is easy to see that in all cases the reduced game is as asserted in the theorem. $\square$
12. Explicit solutions for certain classes.

In the papers [2] on symmetric games and [7] on disjoint games, explicit optimal strategies and game values are obtained for all games. The fact that the diagonal consists entirely of zeros in the symmetric case and entirely of ones in the disjoint case has the effect that the components in the optimal strategy vectors may be described by simple recursions. For nonconstant diagonals these relations among the components are less regular, but in a few cases where the diagonal is nearly constant one can still obtain relatively nice explicit formulas. We shall do so here for diagonals which are constant except for the middle element, or constant except for the last element.

The notation $\alpha=2 /(v+1)$ used in [7] will be useful again here. We first treat the games with diagonal (-1 ... -1 $0-1 \ldots-1$ ), the zero being the central diagonal element.

THEOREM 12.1. In the balanced $2 \mathrm{n}+1$ by $2 \mathrm{n}+1$
Silverman game with central diagonal element 0 and all other diagonal elements equal to -1 , the game value is

$$
V=\left(\sum_{j=2}^{n} \alpha^{2 j-1}-\sum_{j=1}^{n} \alpha^{2 j}\right) / D, \text { where } D=1+\alpha+\sum_{j=0}^{2 n} \alpha^{j}
$$

and optimal mixed strategies for the row and column players, respectively, are $P / D$ and $Q / D$, where

$$
\begin{aligned}
& P=\left(\alpha^{2 n}+\alpha, \alpha^{2 n-2}, \alpha^{2 n-4}, \ldots, \alpha^{2}, 2, \alpha^{2 n-1}, \alpha^{2 n-3}, \ldots, \alpha\right) ; \\
& Q=\left(\alpha, \alpha^{3}, \ldots, \alpha^{2 n-1}, 2, \alpha^{2}, \alpha^{4}, \ldots, \alpha^{2 n-2}, \alpha^{2 n}+\alpha\right)
\end{aligned}
$$

PROOF. We show that $P A=\operatorname{DV}(1,1, \ldots, 1), \mathrm{AQ}^{\mathrm{t}}=$ DV $(1,1, \ldots, 1)^{t}$, where $A$ is the payoff matrix, and the theorem follows.

Let $C_{j}$ denote the $j$-th column of $A$, and $P_{i}$ the i-th component of $P$. Then

$$
P C_{n+1}=-\sum_{i=1}^{n+1} p_{i}+\sum_{i=n+2}^{2 n+1} p_{i}=-\sum_{i=1}^{n} \alpha^{2 j}+\sum_{i=2}^{n} \alpha^{2 j-1}=D V
$$

Also, $P\left(C_{n+1}-C_{n}\right)=-p_{n+1}+(v+1) p_{2 n+1}=-2+(v+1) \alpha=0$. For $j=1$ to $n-1$,

$$
P\left(C_{j+1}-C_{j}\right)=-2 p_{j+1}+(v+1) p_{j+n+1}=-2 \alpha^{2 n-2 j}+
$$

$$
(v+1) \alpha^{2 n-2 j+1}=0 \text {, so we have } P C_{j}=D V \text { for } 1 \leq j \leq n+1
$$

Next we have

$$
\begin{aligned}
P\left(C_{n+2}-C_{n+1}\right) & =(v+1) p_{1}-p_{n+1}-2 p_{n+2} \\
& =(v+1)\left(\alpha^{2 n}+\alpha\right)-2-2 \alpha^{2 n-1} \\
& =0 \text { since }(v+1) \alpha=2
\end{aligned}
$$

For $j=2$ to $n$ we have

$$
P\left(C_{n+j+1}-C_{n+j}\right)=(v+1) p_{j}-2 p_{n+j+1}
$$

$$
=(v+1) \alpha^{2 n-2 j+2}-2 \alpha^{2 n-2 j+1}=0,
$$

and thus $P C_{j}=D V$ for $1 \leq j \leq 2 n+1$.
We turn now to $A Q^{t}$, and denote by $R_{i}$ the i-th row of $A ; q_{i}$ is the i-th component of $Q$. Clearly $R_{n+1} Q^{t}=$ $\mathrm{PC}_{\mathrm{n}+1}=\mathrm{DV}$. Also,

$$
\begin{aligned}
\left(R_{n+1}-R_{n}\right) Q^{t} & =2 q_{n}+q_{n+1}-(v+1) q_{2 n+1} \\
& =2 \alpha^{2 n-1}+2-(v+1)\left(\alpha^{2 n}+\alpha\right)=0
\end{aligned}
$$

For $1 \leq j \leq n-1$,

$$
\begin{aligned}
\left(R_{j+1}-R_{j}\right) Q^{t} & =2 q_{j}-(v+1) q_{j+n+1} \\
& =2 \alpha^{2 j-1}-(v+1) \alpha^{2 j}=0 .
\end{aligned}
$$

Note next that

$$
\begin{aligned}
\left(R_{n+2}-R_{n+1}\right) Q^{t} & =-(v+1) q_{1}+q_{n+1} \\
& =-(v+1) \alpha+2=0,
\end{aligned}
$$

and for $2 \leq j \leq n$,

$$
\begin{aligned}
\left(R_{n+j+1}-R_{n+j}\right) Q^{t} & =-(v+1) q_{j}+2 q_{n+j} \\
& =-(v+1) \alpha^{2 j-1}+2 \alpha^{2 j-2}=0 .
\end{aligned}
$$

Thus $R_{i} Q^{t}=D V$ for all $i, 1 \leq i \leq 2 n+1$, and the proof is complete. $\quad$ व

The next theorem deals with games having diagonal (-1 -1 ... -1 0).

THEOREM 12.2. In the balanced $2 \mathrm{n}+1$ by $2 \mathrm{n}+1$
Silverman game with last diagonal element equal to 0 and all other diagonal elements equal to -1 , the game value is

$$
\begin{aligned}
V= & \left(2 \alpha-2+\sum_{j=2}^{n} \alpha^{2 j-1}-\sum_{j=1}^{n} \alpha^{2 j}\right) / D, \\
& \text { where } D=1+\alpha+\sum_{j=0}^{2 n} \alpha^{j},
\end{aligned}
$$

and optimal strategies for the row and column players, respectively, are $P / D$ and $Q / D$, where

$$
\begin{aligned}
& P=\left(\alpha^{2 n}, \alpha^{2 n-2}, \ldots, \alpha^{2}, 2, \alpha^{2 n-1}, \alpha^{2 n-3}, \ldots, \alpha^{3}, 2 \alpha\right) ; \\
& Q=\left(\alpha \beta, \alpha^{3} \beta, \ldots, \alpha^{2 n-3} \beta, 2 \alpha^{2 n-1}, \beta, \alpha^{2} \beta, \ldots, \alpha^{2 n-2} \beta, 2 \alpha^{2 n}\right)
\end{aligned}
$$

where $\beta=2-\alpha^{2}$.
PROOF. Again we shall show that each component of $P A$ and each component of $A Q^{t}$ is $D V$. We again denote the $j-t h$ column of $A$ by $C_{j}$, and the $i-t h$ row by $R_{i}$. We note first that

$$
\begin{aligned}
P C_{n+1} & =-\sum_{i=1}^{n+1} p_{i}+\sum_{i=n+2}^{2 n+1} p_{i} \\
& =-\sum_{j=1}^{n} \alpha^{2 j}-2+\sum_{j=2}^{n} \alpha^{2 j-1}+2 \alpha=D V
\end{aligned}
$$

For $1 \leq j \leq n, P\left(C_{j+1}-C_{j}\right)=-2 p_{j+1}+(v+1) p_{n+j+1}$. If $j=n$, this amounts to $-4+2(v+1) \alpha=0$, and if $j<n$, it is $-2 \alpha^{2 n-2 j}+(v+1) \alpha^{2 n-2 j+1}=0$. For $1 \leq j \leq n-1$,

$$
\begin{aligned}
P\left(C_{n+j+1}-C_{n+j}\right) & =(v+1) p_{j}-2 p_{n+j+1} \\
& =(v+1) \alpha^{2 n-2 j+2}-2 \alpha^{2 n-2 j+1}=0
\end{aligned}
$$

and $P\left(C_{2 n+1}-C_{2 n}\right)=(v+1) P_{n}-P_{2 n+1}$

$$
=(v+1) \alpha^{2}-2 \alpha=0
$$

Thus we have $P C_{j}=D V$ for each $j, 1 \leq j \leq 2 n+1$.

For $R_{n+1}$ we have

$$
R_{n+1} Q^{t}=\beta \sum_{j=1}^{n-1} \alpha^{2 j-1}+2 \alpha^{2 n-1}-\beta \sum_{j=0}^{n-1} \alpha^{2 j}-2 \alpha^{2 n}=D V,
$$

as one readily verifies. Observe next that

$$
\begin{aligned}
\left(R_{n+1}-R_{n}\right) Q^{t} & =2 q_{n}-(v+1) q_{2 n+1} \\
& =4 \alpha^{2 n-1}-(v+1) 2 \alpha^{2 n}=0 .
\end{aligned}
$$

For $j=1$ to $n-1$,

$$
\begin{aligned}
\left(R_{j+1}-R_{j}\right) Q^{t} & =2 q_{j}-(v+1) q_{j+n+1} \\
& =\beta \alpha^{2 j-3}-(v+1) \beta \alpha^{2 j-2}=0 .
\end{aligned}
$$

Again, for $\mathrm{j}=1$ to $\mathrm{n}-1$ we have

$$
\begin{aligned}
\left(R_{n+j+1}-R_{n+j}\right) Q^{t} & =-(v+1) q_{j}+2 q_{n+j} \\
& =-(v+1) \beta \alpha^{2 j-1}+2 \beta \alpha^{2 j-2}=0
\end{aligned}
$$

Finally,

$$
\begin{aligned}
& \left(R_{2 n+1}-R_{2 n}\right) Q^{t}=-(v+1) q_{n}+2 q_{2 n}+q_{2 n+1} \\
& \quad=-(v+1) 2 \alpha^{2 n-1}+2 \beta \alpha^{2 n-2}+2 \alpha^{2 n},
\end{aligned}
$$

which one readily sees is 0 , and we have $R_{i} Q^{t}=D V$ for every $i, 1 \leq i \leq 2 n+1$. $\quad$ a

Consider next the balanced games where the central diagonal element is -1 and all other diagonal elements are 0. By subtracting adjacent columns we find that necessary and sufficient conditions for a vector $P$ to satisfy
(12.2.1)

$$
P A=K(1,1, \ldots, 1) \text { for some } k
$$

are
(12.2.2)

$$
\begin{gathered}
p_{j}+p_{j+1}=(v+1) p_{n+j+1} \text { for } j=1 \text { to } n-1 ; \\
p_{k}+2 p_{n+1}=(v+1) p_{2 n+1} ; \\
p_{n+2}=(v+1) p_{1} ; \\
p_{n+j}+p_{n+j+1}=(v+1) p_{j} \text { for } j=2 \text { to } n .
\end{gathered}
$$

We rewrite these conditions in the following way: (12.2.3)

$$
\begin{aligned}
& p_{n+2}=(v+1) p_{1} \\
& p_{2}=(v+1) p_{n+2}-p_{1} \\
& p_{n+3}=(v+1) p_{2}-p_{n+2^{\prime}} \\
& p_{3}=(v+1) p_{n+3}-p_{2}, \\
& \cdot \\
& \cdot \\
& p_{n}=(v+1) p_{2 n}-p_{n-1^{\prime}} \\
& p_{2 n+1}=(v+1) p_{n}-p_{2 n^{\prime}} \\
& p_{n+1}=\frac{1}{2}\left[(v+1) p_{2 n+1}-p_{n}\right]
\end{aligned}
$$

Proceeding now as in the totally symmetric case [2], we define polynomials
(12.2.4) $\left\{\begin{array}{l}F_{-1}(x)=0, F_{0}(x)=1, \text { and } \\ F_{k}(x)=(x+1) F_{k-1}(x)-F_{k-2}(x) \text { for } k \geq 1 .\end{array}\right.$

Thus $F_{1}(x)=x+1, F_{2}(x)=x^{2}+2 x$, etc. By standard difference equations methods we find that the solution of (12.2.4) is

$$
\begin{align*}
& F_{k}(x)=\left(y^{k+1}-y^{-k-1}\right) /\left(y-y^{-1}\right)  \tag{12.2.5}\\
& \text { where } y=\left[x+1+\left(x^{2}+2 x-3\right)^{\frac{1}{2}}\right] / 2
\end{align*}
$$

Here $y$ and $y^{-1}$ are the two roots of the quadratic
equation $y^{2}-(x+1) y+1=0$, and their sum is $y+y^{-1}$ $=x+1$. It is understood, of course, that if $y=y^{-1}$ then the quotient in (12.2.5) is replaced by a geometric sum.

Since we are interested in making the $\mathrm{F}_{\mathrm{k}}(v)$ be components of strategy vectors we need to know that they are not negative. For $x \geq 1$ we have $y \geq 1$ and hence $\mathrm{F}_{\mathrm{k}}(\mathrm{x})>0$. For $-3<\mathrm{x}<1, \mathrm{Y}$ is nonreal and $F_{k}(x)=0$ if and only if $\mathrm{y}^{2 k+1}=1(\mathrm{y} £\{1,-1\})$. This holds if and only if $(x+1) / 2=\operatorname{Re} y \in\left\{\cos \frac{h \pi}{k+1}: h=\right.$ $1,2, \ldots, k)$. Thus the largest zero of $F_{k}(x)$ is $x=$ $2 \cos \frac{\pi}{k+1}-1$, and we have

$$
\begin{equation*}
F_{k}(x)>0 \text { for } x>2 \cos \frac{\pi}{k+1}-1 \tag{12.2.6}
\end{equation*}
$$

Now define the $2 n+1$-component vector $P$ by

$$
\begin{align*}
& P=\left(F_{0}, F_{2}, \ldots, F_{2 n-2}, \frac{1}{2} F_{2 n}, F_{1}, F_{3}, \ldots, F_{2 n-1}\right),  \tag{12.2.7}\\
& \text { where } F_{j}=F_{j}(v) .
\end{align*}
$$

Then each component of $P$ is positive for $v>$ $2 \cos \frac{\pi}{2 \mathrm{n}+1}-1$, and in view of (12.2.3) to (12.2.4), P satisfies (12.2.1).

By subtracting adjacent rows instead of columns we find that necessary and sufficient conditions that a vector $Q$ satisfy
(12.2.8)

$$
A Q^{t}=K(1,1, \ldots, 1)^{t} \text { for some } K
$$

are exactly those expressed in (12.2.2) and (12.2.3) but with the order of the components reversed; i.e., with $q_{2 n+2-j}$ in place of $p_{j}$. Thus we define $Q$ by

$$
\begin{equation*}
Q=\left(F_{2 n-1}, F_{2 n-3}, \ldots, F_{1}, \frac{1}{2} F_{2 n}, F_{2 n-2}, \ldots, F_{2}, F_{0}\right) . \tag{12.2.9}
\end{equation*}
$$

It follows that K in (12.2.8) must equal that in (12.2.1) and that the game value is $K / D$, where $D$ is the sum of the components in P . We summarize these results in the next theorem.

THEOREM 12.3. In the balanced $2 \mathrm{n}+1$ by $2 \mathrm{n}+1$
Silverman game with central diagonal element -1 and all other diagonal elements 0 the optimal strategies for the row and column players, respectively, are P/D and $Q / D$, where $P$ and $Q$ are given by (12.2.7), (12.2.9) and (12.2.5), and $D$ is the sum of the components of $P$. The game value is $V=K / D$, where $K=\sum_{i=0}^{n-1}\left(F_{2 i+1}-F_{2 i}\right)$ $-\frac{1}{2} F_{2 n}$.

PROOF. All but the value of K has been proved before stating the theorem. To obtain the value of $K$ we use $K=P C_{n+1}$, where $C_{n+1}$ is the ( $n+1$ )-th column of $A$, and obtain $k=-\sum_{i=1}^{k+1} p_{i}+\sum_{i=k+2}^{2 k+1} p_{i}$. The asserted value is then immediate.

For the game with -1 as last diagonal entry and all others 0 we can obtain similar explicit formulas for the column player's optimal strategy vector, but for the row player we have to settle for a rather cyclic kind of recursion which does not seem to yield a similar explicit solution. By subtracting adjacent rows we obtain the conditions

$$
\begin{align*}
& \quad q_{i}+q_{i+1}=(v+1) q_{n+i+1} \text { for } i=1 \text { to } n,  \tag{12.3.1}\\
& \\
& \quad q_{n+i}+q_{n+i+1}=(v+1) q_{i} \text { for } i=1 \text { to } n-1,
\end{align*}
$$

for the column player's optimal strategy $Q$. We rewrite these in the form

$$
\begin{align*}
& q_{2 n}=(v+1) q_{n}  \tag{12.3.2}\\
& q_{n-1}=(v+1) q_{2 n}-q_{n} \\
& q_{2 n-1}=(v+1) q_{n-1}-q_{2 n} \\
& q_{n-2}=(v+1) q_{2 n-1}=q_{n-1} \\
& \cdot \\
& \cdot \\
& \dot{q}_{1}=(v+1) q_{n-2}-q_{2}
\end{align*}
$$

$$
\text { and } \quad q_{2 n+1}=\frac{1}{(v+1)}\left(q_{n}+q_{n+1}\right)
$$

Then with the sequence $\left\{F_{k}\right.$ \} defined exactly as in (12.2.4) and (12.2.7) we have
(12.3.3) $\quad Q=\left(F_{2 n-2}, F_{2 n-4}, \ldots, F_{0}, F_{2 n-1}, F_{2 n-3} \ldots, F_{1}, \frac{1+F_{2 n-1}}{v+1}\right)$.

By subtracting adjacent columns we obtain the corresponding conditions on the row player's optimal strategy P:

$$
\begin{align*}
& \quad p_{i}+p_{i+1}=(v+1) p_{n+i+1} \text { for } i=1 \text { to } n,  \tag{12.3.4}\\
& \\
& \quad p_{n+i}+p_{n+i+1}=(v+1) p_{i} \text { for } i=1 \text { to } n-1,
\end{align*}
$$

Although these involve the same recursion that we have used to define the polynomials $F_{k}(x)$ and thereby to obtain explicit formulas for the components of $Q$ here, and of P and Q in the preceding theorems, here there seem to be no clear choices for $F_{-1}$ and $F_{0}$ which are independent of $n$ to initialize the process.

## THEOREM 12.4. In the balanced $2 \mathrm{n}+1$ by $2 \mathrm{n}+1$

Silverman game with diagonal (0 0 ... 0 -1) the optimal strategy for the column player is Q/D, where $Q$ is given by (12.3.3) and $D$ is the sum of the components of Q . The row player's optimal strategy $P$ is determined by the equations (12.3.4) and $\sum_{i=1}^{2 n+1} p_{i}=1$. The game value is
(12.4.1)

$$
\begin{aligned}
& V=K / D, \text { where } \\
& K=\sum_{j=1}^{n-1}\left(F_{2 j}-F_{2 j-1}\right)+1-\frac{1+F_{2 n-1}}{v+1} .
\end{aligned}
$$

PROOF. All but the value $V$ have been discussed prior to the statement of the theorem. The common value of $R_{i} Q^{t}$, where $R_{i}$ denotes the $i-t h$ row of the payoff matrix, is $R_{n+1} Q^{t}$, which is seen at once to be K as given by (12.4.1).

Finally, we can extend the reach of Theorems 12.2 and 12.4 in the following way. (Cf. last paragraph of Section 6.) For any vector $W$, let $W^{*}$ denote the vector obtained by reversing the order of the components of $W$. Let $E$ denote a vector each component of which is 1.

THEOREM 12.5. Let $A$ be the payoff matrix of a balanced Silverman game with diagonal $D$ and game value $V$. Let $A^{*}$ be the matrix of the balanced Silverman game with diagonal $D^{*}$. If $P$ and $Q$ are vectors with the property that

$$
\begin{equation*}
P A=V E \text { and } A Q^{t}=V E^{t} \tag{12.5.1}
\end{equation*}
$$

then

$$
\begin{equation*}
Q^{*} A^{*}=V E \text { and } A^{*} P^{* t}=V E^{t} \tag{12.5.2}
\end{equation*}
$$

Thus in the game $A^{*}$ the value is $V$, and $Q^{*}$ and $P^{*}$ are optimal strategies for the row and column player, respectively.

PROOF. That (12.5.1) implies (12.5.2) one sees immediately (by writing out the scalar equations if necessary), and the final statement in the theorem follows.

## 13. Concluding remarks on irreducibility.

We conclude with brief remarks about the evidence that the reduced games obtained in Sections 8 and 9 are not further reducible. (Those in Sections 10 and 11 clearly are not.)

It is well known that if $A$ is an $n$ by $n$ game matrix with game value $V$ and if $P=\left(p_{1}, \ldots, p_{n}\right)$ and $Q=\left(q_{1}, \ldots, q_{n}\right)$ are optimal mixed strategies for the row and column players, respectively, which are completely mixed (i.e., have no zero components), then (13.0.1)

$$
\begin{aligned}
& P A=(V, \ldots, V), \text { and } \\
& A Q^{t}=(V, \ldots, V)^{t}
\end{aligned}
$$

Moreover, in this case all optimal mixed strategies satisfy (13.0.1). If $V=0$ and $A$ has rank $n-1$, or $V \neq 0$ and $A$ has rank $n$, completely mixed strategies satisfying (13.0.1) are unique optimal strategies, and consequently no optimal strategies exist which are not completely mixed; i.e., the game is not reducible.

Balanced Silverman games with all diagonal elements zero are symmetric, and these are known to be irreducible. The completely mixed optimal
strategies are shown in [2] to be unique. We have verified the same in several low order cases for the
nonsymmetric reduced games obtained in Sections 8 and 9, when $v>1$. Also, in the course of our studies of these games we have seen machine-generated solutions of hundreds of examples, and without exception the optimal strategies have been completely mixed. We are reasonably confident therefore that these games are not further reducible, but proof of that conjecture must await closer analysis of the rank of these payoff matrices as a function of $v$ for $v>1$.
(As these notes go to press, the reduced games of Section 8 have been shown to be irreducible when $v>1$, and progress in that direction has been made for those of Section 9.)
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## J.C.Willems (Ed.)

## From Data to Model

1989. VII, 246 pp. 35 figs. 10 tabs. Hardcover DM 98,- ISBN 3-540-51571-2

This book consists of 5 chapters. The general theme is to develop a mathematical framework and a language for modelling dynamical systems from observed data. Two chapters study the statistical aspects of approximate linear time-series analysis. One chapter develops worst case aspects of system identification. Finally, there are two chapters on system approximation. The first one is a tutorial on the Hankel-norm approximation as an approach to model simplification in linear systems. The second one gives a philosophy for setting up numerical algorithms from which a model optimally fits an observed time series.

## P.Hackl (Ed.)

## Statistical Analysis and Forecasting of Economic Structural Change

1989. XIX, 488 pp. 98 figs. 60 tabs. Hardcover DM 178,- ISBN 3-540-51454-6

This book treats methods and problems of the statistical analysis of economic data in the context of structural change. It documents the state of the art, gives insights into existing methods, and describes new developments and trends. An introductory chapter gives a survey of the book and puts the following chapters into a broader context. The rest of the volume is organized in three parts:
a) Identification of Structural Change;
b) Model Building in the Presence of Structural Change; c) Data Analysis and Modeling.

C.D.Aliprantis, D.J.Brown, O. Burkinshaw

## Existence and Optimality of Competitive Equilibria

1989. XII, 284 pp. 38 figs. Hardcover<br>DM 110,- ISBN 3-540-50811-2

Contents: The Arrow-Debreu Model. - Riesz Spaces of Commodities and Prices. - Markets with Infinitely Many Commodities. - Production with Infinitely Many Commodities. The Overlapping Generations Model. References. - Index.

## B.L. Golden, E. A. Wasil, P.T.Harker (Eds.)

## The Analytic Hierarchy Process

## Applications and Studies

With contributions by numerous experts 1989. VI, 265 pp. 60 figs. 74 tabs. Hardcover DM 110,- ISBN 3-540-51440-6

The book is divided into three sections. In the first section, a detailed tutorial and an extensive annotated bibliography serve to introduce the methodology. The second section includes two papers which present new methodological advances in the theory of the AHP. The third section, by far the largest, is dedicated to applications and case studies; it contains twelve chapters. Papers dealing with project selection, electric utility planning, governmental decision making, medical decision making, conflict analysis, strategic planning, and others are used to illustrate how to successfully apply the AHP. Thus, this book should serve as a useful text in courses dealing with decision making as well as a valuable reference for those involved in the application of decision analysis techniques.
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