Research in computational group theory, an active subfield of computational algebra, has emphasized four areas: finite permutation groups, finite solvable groups, matrix representations of finite groups, and finitely presented groups. This book deals with the last of these areas. It is the first text to present the fundamental algorithmic ideas which have been developed to compute with finitely presented groups that are infinite, or at least not obviously finite. The book describes methods for working with elements, subgroups, and quotient groups of a finitely presented group. The author emphasizes the connection with fundamental algorithms from theoretical computer science, particularly the theory of automata and formal languages, from computational number theory, and from computational commutative algebra. The LLL lattice reduction algorithm and various algorithms for Hermite and Smith normal forms are used to study the abelian quotients of a finitely presented group. The work of Baumslag, Cannonito, and Miller on computing nonabelian polycyclic quotients is described as a generalization of Buchberger's Gröbner basis methods to right ideals in the integral group ring of a polycyclic group. Researchers in computational group theory, mathematicians interested in finitely presented groups, and theoretical computer scientists will find this book useful.
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## Preface

In 1970, John Cannon, Joachim Neubüser, and I considered the possibility of jointly producing a single book which would cover all of computational group theory. A draft table of contents was even produced, but the project was not completed. It is a measure of how far the subject has progressed in the past 20 years that it would now take at least four substantial books to cover the field, not including the necessary background material on group theory and the design and analysis of algorithms. In addition to a book like this one on computing with finitely presented groups, there would be books on computing with permutation groups, on computing with finite solvable groups, and on computing characters and modular representations of finite groups.

Computational group theory was originated by individuals trained as group theorists. However, there has been a steadily increasing participation in the subject by computer scientists. There are two reasons for this phenomenon. First, group-theoretic algorithms, particularly ones related to permutation groups, were found to be useful in attacking the graph isomorphism problem, a central problem in theoretical computer science. Once computer scientists began looking at group-theoretic algorithms, it was natural for them to attempt to determine the complexity of these algorithms. Second, the techniques and data structures of computer science have proved valuable in improving existing group-theoretic algorithms and in developing new ones.

This book is intended to be a graduate-level text. I have made a deliberate attempt to make the material accessible to students of both mathematics and computer science. The first chapter contains a quick review of elementary group theory, which would not be necessary if the target audience consisted only of graduate students in mathematics. It also contains a discussion of backtrack searches, which should be familiar to any undergraduate computer science major but which are probably not frequently encountered by mathematics majors. I suspect that initially the computer scientists may have an easier time than the mathematicians, since the first
half of the book includes a substantial discussion of the theory of automata and rational languages, topics more familiar to computer scientists than to mathematicians. Moreover, the first half requires only relatively elementary results about groups. However, in the second half, deeper results from group theory are required, and here the computer scientists may find the going somewhat more difficult.

Ideally this book should be accompanied by computer software that would permit the reader to experiment with implementations of the procedure discussed. Unfortunately, an appropriate package does not currently exist, although several of the available systems would be useful in connection with certain topics. Writing my own software would have delayed the publication of the book by several years, at least. The lack of computer support has meant that substantial examples and exercises have been largely omitted, since it is only with the help of the proper software that the reader would be able to explore such material successfully.

I have tried to include as many exercises as I could, but some of the later sections are not as well covered as I would have preferred. The exercises are of two types. Some require only a routine application of a technique discussed in that section. Others are intended to provide new insight. It is not always immediately obvious into which category a particular exercise falls, so the reader is encouraged to look carefully at all of the exercises. The more challenging ones are marked with an asterisk. In a few cases, I don't know the answer to the problems.

A substantial effort was made to include as complete a set of references as possible. To assist instructors in providing reading lists, the Bibliography has been divided into two sections, the first containing books on topics related to the material discussed here, and the second listing articles in journals and conference proceedings. References to books are enclosed in brackets, whereas references to articles are enclosed in parentheses. Michael Vaughan-Lee has written a book on the restricted Burnside problem and an article on the efficient computation of products in large p-groups. Both works appeared in 1990. Information about the book [Vaughan-Lee 1990] is in the book section of the Bibliography, but to find publication data for (Vaughan-Lee 1990) one must look in the articles section.

It is not usual for an author of a mathematics text to make evaluative judgments concerning the works in the Bibliography, and I have agonized over my decision to break with this practice. However, I feel an obligation to the reader to state my opinion that the quality of the papers dealing with the computation of Hermite and Smith normal forms is on average noticeably below the level in the other works cited. In a significant number of these papers there are deficiencies in the exposition and even in the validity of the arguments. I shall mention only one example of the problems I found. Given a set of homogeneous linear equations with integer coefficients, there are efforts to describe a basis of integer solutions. The authors frequently fail to make clear whether they are referring to a vector
space basis for the set of all rational solutions of the system such that each basis vector has integer components, or to a $\mathbb{Z}$-basis for the subgroup of all integer vectors which are solutions of the system. Having reached my conclusion, I was faced with several options. I could remain silent, I could provide critiques of individual papers, or I could omit the papers I found questionable from the Bibliography. None of these possibilities seemed appropriate. The problems are significant enough that I could not remain silent. There are simply too many papers to permit me to make detailed comments concerning each one. I do not have the time, and the book is already long. I have read through, at least quickly, all of these papers, so I feel obligated to include them in the Bibliography. Moreover, each of them has some merit. I realize that by making these comments and not identifying the papers I find deficient, I am raising doubts about the quality of all of them, including papers with substantial contributions. To the authors of these papers I apologize.

It is traditional for the preface to explain the numbering system used for sections, propositions, examples, exercises, figures, and tables. Section 3.4 is the fourth section of Chapter 3. Sections and chapters carrying an asterisk may be skipped without affecting the continuity of the material. The second proposition in Section 3.4 is referred to as Proposition 4.2 or as Proposition 4.2 of Chapter 3. The end of a proof is signaled by the symbol " $\square$ ". Within a given section, the propositions, theorems, lemmas, and corollaries are numbers in a single series. Examples and exercises are numbered separately. The numbering for figures and tables always includes the number of the chapter. Thus, Table 1.8.1 is the first table in Section 8 of Chapter 1.

A great many people have assisted in the preparation of this book. John Cannon, George Havas, Joachim Neubüser, and Michael Newman all made suggestions which improved the exposition. Special thanks go to Steve Schibell, who read the entire manuscript and provided detailed comments which were extremely useful. Gretchen Ostheimer and Eddie Lo helped with the proofreading. The staff of Cambridge University Press have been very supportive. David Tranah has quietly but persistently been after me to write a book for Cambridge for roughly a decade. Lauren Cowles has greatly facilitated my dealings with the New York office. Finally, Edith Feinstein and Jim Mobley have shown remarkable tolerance for my somewhat idiosyncratic style.

Considerable effort has been expended in trying to get the algorithm descriptions in this book right. However, errors almost certainly remain, and I would welcome information about any problems which are discovered. Other comments are also encouraged. My current address for electronic mail is sims@math.rutgers.edu.

## Introduction

This book describes computational methods for studying subgroups and quotient groups of finitely presented groups. The procedures discussed belong to one of the oldest and most highly developed areas of computational group theory. In order to better understand the context for this material, it is useful to know something about computational group theory in general and its place within the area of symbolic computation.

The mathematical uses of computers can be divided roughly into numeric and nonnumeric applications. Numeric computation involves primarily calculations in which real numbers are approximated by elements from a fixed set of rational numbers, called floating-point numbers. Such computation is usually associated with the mathematical discipline numerical analysis. Examples of numerical techniques are Simpson's rule for approximating definite integrals and Newton's method for approximating zeros of functions.

One nonnumeric application of computers to mathematics is symbolic computation. Although it is impossible to give a precise definition, symbolic computation normally involves representing mathematical objects exactly and performing exact calculations with these representations. It includes efforts to automate many of the techniques taught to high school students and college undergraduates, such as the manipulation of polynomials and rational functions, differentiation and integration in closed form, and expansion in Taylor series.

The term "computer algebra" is frequently used as a synonym for "symbolic computation". The books [Akritas 1989], [Buchberger, Collins, \& Loos 1983], [Davenport, Siret, \& Tournier 1988], [Della Dora \& Fitch 1989], and [Geddes, Czapor, \& Labahn 1992] all have this phrase in their titles. Although the term "computer algebra" is well established, it conflicts somewhat with current usage within mathematics, where "algebra" usually is used in the narrower sense of "abstract algebra", the study of algebraic structures such as groups, rings, fields, and modules. The word "computer" in the phrase "computer algebra" is also not quite accurate. It is
true that much of what is done is motivated by the existence of computers. Nevertheless, the algebraic algorithms which have been developed represent substantial mathematical achievements, whose importance is not dependent entirely on their being incorporated into computer programs. Many of the algorithms, including a number presented in this book, can be useful in calculations carried out by hand.

Within symbolic computation there is a rapidly expanding area of computational (abstract) algebra, which is the study of procedures for manipulating objects from abstract algebra with particular concern for practicality. Computational group theory is the part of computational algebra which considers problems related to groups. Other flourishing subfields of computational algebra are computational number theory, which is described in such books as [Pohst \& Zassenhaus 1989] and [Bressoud 1989], and computational algebraic geometry, where the software package Macaulay of David Bayer and Michael Stillman has had a major impact.

Symbolic computation is at the border between mathematics and computer science. The objects being manipulated are mathematical. However, the algorithmic ideas often have come from computer science, and individuals who identify themselves as computer scientists have made important contributions to the subject. This book emphasizes the close connection between techniques for investigating finitely presented groups and such topics as formal language theory and critical-pair/completion procedures, which are now considered to be important parts of computer science.

A point of continuing debate is the role of complexity theory in symbolic computation. The traditional complexity measure in theoretical computer science is asymptotic worst-case complexity. For users of symbolic software, worst-case analyses are often too pessimistic. Of much more relevance is average-case complexity. However, average-case analyses are lacking for many of the most important algebraic algorithms. Moreover, there are cases in which no agreement has been reached on what the average case is. Symbolic computations often require a great deal of computer memory. Frequently one has to tailor a program to fit a specific problem in order to get a solution on a particular computer. In this situation, it does not make sense to talk about asymptotic behavior.

In computation with finitely presented groups there is an even more fundamental difficulty with complexity. Many problems connected with such groups have been shown not to have general algorithmic solutions. There are procedures for trying to solve some of these problems, but the procedures terminate only if the solution has a particular form. In the remaining cases, the procedures continue indefinitely. There is no version of complexity analysis which adequately handles this situation. Ideally, one would want a program to give up quickly if it is not going to get an answer and to work hard when a solution can be found. However, because usually there
is no quick way to determine from the input data which outcome is likely, deciding when to throw in the towel is difficult.

Although we do not have an adequate theoretical framework on which to base comparisons of group-theoretic procedures and their computer implementations, we still need to make decisions about which techniques to use on a particular problem. Frequently, all that we can do is apply competing methods to a selection of test problems and compare the results. Experimental evidence is better than nothing, but one must be very careful about drawing conclusions from such evidence. It is hard to be sure that the sample problems are truly representative of the class of problems under consideration.

A computational problem in group theory typically begins "Given a group $G$, determine ...". Our ability to solve the problem depends heavily on the way $G$ is given. There are three methods commonly used to specify a group $G$ :
(a) One may describe $G$ as the subgroup generated by an explicit finite list of elements in some other group $H$ which is considered to be well-known.
(b) One may define $G$ to be the group of automorphisms or symmetries of some combinatorial or algebraic object.
(c) One may give a finite presentation for $G$ by generators and relations.

In (a), the group $H$ could be the symmetric group on a finite set, the group of invertible $n$-by- $n$ matrices over a commutative ring, or a free group of finite rank. Examples of the types of objects which might arise in (b) are graphs, block designs, and, in the case of Galois groups, finite extensions of one field by another. Problems related to groups given as in (c) are the main subject of this book, although finitely generated subgroups of free groups are also discussed at some length. The greatest successes in computational group theory so far have come in connection with permutation groups on finite sets, finite solvable groups, and finitely presented groups.

The study of groups given by presentations is called combinatorial group theory. The primary references on the subject are the books [Magnus, Karrass, \& Solitar 1976] and [Lyndon \& Schupp 1977]. The history of the subject given in [Chandler \& Magnus 1982] also provides useful insights. Many examples of finite presentations of groups can be found in [Coxeter \& Moser 1980].

As noted earlier, the computer science literature is also relevant. The three volumes by Donald Knuth contain a great deal of material related to our topic. Volume 2 is a particularly valuable reference. Other books describing the fundamental algorithms of computer science with applications to computational group theory are [Aho, Hopcroft, \& Ullman 1974] and [Sedgewick 1990].

Because this is one of the first texts to cover a major area within computational group theory, some remarks on the history of the field have been included. Most chapters conclude with a brief section of historical notes. More information, particularly about the history of general group theory, combinatorial group theory, and abstract algebra, can be found in [Dieudonné 1978], [Chandler \& Magnus 1982], [Waerden 1985], and [Wussing 1984]. Computational problems related to groups have been studied for at least 150 years. Algorithmic questions have been a part of combinatorial group theory from its beginning. In fact, the algorithms discussed in Chapter 8 are based directly on techniques developed in the middle of the nineteenth century, before presentations of groups were defined and before the concept of an abstract group was clarified.

Perhaps the first references to the potential of computers for grouptheoretic calculations came from Alan Turing and Maxwell Newman. At the end of World War II, Turing began work on the design of an "automatic computing engine". As quoted in [Hodges 1983], Turing suggested in a document circulated at the end of 1945 that one of the tasks which might be assigned to this engine was the enumeration of the groups of order 720. In connection with the inauguration in 1951 of a computer at Manchester University, Newman described a probabilistic method by which computers might be able to obtain a crude estimate of the number of groups of order $2^{8}$ (M. H. A. Newman 1951).

During the 1950s, group-theoretic calculations using machines were carried out by several researchers. However, it is reasonable to say that the field of computational group theory came into existence with the work of Joachim Neubüser, who was the first individual to make the application of computers to group theory his primary professional activity. Neubüser's first paper appeared in 1960.

By the late 1960s, the use of computers in abstract algebra was sufficiently common for a conference on the subject to be organized in Oxford, August 29 to September 2, 1967. The proceedings [Leech 1970] of that conference contained 35 papers, at least 20 of which dealt with groups. In his survey (Neubüser 1970) in those proceedings, Neubüser listed roughly 130 publications related to the use of computers in group theory. Not all the contributions to computational group theory which grew out of the Oxford conference were reflected in the proceedings; see the notes at the end of Chapters 5 and 11.

During the 1970s, computational group theorists participated frequently in conferences devoted primarily to traditional computer algebra. Thus the proceedings of the Second Symposium on Symbolic and Algebraic Manipulation sponsored by the Association for Computing Machinery (ACM) in 1971, the 1976 ACM Symposium on Symbolic and Algebraic Computation, and EUROSAM '79, an international symposium held in France, all contain important papers on computational group theory. More recently,
computational group theory has been treated for the purpose of organizing conferences as a field of its own or as a subfield within group theory. The first conference devoted exclusively to computational group theory was organized in Durham in 1982 by the London Mathematical Society. The proceedings [Atkinson 1984] of the Durham meeting give a good indication of the breadth of the field.
Let us conclude this introduction with a brief survey of the software currently available for symbolic computation. This is an area of rapid change, so the information given here can be expected to become outdated fairly quickly. The classical symbolic systems provide facilities for working with individual polynomials, rational functions, matrices, Taylor series, and similar objects, primarily with coefficients taken from the real numbers. Among the classical systems currently available are REDUCE and MACSYMA, which have been around for some time, and Maple and Mathematica, which are considerably newer. Axiom (formerly SCRATCHPAD), developed at IBM's Yorktown Heights laboratory, is a system which allows the user some flexibility to work with elements of more general algebraic systems. A new version, written in C, of George Collins's system SAC2 has recently been introduced. Henri Cohen and collaborators have created a package called Pari, which is aimed primarily at number theory but contains an implementation of the LLL algorithm discussed in Chapter 8. The system Macaulay referred to earlier supports computation in algebraic geometry and commutative algebra.

Although quite a bit of group-theoretic software is available, no single package contains implementations of all the procedures discussed in this book. The most mature system for group-theoretic computation is Cayley, developed at Sydney University by John Cannon. A recent addition is the system GAP designed under the direction of Joachim Neubüser at the Technische Hochschule in Aachen. Various programs of a more specialized nature have been written at the Australian National University in Canberra under the leadership of Michael Newman. George Havas of the University of Queensland in Brisbane has produced free-standing implementations of several of the procedures presented here. David Epstein and Derek Holt at the University of Warwick have produced implementations of the KnuthBendix procedure for strings described in Chapter 2, as well as a number of other programs for studying "automatic groups" and for exploring the possibility that two given finitely presented groups are isomorphic.

## Basic concepts

It was not possible to make the exposition in this book self-contained and keep the book to a reasonable length. In a number of places, results from various parts of mathematics and theoretical computer science are stated without proof. This chapter reviews several of the most fundamental concepts with which the reader is assumed to be somewhat familiar. More material on sets, monoids, and groups can be found in algebra texts like [Sims 1984] and books on group theory such as [Hall 1959]. Two standard sources for topics in computer science are [Knuth 1973] and [Aho, Hopcroft, \& Ullman 1974]. After a brief discussion of some concepts in set theory, we define monoids, summarize some important facts about groups, consider presentations of monoids and groups by generators and relations, contemplate some sobering facts about our ability to compute using presentations, agree upon a method for describing computational procedures, look at some basic algorithms for computing with integers, and study an important search technique. Readers to whom most of these topics are familiar may wish to proceed directly to Chapter 2 and refer back to this chapter as needed.

### 1.1 Set-theoretic preliminaries

The concept of a set is central to the formal exposition of mathematics. Despite the importance of set theory, most mathematics texts do not make explicit the axioms for set theory being used. Instead, they adopt a "naive" set theory based largely on intuition.

This book will be no exception. We shall assume that the reader has a basic understanding of sets and set membership, as well as the operations of union, intersection, and difference of sets. The empty set will be denoted $\emptyset$. If $A$ is a subset of $B$, then we shall write $A \subseteq B$ or $B \supseteq A$. To indicate that $A$ is a proper subset of $B$, we shall write $A \subset B$ or $B \supset A$. The cartesian product of sets $X$ and $Y$ is the set $X \times Y$ of all ordered pairs $(x, y)$ with
$x$ in $X$ and $y$ in $Y$. The diagonal of $X \times X$ is $D=\{(x, x) \mid x \in X\}$. For a finite set $A$, the cardinality of $A$ will be denoted $|A|$.

A relation from $X$ to $Y$ is a subset $R$ of $X \times Y$. If $X=Y$, then we say that $R$ is a relation on $X$. If $(x, y)$ is in $R$, then we sometimes write $x R y$. Suppose $A$ is a subset of $X$. Then $A R$ is defined to be

$$
\{y \in Y \mid a R y \text { for some } a \text { in } A\}
$$

The inverse of $R$ is the relation $R^{-1}=\{(y, x) \mid(x, y) \in R\}$.
Let $R$ be a relation from $X$ to $Y$ and let $S$ be a relation from $Y$ to $Z$. The composition of $R$ and $S$ is the relation $T$ from $X$ to $Z$ which consists of the pairs $(x, z)$ such that there is an element $y$ in $Y$ with the property that $x R y$ and $y S z$. We write $T=R \circ S$.

An equivalence relation on a set $X$ is a relation $E$ on $X$ such that the following conditions hold:
(i) $x E x$ for all $x$ in $X$.
(ii) If $x E y$, then $y E x$.
(iii) If $x E y$ and $y E z$, then $x E z$.

These conditions are called reflexivity, symmetry, and transitivity, respectively. Symmetry can be stated as $E^{-1}=E$, and transitivity means that $E \circ E$ is contained in $E$. Suppose $E$ is an equivalence relation on $X$. Then for $x$ and $y$ in $X$, the sets $\{x\} E$ and $\{y\} E$ are either equal or disjoint. Thus $\Pi=\{\{x\} E \mid x \in X\}$ is a partition of $X$. The elements of $\Pi$ are called the equivalence classes of $E$.

A function from $X$ to $Y$ is a relation $f$ from $X$ to $Y$ such that for all $x$ in $X$ the set $\{x\} f$ has exactly one element. We write $f: X \rightarrow Y$ and refer to $X$ as the domain of $f$. If $y$ is the unique element of $\{x\} f$, then we write $y=x f, y=f(x), y=x^{f}$, or $x \stackrel{f}{\longmapsto} y$, depending on the context. The composition of two functions is a function. The term "map" is a synonym for "function". Let $E$ be an equivalence relation on $X$ and let $\Pi$ be the set of equivalence classes of $E$. The natural map from $X$ to $\Pi$ is the function $\pi$ such that $\pi(x)=\{x\} E$ for all $x$ in $X$.

Let $f$ be a function from $X$ to $Y$. We say that $f$ is surjective or that $f$ maps $X$ onto $Y$ if $X f=Y$. We say that $f$ is injective if for all $x_{1}$ and $x_{2}$ in $X$ the equality $f\left(x_{1}\right)=f\left(x_{2}\right)$ implies that $x_{1}=x_{2}$. A function which is both injective and surjective is said to be bijective, or to be a one-to-one correspondence. Functions which are surjective, injective, or bijective are called surjections, injections, or bijections, respectively. A permutation of a set $X$ is a bijection from $X$ to itself. The identity function on a set $X$ is the function $e$ such that $e(x)=x$ for all $x$ in $X$. Clearly $e$ is a permutation of $X$.

A convenient way to describe a function on a small set is by a matrix with two rows. The first row lists the domain and the second row gives the images. For example,

$$
\left(\begin{array}{lllll}
0 & 1 & 2 & 3 & 4 \\
2 & 4 & 0 & 1 & 3
\end{array}\right)
$$

defines the permutation of $\{0,1,2,3,4\}$ which takes 0 to 2,1 to 4 , and so on.

## Exercises

1.1. Show that the intersection of any nonempty collection of equivalence relations on a set is again an equivalence relation.
1.2. Suppose that $E_{1}, E_{2}, \ldots$ is an infinite sequence of equivalence relations on $X$ and $E_{i}$ is contained in $E_{i+1}$ for $i \geq 1$. Prove that the union of the $E_{i}$ is an equivalence relation on $X$.
1.3. Show that for any set $X$ there is a bijection from the set of equivalence relations on $X$ to the set of partitions of $X$.
1.4. Suppose $f: X \rightarrow Y, g: Y \rightarrow Z$, and $h: Y \rightarrow Z$ are functions. Assume that $f$ is surjective and $f \circ g=f \circ h$. Show that $g=h$.

### 1.2 Monoids

A semigroup is a pair $(S, \bullet)$ consisting of a set $S$ and an associative binary operation $\bullet$ on $S$. That is, $\bullet$ is a function from $S \times S$ to $S$, and if we write the image under • of a pair $(s, t)$ as $s \bullet t$, then

$$
s \bullet(t \bullet u)=(s \bullet t) \bullet u
$$

for all $s, t$, and $u$ in $S$. If $s \bullet t=t \bullet s$ for all $s$ and $t$ in $S$, then $\bullet$ is said to be commutative. In this book, multiplicative notation will normally be used for binary operations. Thus $s \bullet t$ will be written $s t$ and referred to as the product of $s$ and $t$. When the binary operation is clear from the context, we refer to $S$ as the semigroup. If $S$ is finite, then the order of $S$ is $|S|$.

An identity element in a semigroup $S$ is an element $e$ of $S$ such that $e s=s e=s$ for all $s$ in $S$. There is at most one identity element in $S$, and if $S$ has an identity element, then $S$ is called a monoid. Note that a semigroup may be empty, but a monoid always contains at least one element, its identity element. When multiplicative notation is used, the identity element is normally denoted by 1 .

Let $M$ be a monoid with identity element 1 . An element $u$ of $M$ is called a unit if there is an element $v$ of $M$ such that $u v=v u=1$. The element $v$ is unique. We call $v$ the inverse of $u$ and write $v=u^{-1}$. If $u$ is a unit with inverse $v$, then $v$ is a unit with inverse $u$. The inverse of 1 is 1 .

Suppose that $x$ and $y$ are units in $M$. Then

$$
(x y)\left(y^{-1} x^{-1}\right)=x\left(y y^{-1}\right) x^{-1}=x 1 x^{-1}=x x^{-1}=1 .
$$

Similarly $\left(y^{-1} x^{-1}\right)(x y)=1$, so $x y$ is a unit with inverse $y^{-1} x^{-1}$. Therefore the set of units is closed under multiplication.
If $x$ is an element of a semigroup $S$ and $n$ is a positive integer, then $x^{n}$ is defined to be $x x \ldots x$, where the product has $n$ factors. If $S$ is a monoid with identity element 1 , then we set $x^{0}=1$. If $x$ is a unit and $n<0$, then $x^{n}$ is defined to be $\left(x^{-1}\right)^{-n}$. The usual laws of exponents hold.
A group is a monoid in which every element is a unit. If $M$ is a monoid, then the set of units of $M$ is a group. Commutative groups are said to be abelian.
Here are some examples of monoids and groups.
Example 2.1. Let $\Omega$ be a set. The set $\operatorname{Rel}(\Omega)$ of all relations on $\Omega$ is a monoid with composition as the binary operation. The identity element of $\operatorname{Rel}(\Omega)$ is the identity function on $\Omega$. The set $\operatorname{Fun}(\Omega)$ of functions on $\Omega$ is also a monoid. The group of units of $\operatorname{Rel}(\Omega)$ is the set $\operatorname{Sym}(\Omega)$ of permutations of $\Omega$, which is called the symmetric group on $\Omega$. If $\Omega$ is finite and $|\Omega|=n$, then

$$
|\operatorname{Rel}(\Omega)|=2^{n^{2}},|\operatorname{Fun}(\Omega)|=n^{n},|\operatorname{Sym}(\Omega)|=n!
$$

If $\Omega=\{1,2, \ldots, n\}$, then $\operatorname{Sym}(\Omega)$ is also denoted $\operatorname{Sym}(n)$.
Example 2.2. Let $R$ be a commutative ring with identity and let $n$ be a positive integer. The set $M_{n}(R)$ of $n$-by- $n$ matrices over $R$ is a monoid under matrix multiplication. The identity element of $M_{n}(R)$ is the $n$-by- $n$ identity matrix. The group of units of $M_{n}(R)$ is the general linear group $\mathrm{GL}(n, R)$ of matrices whose determinants are units in $R$.

Example 2.3. Let $M$ be a monoid. For subsets $A$ and $B$ of $M$ let $A B=$ $\{a b \mid a \in A, b \in B\}$. With this operation the set of all subsets of $M$ becomes a monoid.

Example 2.4. The set $\mathbb{Z}$ of integers with addition as the binary operation is a group. The identity element is 0 and the inverse of $n$ is $-n$. (Here we use additive, not multiplicative, notation.)

Example 2.5. The set $\mathbb{Z}$ with multiplication as the binary operation is a monoid with identity element 1 . Only 1 and -1 are units.

Example 2.6. The set $\mathbb{N}$ of nonnegative integers with addition as the binary operation is a monoid. Only 0 is a unit.

Example 2.7. Let $X$ be a set. A word over $X$ is a finite sequence $U=$ $u_{1}, u_{2}, \ldots, u_{m}$ of elements of $X$. The empty sequence, with $m=0$, will be denoted $\varepsilon$. The set of all words over $X$ is denoted $X^{*}$. If $V=v_{1}, \ldots, v_{n}$ is also a word over $X$, then $U V$ is defined to be the word $u_{1}, \ldots, u_{m}, v_{1}, \ldots, v_{n}$. With this multiplication, $X^{*}$ is a monoid with identity element $\varepsilon$, which is the only unit. We identify an element $x$ of $X$ with the corresponding word of length 1 , and we write $U$ as $u_{1} \ldots u_{m}$, without commas. The length $m$ of $U$ is denoted $|U|$. Words over some finite set $X$ will be the objects most commonly manipulated by the algorithms discussed in this book.

If $A, B$, and $C$ are in $X^{*}$ and $U=A B C$, then $A$ is a prefix of $U, C$ is a suffix of $U$, and $B$ is a subword of $U$. If $U=u_{1} \ldots u_{m}$, then any of the words $u_{i} u_{i+1} \ldots u_{m} u_{1} \ldots u_{i-1}, 1 \leq i \leq m$, is called a cyclic permutation of $U$, and $U^{\dagger}=u_{m} u_{m-1} \ldots u_{1}$ is called the reversal of $U$. The term "string" is sometimes used as a synonym for "word". In particular, if $X=\{0,1\}$, then elements of $X^{*}$ are frequently referred to as bit strings.

Let $M$ be a monoid with identity element 1. A submonoid of $M$ is a subset $N$ of $M$ such that the following conditions hold:
(i) 1 is in $N$.
(ii) If $x$ and $y$ are in $N$, then $x y$ is in $N$.

If in addition all elements of $N$ are units and $N$ contains the inverse of each of its elements, then $N$ is a subgroup of $M$. A submonoid $N$ is a monoid under the restriction to $N$ of the binary operation on $M$. Similarly, subgroups are groups in their own right.

Example 2.8. Let $\Omega$ be a set. The set $\operatorname{Fun}(\Omega)$ is a submonoid of $\operatorname{Rel}(\Omega)$, and $\operatorname{Sym}(\Omega)$ is a subgroup of $\operatorname{Rel}(\Omega)$. Let $\alpha$ be an element of $\Omega$. The set of functions $f$ on $\Omega$ such that $f(\alpha)=\alpha$ is a submonoid of $\operatorname{Fun}(\Omega)$, and the set of permutations of $\Omega$ which fix $\alpha$ is a subgroup of $\operatorname{Sym}(\Omega)$.

Example 2.9. The set $\mathbb{N}$ is a submonoid of the monoids $(\mathbb{Z},+)$ and $(\mathbb{Z}, \times)$. For any integer $n$, the set $n \mathbb{Z}$ of multiples of $n$ is a subgroup of $(\mathbb{Z},+)$.

Proposition 2.1. Let $M$ be a monoid. The intersection of any nonempty collection of submonoids of $M$ is a submonoid of $M$. The intersection of any nonempty collection of subgroups is a subgroup.

Proof. Exercise.
Let $Y$ be a subset of a monoid $M$. The set $\mathcal{N}$ of submonoids of $M$ which contain $Y$ is nonempty, since $M$ is in $\mathcal{N}$. By Proposition 2.1, the intersection $K$ of the elements of $\mathcal{N}$ is a submonoid. Clearly $K$ contains $Y$
and is the smallest submonoid containing $Y$. We write $K=\operatorname{Mon}\langle Y\rangle$ and call $K$ the submonoid generated by $Y$. It is easy to see that $K$ consists of all elements of $M$ which can be expressed as a product $y_{1} \ldots y_{t}$ with each $y_{i}$ in $Y$. By convention, such a product with $t=0$ is defined to be 1 .

Some authors write $Y^{*}$ for the submonoid generated by $Y$. Strictly speaking, $Y^{*}$ is the set of sequences $y_{1}, \ldots, y_{t}$ of elements of $Y$, and $\operatorname{Mon}\langle Y\rangle$ is the set of products of these sequences. We shall normally distinguish between $Y^{*}$ and $\mathrm{Mon}\langle Y\rangle$. However, in Chapter 3 we shall bow to tradition and write $Y^{*}$ for $\operatorname{Mon}\langle Y\rangle$.

Example 2.10. Let $\Omega=\{0,1,2,3,4\}$ and let $f$ be the function on $\Omega$ defined by

$$
\left(\begin{array}{ccccc}
0 & 1 & 2 & 3 & 4 \\
1 & 2 & 3 & 4 & 1
\end{array}\right)
$$

To determine the submonoid $\operatorname{Mon}\langle f\rangle$ of $\operatorname{Fun}(\Omega)$, we must compute the powers of $f$. Now $f^{0}=1$ and $f^{1}=f$. Also

$$
\begin{gathered}
f^{2}=f \circ f=\left(\begin{array}{lllll}
0 & 1 & 2 & 3 & 4 \\
2 & 3 & 4 & 1 & 2
\end{array}\right), \\
f^{3}=\left(\begin{array}{lllll}
0 & 1 & 2 & 3 & 4 \\
3 & 4 & 1 & 2 & 3
\end{array}\right), \quad f^{4}=\left(\begin{array}{lllll}
0 & 1 & 2 & 3 & 4 \\
4 & 1 & 2 & 3 & 4
\end{array}\right) \\
f^{5}=\left(\begin{array}{lllll}
0 & 1 & 2 & 3 & 4 \\
1 & 2 & 3 & 4 & 1
\end{array}\right)=f .
\end{gathered}
$$

Thus $f^{6}=f^{2}, f^{7}=f^{3}$, and so on. Therefore $\operatorname{Mon}\langle f\rangle=\left\{f^{0}, f^{1}, f^{2}, f^{3}, f^{4}\right\}$ and $\operatorname{Mon}\langle f\rangle$ has order 5.

Now suppose that $Y$ is a subset of the group of units of a monoid $M$. The set of subgroups of $M$ which contain $Y$ is nonempty, so the intersection $H$ of these subgroups is the smallest subgroup of $M$ containing $Y$. It is not hard to see that $H$ is the submonoid of $M$ generated by $Y \cup Y^{-1}$, where $Y^{-1}=\left\{y^{-1} \mid y \in Y\right\}$. We shall denote $H$ by $\operatorname{Grp}\langle Y\rangle$.

A group or a monoid is finitely generated if there is a finite set which generates it. If $G$ is a group, then $G$ is finitely generated as a group if and only if $G$ is finitely generated as a monoid. For if $G=\operatorname{Mon}\langle X\rangle$, then $G=\operatorname{Grp}\langle X\rangle$, and if $G=\operatorname{Grp}\langle Y\rangle$, then $G=\operatorname{Mon}\left\langle Y \cup Y^{-1}\right\rangle$ and $Y \cup Y^{-1}$ is finite if $Y$ is finite. Actually, when $Y$ is finite, we need to add only one element to $Y$ to be sure of getting a monoid generating set for $\operatorname{Grp}\langle Y\rangle$.

Proposition 2.2. If a group $G$ is generated as a group by $n$ elements, then $G$ is generated as a monoid by $n+1$ elements.

Proof. Suppose $x_{1}, \ldots, x_{n}$ generate $G$ as a group. Then $x_{1}, \ldots, x_{n}, x_{1}^{-1}$, $\ldots, x_{n}^{-1}$ generate $G$ as a monoid. Let $y=x_{1}^{-1} \ldots x_{n}^{-1}$. Then

$$
x_{i}^{-1}=x_{i-1} x_{i-2} \ldots x_{1} y x_{n} x_{n-1} \ldots x_{i+1},
$$

$1 \leq i \leq n$. Therefore $G$ is generated as a monoid by $x_{1}, \ldots, x_{n}$ and $y$.
Proposition 2.2 was first proved in (Dyck 1882), so the result dates from the very beginning of combinatorial group theory.

A monoid is cyclic if it is generated as a monoid by a single element. A group is cyclic if it is generated as a group by a single element. If $x$ is an element of a group, then the order of $x$ is the order of $\operatorname{Grp}\langle x\rangle$, provided that group is finite. If $\operatorname{Grp}\langle x\rangle$ is infinite, then $x$ is said to have infinite order.

Proposition 2.3. Let $M$ be a finitely generated monoid. Every generating set for $M$ contains a finite generating set.

Proof. Let $X$ be a finite generating set for $M$ and let $Y$ be any generating set. Each element of $X$ can be expressed as a product of elements of $Y$. For each $x$ in $X$ choose one such product and let $Z$ be the set of elements of $Y$ which occur in at least one of the chosen products. Then $Z$ is a finite set, and the submonoid generated by $Z$ contains $X$. Therefore $Z$ generates $M$.

Proposition 2.3 remains true if $M$ is a group and the generating sets are group generating sets.

Let $M$ and $N$ be monoids with identity elements $1_{M}$ and $1_{N}$, respectively. A homomorphism from $M$ to $N$ is a function $h: M \rightarrow N$ such that
(i) $h\left(1_{M}\right)=1_{N}$.
(ii) $h(x y)=h(x) h(y)$ for all $x$ and $y$ in $M$.

If $N$ is a group, then condition (i) follows from condition (ii). If $x$ is a unit in $M$, then $x x^{-1}=1_{M}=x^{-1} x$. Therefore

$$
h(x) h\left(x^{-1}\right)=h\left(1_{M}\right)=1_{N}=h\left(x^{-1}\right) h(x) .
$$

Thus $h(x)$ is a unit and $h(x)^{-1}=h\left(x^{-1}\right)$. In particular, if $M$ is a group, then the image of $M$ under $h$ is a subgroup of $N$. A homomorphism from $M$ to $M$ is said to be an endomorphism of $M$. If a homomorphism $h: M \rightarrow N$ is a bijection, then $h$ is called an isomorphism. In this case, the inverse map $h^{-1}$ is also an isomorphism, and $M$ and $N$ are said to be isomorphic. A semigroup homomorphism is a map between semigroups satisfying condition (ii).

For any set $X$, the monoid $X^{*}$ is called the free monoid generated by $X$. The set $\mathcal{S}$ of nonempty words in $X^{*}$ is a subsemigroup of $X^{*}$, the free semigroup generated by $X$. The following proposition justifies the use of the adjective "free".

Proposition 2.4. Let $X$ be a set and let $M$ be a monoid. For each function $f: X \rightarrow M$ there is a unique extension of $f$ to a homomorphism of $X^{*}$ into $M$.

Proof. Let $U=u_{1} \ldots u_{m}$ be in $X^{*}$ with each $u_{i}$ in $X$. The only way to define $f(U)$ so that $f$ becomes a homomorphism from $X^{*}$ to $M$ is to set $f(U)$ equal to $f\left(u_{1}\right) \ldots f\left(u_{m}\right)$. It is easy to check that the map so defined is a homomorphism.

Here are some basic facts relating submonoids and homomorphisms:
Proposition 2.5. Let $f: M \rightarrow N$ be a homomorphism of monoids. If $H$ is a submonoid of $M$ and $K$ is a submonoid of $N$, then $f(H)$ is a submonoid of $N$ and $f^{-1}(K)$ is a submonoid of $M$. If $M$ and $K$ are groups, then $f^{-1}(K)$ is a subgroup of $M$.

Proof. Exercise.
The notion of an ideal is usually encountered first in the study of rings. However, the concept is also useful in the theory of monoids. Let $M$ be a monoid. A subset $I$ of $M$ is an ideal if for all $x$ in $I$ and all $y$ in $M$ the products $x y$ and $y x$ are in $I$.

Example 2.11. Let $\Omega$ be a set. For any integer $k \geq 1$, the set $J_{k}$ of functions $f: \Omega \rightarrow \Omega$ such that $|f(\Omega)| \leq k$ is an ideal of $\operatorname{Fun}(\Omega)$.

Example 2.12. Let $X$ be a set. For any integer $k \geq 0$ the set $I_{k}$ of words $U$ in $X^{*}$ such that $|U| \geq k$ is an ideal of $X^{*}$. More generally, if $\mathcal{U}$ is any subset of $X^{*}$, then the set of words having some element of $\mathcal{U}$ as a subword is an ideal of $X^{*}$.

If we modify the definition of an ideal to require only that $x y$ be in $I$ when $x$ is in $I$ and $y$ is in $M$, then the resulting object is called a right ideal. Similarly, a left ideal is a subset closed under multiplication on the left by elements of $M$.

Example 2.13. Let $\Gamma$ be a subset of a set $\Omega$. The set of functions which map $\Omega$ into $\Gamma$ is a left ideal of $\operatorname{Fun}(\Omega)$. The set of functions on $\Omega$ which are not injective is a right ideal of $\operatorname{Fun}(\Omega)$.

Example 2.14. Let $\mathcal{U}$ be a subset of $X^{*}$. The set of words having some element of $\mathcal{U}$ as a prefix is a right ideal of $X^{*}$.

Let $I$ be an ideal of a monoid $M$. A generating set for $I$ is a subset $Y$ of $M$ such that

$$
I=M Y M=\{x y z \mid x, z \in M, y \in Y\}
$$

Since we may take $x=z=1$, it follows that $Y$ is a subset of $I$. A generating set for a right ideal $J$ of $M$ is a subset $T$ of $J$ such that $J=T M$. Generating sets for left ideals are defined in an analogous manner.

A minimal generating set for an ideal $I$ is a generating set $Y$ which does not properly contain any other generating set. An ideal may have no minimal generating sets, and it may have many. However, in $X^{*}$ minimal generating sets exist and are unique.

Proposition 2.6. Let $I$ be an ideal of $X^{*}$ and let $\mathcal{U}$ be the set of all elements of $I$ which do not contain elements of $I$ as proper subwords. Then $\mathcal{U}$ generates $I$, and $\mathcal{U}$ is a subset of every generating set for $I$. In particular, $\mathcal{U}$ is the unique minimal generating set for $I$.

Proof. Let $U$ be an element of $I$. Choose a subword $V$ of $U$ of minimal length such that $V$ is in $I$. Then $V$ is in $\mathcal{U}$, and $U$ is in the ideal generated by $\mathcal{U}$. Therefore $\mathcal{U}$ is a generating set for $I$. Now let $\mathcal{V}$ be any generating set for $I$ and let $U$ be in $\mathcal{U}$. There exist words $A$ and $B$ in $X^{*}$ and $V$ in $\mathcal{V}$ such that $U=A V B$. By the definition of $\mathcal{U}$ we must have $A=B=\varepsilon$. Therefore $U$ is in $\mathcal{V}$.

Proposition 2.7. Let $I_{1} \subseteq I_{2} \subseteq \cdots$ be an infinite sequence of ideals in $X^{*}$. Assume that there is an integer $m$ such that the minimal generating set of each of the $I_{j}$ has at most $m$ elements. Then there is an integer $n$ such that $I_{j}=I_{n}$ for $j \geq n$.

Proof. Let

$$
I=\bigcup_{j} I_{j}
$$

It is easy to see that $I$ is an ideal. Let $\mathcal{U}$ be the minimal generating set for $I$, and suppose that it is possible to find distinct elements $U_{1}, \ldots, U_{m+1}$ in $\mathcal{U}$. There is an index $j$ such that $I_{j}$ contains all of the $U_{i}$. Let $\mathcal{V}$ be the minimal generating set for $I_{j}$. By assumption, not all of the $U_{i}$ are in $\mathcal{V}$, and so some $U_{i}$ contains an element $V$ of $\mathcal{V}$ as a proper subword. But $V$ is in $I$, so $U_{i}$ cannot be in $\mathcal{U}$. Therefore $\mathcal{U}$ is finite and $|\mathcal{U}| \leq m$. Thus there is
an index $n$ such that $I_{n}$ contains $\mathcal{U}$. But then $I_{n}=I$ and $I_{j}=I_{n}$ for $j \geq n$.

Proposition 2.6 has analogues for right and left ideals of $X^{*}$. The minimal generating set for a right ideal $J$ is the set of elements of $J$ which do not contain other elements of $J$ as prefixes. For left ideals, substitute "suffixes" for "prefixes".

## Exercises

2.1. Suppose an element $u$ of a monoid has a right inverse $v$ and a left inverse $w$. Thus $u v=1=w u$. Show that $u$ is a unit.
2.2. Suppose $G$ is a group. Prove that the only element $u$ of $G$ with $u^{2}=u$ is the identity element.
2.3. Let $F$ be a finite field with $q$ elements. Show that $|\mathrm{GL}(n, F)|$ is

$$
\left(q^{n}-1\right)\left(q^{n}-q\right) \ldots\left(q^{n}-q^{n-1}\right)
$$

2.4. Let $M$ and $N$ be monoids. Define a binary operation on $M \times N$ by $(a, x)(b, y)=(a b, x y)$. Show that $M \times N$ is a monoid and the functions $a \mapsto(a, 1), x \mapsto(1, x),(a, x) \mapsto a$, and $(a, x) \mapsto x$ are all homomorphisms. Prove that $M \times N$ is a group if both $M$ and $N$ are groups. The monoid $M \times N$ is the direct product of $M$ and $N$.
2.5. Prove that up to isomorphism there is one infinite cyclic monoid and one infinite cyclic group.
2.6. Show that any finite cyclic group is a cyclic monoid.
2.7. Let $n$ be a positive integer. Prove that up to isomorphism there are $n$ cyclic monoids of order $n$, exactly one of which is a group.
2.8. Show that a submonoid of a finite group is a subgroup.
2.9. Suppose that $X$ is a set with at least two elements. Prove that $X^{*}$ has an infinite, strictly increasing sequence of ideals.
2.10. Explain why the term "generating set" is preferable to "set of generators".

### 1.3 Groups

In this section we summarize some basic facts about groups. Because this is intended to be a review of familiar material, most proofs are omitted. They can be found in introductory algebra texts and books on group theory.

Suppose that $x$ is an element of a group $G$ and $x$ has finite order $n$. Then $x^{n}=1$ and $x^{m}=1$ if and only if $n$ divides $m$. If all elements of $G$ have finite order and these orders are bounded above, then the least common multiple $e$ of these orders is called the exponent of $G$. An alternative definition of the exponent is the smallest positive integer $e$ such that $g^{e}=1$ for all $g$ in $G$.

Let $G$ be a group and let $H$ be a subgroup of $G$. The set $\mathcal{R}=\{H x \mid x \in G\}$ is a partition of $G$. The elements of $\mathcal{R}$ are the right cosets of $H$. When $\mathcal{R}$ is finite, its cardinality is denoted $|G: H|$ and is called the index of $H$ in $G$. If $G$ is finite, then $|G|=|G: H||H|$. The set $\mathcal{L}=\{x H \mid x \in G\}$ is also a partition of $G$. Its elements are the left cosets of $H$ in $G$. There is a
one-to-one correspondence between $\mathcal{R}$ and $\mathcal{L}$. If $\mathcal{R}=\mathcal{L}$, then $H$ is said to be a normal subgroup of $G$ and we write $H \triangleleft G$. If $H$ is normal, then $\mathcal{R}$ can be made into a group by defining $(H x)(H y)$ to be $H x y$. This group is denoted $G / H$ and is called the quotient group of $G$ by $H$.

Proposition 3.1. Let $H$ be a subgroup of a group $G$. The following are equivalent:
(1) $H \triangleleft G$.
(2) $H x=x H$ for all $x$ in $G$.
(3) $x^{-1} H x \subseteq H$ for all $x$ in $G$.

Let $f: G \rightarrow H$ be a homomorphism of groups. The kernel of $f$ is $f^{-1}(1)=$ $\{x \in G \mid f(x)=1\}$, which is a normal subgroup of $G$. Suppose that $N$ is a normal subgroup of $G$ which is generated by a subset $X$ and $Y$ is a subset of $G$ whose image under the natural homomorphism from $G$ to $G / N$ generates $G / N$. Then $G=\operatorname{Grp}\langle X \cup Y\rangle$.

Two elements $x$ and $y$ of a group $G$ are conjugate if there is an element $z$ such that $y=z^{-1} x z$. Conjugacy is an equivalence relation on $G$. Its equivalence classes are called conjugacy classes. Let $X$ be a subset of $G$. The subgroup $N$ generated by all of the conjugates of the elements of $X$ is normal in $G$. It is the smallest normal subgroup of $G$ containing $X$. We call $N$ the normal closure of $X$ in $G$ and denote it $\operatorname{Grp}\left\langle X^{G}\right\rangle$.

The notion of conjugacy is extended to subgroups. Two subgroups $H$ and $K$ of $G$ are conjugate if there is an element $z$ of $G$ such that $K=z^{-1} H z$. A subgroup is normal if and only if it is conjugate only to itself. Conjugate subgroups are isomorphic.

An isomorphism of a group $G$ with itself is called an automorphism of $G$. The set $\operatorname{Aut}(G)$ of all automorphisms of $G$ is a subgroup of $\operatorname{Sym}(G)$ and is called the automorphism group of $G$. Given an element $g$ of $G$, the map $\varphi_{g}: G \rightarrow G$ taking $u$ to $g^{-1} u g$ is an automorphism, the inner automorphism induced by $g$. The map $\varphi: g \mapsto \varphi_{g}$ is a homomorphism of $G$ into $\operatorname{Aut}(G)$. The image of $\varphi$ is the group $\operatorname{Inn}(G)$ of inner automorphisms of $G$. The kernel of $\varphi$ is the center $Z(G)$, the set of elements in $G$ which commute with every element of $G$.

Of particular importance are the three isomorphism theorems:
Proposition 3.2. Let $f: G \rightarrow H$ be a surjective group homomorphism with kernel $N$. Then $H$ is isomorphic to $G / N$. There is a one-to-one correspondence between subgroups of $H$ and subgroups of $G$ containing $N$.

Proposition 3.3. Let $K$ be a subgroup of a group $G$ and let $N \triangleleft G$. Then
(1) $N K=K N$ is a subgroup of $G$.
(2) $K \cap N \triangleleft K$.
(3) $(K N) / N$ is isomorphic to $K /(K \cap N)$.

Proposition 3.4. Let $H$ and $K$ be normal subgroups of a group $G$ and assume that $K \subseteq H$. Then $H / K$ is a normal subgroup of $G / K$, and $(G / K) /(H / K)$ is isomorphic to $G / H$.

Suppose that $\Omega$ is a set. A subgroup $G$ of $\operatorname{Sym}(\Omega)$ is called a permutation group on $\Omega$. If $g$ is in $G$ and $\alpha$ is in $\Omega$, then the image of $\alpha$ under $g$ will be written $\alpha^{g}$. Since permutations act on the right, the product $g h$ is defined by $\alpha^{(g h)}=\left(\alpha^{g}\right)^{h}$. The set $\alpha^{G}=\left\{\alpha^{g} \mid g \in G\right\}$ is the orbit of $\alpha$ under $G$. The orbits of $G$ partition $\Omega$. The stabilizer of $\alpha$ in $G$ is the subgroup $G_{\alpha}=\left\{g \in G \mid \alpha^{g}=\alpha\right\}$. If $\alpha^{G}$ is finite, then $\left|\alpha^{G}\right|=\left|G: G_{\alpha}\right|$. Two elements of $G$ map $\alpha$ to the same point if and only if they lie in the same right coset of $G_{\alpha}$. If $\alpha_{1}, \ldots, \alpha_{r}$ are distinct elements of $\Omega$, then the cycle $\left(\alpha_{1}, \ldots, \alpha_{r}\right)$ is the permutation of $\Omega$ which maps $\alpha_{i}$ to $\alpha_{i+1}, 1 \leq i<r$, maps $\alpha_{r}$ to $\alpha_{1}$, and fixes all other points of $\Omega$. If $\Omega$ is finite, then an element $g$ of $\operatorname{Sym}(\Omega)$ can be written as a product of disjoint cycles, no two of which move the same point. This product is essentially unique. If the number of cycles of even length in the cycle decomposition of $g$ is even, then $g$ is called an even permutation. The set $\operatorname{Alt}(\Omega)$ of all even permutations of $\Omega$ is a subgroup of index 2 in $\operatorname{Sym}(\Omega)$ and is called the alternating group on $\Omega$. If $\Omega=\{1, \ldots, n\}$, then $\operatorname{Alt}(\Omega)$ is also denoted $\operatorname{Alt}(n)$.

Let $G$ be a permutation group on $\Omega$ and let $H$ be a permutation group on $\Delta$. We say $G$ and $H$ are isomorphic as permutation groups or permutation isomorphic if there is an isomorphism $\sigma$ from $G$ to $H$ and a bijection $\tau$ from $\Omega$ to $\Delta$ such that $\tau\left(\alpha^{g}\right)=\tau(\alpha)^{\sigma(g)}$ for all $\alpha$ in $\Omega$ and all $g$ in $G$. The subgroups $\operatorname{Grp}\langle(1,2,3,4,5,6)\rangle$ and $\operatorname{Grp}\langle(1,2,3)(4,5)(6)\rangle$ of $\operatorname{Sym}(6)$ are both cyclic of order 6 and hence isomorphic. However, the first group has only one orbit, whereas the second has three orbits. This implies that these groups are not permutation isomorphic.

An important class of groups is the one consisting of the groups which satisfy the ascending chain condition on subgroups. This means that there is no strictly increasing sequence $H_{1} \subset H_{2} \subset \cdots$ of subgroups.

Proposition 3.5. A group $G$ satisfies the ascending chain condition on subgroups if and only if all subgroups of $G$ are finitely generated.

Proof. Suppose first that $G$ has a subgroup $H$ which is not finitely generated. Choose $x_{1}$ in $H$. Then $H_{1}=\operatorname{Grp}\left\langle x_{1}\right\rangle$ is not $H$, so we may choose $x_{2}$ in $H-H_{1}$. Now $H_{2}=\operatorname{Grp}\left\langle x_{1}, x_{2}\right\rangle$ properly contains $H_{1}$ and is not $H$. Therefore we may choose $x_{3}$ in $H-H_{2}$. Continuing in this way, we construct an infinite sequence $x_{1}, x_{2}, \ldots$ of elements such that the groups $H_{i}=\operatorname{Grp}\left\langle x_{1}, \ldots, x_{i}\right\rangle$ form a strictly increasing sequence.

Now suppose that all subgroups of $G$ are finitely generated, and let $H_{1} \subset$ $H_{2} \subset \cdots$ be an infinite, strictly increasing sequence of subgroups in $G$. The union $H$ of the $H_{i}$ is a subgroup, and $H$ is generated by a finite set $X$. Each element of $X$ is in some $H_{i}$. Thus we may find an index $n$ such that $X \subseteq H_{n}$. But then $H_{n}=H$, so $H_{i}=H_{n}$ for all $i \geq n$.

The final result of this section describes the subgroups of $(\mathbb{Z},+)$.
Proposition 3.6. Every subgroup of $(\mathbb{Z},+)$ is cyclic and consists of the multiples of a unique nonnegative integer $n$.

The quotient of $\mathbb{Z}$ by $n \mathbb{Z}$ is denoted $\mathbb{Z}_{n}$.

## Exercises

3.1. Let $H$ be a subgroup of a group $G$. Show that a subset $U$ of $G$ is a right coset of $H$ if and only if $\left\{u^{-1} \mid u \in U\right\}$ is a left coset of $H$.
3.2. What is the subgroup of $(\mathbb{Z},+)$ generated by 4 and 6 ?
3.3. Let $g=(1,3,5,7)(2,4,6,8)$ and $h=(1,4,7)(2,3,6)$. Express the permutation $g h$ as a product of disjoint cycles.
3.4. Let $G$ be a finite cyclic group of order $n$. Show that $G$ has exactly one subgroup of each order dividing $n$.
3.5. Suppose that $G$ is an abelian group. Prove that the set of elements of $G$ with finite order is a subgroup of $G$.
3.6. Let $\varphi$ be an automorphism of a group $G$ and let $N$ be a subgroup of $G$. Show that $\varphi(N)$ is isomorphic to $N$ and that, if $N$ is normal in $G$, then $\varphi(N)$ is normal in $G$ and $G / N$ is isomorphic to $G / \varphi(N)$.
3.7. Prove that $\operatorname{Inn}(G)$ is a normal subgroup of $\operatorname{Aut}(G)$ for any group $G$.
3.8. Suppose that $G$ is a group generated as a monoid by a set $X$ and $H$ is a subgroup of $G$. Show that $H$ is normal in $G$ if and only if $x^{-1} H x \subseteq H$ for every $x$ in $X$.
3.9. Suppose $N$ is a normal subgroup of a group $G$. Prove that $\{(u g, g) \mid u \in N, g \in G\}$ is a subgroup of $G \times G$ and that this construction establishes a one-to-one correspondence between the set of normal subgroups of $G$ and the subgroups of $G \times G$ which contain the diagonal subgroup.

### 1.4 Presentations

Let $M$ be a monoid. A congruence on $M$ is an equivalence relation $\sim$ on $M$ which is compatible with the multiplication in $M$ in the sense that whenever $x, y$, and $z$ are elements of $M$ and $x \sim y$, then $x z \sim y z$ and $z x \sim z y$.

Proposition 4.1. Let $f: M \rightarrow N$ be a homomorphism of monoids. For $x$ and $y$ in $M$ define $x \sim y$ to mean $f(x)=f(y)$. Then $\sim$ is a congruence on $M$.

Proof. Exercise.
It turns out that every congruence $\sim$ on a monoid $M$ can be constructed from a homomorphism as in Proposition 4.1. Let $Q$ be the set of equivalence
classes of $\sim$, and for $x$ in $M$ let $[x]$ be the element of $Q$ containing $x$. The rule $[x][y]=[x y]$ defines an associative binary operation on $Q$ with [1] as an identity element. Thus $Q$ is a monoid, the quotient monoid of $M$ modulo $\sim$. The natural map $x \mapsto[x]$ is a homomorphism of $M$ onto $Q$.

Example 4.1. Let $f$ be the function on $\{0,1,2,3,4\}$ given by

$$
\left(\begin{array}{lllll}
0 & 1 & 2 & 3 & 4 \\
1 & 2 & 3 & 4 & 1
\end{array}\right)
$$

In Example 2.10 we saw that $M=\operatorname{Mon}\langle f\rangle$ has order 5 and $f^{5}=f$. The sets $\{1\},\left\{f, f^{3}\right\}$, and $\left\{f^{2}, f^{4}\right\}$ are the equivalence classes of a congruence $\sim$ on $M$. This can be seen by noting that for each of these sets $C$ the product $C f=f C$ is contained in another one of these sets. The quotient monoid $Q$ of $M$ modulo $\sim$ has order 3 and is generated by $u=[f]$, which satisfies $u^{3}=u$.

In the case of a congruence on a group $G$, the class [1] is a normal subgroup of $G$, and the equivalence classes of $\sim$ are the cosets of [1]. The quotient $Q$ is a group. As Example 4.1 shows, congruences on monoids are not necessarily determined by the equivalence class containing the identity element.

Proposition 4.2. Let $M$ be a monoid and let $\mathcal{S}$ be a subset of $M \times M$. The intersection $\sim$ of all congruences on $M$ containing $\mathcal{S}$ is a congruence.

Proof. There is at least one congruence on $M$ containing $\mathcal{S}$, namely $M \times$ $M$, in which any two elements of $M$ are congruent. By Exercise 1.1, $\sim$ is an equivalence relation on $M$. Clearly $s \sim t$ for all $(s, t)$ in $\mathcal{S}$. Suppose $x \sim y$. Then for each $z$ in $M$ and each congruence $\equiv$ containing $\mathcal{S}$, we know that $x \equiv y$, so $x z \equiv y z$ and $z x \equiv z y$. Thus $x z \sim y z$ and $z x \sim z y$. Therefore $\sim$ is a congruence.

The congruence $\sim$ of Proposition 4.2 is called the congruence generated by $\mathcal{S}$.

A right congruence on a monoid $M$ is an equivalence relation $\sim$ on $M$ such that $x \sim y$ implies that $x z \sim y z$ for all $z$ in $M$. A left congruence is defined analogously. Only minor modifications of the preceding discussion are needed to define the concepts of the right congruence generated by a subset $\mathcal{S}$ of $M \times M$ and the left congruence generated by $\mathcal{S}$.

Proposition 4.3. Let $M$ be a monoid and let $Q$ be the quotient of $M$ modulo the congruence $\sim$ generated by a subset $\mathcal{S}$ of $M \times M$. Let $f: M \rightarrow N$ be a monoid homomorphism such that $f(s)=f(t)$ for all $(s, t)$ in $\mathcal{S}$. Then there
is a unique homomorphism $g: Q \rightarrow N$ such that $f=\pi \circ g$, where $\pi$ is the natural map from $M$ to $Q$.

Proof. For $x$ and $y$ in $M$, define $x \equiv y$ to mean that $f(x)=f(y)$. By Proposition 4.1, $\equiv$ is a congruence on $M$, and by assumption, $\equiv$ contains $\mathcal{S}$. Therefore $\equiv$ contains $\sim$. Thus if $x \sim y$, then $f(x)=f(y)$. Therefore there is a well-defined map $g: Q \rightarrow N$ taking $\pi(x)$ to $f(x)$ for all $x$ in $M$. Clearly $f=\pi \circ g$. To show that $g$ is a homomorphism, we note that $g$ takes $\pi(1)$, the identity of $Q$, to $f(1)$, the identity of $N$. Moreover,

$$
g(\pi(x) \pi(y))=g(\pi(x y))=f(x y)=f(x) f(y)=g(\pi(x)) g(\pi(y))
$$

Let $X$ be a set and let $\mathcal{R}$ be a subset of $X^{*} \times X^{*}$. The monoid $\operatorname{Mon}\langle X|$ $\mathcal{R}\rangle$ is defined to be the quotient monoid $Q$ of $X^{*}$ modulo the congruence generated by $\mathcal{R}$. The pair $(X, \mathcal{R})$ is said to be a monoid presentation for $Q$ and for any monoid isomorphic to $Q$. The presentation is finite if both $X$ and $\mathcal{R}$ are finite. A monoid $M$ is finitely presented if $M$ has a finite presentation. If $X=\left\{x_{1}, \ldots, x_{s}\right\}$ and $\mathcal{R}$ consists of the pairs $\left(U_{i}, V_{i}\right)$, $1 \leq i \leq t$, then $Q$ is sometimes written as

$$
\operatorname{Mon}\left\langle x_{1}, \ldots, x_{s} \mid U_{1}=V_{1}, U_{2}=V_{2}, \ldots, U_{t}=V_{t}\right\rangle
$$

Here the equations $U_{i}=V_{i}$ are called defining relations for $Q$. Under the natural map from $X^{*}$ to $Q$, the words $U_{i}$ and $V_{i}$ map to the same element. In general, if $f: X^{*} \rightarrow M$ is a monoid homomorphism and $U$ and $V$ are words in $X^{*}$ such that $f(U)=f(V)$, then we say that the relation $U=V$ holds in $M$ (relative to $f$ ). If $f(U)$ is the identity element of $M$, then we normally speak of the relation $U=1$, rather than the more consistent $U=\varepsilon$. Elements of $\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ are equivalence classes of words. The equivalence class containing $U$ will usually be denoted $[U]$. There is a tendency to blur the distinction between $U$ and $[U]$. We shall normally be fairly careful to distinguish between a word and the equivalence class containing that word. However, sometimes the effort required actually gets in the way of a clear exposition. In these cases we shall lapse into a controlled ambiguity between words and equivalence classes.

Example 4.2. Let $X=\{x\}$ and $\mathcal{R}=\left\{\left(x^{6}, x^{3}\right)\right\}$, and let $\sim$ be the congruence on $X^{*}$ generated by $\mathcal{R}$. Since $x^{6} \sim x^{3}$, we have $x^{7} \sim x^{4}, x^{8} \sim x^{5}$, and in general $x^{i} \sim x^{i-3}$ for $i \geq 6$. Therefore each equivalence class of $\sim$ contains an element $x^{i}$ with $0 \leq i \leq 5$. Thus the order of $Q=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ is at most 6 . Let $f$ be the function on $\{0,1,2,3,4,5\}$ defined by

$$
\left(\begin{array}{cccccc}
0 & 1 & 2 & 3 & 4 & 5 \\
1 & 2 & 3 & 4 & 5 & 3
\end{array}\right)
$$

It is easy to check that $M=\operatorname{Mon}\langle f\rangle$ has order 6 and $f^{6}=f^{3}$. By Proposition 4.3, there is a homomorphism $h$ from $Q$ to $M$ taking the equivalence class $[x]$ to $f$. Since $f$ generates $M$, the map $h$ is surjective and $|Q| \geq|M|=$ 6. Therefore $|Q|=6$ and $Q$ is isomorphic to $M$.

Example 4.3. Let $X=\{a, b\}$ and $\mathcal{R}=\left\{(b a, a b),\left(a^{4}, a^{2}\right),\left(b^{3}, a^{3}\right)\right\}$. Since $b a \sim a b$, every equivalence class of $\sim$ contains a word of the form $a^{i} b^{j}$. Since $b^{3} \sim a^{3}$, we may assume that $0 \leq j \leq 2$, and since $a^{4} \sim a^{2}$, we may assume that $0 \leq i \leq 3$. Therefore $Q=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ has order at most 12 . Let $f$ and $g$ be the following functions on $\{0,1,2,3,4,5,6,7,8,9,10,11\}$ :

$$
\begin{aligned}
& f=\left(\begin{array}{cccccccccccc}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 \\
1 & 3 & 4 & 6 & 7 & 8 & 3 & 9 & 10 & 7 & 11 & 10
\end{array}\right) \\
& g=\left(\begin{array}{cccccccccccc}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 \\
2 & 4 & 5 & 7 & 8 & 6 & 9 & 10 & 3 & 11 & 6 & 3
\end{array}\right)
\end{aligned}
$$

Then $f \circ g=g \circ f, f^{4}=f^{2}$, and $f^{3}=g^{3}$. Therefore there is a homomorphism of $Q$ onto $M=\operatorname{Mon}\langle f, g\rangle$. The 12 elements $f^{i} \circ g^{j}$ with $0 \leq i \leq 3$ and $0 \leq j \leq 2$ map 0 to different points and so are distinct elements of $M$. Therefore $Q$ is isomorphic to $M$, and both have order 12 .

Proposition 4.4. Suppose $\mathcal{R}$ and $\mathcal{S}$ are subsets of $X^{*} \times X^{*}$ with $\mathcal{R} \subseteq \mathcal{S}$. There is a homomorphism of $\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ onto $\operatorname{Mon}\langle X \mid \mathcal{S}\rangle$.

Proof. Let $\sim$ and $\equiv$ be the congruences on $X^{*}$ generated by $\mathcal{R}$ and $\mathcal{S}$ respectively. Then $\mathcal{R}$ is contained in $\equiv$, so $\sim$ is contained in $\equiv$. Therefore each $\sim$-class is contained in a unique $\equiv$-class. The corresponding map of $\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ to $\operatorname{Mon}\langle X \mid \mathcal{S}\rangle$ is easily seen to be a homomorphism.

We shall occasionally use semigroup presentations. Recall that the free semigroup $\mathcal{S}$ on $X$ is $X^{*}-\{\varepsilon\}$. We defined congruences on monoids, but the same definition works for semigroups as well. Let $\mathcal{R}$ be a subset of $\mathcal{S} \times \mathcal{S}$ and let $\sim$ be the congruence on $\mathcal{S}$ generated by $\mathcal{R}$. The semigroup defined by the pair $(X, \mathcal{R})$ is the quotient $S=\operatorname{Sem}\langle X \mid \mathcal{R}\rangle$ of $\mathcal{S}$ by $\sim$. Let $\equiv$ be the congruence on $X^{*}$ generated by $\mathcal{R}$. It is not hard to show that $\equiv$ is the union of $\sim$ and $\{(\varepsilon, \varepsilon)\}$. Therefore $M=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ is obtained from $S$ by adding an extra element 1 to $S$ and defining $1 u=u 1=u$ for all $u$ in $M$.

Semigroup presentations are convenient when the generating set contains the identity element.

Example 4.4. The semigroup $S=\operatorname{Sem}\left\langle a, e \mid a^{3}=e, a e=e a=a\right\rangle$ is a group of order 3, while $M=\operatorname{Mon}\left\langle a, e \mid a^{3}=e, a e=e a=a\right\rangle$ has order 4 and is not
a group. To get a monoid presentation for $S$ on the generators $a$ and $e$ we must add a relation like $e=1$.

We have defined monoid and semigroup presentations. It is now time to define group presentations. Let $X$ be a set and let $X^{ \pm}=X \times\{1,-1\}$. We shall denote $(x, \alpha)$ in $X^{ \pm}$by $x^{\alpha}$ and identify $x$ with $x^{1}$. The monoid $\left(X^{ \pm}\right)^{*}$ will be denoted $X^{ \pm *}$. Let $\mathcal{R}$ be the set of pairs of the form $\left(x^{\alpha} x^{-\alpha}, \varepsilon\right)$ with $x$ in $X$ and $\alpha$ in $\{1,-1\}$, and set $F=\operatorname{Mon}\left\langle X^{ \pm} \mid \mathcal{R}\right\rangle$. The element of $F$ containing a given word $U$ will be denoted $[U]$. We call $F$ the free group generated by $X$. This term is justified by the following proposition.

Proposition 4.5. The monoid $F$ is a group. If $f: X \rightarrow G$ is any map of $X$ into a group $G$, then there is a unique homomorphism of $F$ into $G$ taking $[x]$ to $f(x)$ for each $x$ in $X$.

Proof. To show that $F$ is a group, it suffices to show that all the elements in some monoid generating set for $F$ are units. Clearly $F$ is generated as a monoid by $\left\{\left[x^{\alpha}\right] \mid x \in X, \alpha \in\{1,-1\}\right\}$. Since

$$
\left[x^{\alpha}\right]\left[x^{-\alpha}\right]=\left[x^{\alpha} x^{-\alpha}\right]=[\varepsilon]=1
$$

and

$$
\left[x^{-\alpha}\right]\left[x^{\alpha}\right]=\left[x^{-\alpha} x^{\alpha}\right]=[\varepsilon]=1
$$

the element $\left[x^{-\alpha}\right]$ is an inverse for $\left[x^{\alpha}\right]$. Therefore $F$ is a group. Now let $f: X \rightarrow G$ be a function. Extend $f$ to a map of $X^{ \pm}$into $G$ by defining $f\left(x^{-1}\right)$ to be $f(x)^{-1}$, the inverse in $G$ of $f(x)$. Then extend $f$ further to a homomorphism of $X^{ \pm *}$ into $G$. Since

$$
f(x) f(x)^{-1}=f(x)^{-1} f(x)=1
$$

in $G$, the defining relations of $F$ hold in $G$ relative to $f$. Therefore there is a unique homomorphism $g: F \rightarrow G$ such that $g$ takes $[U]$ to $f(U)$ for each word $U$ in $X^{ \pm *}$. It is not hard to see that $g$ is the only homomorphism of $F$ into $G$ mapping $[x]$ to $f(x)$ for each $x$ in $X$.

We shall encounter free groups frequently, and it will be useful to have a name for $\mathcal{R}$. Since $\mathcal{R}$ is the set of monoid defining relations for the free group $F$ generated by $X$, we shall write $\mathcal{R}=\operatorname{FGRel}(X)$. The congruence on $X^{ \pm *}$ generated by $\mathcal{R}$ is called free equivalence. A word $U$ in $X^{ \pm *}$ is freely reduced if $U$ contains no subword of the form $x^{\alpha} x^{-\alpha}$. If $X$ is finite, then $|X|$ is called the rank of $F$. It is conceivable that this definition of rank is ambiguous in the sense that $F$ might be isomorphic to the free group
generated by a set $Y$ with $|Y| \neq|X|$. However, this cannot happen. See Exercise 4.3.

Let $U$ be a word in $X^{ \pm *}$. Thus $U=x_{1}^{\alpha_{1}} \ldots x_{m}^{\alpha_{m}}$, where the $x_{i}$ are in $X$ and the exponents $\alpha_{i}$ are $\pm 1$. Define $U^{-1}$ to be $x_{m}^{-\alpha_{m}} \ldots x_{1}^{-\alpha_{1}}$. Then the inverse of $[U]$ in $F$ is $\left[U^{-1}\right]$. Of course, $U^{-1}$ is not an inverse for $U$ in $X^{ \pm *}$ unless $m=0$. Clearly $\left(U^{-1}\right)^{-1}=U$.

Suppose $\mathcal{S}$ is a subset of $X^{ \pm *} \times X^{ \pm *}$. By $\operatorname{Grp}\langle X \mid \mathcal{S}\rangle$ we shall mean $G=\operatorname{Mon}\left\langle X^{ \pm} \mid \mathcal{R} \cup \mathcal{S}\right\rangle$, where $\mathcal{R}=\operatorname{FGRel}(X)$. By Proposition 4.4, there is a homomorphism of $F$ onto $G$, and as remarked in Section $1.2, G$ is a group. We call $(X, \mathcal{S})$ a group presentation for $G$. The notation $\operatorname{Grp}\left\langle x_{1}, \ldots, x_{s}\right|$ $\left.U_{1}=V_{1}, \ldots, U_{t}=V_{t}\right\rangle$ is often used for $\operatorname{Grp}\langle X \mid \mathcal{S}\rangle$ when $X=\left\{x_{1}, \ldots, x_{s}\right\}$ and $\mathcal{S}=\left\{\left(U_{i}, V_{i}\right) \mid 1 \leq i \leq t\right\}$.

Proposition 4.6. Let $\pi: X^{ \pm *} \rightarrow F$ be the natural map. Then $\operatorname{Grp}\langle X \mid \mathcal{S}\rangle$ is isomorphic to $F / N$, where $N$ is the normal closure in $F$ of the elements $\pi(V)^{-1} \pi(U)$ with $(U, V)$ in $\mathcal{S}$.

Proof. The proof consists of "diagram chasing" in commutative diagrams based on Proposition 4.3. The details are left as an exercise.

We have identified $X$ with the subset $X \times\{1\}$ of $X^{ \pm}$. Thus $X^{*}$ is considered to be a subset of $X^{ \pm *}$. In this context, an element of $X^{*}-\{\varepsilon\}$ is called a positive word in $X^{ \pm *}$.

Let $\mathcal{S}$ be a subset of $X^{*} \times X^{*}$. In general, $\operatorname{Mon}\langle X \mid \mathcal{S}\rangle$ and $\operatorname{Grp}\langle X \mid \mathcal{S}\rangle$ are quite different objects. However, when $\operatorname{Mon}\langle X \mid \mathcal{S}\rangle$ is a group, they are the same.

Proposition 4.7. Suppose $\mathcal{S}$ is a subset of $X^{*} \times X^{*}$. If $G=\operatorname{Mon}\langle X \mid \mathcal{S}\rangle$ is a group, then $\operatorname{Grp}\langle X \mid \mathcal{S}\rangle$ is isomorphic to $G$.

Proof. The proof consists of more diagram chasing.

Example 4.5. Let $X=\{x\}$ and $\mathcal{S}=\left\{\left(x^{6}, x^{3}\right)\right\}$. In Example 4.2 we saw that $M=\operatorname{Mon}\langle X \mid \mathcal{S}\rangle$ has order 6 . Let us determine the order of $G=\operatorname{Grp}\langle X \mid \mathcal{S}\rangle$. Since $M$ is not a group and $G$ is a group, it is clear that $M$ and $G$ must be nonisomorphic. By definition, $G=\operatorname{Mon}\left\langle X^{ \pm} \mid \mathcal{T}\right\rangle$, where $X^{ \pm}=\left\{x, x^{-1}\right\}$ and $\mathcal{T}=\left\{\left(x x^{-1}, \varepsilon\right),\left(x^{-1} x, \varepsilon\right),\left(x^{6}, x^{3}\right)\right\}$. Let $\sim$ be the congruence on $X^{ \pm *}$ generated by $\mathcal{T}$. Then $x^{6} \sim x^{3}$, so $x^{6} x^{-1} \sim x^{3} x^{-1}$. But $x x^{-1} \sim \varepsilon$, and hence $x^{6} x^{-1}=x^{5} x x^{-1} \sim x^{5}$. Similarly $x^{3} x^{-1} \sim x^{2}$. Thus $x^{5} \sim x^{2}$. Applying the same kind of arguments, we find that $x^{4} \sim x, x^{3} \sim \varepsilon$, and $x^{2} \sim x^{-1}$. Since $x^{-1} \sim x^{2}$, we can find in each $\sim$-class an element $x^{i}$ with $i \geq 0$. Since $x^{3} \sim \varepsilon$, we may assume that $0 \leq i<3$. Therefore the order of $\operatorname{Grp}\langle X \mid \mathcal{S}\rangle$
is at most 3. If $f$ is the map

$$
\left(\begin{array}{lll}
0 & 1 & 2 \\
1 & 2 & 0
\end{array}\right)
$$

on $\{0,1,2\}$, then $f$ is a permutation and $\operatorname{Mon}\langle f\rangle=\operatorname{Grp}\langle f\rangle$ is a group. Since $f^{3}=1$ and so $f^{6}=f^{3}$, we find that $\operatorname{Grp}\langle X \mid \mathcal{S}\rangle$ is isomorphic to $\operatorname{Grp}\langle f\rangle$ and hence has order 3.

Example 4.6. Let $X=\{a, b\}$ and $\mathcal{S}=\left\{(b a, a b),\left(a^{4}, a^{2}\right),\left(b^{3}, a^{3}\right)\right\}$. Then $X^{ \pm}=$ $\left\{a, a^{-1}, b, b^{-1}\right\}$ and $\operatorname{Grp}\langle X \mid \mathcal{S}\rangle$ is $\operatorname{Mon}\left\langle X^{ \pm} \mid \mathcal{T}\right\rangle$, where $\mathcal{T}$ consists of the following pairs:
$\left(a a^{-1}, \varepsilon\right), \quad\left(a^{-1} a, \varepsilon\right), \quad\left(b b^{-1}, \varepsilon\right), \quad\left(b^{-1} b, \varepsilon\right), \quad(b a, a b), \quad\left(a^{4}, a^{2}\right), \quad\left(b^{3}, a^{3}\right)$.
Let $\sim$ be the congruence on $X^{ \pm *}$ generated by $\mathcal{T}$. Then $a^{4} \sim a^{2}$, so $a^{3} \sim a^{4} a^{-1} \sim a^{2} a^{-1} \sim a$. Similarly $a^{2} \sim \varepsilon$ and $a \sim a^{-1}$. Also $a \sim a^{3} \sim b^{3}$, so every $\sim$-class contains an element $b^{i}$. Since $b^{6} \sim b^{3} b^{3} \sim a^{3} a^{3}=a^{2} a^{2} a^{2} \sim \varepsilon$ and $b^{-1} \sim b^{6} b^{-1} \sim b^{5}$, we may assume that $0 \leq i<6$. Therefore $G=\operatorname{Grp}\langle X \mid \mathcal{S}\rangle$ has order at most 6 . We leave it as an exercise to show that $|G|=6$.

Example 4.7. Let $G=\operatorname{Mon}\left\langle x, y \mid x^{2}=1, y^{3}=1,(x y)^{4}=1\right\rangle$. In $G$, the images of $x$ and $y$ have inverses, so $G$ is a group. Under the homomorphism of $\{x, y\}^{*}$ into $\operatorname{Sym}(4)$ taking $x$ to (1,2) and $y$ to $(2,3,4)$, the defining relations of $G$ are satisfied. Thus there is a corresponding homomorphism $f: G \rightarrow \operatorname{Sym}(4)$. Let $H$ be the subgroup $\left\{h \in G \mid 1^{f(h)}=1\right\}$. Since $G$ acts transitively on $\{1,2,3,4\}$, the orbit of 1 has four elements and hence $|G: H|=4$. Since the images under $f$ of $1, x, x y$, and $x y^{2}$ map 1 to $1,2,3$, and 4 , respectively, these elements are right coset representatives for $H$ in $G$.

Let $(X, \mathcal{R})$ be a monoid presentation for a monoid $M$. It is frequently convenient to be able to find other presentations for $M$. We shall describe four constructions of such presentations. Let $\sim$ be the congruence on $X^{*}$ generated by $\mathcal{R}$. If $U$ and $V$ are elements of $X^{*}$ such that $U \sim V$, then we say that $(U, V)$ is a consequence of $\mathcal{R}$.

Proposition 4.8. Suppose $(U, V)$ is a consequence of $\mathcal{R}$. Put $\mathcal{S}=\mathcal{R} \cup$ $\{(U, V)\}$. Then $(X, \mathcal{S})$ is a presentation for $M$.

Proof. Clearly $\mathcal{R}$ and $\mathcal{S}$ each generate $\sim$, so $\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ and $\operatorname{Mon}\langle X \mid \mathcal{S}\rangle$ are identical.

Proposition 4.9. Suppose $(U, V)$ is an element of $\mathcal{R}$. If $(U, V)$ is a consequence of $\mathcal{S}=\mathcal{R}-\{(U, V)\}$, then $(X, \mathcal{S})$ is a presentation for $M$.

Proof. Again $\mathcal{R}$ and $\mathcal{S}$ generate the same congruence on $X^{*}$.
Proposition 4.10. Suppose $U$ is in $X^{*}$ and $y$ is an object not in $X$. Set $Y=X \cup\{y\}$ and put $\mathcal{S}=\mathcal{R} \cup\{(y, U)\}$. Then $(Y, \mathcal{S})$ is a presentation for $M$.

Proof. This proof again involves some diagram chasing, which is left as an exercise.

Proposition 4.11. Suppose $\mathcal{R}$ contains an element ( $y, U$ ), where $y$ is in $X$ and $y$ does not occur in $U$. Let $Y$ be $X-\{y\}$ and let $f$ be the homomorphism of $X^{*}$ into $Y^{*}$ which is the identity on $Y$ and maps $y$ to $U$. Let $\mathcal{S}$ be the set of pairs $(f(A), f(B))$, where $(A, B)$ ranges over of the elements of $\mathcal{R}-\{(y, U)\}$. Then $(Y, \mathcal{S})$ is a presentation for $M$.

Proof. Exercise.
The constructions of new presentations described in Propositions 4.8 to 4.11 are called Tietze transformations. They have been defined for monoid presentations. Similar constructions can be made for group presentations.

Example 4.8. Let us go back over Example 4.5 using the language of relations and Tietze transformations. We start with generators $x$ and $x^{-1}$ and relations $x x^{-1}=1, x^{-1} x=1$, and $x^{6}=x^{3}$. We saw that $x^{3}=1$ is a consequence of these relations, so we can add $x^{3}=1$ to the set of relations by Proposition 4.9. Now the relation $x^{6}=x^{3}$ is a consequence of the other relations, so we may delete $x^{6}=x^{3}$ by Proposition 4.10. Next $x^{-1}=x^{2}$ is a consequence of our relations, so by Proposition 4.11 we may use this relation to eliminate $x^{-1}$ from the presentation. This leaves the single generator $x$ and the single defining relation $x^{3}=1$.

## Exercises

4.1. Let $G$ be a group and let $\sim$ be a right congruence on $G$. Show that $H=\{g \in G \mid g \sim 1\}$ is a subgroup of $G$ and that the congruence classes of $\sim$ are the right cosets of $H$ in $G$.
4.2. Suppose that $\sim$ in Exercise 4.1 is generated by a subset $\mathcal{S}$ of $G \times G$. Prove that $H=$ $\operatorname{Grp}\left\langle g h^{-1} \mid(g, h) \in \mathcal{S}\right\rangle$.
4.3. Let $X$ be a finite set and let $F$ be the free group generated by $X$. Show that the number of homomorphisms of $F$ into a given cyclic group of order 2 is $2^{|X|}$. Thus $F$ determines its rank $|X|$ uniquely.
4.4. Prove that $\operatorname{Grp}\left\langle x \mid x^{n}=1\right\rangle$ is isomorphic to $\mathbb{Z}_{n}$.
4.5. Show that $\operatorname{Mon}\left\langle x, y \mid x y=y x, x^{5}=x, y^{4}=y^{2}, x^{2} y^{2}=x^{3} y\right\rangle$ is finite and determine its order.
4.6. Find a sequence of Tietze transformations which takes the monoid presentation $a^{2}=$ $b^{2}=(a b)^{3}=1$ on generators $a$ and $b$ to the presentation $a^{2}=c^{3}=(a c)^{2}=1$ on generators $a$ and $c$.
4.7. Let $G$ be a group. Show that $G$ is finitely presented as a group if and only if $G$ is finitely presented as a monoid.
4.8. Let $M=\operatorname{Mon}\langle a, b \mid a b=1\rangle$. Prove that every element of $M$ can be expressed uniquely as $\left[b^{i} a^{j}\right]$. Does $M$ have any nontrivial units?
4.9. Show that $\operatorname{Mon}\langle a, b \mid a b b a=1\rangle$ is a group.
4.10. Suppose that $A$ and $B$ are in $X^{ \pm *}$. Show that $A$ is freely reduced if and only if $A^{-1}$ is freely reduced and that $(A B)^{-1}=B^{-1} A^{-1}$.
4.11. Let $X$ be a set, let $\mathcal{R}$ be a subset of $X^{*} \times X^{*}$, and let $\sim$ be the congruence on $X^{*}$ generated by $\mathcal{R}$. Show that two words $U$ and $V$ are in the same $\sim$-class if and only if there is a sequence of words $U=U_{0}, U_{1}, \ldots, U_{r}=V$ such that for $0 \leq i<r$ there are words $A, B, P$, and $Q$ such that $U_{i}=A P B, U_{i+1}=A Q B$, and either $(P, Q)$ or $(Q, P)$ is in $\mathcal{R}$.
4.12. Suppose in Exercise 4.11 that $I$ is an ideal of $X^{*}$ containing the left and right components of all the elements of $\mathcal{R}$. Show that $I$ is a union of $\sim$-classes.

### 1.5 Computability

The main theme of this book is devising techniques for studying the structure of groups for which finite presentations are known. Unfortunately, we must recognize at the outset that many questions we would like to ask about finitely presented groups have been shown not to have general, algorithmic solutions. This means more than the assertion that nobody has been able to find an algorithm valid for all finitely presented groups. It means that no such algorithms will ever be found.

One of the earliest and most basic of these unsolvability results concerns the word problem. Let $M=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ be a finitely presented monoid. The word problem for $M$ is to decide, given two words $U$ and $V$ in $X^{*}$, whether $U$ and $V$ define the same element of $M$. This is the same as deciding whether $U \sim V$, where $\sim$ is the congruence on $X^{*}$ generated by $\mathcal{R}$. It has been shown that there is no algorithm which takes as input $X$, $\mathcal{R}, U$, and $V$ and returns "yes" or "no" according as $U$ and $V$ do or do not define the same element of $M$.

It might appear plausible that we are asking too much to find one algorithm which will solve the word problem for all finite presentations. It is conceivable that no universal algorithm exists, but for any given presentation an algorithm can be devised. However, it has been shown that there are specific finitely presented monoids with unsolvable word problems.

Faced with this news, we might conclude that monoids are very "wild" objects, so the unsolvability of the word problem should have been guessed. However, if we restrict ourselves to groups, then surely everything will be nice. Again we are too optimistic. There are finitely presented groups with unsolvable word problems.

We cannot decide whether two words $U$ and $V$ define the same element of $M=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$. However, if $U$ and $V$ do define the same element, then we can verify this fact. The definition of the congruence $\sim$ generated by $\mathcal{R}$ is sufficiently concrete to allow us to list the words in the equivalence class containing $U$.

Proposition 5.1. Let $A$ and $B$ be words in $X^{*}$. Then $A \sim B$ if and only if there is a sequence of words

$$
A=A_{0}, A_{1}, \ldots, A_{t}=B
$$

such that for $0 \leq i<t$ the words $A_{i}$ and $A_{i+1}$ have the form CPD and $C Q D$, respectively, where $(P, Q)$ or $(Q, P)$ is in $\mathcal{R}$.

Proof. Let us write $A \equiv B$ if there is a sequence of the specified type. Then $\equiv$ is easily seen to be an equivalence relation. If $(P, Q)$ is in $\mathcal{R}$, then $P \sim Q$, so $C P D \sim C Q D$ for all $C$ and $D$ in $X^{*}$. Therefore, if $A \equiv B$, then $A \sim B$. It follows that $\equiv$ is contained in $\sim$. Suppose $A \equiv B$, so there is a sequence $A_{0}, \ldots, A_{t}$ as in the proposition. If $U$ is any word, then the sequence

$$
A U=A_{0} U, A_{1} U, \ldots, A_{t} U=B U
$$

shows that $A U \equiv B U$. Similarly, $U A \equiv U B$. Therefore $\equiv$ is a congruence. If $(P, Q)$ is in $\mathcal{R}$, then the sequence $P, Q$ has the required form, so $P \equiv Q$. Thus by the definition of $\sim$, we know that $\equiv$ contains $\sim$. Therefore $\equiv$ and $\sim$ are the same relation.

To list all words $W$ such that $U \sim W$, we start with $U$, then list all words which can be reached by a sequence of length 1 , then those which can be reached by a sequence of length 2, and so on. Eventually every word in $[U]$ will appear on the list. Thus if $U \sim V$, then $V$ will be listed and we can stop the procedure. If $[V] \neq[U]$, then the procedure will never terminate. The unsolvability of the word problem means that although we can list the elements of $[U]$, we cannot always list the elements of the complement $X^{*}-[U]$, for if it were possible to list the complement, then we could start both listing procedures, and eventually $V$ would appear on one list or the other. We would then know whether or not $U \sim V$.

A proof of the unsolvability of the word problem is beyond the scope of this book. See Chapter 12 of [Rotman 1973] for an accessible proof. However, assuming this result, we can easily deduce that a number of other questions cannot be answered algorithmically. For example, suppose $G=$ $\operatorname{Grp}\langle X \mid \mathcal{R}\rangle$ is a finitely presented group. Given words $U$ and $V$ in $X^{ \pm *}$, it is natural to ask whether the elements of $G$ defined by $U$ and $V$ are
conjugate. If we could solve this conjugacy problem, then taking $V=\varepsilon$, we could decide whether $U$ defines the identity element of $G$. But if $g$ and $h$ are elements of a group, then $g=h$ if and only if $g h^{-1}=1$. Thus if we can decide equality with 1 , then we can decide equality in general, and so solve the word problem.

There is another problem which should be mentioned along with the word and conjugacy problems. This is the generalized word problem or the subgroup membership problem. Suppose we have a finite presentation of a group $G$ and $U_{1}, \ldots, U_{m}, V$ are words defining elements $u_{1}, \ldots, u_{m}, v$ of $G$. Let $H=\operatorname{Grp}\left\langle u_{1}, \ldots, u_{m}\right\rangle$. The subgroup membership problem is to decide whether $v$ is in $H$. An extension of the problem would be to express $v$ explicitly as a product of the elements $u_{1}, u_{1}^{-1}, \ldots, u_{m}, u_{m}^{-1}$, when $v$ is in $H$. This problem is also not solvable algorithmically for all finite presentations of groups, for if it were, then we could take $m=0$, or $m=1$ and $U_{1}=\varepsilon$. Then $H$ would be trivial, and we would be able to decide whether $V$ defined the identity element.

There are many other problems concerning finitely presented groups which have been shown to be unsolvable. For example, it is not in general possible to decide whether a finitely presented group is finite, or infinite, or trivial.

One final remark needs to be made. Although we shall often be using group presentations, we shall sometimes be using monoid presentations of groups which are not group presentations. If $(X, \mathcal{R})$ is a finite presentation for a monoid $M$, then there is no algorithm for deciding whether $M$ is a group. This result was first proved in (Markov 1951). See also (Narendran, O'Dúnlaing \& Otto 1991). If $M$ is a group, then there is an algorithm for computing, given a word $U$, a word $V$ such that $[V]=[U]^{-1}$, but the algorithm is very unsatisfactory. Let $W_{1}, W_{2}, \ldots$ be the words in $X^{*}$ listed in some order. As noted above, we can construct computers $C_{1}, C_{2}, \ldots$ such that $C_{i}$ lists the elements of $\left[U W_{i}\right]$. If $M$ is a group then some $C_{i}$ will eventually print out $\varepsilon$ and we can take $V=W_{i}$.

We do not actually need infinitely many computers to carry out this computation of $[U]^{-1}$. We assemble $C_{1}$ and set it running on $U W_{1}$. Then we assemble $C_{2}$, and when we are finished, we look to see if $C_{1}$ has printed out $\varepsilon$. If not, we start $C_{2}$ running with $U W_{2}$ and assemble $C_{3}$. Now we look to see if either $C_{1}$ or $C_{2}$ has printed out $\varepsilon$. If not, we start $C_{3}$ running with $U W_{3}$ and begin work on $C_{4}$. If we continue in this manner, then eventually we will see $\varepsilon$ printed out, and we can stop building computers.

In order to avoid the problem just described, we shall always assume that our groups are "obviously" groups, even when they are given by monoid presentations. Usually the criterion in Exercise 5.2 will be adequate to recognize a group.

Example 5.1. Let $X=\{a, b\}$ and $\mathcal{R}=\{(a b a b, \varepsilon),(b a b a, \varepsilon)\}$. Then $M=$ $\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ is a group since it is clear that $[a]^{-1}=[b a b]$ and $[b]^{-1}=[a b a]$.

## Exercises

5.1. Show that it is possible to verify that a finitely presented monoid is a group.
5.2. Let $M=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$, where $X=\left\{x_{1}, \ldots, x_{r}\right\}$, and assume that for $1 \leq i \leq r$ there are words $P_{i}$ and $Q_{i}$ in $X^{*}$ and words $U_{i}$ and $V_{i}$ in $\left\{x_{1}, \ldots, x_{i-1}\right\}^{*}$ such that ( $x_{i} P_{i}, U_{i}$ ) and $\left(Q_{i} x_{i}, V_{i}\right)$ are in $\mathcal{R}$. Prove that $M$ is a group.

### 1.6 Procedure descriptions

In this book, procedures will be defined using an informal description language which looks a lot like Pascal but contains some features borrowed from C, as well as a few original constructs. The level of informality varies with the need for precision. In some cases, procedure definitions are very close to Pascal or C programs. In other cases, they are only outlines of programs. It is not possible to give a formal description of an informal language. However, the brief summary provided by this section should suffice to allow the reader to understand the procedures presented.

Variables are of just two types. Traditional mathematical objects are represented by single letters, perhaps with subscripts and other decorations. Case and font are significant. Thus $s, S, \mathcal{S}, \sigma$, and $\Sigma$ may be different objects. Boolean variables, variables which take only the values "true" and "false", are represented by English words, usually past participles, written in lowercase italic characters. Thus done, found, and ok are typical boolean variables. Case is not significant in the reserved words of Pascal, such as "begin", "for", and "if". Reserved words coming at the beginning of a statement will normally be capitalized.

The assignment operator is $:=$. Thus the statement $x:=3$ means "assign the value 3 to $x$ ". The ordinary equals sign is a relational operator. For example, $x=3$ is a boolean expression which is true if $x$ happens to have the value 3 already, but is false otherwise. The other relational operators are $<, \leq, \geq,>$, and $\neq$.

The operations normally part of the Pascal and C languages are extended by other notations defined in the text. Because variables consist of a single letter, the symbol * used for multiplication in both Pascal and C can be omitted. Set union and intersection are denoted by $\cup$ and $\cap$, respectively. Most statements are either assignment statements or control statements. Occasionally statements indicate an action not easily described by an assignment statement. Such statements are usually introduced by "Let". If $a$ is an even integer, then "Let $a=2 b$ " is a statement defining the integer $b$. The value of $a$ is unchanged. Of course this statement is equivalent
to $b:=a / 2$. Statements are separated by semicolons and grouped into compound statements using "Begin" and "End".

The three primary control statements are If-then-else, the For-loop, and the While-loop. The construction

If condition then statement ${ }_{1}$
Else statement ${ }_{2}$
indicates that the boolean condition is to be evaluated. If the condition is true, then statement ${ }_{1}$ is executed. If the condition is false, then statement ${ }_{2}$ is executed. The Else-clause may be omitted. The construction

For $i:=1$ to $n$ do statement
executes statement with $i=1$, then with $i=2$, and so on through $i=n$. The construction

While condition do statement
means that statement is to be repeated as long as the condition remains true. A typical use of the While-loop has the form
done $:=$ false;
While not done do
Begin
$\vdots$
End

The statements enclosed by "Begin" and "End" are repeated as a block until done becomes true.

Sometimes a For-loop will indicate a loop over a finite set, as in

For $x$ in $X$ do statement
When the order in which the elements of $X$ are taken is important, that order will be described in the accompanying text, or in a comment in the procedure. Comments have the form ( $* \ldots *$ ).

The flow of computation defined by If-then-else-statements, For-loops, and While-loops can be interrupted by using Goto-statements, Breakstatements, and Continue-statements. The statement
means that the statement with label 99 is to be executed next. A label is prefixed to the beginning of the statement and separated from it by a colon. The use of Goto-statements is considered poor programming practice, but now and then they provide the cleanest method of accomplishing a task within the control structures available.

The statement

## Break

indicates that processing of the innermost loop containing the statement is to be terminated, and the statement immediately following the loop is to be executed next. The statement

## Continue

means that the remainder of the body of the innermost loop containing the statement is to be skipped. If the loop is a While-loop, then the boolean condition is tested to determine whether another iteration of the body should be begun. In the case of a For-loop, the loop variable is incremented and the test for termination is carried out.

Procedure definitions begin with a Procedure-statement, which gives the name of the procedure and its arguments, if any. The treatment of arguments here is different from the treatment in either Pascal or C. Arguments are of one of two kinds. Input arguments are supplied by the calling procedure and are not changed by the called procedure. The results of the computation are returned in output arguments. When both input and output arguments are present, they are separated by a semicolon.

Pascal and C require that all variables be declared. That is, the type of values which may be assigned to the variables must be stated. Except for the description of arguments, declarations will be omitted. Global variables, variables shared by two or more procedures, are described in the accompanying text. All other variables are local to the procedure in which they are used.

The indexing of arrays, such as vectors and matrices, will be denoted either as in Pascal, $v[i]$ and $A[i, j]$, or using subscripts, $v_{i}$ and $A_{i j}$. Indices are usually integers, but may occasionally be elements of other sets.

Here is an example of a procedure which multiplies two square matrices:
Procedure MPROD $(n, A, B ; C)$;
Input: $n$ : a positive integer;
$A, B \quad: n$-by- $n$ matrices;
Output: $C \quad:$ an $n$-by- $n$ matrix, the product of $A$ and $B$;
Begin
For $i:=1$ to $n$ do

```
For \(j:=1\) to \(n\) do begin
    \(s:=0\);
    For \(k:=1\) to \(n\) do \(s:=s+A[i, k] B[k, j]\);
    \(C[i, j]:=s\)
    End
```

End.

Subprocedures in Pascal are normally defined within the main procedure using them. To facilitate the exposition, subprocedures will be listed and discussed individually. The Pascal rule that subprocedures must be defined before they are used will be followed.

A procedure which computes a single output may be written as a function. The value returned is the last value assigned to the name of the function. The type of the result is indicated as part of the Function-statement. Here is an example of a function which computes the nonnegative greatest common divisor $\operatorname{gcd}(x, y)$ of two integers $x$ and $y$ using the Euclidean algorithm.

Function $\operatorname{GCD}(x, y)$ : integer;
Input: $x, y \quad$ : integers;
(* The nonnegative gcd of $x$ and $y$ is returned. *)
Begin
$a:=|x| ; b:=|y| ;$
While $a \neq 0$ do begin $c:=b \bmod a ; b:=a ; a:=c$ end;
GCD := $b$
End.
Recall that in Pascal, $b \bmod a$ is the remainder when $b$ is divided by $a$. The function GCD is invoked as follows:
$d:=\mathrm{GCD}(18,33)$
We shall modify the official Pascal definitions of mod and div so that for any integers $a$ and $b$ with $b \neq 0$ the values of $a \bmod b$ and $a \operatorname{div} b$ are integers satisfying
(i) $0 \leq a \bmod b<|b|$.
(ii) $(a \bmod b)+b(a \operatorname{div} b)=a$.

In addition to arrays, some procedures use another kind of data structure called a stack. A stack is a method of storing objects using the philosophy "last in, first out". Only the most recently stored object is accessible for retrieval. Once that object has been removed, the next most recently stored object is available. An object is "pushed" onto the stack and "popped" off of the stack. The details of implementing a stack will normally be ignored.

Suppose that we are using a stack to store integers. The result of the statements

Clear the stack;
Push 7 onto the stack;
Push -3 onto the stack;
Push 11 onto the stack;
Pop $x$ off of the stack;
Push 0 onto the stack;
Push -6 onto the stack;
While the stack is not empty do begin
Pop $y$ off of the stack; Print $y$
End
is to assign 11 to $x$ and to print out the numbers $-6,0,-3$, and 7 , in that order.

A queue is a storage method based on the philosophy "first in, first out". It is analogous to the way customers wishing to purchase tickets at a box office are served. Queues will be mentioned as alternatives to stacks in some procedures.

### 1.7 The integers

In Chapters 2 through 7 we shall primarily be manipulating words. However, beginning with Chapter 8 , computations with integers will play a very important role, because almost every question about a finitely generated abelian group can be reduced to the calculation of greatest common divisors of integers.

The function GCD was introduced in the previous section. If $d=$ $\operatorname{GCD}(x, y)$, then $d$ is the nonnegative generator for the additive subgroup of $\mathbb{Z}$ generated by $x$ and $y$. Thus there exist integers $r$ and $s$ such that $d=r x+s y$. The extended Euclidean algorithm computes one such pair of integers.

Procedure $\operatorname{GCDX}(x, y ; d, r, s)$;
Input: $x, y$ : integers;
Output: $d \quad:$ the nonnegative gcd of $x$ and $y$;
$r, s \quad$ : integers such that $d=r x+s y ;$
Begin

$$
\begin{aligned}
& u_{1}:=\operatorname{signum}(x) ; u_{2}:=0 ; a:=|x| \\
& v_{2}:=\operatorname{signum}(y) ; v_{1}:=0 ; b:=|y| \\
& \text { While } b \neq 0 \text { do begin } \\
& \qquad q:=a \operatorname{div} b ; \\
& \quad a:=a-q b ; u_{1}:=u_{1}-q v_{1} ; u_{2}:=u_{2}-q v_{2}
\end{aligned}
$$

Interchange the pairs $a$ and $b, u_{1}$ and $v_{1}, u_{2}$ and $v_{2}$ End;

$$
d:=a ; r:=u_{1} ; s:=u_{2}
$$

End.
The value of $\operatorname{signum}(x)$ is 1 if $x>0,0$ if $x=0$, and -1 if $x<0$. The call $\operatorname{GCDX}(12,-34 ; d, r, s)$ sets $d=2, r=3$, and $s=1$.

The least common multiple $\operatorname{lcm}(x, y)$ of $x$ and $y$ is the nonnegative generator of $(x \mathbb{Z}) \cap(y \mathbb{Z})$. It is easy to show that

$$
\operatorname{gcd}(x, y) \operatorname{lcm}(x, y)=|x y|
$$

If $x y \neq 0$, then $\operatorname{lcm}(x, y)=|x y| / \operatorname{gcd}(x, y)$. Clearly $\operatorname{lcm}(x, y)=0$ if $x y=0$.
Two integers $a$ and $b$ are said to be congruent modulo a third integer $m$ if $m$ divides $a-b$. In this case we write $a \equiv b(\bmod m)$. Congruence modulo $m$ is an equivalence relation. The set of congruence classes modulo $m$ is $\mathbb{Z}_{m}$, the set of cosets of $m \mathbb{Z}$ in $\mathbb{Z}$. If $m \neq 0$, then $\left|\mathbb{Z}_{m}\right|=|m|$. For a in $\mathbb{Z}$ let $[a]=[a]_{m}$ denote the congruence class modulo $m$ containing $a$. Defining $[a]+[b]$ to be $[a+b]$ and $[a][b]$ to be $[a b]$ makes $\mathbb{Z}_{m}$ a ring. The group $U_{m}$ of units in $\mathbb{Z}_{m}$ considered as a monoid under multiplication consists of the classes [a], with a relatively prime to $m$, that is, with $\operatorname{gcd}(a, m)=1$. If $[a]$ is in $U_{m}$ and we invoke $\operatorname{GCDX}(a, m ; d, r, s)$, then $[r]$ is the inverse of $[a]$ in $U_{m}$.

Suppose that $m_{1}, \ldots, m_{r}$ are pairwise relatively prime positive integers and that $a_{1}, \ldots, a_{r}$ are any integers. The Chinese remainder theorem states that the system of simultaneous congruences

$$
x \equiv a_{1}\left(\bmod m_{1}\right), \ldots, x \equiv a_{r}\left(\bmod m_{r}\right)
$$

has a solution which is unique modulo $m_{1} \ldots m_{r}$. The case $r=2$ is solved as follows: Let $1=\operatorname{gcd}\left(m_{1}, m_{2}\right)=u_{1} m_{1}+u_{2} m_{2}$. Then $x=a_{2} u_{1} m_{1}+a_{1} u_{2} m_{2}$ satisfies $x \equiv a_{i}\left(\bmod m_{i}\right), i=1,2$. Of course, $x$ should be reduced modulo $m_{1} m_{2}$.

Proposition 7.1. Suppose that $m$ and $n$ are positive integers and that $m$ divides $n$. The map $f$ taking $[a]_{n}$ to $[a]_{m}$ is a ring homomorphism of $\mathbb{Z}_{n}$ onto $\mathbb{Z}_{m}$, and $f$ maps $U_{n}$ onto $U_{m}$.

Proof. If $a \equiv b(\bmod n)$, then $a \equiv b(\bmod m)$, so $f$ is well defined. It is easy to see that $f$ is a ring homomorphism. If $\operatorname{gcd}(a, n)=1$, then $\operatorname{gcd}(a, m)=1$ so $f$ maps $U_{n}$ into $U_{m}$. To show that $f$ maps $U_{n}$ onto $U_{m}$, we use induction on $n / m$. If there is an integer $k$ with $m<k<n$ such that $m$ divides $k$ and $k$ divides $n$, then $f$ is that composition of the homomorphisms from $\mathbb{Z}_{n}$ to $\mathbb{Z}_{k}$ and from $\mathbb{Z}_{k}$ to $\mathbb{Z}_{m}$. By induction, $U_{n}$ is mapped onto $U_{k}$ and $U_{k}$ is mapped onto $U_{m}$. Therefore $f$ maps $U_{n}$ onto $U_{m}$.

We are left with the case in which $p=n / m$ is a prime. Suppose that $\operatorname{gcd}(b, m)=1$. If $p$ divides $m$, then $\operatorname{gcd}(b, n)=1$ and $[b]_{n}$ is in $U_{n}$. If $p$ does not divide $m$, then by the Chinese remainder theorem we can solve the following pair of simultaneous congruences:

$$
\begin{gathered}
a \equiv b \quad(\bmod m) \\
a \equiv 1 \quad(\bmod p)
\end{gathered}
$$

Then $[a]_{n}$ is in $U_{n}$ and $f$ maps $[a]_{n}$ to $[a]_{m}=[b]_{m}$. In either case $[b]_{m}$ is in the image of $U_{n}$ under $f$.

The reduction of integer matrices discussed in Chapter 8 and the computation of Gröbner bases described in Chapter 10 can easily lead to very large integers, with hundreds or even thousands of decimal digits. With integers of this size, the traditional algorithms for multiplication and division are not the most efficient. There is no time to delve into this interesting topic here, but (Collins, Mignotte, \& Winkler 1983) provides a good introduction.

## Exercises

7.1. Show that at all times in GCDX the matrix

$$
\left[\begin{array}{ll}
u_{1} & u_{2} \\
v_{1} & v_{2}
\end{array}\right]
$$

has determinant $\pm 1$.
7.2. Compute the multiplicative inverse of 5 modulo 13.
7.3. Solve the simultaneous congruences $x \equiv 2(\bmod 5), x \equiv 3(\bmod 7)$.
7.4. Show that after the call $\operatorname{GCDX}(x, y ; d, r, s)$ the inequalities $|r| \leq \max (1,|y|)$ and $|s| \leq$ $\max (1,|x|)$ hold.

### 1.8 Backtrack searches

One of the principal algorithms discussed in this book, the low-index subgroup algorithm of Section 5.6, uses a technique called backtrack search. Other backtrack searches are described in Sections 3.6 and 4.9. This section provides a brief introduction to backtracking.

In its simplest form, backtrack searching is a method for listing all sequences $a_{1}, \ldots, a_{m}$ of integers which satisfy some condition $P\left(a_{1}, \ldots, a_{m}\right)$. Here $m$ may vary from sequence to sequence. The approach is to consider the possibilities for $a_{1}$, then for a given $a_{1}$ to consider the possibilities for $a_{2}$, and so on. In order for backtracking to be effective, it must be possible to formulate auxiliary conditions $P_{j}\left(a_{1}, \ldots, a_{j}\right)$ for $j=1,2, \ldots$ such that
(i) If $P\left(a_{1}, \ldots, a_{m}\right)$ is true, then $P_{j}\left(a_{1}, \ldots, a_{j}\right)$ is true for $1 \leq j \leq m$.
(ii) Given $a_{1}, \ldots, a_{j-1}$, there are at most a finite number of values for $a_{j}$ such that $P_{j}\left(a_{1}, \ldots, a_{j}\right)$ is true and there are explicitly computable upper and lower bounds for these values.
(iii) For sufficiently large $j$ the condition $P_{j}\left(a_{1}, \ldots, a_{j}\right)$ is never satisfied.

By (ii), given $a_{1}, \ldots, a_{j-1}$, it is possible to compute the set $S_{j}\left(a_{1}, \ldots, a_{j-1}\right)$ of integers $a_{j}$ such that $P_{j}\left(a_{1}, \ldots, a_{j}\right)$ is true. For simplicity of exposition, we shall assume that if $a_{1}, \ldots, a_{m}$ satisfies $P$, then no proper initial segment $a_{1}, \ldots, a_{j}, 1 \leq j<m$, satisfies $P$.

The following is a generic backtrack search procedure.

## Procedure SEARCH;

Begin
$m:=1 ; \mathcal{S}_{1}:=S_{1}() ;$
While $m>0$ do
If $\mathcal{S}_{m} \neq \emptyset$ then begin
Choose $b$ in $\mathcal{S}_{m} ; \mathcal{S}_{m}:=\mathcal{S}_{m}-\{b\} ; a_{m}:=b$;
If $P\left(a_{1}, \ldots, a_{m}\right)$ then write out $a_{1}, \ldots, a_{m}$
Else begin $m:=m+1 ; \mathcal{S}_{m}:=S_{m}\left(a_{1}, \ldots, a_{m-1}\right)$ end

## End

Else $m:=m-1 \quad$ (* Backtrack! *)
End.
Example 8.1. Let us use backtrack search to find the partitions of a positive integer $n$. A partition of $n$ is a sequence $a_{1}, \ldots, a_{m}$ of positive integers such that $a_{1} \geq a_{2} \geq \cdots \geq a_{m}$ and $a_{1}+a_{2}+\cdots+a_{m}=n$. A natural choice for $P_{j}\left(a_{1}, \ldots, a_{j}\right)$ is
(1) $a_{1} \geq a_{2} \geq \cdots \geq a_{j} \geq 1$, and
(2) $a_{1}+a_{2}+\cdots+a_{j} \leq n$.

With this definition, $S_{1}()=\{1,2, \ldots, n\}$. If $j>1$ and $P_{j-1}\left(a_{1}, \ldots, a_{j-1}\right)$ is true, then $S_{j}\left(a_{1}, \ldots, a_{j-1}\right)$ is the set of positive integers not exceeding either $a_{j-1}$ or $n-\left(a_{1}+\cdots+a_{j-1}\right)$.

The sequences $a_{1}, \ldots, a_{j}$ examined in SEARCH can be displayed conveniently as a tree. The root of the tree is the empty sequence (). The nodes immediately below the root correspond to the elements of $S_{1}()$. Figure 1.8 .1 shows the search tree traversed in obtaining the partitions of 5 .

In Example 8.1, every sequence $a_{1}, \ldots, a_{j}$ that satisfies $P_{j}\left(a_{1}, \ldots, a_{j}\right)$ is extendable to a sequence $a_{1}, \ldots, a_{m}$ satisfying $P\left(a_{1}, \ldots, a_{m}\right)$. This is not always the case.

Example 8.2. Let us define a special decomposition of a positive integer $n$ to be a sequence $a_{1}, \ldots, a_{m}$ of positive integers such that $a_{1}+\cdots+a_{m}=n$,


Figure 1.8.1


Figure 1.8.2
$a_{1}$ is divisible by 3 , and $\left|a_{i}-a_{i+1}\right|=2$ for $1 \leq i<m$. Thus $3,1,3,5$ is a special decomposition of 12. A plausible choice for $P_{j}\left(a_{1}, \ldots, a_{j}\right)$ is
(1) $a_{i}>0,1 \leq i \leq j$, and
(2) $a_{1}$ is divisible by 3 , and
(3) $\left|a_{i}-a_{i+1}\right|=2,1 \leq i<j$, and
(4) $a_{1}+\cdots+a_{j} \leq n$.

Figure 1.8.2 shows the search tree examined in determining the special decompositions of $n=11$. The special decompositions are flagged with an asterisk. With $n=14$, the tree in Figure 1.8 .3 is obtained. The tree has 17 nodes, but only one corresponds to a special decomposition, namely ( 6,8 ).

It is sometimes possible to "prune" the search tree by strengthening the conditions $P_{j}\left(a_{1}, \ldots, a_{j}\right)$. However, if the new conditions take a long time to check, then the running time may actually increase, even though the number of nodes has decreased.


Figure 1.8.3

Example 8.3. Let us look again at the searches of Example 8.2. Suppose that $a_{1}, \ldots, a_{m}$ is a special decomposition of $n$. A simple analysis shows that if $a_{1}$ is even, then all the $a_{i}$ are even and hence $n$ is even. Similarly, if $a_{1}$ is congruent to 1 modulo 4 , then the sequence modulo 4 is $1,3,1,3, \ldots$ and $n$ is congruent to 1 or 0 modulo 4 . If $a_{1}$ is congruent to 3 modulo 4 , then $n$ is congruent to 0 or 3 modulo 4 . These results can be summarized by saying that $n$ is congruent modulo 4 to $0, a_{1}$, or $2 a_{1}+2$. Thus condition (2) in Example 8.2 can be replaced by
$2^{\prime} . a_{1}$ is divisible by 3 and $n$ is congruent modulo 4 to $0, a_{1}$, or $2 a_{1}+2$.
In addition, condition (4) may be replaced by
$4^{\prime}$. If $p=n-\left(a_{1}+a_{2}+\cdots+a_{j}\right)$, then either $p=0$ or $p \geq a_{j}-2$. If $p>0$ and $a_{j} \leq 2$, then $p \geq a_{j}+2$.

With these changes, the size of the search tree is substantially reduced. For $n=11$, we have Figure 1.8.4. With $n=14$, the tree is as shown in Figure 1.8.5.

Frequently, the size of the search tree is difficult to determine in advance. A technique for getting a quick estimate of the size of the tree is described in (Knuth 1975). The estimate can occasionally be misleading, but in practice it is quite useful.

To guess the size of the tree, we make a number of random "probes" into the tree. A probe is carried out by executing the following procedure:

```
Procedure PROBE;
Begin
    n}0:=1;m:=1;\mp@subsup{\mathcal{S}}{1}{}:=\mp@subsup{S}{1}{}();\mp@subsup{n}{1}{}:=|\mp@subsup{\mathcal{S}}{1}{}|
```
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While $\mathcal{S}_{m} \neq \emptyset$ do begin
Choose $b$ at random from $\mathcal{S}_{m} ; a_{m}:=b$;
If $P\left(a_{1}, \ldots, a_{m}\right)$ then break
Else begin
$m:=m+1 ; \mathcal{S}_{m}:=S_{m}\left(a_{1}, \ldots, a_{m-1}\right) ; n_{m}:=n_{m-1}\left|\mathcal{S}_{m}\right|$
End
End;
Write out $n_{0}, \ldots, n_{m}$
End.

In (Knuth 1975) it is shown that the expected value of $n_{i}$ is the number of nodes in the search tree which have distance $i$ from the root. The observed $n_{i}$ may differ substantially from the expected values, but averaging over a number of probes often gives a good picture of the size of the tree.

Example 8.4. Let us use the Knuth technique to explore two special decomposition search trees using the revised auxiliary conditions of Example 8.3. First, suppose that $n=35$. Table 1.8 .1 gives the average values of the $n_{i}$ obtained on three different trials of 10 probes each. All results are rounded to the nearest integer. The fifth column averages the three trials, and the sixth column gives the actual number of nodes at each distance from the root.

Table 1.8.1

| $i$ | Trial 1 | Trial 2 | Trial 3 | Average | Actual |
| ---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 1 | 1 | 1 |
| 1 | 2 | 2 | 2 | 2 | 2 |
| 2 | 2 | 3 | 2 | 2 | 2 |
| 3 | 4 | 4 | 3 | 4 | 3 |
| 4 | 7 | 7 | 6 | 7 | 6 |
| 5 | 14 | 10 | 7 | 10 | 9 |
| 6 | 26 | 14 | 14 | 18 | 14 |
| 7 | 42 | 16 | 18 | 25 | 19 |
| 8 | 51 | 10 | 29 | 30 | 25 |
| 9 | 51 | 13 | 32 | 32 | 30 |
| 10 | 19 | 19 | 32 | 23 | 30 |
| 11 | 19 | 19 | 32 | 23 | 34 |
| 12 |  | 26 | 26 | 17 | 22 |
| 13 |  | 38 | 26 | 21 | 23 |
| 14 |  | 26 |  | 9 | 8 |
| 15 |  | 26 |  | 9 | 8 |
| 16 |  |  |  |  | 1 |
| 17 |  |  |  |  | 1 |

Now let us look at $n=60$. Table 1.8.2 gives the results of trials of 20 , 50 , and 200 probes. The true values are also given.

## Exercises

8.1. Find all partitions of 7 using SEARCH, and construct the search tree examined.
8.2. Find the special decompositions of 15 using SEARCH. First use the auxiliary conditions of Example 8.2. Then use the modified conditions of Example 8.3. In each case construct the search tree.
8.3. Devise auxiliary conditions for conducting a backtrack search for all permutations of $\Omega=\{1,2, \ldots, n\}$ which do not fix any element of $\Omega$. A permutation $f$ is identified with the sequence $a_{1}, \ldots, a_{n}$, where $a_{i}$ is the image of $i$ under $f$. Carry out the search for $n=4$ and describe the search tree.

### 1.9 Historical notes

The concept of a group developed slowly over a long period of time. The work of Evariste Galois is often cited as the beginning of group theory as a separate area of mathematics, but group-theoretic ideas and examples of groups occurred well before Galois. A number of results in group theory were obtained before the definition of an (abstract) group reached its final form. Arthur Cayley came close to the definition in two attempts (Cayley 1854, 1878). Finitely generated groups were defined in (Dyck 1882), which also contained the definition of a presentation by generators and relations. Abstract finite groups were defined in (Weber 1882). The definition of an arbitrary abstract group did not appear in essentially its modern form

Table 1.8.2

| $i$ | Trial 1 | Trial 2 | Trial 3 | Actual |
| ---: | ---: | ---: | ---: | ---: |
| 0 | 1 | 1 | 1 | 1 |
| 1 | 11 | 11 | 11 | 11 |
| 2 | 17 | 13 | 14 | 13 |
| 3 | 25 | 20 | 22 | 20 |
| 4 | 36 | 26 | 32 | 32 |
| 5 | 51 | 32 | 45 | 42 |
| 6 | 79 | 41 | 70 | 63 |
| 7 | 123 | 63 | 110 | 96 |
| 8 | 194 | 106 | 170 | 144 |
| 9 | 282 | 145 | 238 | 187 |
| 10 | 458 | 239 | 319 | 274 |
| 11 | 563 | 310 | 417 | 366 |
| 12 | 528 | 380 | 602 | 503 |
| 13 | 282 | 169 | 542 | 466 |
| 14 | 422 | 282 | 859 | 730 |
| 15 | 563 | 338 | 732 | 674 |
| 16 | 282 | 338 | 1014 | 994 |
| 17 |  | 451 | 591 | 707 |
| 18 |  | 901 | 957 | 1110 |
| 19 |  | 901 | 732 | 669 |
| 20 |  | 1802 | 1464 | 996 |
| 21 |  | 1802 | 1577 | 478 |
| 22 |  |  | 1802 | 664 |
| 23 |  |  | 451 | 243 |
| 24 |  |  | 901 | 310 |
| 25 |  |  |  | 79 |
| 26 |  |  |  | 92 |
| 27 |  |  |  | 14 |
| 28 |  |  |  | 15 |
| 29 |  |  |  | 1 |
| 30 |  |  |  | 1 |

until (Weber 1893). Note that Sylow's theorems date from 1872 and were originally results about finite permutations groups. The word problem, the conjugacy problem, and the isomorphism problem were formulated in (Dehn 1911), but the idea of trying to determine properties of a group given by a finite presentation was already familiar by that time.

The existence of a finitely presented semigroup $S$ with unsolvable word problem was first proved by Emil Post in (Post 1947). The proof is based on the fact that there is a Turing machine $T$ with unsolvable halting problem. That is, given a finite sequence $I$ of input symbols, there is no algorithm for deciding whether $T$ will stop with input $I$. The presentation for $S$ encodes a description of $T$.

Credit for showing that the word problem for groups is unsolvable is usually shared between Petr Novikov and William Boone. The first published
proof was (Novikov 1955). During the years 1954-57 Boone developed an alternative proof in a sequence of papers which concluded with (Boone 1957). Other algorithmic questions about groups were shown to be unsolvable in (Adjan 1957) and (Rabin 1958).

## 2

## Rewriting systems

In this book we shall study a number of computational procedures. One of the most basic of these is the Knuth-Bendix procedure for strings presented in Sections 2.5 to 2.7. The Knuth-Bendix procedure manipulates rewriting systems, which are sets of pairs of words. These systems are used to simplify words systematically in an attempt to solve the word problem for particular finitely presented monoids.

### 2.1 Orderings of free monoids

Let $M=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ be a finitely presented monoid. Elements of $M$ are equivalence classes of words. As we study $M$, we shall frequently have several words belonging to the same equivalence class and so defining the same element of $M$. It will be useful to be able to select one of these words as "simpler" or "better" in some sense than the others. The notion of simplicity may depend on the presentation. If for any two distinct words in $X^{*}$ we have a preference for one over the other, we have an ordering on words.

Let $S$ be a set. A linear ordering of $S$ is a transitive relation $\prec$ on $S$ such that for any two elements $s$ and $t$ of $S$ exactly one of the following holds: $s \prec t, s=t, t \prec s$. Let $\prec$ be a linear ordering of $S$ and let $s$ and $t$ be in $S$. We write $s \preceq t$ if $s \prec t$ or $s=t$, and we write $t \succ s$ and $t \succeq s$ if $s \prec t$ and $s \preceq t$, respectively. The ordering $\prec$ is a well-ordering if there are no infinite sequences $s_{1}, s_{2}, \ldots$ of elements of $S$ such that $s_{i} \succ s_{i+1}$ for all $i \geq 1$. If we have a notion of one word being simpler than another and "is simpler than" is a well-ordering of $X^{*}$, then we cannot simplify a word, that is, replace it by a simpler word, indefinitely.

Proposition 1.1. If $\prec$ is a well-ordering of $S$, then every nonempty subset of $S$ has a least element.

Proof. The proof is a routine application of the axiom of choice. Let $T$ be a nonempty subset of $S$ and suppose $T$ does not have a smallest
element. Choose $s_{1}$ in $T$. Assume that $s_{1}, \ldots, s_{i}$ have been chosen in $T$ with $s_{1} \succ s_{2} \succ \cdots \succ s_{i}$. Then $s_{i}$ is not the smallest element of $T$, so we may choose $s_{i+1}$ in $T$ with $s_{i} \succ s_{i+1}$. This process generates an infinite, strictly decreasing sequence in $S$, which contradicts the assumption that $\prec$ is a well-ordering of $S$.

It is easy to define a linear ordering of a finite set. We just list the elements of the set from first to last. A set with $n$ elements has $n$ ! linear orderings, all of which are well-orderings. We shall need some techniques for constructing orderings of infinite sets.

Suppose $\prec$ is a linear ordering of a set $S$ and $n$ is a positive integer. We can define a linear ordering on the set $S^{n}$ of $n$-tuples of elements of $S$ by saying that $\left(s_{1}, \ldots, s_{n}\right) \prec\left(t_{1}, \ldots, t_{n}\right)$ if and only if there is an integer $i$ with $1 \leq i \leq n$ such that $s_{j}=t_{j}$ for $1 \leq j<i$ and $s_{i} \prec t_{i}$. This ordering is called the left-to-right lexicographic ordering of $S^{n}$. Note that the same symbol is used for the ordering of $S$ and the ordering of $S^{n}$. We shall have too many orderings to have a separate symbol for each one. The symbols $\prec, \preceq, \succeq$, and $\succ$ will normally be used for any linear orderings which arise.

If we use the ordinary ordering of the set $\mathbb{Z}$ of integers to define the left-to-right lexicographic ordering of $\mathbb{Z}^{3}$, then

$$
(-1,3,6) \prec(1,-2,-1) \prec(1,-2,5) \prec(1,2,-1) .
$$

There is also a right-to-left lexicographic ordering on $S^{n}$. For this ordering we compare $s_{n}$ and $t_{n}$, then $s_{n-1}$ and $t_{n-1}$, and so on. Thus in the right-toleft lexicographic ordering of $\mathbb{Z}^{3}$,

$$
(1,-2,-1) \prec(1,2,-1) \prec(1,-2,5) \prec(-1,3,6) .
$$

Proposition 1.2. Suppose $\prec$ is a linear ordering of $S$. The corresponding lexicographic orderings of $S^{n}$ are linear orderings, which are well-orderings if $\prec$ is a well-ordering on $S$.

Proof. Exercise.
Given a linear ordering $\prec$ of a set $X$, we can define a number of linear orderings of $X^{*}$. Let $U=u_{1} \ldots u_{m}$ and $V=v_{1} \ldots v_{n}$ be in $X^{*}$, with each $u_{i}$ and $v_{i}$ in $X$. In the left-to-right lexicographic ordering of $X^{*}$, we say that $U \prec V$ provided one of the following holds:
(i) $m<n$ and $u_{i}=v_{i}, 1 \leq i \leq m$.
(ii) There is an $i$ with $1 \leq i \leq \min (m, n)$ such that $u_{j}=v_{j}$ for $1 \leq j<i$ and $u_{i} \prec v_{i}$.

This definition may be restated as follows: $U \prec V$ provided either that $U$ is a proper prefix of $V$ or that some prefix of $U$ is less than the prefix of $V$ of the same length $i$ in the left-to-right lexicographic ordering of $X^{i}$.

Proposition 1.3. If $\prec$ is a linear ordering of $X$, then the left-to-right lexicographic ordering is a linear ordering of $X^{*}$.

Proof. Exercise.
If $|X|>1$, then the left-to-right lexicographic ordering of $X^{*}$ is not a well-ordering, even if $X$ is well-ordered. If $a$ and $b$ are elements of $X$ and $a \prec b$, then $a b \succ a^{2} b \succ a^{3} b \succ \cdots$ is a strictly decreasing sequence in $X^{*}$.

There is also the right-to-left lexicographic ordering of $X^{*}$. In this ordering, $U \prec V$ provided $U$ is a proper suffix of $V$ or some suffix of $U$ is less than the suffix of $V$ of the same length $i$ in the right-to-left lexicographic ordering of $X^{i}$.

From now on, "lexicographic" without further qualification will mean "left-to-right lexicographic". When right-to-left is meant, it will be explicitly stated.

Another ordering of $X^{*}$ is the length-plus-lexicographic ordering. In this ordering, $u_{1} \ldots u_{m} \prec v_{1} \ldots v_{n}$ provided either that $m<n$ or that $m=n$ and $u_{1} \ldots u_{m}$ comes before $v_{1} \ldots v_{m}$ lexicographically.

Proposition 1.4. The length-plus-lexicographic ordering is a linear ordering of $X^{*}$. If $\prec$ is a well-ordering of $X$, then $X^{*}$ is also well ordered.

Proof. We shall prove the statement about well-ordering, leaving the rest as an exercise. Suppose $\prec$ is a well-ordering on $X$. Let $U_{1} \succ U_{2} \succ U_{3} \succ \cdots$ be a strictly decreasing sequence of words in $X^{*}$. Since $\left|U_{i}\right| \geq\left|U_{i+1}\right|$ for all $i$, from some point on all of the $U_{i}$ have the same length $m$. By Proposition 1.2, the lexicographic ordering of $X^{m}$ is a well-ordering. Therefore the sequence must terminate.

There is also a right-to-left version of the length-plus-lexicographic ordering.

An ordering $\prec$ of $X^{*}$ is translation invariant if $U \prec V$ implies that $A U B \prec A V B$ for all $A$ and $B$ in $X^{*}$. Lexicographic orderings are not translation invariant. For example, if $a$ and $b$ are in $X$ and $a \prec b$, then $a \prec a^{2}$ lexicographically, but $a b \succ a^{2} b$. We say that $\prec$ is consistent with length if $U \prec V$ implies that $|U| \leq|V|$. The length-plus-lexicographic orderings are clearly consistent with length.

Proposition 1.5. The length-plus-lexicographic ordering of $X^{*}$ is translation invariant.

Proof. Let $U=u_{1} \ldots u_{m}$ and $V=v_{1} \ldots v_{n}$, and suppose that $U \prec V$. To prove translation invariance, it suffices to prove that $U x \prec V x$ and $x U \prec x V$ for all $x$ in $X$. If $m<n$, then $|U x|=|x U|<|V x|=|x V|$. Thus we may assume that $m=n$. Let $U$ and $V$ differ first in the $i$-th term. Then $U x$ and $V x$ also differ first in the $i$-th terms, which are the same as the $i$-th terms of $U$ and $V$. Therefore $U x \prec V x$. A similar argument shows that $x U \prec x V$.

Proposition 1.6. In a translation invariant well-ordering of $X^{*}$ the empty word comes first.

Proof. Suppose $\varepsilon \succ U$ for some word $U$. Then by translation invariance $U=\varepsilon U \succ U^{2}$. Similarly, $U^{2} \succ U^{3}$. Thus

$$
\varepsilon \succ U \succ U^{2} \succ U^{3} \succ \cdots
$$

is an infinite, strictly decreasing sequence of words, contradicting our assumption that $\prec$ is a well-ordering.

The phrase "translation invariant well-ordering" is somewhat awkward. The term "reduction ordering" will be used instead.

We shall now define a family of orderings which will play an important role in Chapters 9 and 11. Let $X$ and $Y$ be disjoint sets and assume that $\prec_{X}$ and $\prec_{Y}$ are reduction orderings on $X^{*}$ and $Y^{*}$, respectively. Using these orderings, we shall construct an ordering of $(X \cup Y)^{*}$. Suppose $U$ is a word in $(X \cup Y)^{*}$. Then $U$ can be written uniquely as

$$
A_{0} b_{1} A_{1} b_{2} \ldots A_{r-1} b_{r} A_{r}
$$

where the $b_{i}$ are in $Y$ and the $A_{i}$ are in $X^{*}$. Let $V$ be another word in $(X \cup Y)^{*}$ and let

$$
C_{0} d_{1} C_{1} d_{2} \ldots C_{s-1} d_{s} C_{s}
$$

be the corresponding decomposition of $V$. Define $U \prec V$ if one of the following holds:
(i) $b_{1} \ldots b_{r} \prec_{Y} d_{1} \ldots d_{s}$.
(ii) $b_{1} \ldots b_{r}=d_{1} \ldots d_{s}$ and $\left(A_{0}, \ldots, A_{r}\right)$ comes before $\left(C_{0}, \ldots, C_{r}\right)$ in the lexicographic ordering of $\left(X^{*}\right)^{r+1}$ defined by $\prec_{X}$.

The ordering $\prec$ on $(X \cup Y)^{*}$ will be called the wreath product of $\prec_{X}$ and $\prec_{Y}$ and will be denoted $\prec_{X}$ ? $\prec_{Y}$.

Example 1.1. Let $X=\{a\}$ and $Y=\{b\}$, and let $\prec_{X}$ and $\prec_{Y}$ be the orderings by length of $X^{*}$ and $Y^{*}$, respectively. If $\prec$ is $\prec_{X} \prec \prec_{Y}$, then

$$
a^{100} \prec a b a^{2} \prec a^{2} b a \prec b^{2} a \prec b a b \prec a b^{2} .
$$

Example 1.2. Let $X=\left\{a, a^{-1}\right\}$ and $Y=\left\{b, b^{-1}\right\}$, and let $\prec_{X}$ and $\prec_{Y}$ be the length-plus-lexicographic orderings with $a \prec_{X} a^{-1}$ and $b \prec_{Y} b^{-1}$. If $\prec$ is $\prec_{X}$ ८ $\prec_{Y}$, then

$$
a b a^{-1} b^{-1} a^{2} \prec a^{-1} b a^{2} b^{-1} a \prec a^{2} b^{-1} a b a^{-1} \prec a^{2} b^{-1} a^{-1} b a .
$$

Proposition 1.7. The wreath product $\prec_{X} \ell \prec_{Y}$ is a reduction ordering of $(X \cup Y)^{*}$.

Proof. Let $\prec$ denote $\prec_{X} \imath \prec_{Y}$. Suppose $U, V$, and $W$ are words in $(X \cup Y)^{*}$, and let

$$
\begin{aligned}
U & =A_{0} b_{1} A_{1} \ldots b_{r} A_{r} \\
V & =C_{0} d_{1} C_{1} \ldots d_{s} C_{s} \\
W & =E_{0} f_{1} E_{1} \ldots f_{t} E_{t}
\end{aligned}
$$

where the $b_{i}, d_{i}$, and $f_{i}$ are in $Y$ and the $A_{i}, D_{i}$, and $E_{i}$ are in $X^{*}$. It is easy to see that exactly one of $U \prec V, U=V$, and $V \prec U$ holds. Let us show that $\prec$ is transitive. Suppose $U \prec V$ and $V \prec W$. Then $b_{1} \ldots b_{r} \preceq_{Y} d_{1} \ldots d_{s} \preceq_{Y}$ $f_{1} \ldots f_{t}$. If $b_{1} \ldots b_{r} \prec_{Y} f_{1} \ldots f_{t}$, then $U \prec W$. Suppose $b_{1} \ldots b_{r}=d_{1} \ldots d_{s}=$ $f_{1} \ldots f_{t}$, so $r=s=t$. Then $\left(A_{0}, \ldots, A_{r}\right)$ comes before $\left(C_{0}, \ldots, C_{r}\right)$, which comes before $\left(E_{0}, \ldots, E_{r}\right)$. Therefore $U \prec W$ in this case too, and $\prec$ is a linear ordering.

Let $h:(X \cup Y)^{*} \rightarrow Y^{*}$ be the homomorphism which is the identity on $Y$ and maps each element of $X$ to $\varepsilon$. Then $b_{1} \ldots b_{r}$ can be written $h(U)$. Suppose $U_{1} \succ U_{2} \succ \cdots$ is an infinite, strictly decreasing sequence of words in $(X \cup Y)^{*}$. Then $h\left(U_{1}\right) \succeq_{Y} h\left(U_{2}\right) \succeq_{Y} \cdots$, and so, from some point on, all the $h\left(U_{i}\right)$ are the same. Without loss of generality, we may assume that $h\left(U_{i}\right)=b_{1} \ldots b_{r}$ for all $i$. Let

$$
U_{i}=A_{0}^{(i)} b_{1} A_{1}^{(i)} \ldots b_{r} A_{r}^{(i)}
$$

Then for $i \geq 1$ the $(r+1)$-tuple $\left(A_{0}^{(i+1)}, \ldots, A_{r}^{(i+1)}\right.$ ) comes before $\left(A_{0}^{(i)}\right.$, $\left.\ldots, A_{r}^{(i)}\right)$ in the lexicographic ordering of $\left(X^{*}\right)^{r+1}$. But this contradicts Proposition 1.2. Therefore $\prec$ is a well-ordering.

Finally, we must prove translation invariance. Let $U$ and $V$ be as before, and assume that $U \prec V$. First suppose $y$ is in $Y$. If $h(U)=b_{1} \ldots b_{r} \prec_{Y}$
$d_{1} \ldots d_{s}=h(V)$, then

$$
h(U y)=b_{1} \ldots b_{r} y \prec_{Y} d_{1} \ldots d_{s} y=h(V y)
$$

since $\prec_{Y}$ is translation invariant, so $U y \prec V y$. Suppose $h(U)=h(V)$. Then $h(U y)=h(V y)$, and $\left(A_{0}, \ldots, A_{r}\right)$ comes before $\left(C_{0}, \ldots, C_{r}\right)$. By the definition of the (left-to-right) lexicographic ordering on $\left(X^{*}\right)^{r+2}$, this means that $\left(A_{0}, \ldots, A_{r}, \varepsilon\right)$ comes before $\left(C_{0}, \ldots, C_{r}, \varepsilon\right)$. Therefore $U y \prec V y$ in all cases. A similar argument shows that $y U \prec y V$.

Now suppose $x$ is in $X$. Then $h(U x)=h(U)$ and $h(V x)=h(V)$. If $h(U) \prec_{Y} h(V)$, then $U x \prec V x$. Suppose that $h(U)=h(V)$. Then $U x \prec V x$ if and only if $\left(A_{0}, \ldots, A_{r} x\right)$ comes before $\left(C_{0}, \ldots, C_{r} x\right)$. Let $i$ be the first index such that $A_{i} \prec_{X} C_{i}$. If $i=r$, then $A_{r} x \prec C_{r} x$, since $\prec_{X}$ is translation invariant. In any case $\left(A_{0}, \ldots, A_{r} x\right)$ does come before $\left(C_{0}, \ldots, C_{r} x\right)$, so $U x \prec V x$. Similarly, $x U \prec x V$. Therefore $\prec$ is translation invariant.

Suppose $X, Y$, and $Z$ are pairwise disjoint sets and $\prec_{X}, \prec_{Y}$, and $\prec_{Z}$ are reduction orderings on $X^{*}, Y^{*}$, and $Z^{*}$, respectively. Then $\left.\left(\prec_{X}\right\} \prec_{Y}\right)\left(\prec_{Z}\right.$ and $\prec_{X} \ell\left(\prec_{Y} \imath \prec_{Z}\right)$ are both orderings of $(X \cup Y \cup Z)^{*}$. It is a straightforward exercise to show that these are the same ordering. Hence we can write $\left.\left.\prec_{X}\right\} \prec_{Y}\right\} \prec_{Z}$ without ambiguity. Note that $\left.\prec_{X}\right\} \prec_{Y}$ and $\prec_{Y} \imath \prec_{X}$ are both orderings of $(X \cup Y)^{*}$, but they are not the same. Thus $\ell$ is associative but not commutative.

Let $X=\left\{x_{1}, \ldots, x_{n}\right\}$ and assume that $X$ is ordered by $\prec$ so that $x_{1} \prec$ $x_{2} \prec \cdots \prec x_{n}$. On $\left\{x_{i}\right\}^{*}$ there is a unique reduction ordering $\prec_{i}$, namely the ordering by length. The ordering $\left.\prec_{1} \imath \prec_{2} \imath \cdots\right\} \prec_{n}$ will be called the basic wreath-product ordering of $X^{*}$ determined by $\prec$. This ordering is closely related to the recursive path ordering of Dershowitz. See (Dershowitz 1987).

Questions of decidability arise in connection with orderings of free monoids. Suppose $X$ is a finite set and $\mathcal{R}$ is a finite subset of $X^{*} \times X^{*}$. There is no algorithm which can decide if there is a reduction ordering of $X^{*}$ such that $P \succ Q$ for all $(P, Q)$ in $\mathcal{R}$.

Let us turn now to the question of computing with wreath-product orderings. Let $X$ be the disjoint union of nonempty subsets $X_{1}, \ldots, X_{r}$, and for $1 \leq i \leq r$ let $\prec_{i}$ be a reduction ordering of $X_{i}$. Set $\prec$ equal to $\left.\prec_{1} \imath \prec_{2} \imath \cdots\right\rangle \prec_{r}$. Suppose we are given two words $U$ and $V$ in $X^{*}$. What is an efficient way to decide whether $U \prec V, U=V$, or $V \prec U$ ? If $U$ and $V$ have a common nonempty prefix so that $U=A B$ and $V=A C$ for words $A, B$, and $C$, then we may replace $U$ and $V$ by $B$ and $C$ without changing the answer to our question. Thus we may assume that $U$ and $V$ do not start with the same generator. If either $U$ or $V$ is empty, then the answer is obvious, so we may also assume that both $U$ and $V$ are nonempty.

Let $m$ be the largest index such that $U$ contains a generator in $X_{m}$. Let

$$
U=A_{0} x_{1} A_{1} \ldots A_{t-1} x_{t} A_{t}
$$

where each $x_{j}$ is in $X_{m}$ and the $A_{j}$ are in $\left(X_{1} \cup \cdots \cup X_{m-1}\right)^{*}$. We shall call $m$ the degree of $U, Y=x_{1} \ldots x_{t}$ the head of $U$, and $A_{0}$ the left end of $U$. Let $n$ be the degree of $V$, let $Z$ be the head of $V$, and let $B_{0}$ be the left end of $V$. Since $U$ and $V$ do not start with the same generator, $U \prec V$ if and only if
(a) $m<n$, or
(b) $m=n$ and $Y \prec_{m} Z$, or
(c) $m=n, Y=Z$, and $A_{0} \prec B_{0}$.

Note that if $m=n$ and $Y=Z$, then $A_{0}$ and $B_{0}$ do not start with the same generator.

Given $U$, let the integers $d_{1}, d_{2}, \ldots$ and the words $P_{1}, P_{2}, \ldots$ and $Q_{1}$, $Q_{2}, \ldots$ be defined as follows: Set $Q_{1}=U$, and for $i \geq 1$ let $P_{i}$ be the head of $Q_{i}$, let $d_{i}$ be the degree of $Q_{i}$, and let $Q_{i+1}$ be the left end of $Q_{i}$, provided that left end is nonempty. Let $d_{s}, P_{s}$, and $Q_{s}$ be the last terms in these three sequences. We shall call $d_{1}, \ldots, d_{s}$ the sequence of degrees of $U$ and $P_{1}, \ldots, P_{s}$ the sequence of heads of $U$.

Proposition 1.8. Let $U$ and $V$ be nonempty words in $X^{*}$ which do not start with the same generator. Let $d_{1}, \ldots, d_{s}$ and $P_{1}, \ldots, P_{s}$ be the sequences of degrees and heads of $U$ and let $e_{1}, \ldots, e_{t}$ and $R_{1}, \ldots, R_{t}$ be the sequences of degrees and heads of $V$. Then $U \prec V$ if and only if one of the following holds:
(a) $s<t$, and for $1 \leq i \leq s$ we have $d_{i}=e_{i}$ and $P_{i}=R_{i}$.
(b) There is an integer $i \leq \min (s, t)$ such that $d_{j}=e_{j}$ and $P_{j}=R_{j}$ for $1 \leq j<i$ and either $d_{i}<e_{i}$ or $d_{i}=e_{i}$ and $P_{i} \prec_{d_{i}} R_{i}$.

Proof. This is an easy induction on the maximum of $d_{1}$ and $e_{1}$.
We can construct the sequences $d_{1}, \ldots, d_{s}$ and $P_{1}, \ldots, P_{s}$ for $U$ in time linear in $|U|$.

Procedure $\operatorname{HEAD}\left(U ; s, d_{1}, \ldots, d_{s}, P_{1}, \ldots, P_{s}\right)$;
Input: $U$ : a nonempty word;
Output: $s \quad:$ a positive integer;
$d_{1}, \ldots, d_{s} \quad:$ the sequence of degrees of $U$;
$P_{1}, \ldots, P_{s} \quad$ : the sequence of heads of $U$;

Begin
$s:=0 ; m:=0 ;$ Let $U=u_{1} \ldots u_{k}$;
For $i:=1$ to $k$ do begin
Let $j$ be the degree of $u_{i}$;
If $j>m$ then begin $s:=s+1 ; m:=j ; c_{s}:=m ; W_{s}:=u_{i}$ end
Else if $j=m$ then $W_{s}:=W_{s} u_{i}$
End;
For $i:=1$ to $s$ do begin $d_{i}:=c_{s+1-i} ; P_{i}:=W_{s+1-i}$ end End.

Example 1.3. Let $X_{1}=\{u, v\}, X_{2}=\{w, x\}$, and $X_{3}=\{y, z\}$. Suppose

$$
U=\underline{v u x} u \underline{w} v \underline{w} u v \underline{x y} u x v \underline{z} w u w \underline{y} u w x v .
$$

Here we have underlined the terms in $U$ whose degrees are at least as large as the degree of any earlier term. The procedure HEAD simply groups these by degree, giving

$$
\begin{aligned}
& W_{1}=v u, \\
& W_{2}=x w w x, \\
& W_{3}=y z y .
\end{aligned}
$$

Thus the sequences of degrees and heads for $U$ are 3,2 , and 1 and $y z y$, $x w w x$, and $v u$, respectively.

There are many more ways to define linear orderings of free monoids. One approach is to assign to each generator a nonnegative real number called its weight. The weight of a word is then defined to be the sum of the weights of its terms. Words are ordered first by weight, with some other ordering used to break ties.

## Exercises

1.1. Show that the operation $\backslash$ is associative.
1.2. Suppose that $\prec$ is a reduction ordering on $X^{*}$. For $U$ and $V$ in $X^{*}$, define $U \prec^{\dagger} V$ to mean $U^{\dagger} \prec V^{\dagger}$, where $U^{\dagger}$ denotes the reversal of $U$. Prove that $\alpha^{\dagger}$ is a reduction ordering.
1.3. Let $A=\{a, b\}$ and $B=\{c, d\}$ and define $\prec_{A}$ and $\prec_{B}$ to be the length-plus-lexicographic orderings of $A^{*}$ and $B^{*}$, respectively, in which $a \prec_{A} b$ and $c \prec_{B} d$. Arrange the following words in increasing order using the ordering $\prec_{A} \ell \prec_{B}$ on $(A \cup B)^{*}: c a d b c, a b c b d a b d$, $a c a b d b a, a b c b a d b d, a c d c b, a c b a d a b$.
1.4. Arrange the words in Exercise 1.3 in increasing order using the basic wreath product ordering $\prec$ of $\{a, b, c, d\}$ in which $a \prec b \prec c \prec d$.
1.5. Let $\prec$ be a reduction ordering on $X^{*}$. Prove that $U \prec A U B$ for any words $A, B$, and $U$ in $X^{*}$ such that $A B \neq \varepsilon$.
*1.6. Let $X=\{a, b\}$ and let $\mathcal{U}$ be the set of all words in $X^{*}$ of length at most 3. How many of the 15 ! linear orderings of $\mathcal{U}$ can be extended to reduction orderings of $X^{*}$ ?

### 2.2 Canonical forms

Suppose that we are working with a finitely presented monoid $M$. Although the word problem is in general unsolvable, it is natural to be optimistic and look for a solution in $M$ anyway. Assume that $M$ is given as the quotient monoid of the free monoid $X^{*}$ modulo the congruence $\sim$. One approach to the word problem is to attempt to choose for each element $u$ of $M$ one word $U$ from among all the words in $X^{*}$ which define $u$. Such a choice is called a canonical form for $u$.
Usually we would like the canonical form for $u$ to be the "simplest" word defining $u$. As we saw in the previous section, reduction orderings provide convenient notions of simplicity. Let us fix a reduction ordering $\prec$ on $X^{*}$. For each $u$ in $M$ the set of words defining $u$ is nonempty, so this set has a smallest element $U$. We define $U$ to be the canonical form for $u$ relative to $\prec$. For any word $V$, let $\bar{V}$ be the canonical form for the $\sim$-class containing $V$.

It must be emphasized that this definition of canonical form is nonconstructive. Given $X$, a generating set $\mathcal{R}$ for $\sim$, and the definition of $\prec$, we have at this point no way of computing canonical forms. That is, given a word $V$, we have no algorithm for computing $\bar{V}$. If we can compute canonical forms, then we can solve the word problem, for $U \sim V$ if and only if $\bar{U}=\bar{V}$. The unsolvability of the word problem tells us that there are presentations for which no algorithm for computing $\bar{V}$ exists.

Proposition 2.1. If $U$ is the canonical form for an element of $M$, then subwords of $U$ are canonical forms for elements of $M$.

Proof. Let $V$ be a subword of $U$, so $U=A V B$. If $V$ is not a canonical form, then there is a word $W$ such that $V \succ W$ and $V \sim W$. But then $A V B \sim A W B$ and, since $\prec$ is translation invariant, $A V B \succ A W B$. Thus $U$ is not the first word in its $\sim$-class, contradicting the assumption that $U$ is a canonical form.

Let $(P, Q)$ be an element of a generating set $\mathcal{R}$ for $\sim$. Replacing $(P, Q)$ by ( $Q, P$ ) does not change $\sim$, so we may assume that $P \succ Q$. In this case, $(P, Q)$ is called a rewriting rule with respect to $\prec$. If every element of $\mathcal{R}$ is a rewriting rule, then $\mathcal{R}$ is called a rewriting system with respect to $\prec$.
Suppose that $\mathcal{R}$ is a rewriting system. Let $\mathcal{P}$ be the set of left sides of elements in $\mathcal{R}$, let $\mathcal{N}$ be the ideal of $X^{*}$ generated by $\mathcal{P}$, and let $\mathcal{C}$ be the
complement $X^{*}-\mathcal{N}$. If $U$ is in $\mathcal{N}$, then there are words $A, B, P$, and $Q$ such that $U=A P B$ and $(P, Q)$ is in $\mathcal{R}$. Let $V=A Q B$. Then $P \sim Q$, so $U \sim V$. Also $P \succ Q$, so $U \succ V$. If $V$ is in $\mathcal{N}$, then we can repeat this process and get another word $W$ such that $U \sim V \sim W$ and $U \succ V \succ W$. Since $\prec$ is a well-ordering, this process cannot go on indefinitely, and we eventually produce a word $C$ in $\mathcal{C}$ such that $U \sim C$ and $U \succeq C$. This procedure of replacing subwords which are left sides of rewriting rules with the corresponding right sides is called rewriting. Elements of $\mathcal{C}$ are said to be irreducible or reduced with respect to $\mathcal{R}$, since no rewriting can be performed on them. The canonical form of every $\sim$-class is in $\mathcal{C}$, but a $\sim$-class may contain other elements of $\mathcal{C}$ as well. Suppose $(P, Q)$ is in $\mathcal{R}$. To emphasize that rewriting replaces $P$ by $Q$, we shall frequently write $P \rightarrow Q$ for $(P, Q)$. More generally, we shall write $U \rightarrow V$ or $U \xrightarrow[\mathcal{R}]{ } V$ if $V$ is derivable from $U$ in one step using $\mathcal{R}$ in the sense that there are words $A, B, P$, and $Q$ such that $P \rightarrow Q$ is in $\mathcal{R}, U=A P B$, and $V=A Q B$.

Let us formalize the rewriting process.
Procedure REWRITE $(X, \mathcal{R}, U ; V)$;
Input: $X$ : a finite set;
$\mathcal{R} \quad$ : a finite rewriting system on $X^{*}$ with respect to a reduction ordering;
$U \quad:$ a word in $X^{*}$;
Output: $V \quad:$ a word in $X^{*}$ irreducible with respect to $\mathcal{R}$ and defining the same element of $\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ as $U$;
Begin
Let $\mathcal{P}$ be the set of left sides in $\mathcal{R} ; V:=U$;
While $V$ contains a subword in $\mathcal{P}$ do begin
Let $V=A P B$ with $P \rightarrow Q$ in $\mathcal{R} ; V:=A Q B$
End
End.
The reduction ordering mentioned in REWRITE need not be explicitly given. However, its existence is necessary to insure termination.

The description of REWRITE is really only an outline. In carrying out the procedure, a number of choices must be made. First, there may be many occurrences of words in $\mathcal{P}$ as subwords in $V$. Second, an element of $\mathcal{P}$ may be the left side of more than one rule in $\mathcal{R}$, so there may be many choices for $Q$. The value of $V$ returned by REWRITE may depend on these choices.

Example 2.1. Let $X=\{x, y\}$ and let $\mathcal{R}=\operatorname{FGRel}(X)$, so $\mathcal{R}$ consists of the rules

$$
x x^{-1} \rightarrow \varepsilon, \quad x^{-1} x \rightarrow \varepsilon, \quad y y^{-1} \rightarrow \varepsilon, \quad y^{-1} y \rightarrow \varepsilon
$$

and $F=\operatorname{Mon}\left\langle X^{ \pm} \mid \mathcal{R}\right\rangle$ is a free group of rank 2. Let

$$
U=x y x^{-1} x y^{-1} x^{-1} y^{-1} y x y
$$

We can rewrite $U$ using $\mathcal{R}$ in several ways. Here are two possibilities:

$$
\begin{aligned}
& x y \underline{x^{-1} x} y^{-1} x^{-1} y^{-1} y x y \rightarrow x \underline{y y^{-1}} x^{-1} y^{-1} y x y \\
& \rightarrow \underline{x x^{-1}} y^{-1} y x y \rightarrow \underline{y^{-1} y} x y \rightarrow x y
\end{aligned}
$$

and

$$
\begin{aligned}
& x y x^{-1} x y^{-1} x^{-1} \underline{y^{-1} y} x y \rightarrow x y x^{-1} x y^{-1} \underline{x^{-1} x y} \\
& \quad \rightarrow x y x^{-1} x \underline{y^{-1} y} \rightarrow x y \underline{x^{-1} x} \rightarrow x y
\end{aligned}
$$

The underscores highlight the subwords which are replaced (in this case deleted) in passing to the next word. Both of these rewritings produced the same result. Rewriting in $X^{ \pm *}$ using the system $\operatorname{FGRel}(X)$ is called free reduction. We shall develop a simple test in Section 2.3 which will confirm that free reduction always produces canonical forms.

Example 2.2. Let $X=\{a, b\}$ and let $\mathcal{R}$ consist of the rules $a^{2} \rightarrow \varepsilon, b^{10} \rightarrow \varepsilon$, and $b a \rightarrow a b^{4}$. This is a rewriting system on $X^{*}$ with respect to the basic wreath-product ordering with $a \succ b$. Let us rewrite the word baa in two ways. The first way is very easy:

$$
b \underline{a a} \rightarrow b .
$$

The second way takes a little longer:

$$
\left.\begin{array}{l}
\underline{b a} a \rightarrow a b b b \underline{b a} \rightarrow a b b \underline{b a b} b b b \rightarrow a b \underline{b a b b b b b b b b} \\
\quad \rightarrow a b a b b \underline{b} b b b b b b b b b
\end{array}\right) a \underline{b a b b} \rightarrow \underline{a a} b b b b b b \rightarrow b b b b b b .
$$

The result is $b$ in the first case and $b^{\mathbf{6}}$ in the second.
There is an extensive literature on rewriting systems. The books [Le Chenadec 1986], [Benninghofen, Kemmerich, \& Richter 1987], and [Jantzen 1988] contain many references. We do not have time to go very deeply into the subject. Our first goal will be to develop a condition on a rewriting system $\mathcal{R}$ which guarantees that the result $V$ returned by REWRITE $(X, \mathcal{R}, U ; V)$ depends only on the input word $U$, not on choices made in the procedure. Then we shall present a procedure which attempts to add rules to $\mathcal{R}$, if necessary, so that the condition is satisfied.

Let $\mathcal{R}$ be a rewriting system on $X^{*}$ with respect to a reduction ordering $\prec$ and let $\sim$ be the congruence generated by $\mathcal{R}$. Suppose $U$ and $V$ are in $X^{*}$. We shall say that $V$ is derivable from $U$ using $\mathcal{R}$ if there is a sequence of words

$$
U=U_{0}, U_{1}, \ldots, U_{t}=V
$$

with $t \geq 0$ such that $U_{i+1}$ is derivable from $U_{i}$ in one step, $0 \leq i<t$. In this case we shall write $U \underset{\mathcal{R}}{\stackrel{*}{\mathcal{R}}} V$. Clearly $\stackrel{*}{\mathcal{R}}$ is a reflexive and transitive relation on $X^{*}$. Also, if $U \xrightarrow[\mathcal{R}]{\stackrel{*}{\rightarrow}} V$, then $U \sim V$ and $U \succeq V$.

Proposition 2.2. If $U \stackrel{*}{\mathcal{R}} V$, then $U W \underset{\mathcal{R}}{\stackrel{*}{\rightarrow}} V W$ and $W U \underset{\mathcal{R}}{\stackrel{*}{\rightarrow}} W V$ for all $W$ in $X^{*}$.

Proof. Exercise.

Proposition 2.3. If $U$ and $V$ are words in $X^{*}$, then $U \sim V$ if and only if there is a sequence of words $U=U_{0}, U_{1}, \ldots, U_{t}=V$ such that for $0 \leq i<t$ either $U_{i} \xrightarrow[\mathcal{R}]{*} U_{i+1}$ or $U_{i+1} \stackrel{*}{\mathcal{R}} U_{i}$.

Proof. Let us write $U \equiv V$ if such a sequence $U_{0}, \ldots, U_{t}$ exists. Since $U_{i} \sim U_{i+1}$, we know that $U \equiv V$ implies that $U \sim V$. It is easy to see that $\equiv$ is an equivalence relation. By Proposition $2.2, \equiv$ is a congruence. If $(P, Q)$ is in $\mathcal{R}$, then $P \equiv Q$. Therefore by the definition of $\sim$, it follows that $\sim$ is contained in $\equiv$. Thus $\sim$ and $\equiv$ are the same relation.

There are a number of useful properties which the relations $\underset{\mathcal{R}}{\longrightarrow}$ and $\underset{\mathcal{R}}{*}$ may possess:

- The Church-Rosser property: If $U \sim V$, then there is a word $Q$ such that $U \underset{\mathcal{R}}{\stackrel{*}{\rightarrow}} Q$ and $V \underset{\mathcal{R}}{\stackrel{*}{*}} Q$.
- Confluence: If $W \stackrel{\text { * }}{\mathcal{R}} U$ and $W \underset{\mathcal{R}}{\stackrel{*}{\mathcal{R}}} V$, then there is a word $Q$ such that $U \xrightarrow[\mathcal{R}]{\stackrel{*}{\mathcal{*}}} Q$ and $V \underset{\mathcal{R}}{\stackrel{*}{\rightarrow}} Q$.
- Local confluence: If $W \underset{\mathcal{R}}{ } U$ and $W \underset{\mathcal{R}}{\longrightarrow} V$, then there is a word $Q$ such that $U \xrightarrow[\mathcal{R}]{\stackrel{*}{\rightarrow}} Q$ and $V \underset{\mathcal{R}}{\stackrel{*}{4}} Q$.

Proposition 2.4. If the Church-Rosser property holds, then every ~-class contains a unique element of $\mathcal{C}$, the canonical form for that class.

Proof. We have already noted that the canonical form for each $\sim$-class is in $\mathcal{C}$. Suppose $U$ and $V$ are elements of $\mathcal{C}$ in the same $\sim$-class. Then by the Church-Rosser property there is a word $Q$ such that $U \underset{\sim}{\stackrel{*}{\mathcal{R}}} Q$ and $V \underset{\mathcal{R}}{\stackrel{*}{\mathcal{R}}} Q$. But since $U$ and $V$ are in $\mathcal{C}$, we must have $U=Q=V$.

Proposition 2.5. For any rewriting system $\mathcal{R}$ relative to a reduction ordering $\prec$, the Church-Rosser property, confluence, and local confluence are equivalent.

Proof. (a) The Church-Rosser property implies confluence. Assume that $W \underset{\mathcal{R}}{*} U$ and $W \underset{\mathcal{R}}{\stackrel{*}{\mathcal{R}}} V$. Then $W \sim U$ and $W \sim V$. Therefore $U \sim V$, and by the Church-Rosser property there is a word $Q$ such that $U \xrightarrow[\mathcal{R}]{*} Q$ and $V \underset{\mathcal{R}}{\stackrel{*}{\rightarrow}} Q$.
(b) Confluence implies local confluence. Since local confluence is a special case of confluence, this is obvious.
(c) Local confluence implies confluence. Let us say that confluence fails at a word $W$ if there are words $U$ and $V$ such that $W \underset{\mathcal{R}}{\stackrel{*}{\rightarrow}} U$ and $W \underset{\mathcal{R}}{*} V$ but no word $Q$ such that $U \underset{\mathcal{R}}{*} Q$ and $V \underset{\mathcal{R}}{\stackrel{*}{ }} Q$. Let $\mathcal{W}$ be the set of words at which confluence fails, and assume $\mathcal{W}$ is nonempty. Since $\prec$ is a well-ordering, $\mathcal{W}$ has a smallest element $W$. Suppose that $W \underset{\mathcal{R}}{\stackrel{*}{\rightarrow}} U$ and $W \stackrel{*}{\mathcal{R}} V$. We want to show that there is a word $Q$ such that $U \underset{\mathcal{R}}{\stackrel{*}{*}} Q$ and $V \underset{\mathcal{R}}{\stackrel{*}{\mathcal{*}}} Q$. If $U=W$, then we may take $Q=V$. If $V=W$, then we may take $Q=U$. Therefore we may assume that $U \neq W$ and $V \neq W$. There exist words $A$ and $B$ derivable from $W$ in one step such that $A \underset{\mathcal{R}}{*} U$ and $B \underset{\mathcal{R}}{*} V$. By local confluence, there is a word $C$ such that $A \underset{\mathcal{R}}{*} C$ and $B \underset{\mathcal{R}}{*} C$. Since $A \prec W$, it cannot happen that $A$ is in $\mathcal{W}$. Thus there is a word $D$ such that $U \underset{\mathcal{R}}{*} D$ and $C \underset{\mathcal{R}}{*} D$. Therefore $B \underset{\mathcal{R}}{\stackrel{*}{x}} D$. Since $B \prec W$, there is a word $Q$ such that $D \stackrel{*}{\mathcal{R}} Q$ and $V \underset{\mathcal{R}}{*} Q$. But then $U \underset{\mathcal{R}}{*} Q$ and confluence does not fail at $W$. Therefore $\mathcal{W}=\emptyset$ and confluence holds.
(d) Confluence implies the Church-Rosser property. Suppose $U \sim V$. We want to show that there is a word $Q$ such that $U \underset{\mathcal{R}}{*} Q$ and $V \underset{\mathcal{R}}{*} Q$. By Proposition 2.3, there is a sequence $U=U_{0}, U_{1}, \ldots, U_{t}=V$ such that for $0 \leq i<t$ either $U_{i} \xrightarrow[\mathcal{R}]{*} U_{i+1}$ or $U_{i+1} \xrightarrow[\mathcal{R}]{*} U_{i}$. We proceed by induction on $t$. If $t=0$, then we may take $Q=U=V$. If $t=1$, then we may take $Q$ to be the smaller of $U$ and $V$. Suppose $t \geq 2$. Then $U_{1} \sim V$ and by induction there is a word $A$ such that $U_{1} \stackrel{*}{\mathcal{R}} A$ and $V \stackrel{*}{\mathcal{R}} A$. If $U_{0} \xrightarrow[\mathcal{R}]{*} U_{1}$, then we may take $Q$ to be $A$. Suppose $U_{1} \xrightarrow[\mathcal{R}]{*} U_{0}$. By confluence, there is a word $Q$ such that $U_{0} \xrightarrow[\mathcal{R}]{*} Q$ and $A \xrightarrow[\mathcal{R}]{*} Q$. But then $V \underset{\mathcal{R}}{\stackrel{*}{\rightarrow}} Q$ and we are done.

Note that our proof of Proposition 2.5 relied heavily on the fact that $\prec$ is a well-ordering. In more general situations, local confluence need not imply confluence.

Proposition 2.6. If $\mathcal{R}$ is a confluent rewriting system on $X^{*}$, then after REWRITE $(X, \mathcal{R}, U ; V)$ the value of $V$ depends only on $\mathcal{R}$ and $U$, not on the choices made during the rewriting.

Proof. By Propositions 2.5 and 2.4, the value of $V$ is the canonical form for the $\sim$-class containing $U$.

A rewriting system $\mathcal{R}$ is reduced if each right side is irreducible with respect to $\mathcal{R}$, no word is the left side of two different rules, and no left side contains another left side as a proper subword. Equivalently, $\mathcal{R}$ is reduced if for each $(P, Q)$ in $\mathcal{R}$ both $P$ and $Q$ are irreducible with respect to $\mathcal{R}-\{(P, Q)\}$.

Proposition 2.7. Let $\prec$ be a reduction ordering on $X^{*}$. Every congruence on $X^{*}$ is generated by a unique reduced, confluent rewriting system with respect to $\prec$.

Proof. Let $\sim$ be a congruence on $X^{*}$ and let $M$ be the quotient of $X^{*}$ modulo $\sim$. Let $\mathcal{C}=\left\{\bar{U} \mid U \in X^{*}\right\}$ be the set of canonical forms for the elements of $M$ with respect to $\prec$ and let $\mathcal{N}$ be the ideal $X^{*}-\mathcal{C}$. Let $\mathcal{P}$ be the unique minimal generating set for $\mathcal{N}$ and set $\mathcal{S}=\{(P, \bar{P}) \mid P \in \mathcal{P}\}$. We shall show that $\mathcal{S}$ is a reduced, confluent rewriting system with respect to $\prec$, and that $\mathcal{S}$ is unique with these properties.

For any word $U$, we have $U \succeq \bar{U}$. If $P$ is in $\mathcal{N}$, then $P \neq \bar{P}$, so $P \succ \bar{P}$. Thus $\mathcal{S}$ is a rewriting system with respect to $\prec$. Let $\equiv$ be the congruence generated by $\mathcal{S}$. Since $P \sim \bar{P}$ for all $P$ in $\mathcal{P}$, the relation $\equiv$ is contained in $\sim$. But any word which is irreducible with respect to $\mathcal{S}$ is in $\mathcal{C}$. Thus REWRITE $(X, \mathcal{S}, U ; V)$ returns $V$ as $\bar{U}$. Therefore $U \equiv \bar{U}$ for all words $U$, and this implies that $\equiv$ and $\sim$ are the same. By its definition, $\mathcal{S}$ is reduced. If $U \sim V$, then $U \xrightarrow[\mathcal{S}]{*} \bar{U}$ and $V \xrightarrow[\mathcal{S}]{*} \bar{V}$. But $\bar{U}=\bar{V}$, so the Church-Rosser property holds and $\mathcal{S}$ is confluent.

Now suppose that $\mathcal{T}$ is any reduced, confluent rewriting system with respect to $\prec$ which generates $\sim$. Let $P$ be in $\mathcal{P}$. Rewriting $P$ using $\mathcal{T}$ must give $\bar{P}$. Therefore $P$ contains a left side of $\mathcal{T}$ as a subword. But all proper subwords of $P$ are in $\mathcal{C}$. Thus $\mathcal{T}$ contains a rule $(P, Q)$. Since $\mathcal{T}$ is reduced, $Q$ is in $\mathcal{C}$, so $Q=\bar{P}$. Therefore $\mathcal{S} \subseteq \mathcal{T}$. If $(U, V)$ is in $\mathcal{T}-\mathcal{S}$, then $U$ is not in $\mathcal{C}$, and hence $U$ contains a subword $P$ in $\mathcal{P}$. But $P$ is a left side in $\mathcal{S}$, and this contradicts the assumption that $\mathcal{T}$ is reduced.

Suppose that $\prec$ is a reduction ordering on $X^{*}, \mathcal{R}$ is a subset of $X^{*} \times X^{*}$, and $\sim$ is the congruence generated by $\mathcal{R}$. The reduced, confluent rewriting system with respect to $\prec$ which generates $\sim$ will be denoted $\mathrm{RC}(X, \prec, \mathcal{R})$ or $\mathrm{RC}(X, \prec, \sim)$. If $\mathcal{R}$ is already confluent, it is easy to determine $\mathrm{RC}(X, \prec, \mathcal{R})$.

Proposition 2.8. Let $\mathcal{R}$ be a confluent rewriting system with respect to $\prec$ on $X^{*}$. Let $\mathcal{P}$ be the set of left sides in $\mathcal{R}$ which do not contain any left sides as proper subwords. For $P$ in $\mathcal{P}$ let $\bar{P}$ be the result of rewriting $P$ using $\mathcal{R}$. Then $\mathrm{RC}(X, \prec, \mathcal{R})=\{(P, \bar{P}) \mid P \in \mathcal{P}\}$.

Proof. Let $\sim$ be the congruence generated by $\mathcal{R}$. Since $\mathcal{R}$ is confluent, any word which is not first in its $\sim$-class contains a subword which is a left side
in $\mathcal{R}$. Thus $\mathcal{P}$ is the minimal generating set for the ideal of "noncanonical forms", and $\mathrm{RC}(X, \prec, \mathcal{R})$ is $\{(P, \bar{P}) \mid P \in \mathcal{P}\}$.

Proposition 2.9. Let $X$ be a finite set and let $\sim$ be a congruence on $X^{*}$ such that the set of $\sim-$ classes is finite. For every reduction ordering $\prec$ of $X^{*}$ the system $\operatorname{RC}(X, \prec, \sim)$ is finite.

Proof. Let $(P, Q)$ be a rule in $\mathcal{S}=\mathrm{RC}(X, \prec, \sim)$. For $0 \leq i<|P|$ let $P_{i}$ be the prefix of $P$ of length $i$. Each $P_{i}$ is a canonical form, so $P_{i}$ and $P_{j}$ are in different $\sim$-classes if $0 \leq i<j<|P|$. Therefore $|P|$ cannot exceed the number of $\sim$-classes. Since no two distinct rules in $\mathcal{S}$ have the same left side, this means that $\mathcal{S}$ is finite.

If $\mathcal{R}$ is a confluent rewriting system on $X^{*}$, then we shall say that $(X, \mathcal{R})$ is a confluent presentation for $\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$. In Section 1.5 we remarked that it is in general impossible to decide whether a finitely presented monoid is a group. However, if we have a finite, confluent presentation for the monoid, the situation is different.

Proposition 2.10. Let ( $X, \mathcal{R}$ ) be a finite, confluent presentation for a monoid $M$. It is possible to decide whether $M$ is a group.

Proof. See Exercises 2.2 to 2.4.

## Exercises

2.1. Suppose that $\mathcal{R}$ is a confluent rewriting system with respect to the reduction ordering $\prec$. Show that $\left\{\left(P^{\dagger}, Q^{\dagger}\right) \mid(P, Q) \in \mathcal{R}\right\}$ is confluent with respect to the ordering $\prec^{\dagger}$ defined in Exercise 1.2.
2.2. Let $(X, \mathcal{R})$ be a finite monoid presentation for a group $G$. For $U$ in $X^{*}$ let $[U]$ denote the element of $G$ defined by $U$. Suppose that $(A x B, Q)$ is in $\mathcal{R}$, where $A$ and $B$ are in $X^{*}$ and $x$ is in $X$. Show that $[x]^{-1}=[B][Q]^{-1}[A]$.
2.3. Let $X, \mathcal{R}$, and $G$ be as in Exercise 2.2 and assume that $\mathcal{R}$ is confluent with respect to some reduction ordering on $X^{*}$. Set $X_{0}=\emptyset$, and for $i \geq 0$ define $X_{i+1}$ to be the union of $X_{i}$ and the set of $x$ in $X$ for which there is an element $(P, Q)$ of $\mathcal{R}$ such that $x$ occurs in $P$ and $Q$ is in $\left(X_{i}\right)^{*}$. Prove that $X_{m}=X$ for some $m$.
2.4. Use the ideas of Exercises 2.2 and 2.3 to construct a proof of Proposition 2.10.
2.5. Let $X$ be a finite set, let $\prec$ be a length-plus-lexicographic ordering on $X^{ \pm *}$, and let $\sim$ be a congruence on $X^{ \pm *}$ such that $x^{\alpha} x^{-\alpha} \sim \varepsilon$ for $x$ in $X$ and $\alpha$ in $\{1,-1\}$. Suppose that $(P, Q)$ is in $\mathrm{RC}\left(X^{ \pm}, \prec, \sim\right)$. Show that $|P| \leq|Q|+2$.

### 2.3 A test for confluence

Let $\prec$ be a reduction ordering on $X^{*}$ and let $\mathcal{R}$ be a finite rewriting system on $X^{*}$ with respect to $\prec$. If $\mathcal{R}$ is confluent, we can solve the word problem in $M=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ by using REWRITE to compute canonical forms. In this
section we shall develop a test for confluence. This test is valid even when $\mathcal{R}$ is infinite, but in that case there is no guarantee that we can actually carry out the test.

Suppose $\mathcal{R}$ is not confluent and hence not locally confluent. We shall say that local confluence fails at a word $W$ if there are words $U$ and $V$ in $X^{*}$ such that $W \underset{\mathcal{R}}{\longrightarrow} U$ and $W \underset{\mathcal{R}}{ } V$, but there is no word $Q$ for which $U \xrightarrow[\mathcal{R}]{\stackrel{*}{\rightarrow}} Q$ and $V \stackrel{*}{\mathcal{R}} Q$.

Proposition 3.1. Suppose local confluence fails at a word $W$ but does not fail at any proper subword of $W$. Then one of the following conditions holds:
(1) $W$ is the left side of two different rules in $\mathcal{R}$.
(2) $W$ is the left side of a rule in $\mathcal{R}$, and $W$ contains another left side as a proper subword.
(3) $W$ can be written $A B C$, where $A, B$, and $C$ are nonempty words and $A B$ and $B C$ are left sides in $\mathcal{R}$.

Proof. By assumption, there are words $A_{1}, B_{1}, P_{1}, Q_{1}, A_{2}, B_{2}, P_{2}$, and $Q_{2}$ such that the following hold:
(i) $W=A_{1} P_{1} B_{1}=A_{2} P_{2} B_{2}$.
(ii) $\left(P_{1}, Q_{1}\right)$ and $\left(P_{2}, Q_{2}\right)$ are in $\mathcal{R}$.
(iii) There is no word derivable from both $U_{1}=A_{1} Q_{1} B_{1}$ and $U_{2}=$ $A_{2} Q_{2} B_{2}$.

Suppose first that the occurrences of $P_{1}$ and $P_{2}$ in $W$ do not overlap. Then we may assume that $W=A_{1} P_{1} C P_{2} B_{2}$, where $B_{1}=C P_{2} B_{2}$ and $A_{2}=A_{1} P_{1} C$. But then $U_{1}=A_{1} Q_{1} C P_{2} B_{2}$ and $U_{2}=A_{1} P_{1} C Q_{2} B_{2}$. Therefore $A_{1} Q_{1} C Q_{2} B_{2}$ is derivable from both $U_{1}$ and $U_{2}$, which contradicts our assumption.

Assume now that the occurrences of $P_{1}$ and $P_{2}$ do overlap. We may assume that $W=A_{1} A B C B_{2}$, where $B \neq \varepsilon$ and one of the following holds:
(a) $P_{1}=A B C$ and $P_{2}=B$.
(b) $P_{1}=A B, P_{2}=B C$, and both $A$ and $C$ are nonempty.

Suppose $A_{1} B_{2} \neq \varepsilon$. Then $A B C$ is a proper subword of $W$ and by assumption local confluence does not fail at $A B C$. Assume (a) holds. There is a word $Q$ derivable from both $Q_{1}$ and $A Q_{2} C$. But then $A_{1} Q B_{2}$ is derivable from both $U_{1}=A_{1} Q_{1} B_{2}$ and $U_{2}=A_{1} A Q_{2} C B_{2}$. Similarly, we get a contradiction if (b) holds.

Thus we have $A_{1}=B_{2}=\varepsilon$. Suppose (a) holds. If $A C \neq \varepsilon$, then condition (2) of the proposition holds. If $A C=\varepsilon$, then $P_{1}=P_{2}$ and we must have $Q_{1} \neq Q_{2}$, since otherwise $U_{1}=U_{2}$. Therefore condition (1) holds if $A C=\varepsilon$. Finally, (b) is precisely condition (3).

If $W$ satisfies the conclusion of Proposition 3.1, then we shall say that $W$ is an overlap of left sides in $\mathcal{R}$. If condition (3) holds, then $W$ is a proper overlap. With a reduced rewriting system, only proper overlaps are possible. Note that conditions (1) and (2) can be combined into a single condition which states that $W$ is a left side of a rule in $\mathcal{R}$ and $W$ contains the left side of some other rule as a subword.

If $\mathcal{R}$ is finite, then the set $\mathcal{W}$ of words which are overlaps of left sides in $\mathcal{R}$ is finite. For each word $W$ in $\mathcal{W}$ we can list the finite set $\mathcal{U}$ of words derivable in one step from $W$. For each $U$ in $\mathcal{U}$ we can invoke $\operatorname{REWRITE}(X, \mathcal{R}, U ; V)$. If more than one value of $V$ is obtained, then $\mathcal{R}$ is not confluent, for we have found two words which are irreducible with respect to $\mathcal{R}$ and define the same element of $M$. If for all $U$ we obtain the same value of $V$, then local confluence does not fail at $W$. By performing this test for all $W$ in $\mathcal{W}$, we can decide whether $\mathcal{R}$ is confluent.

Example 3.1. Let $X$ be any set. In Section 1.4 we defined $X^{ \pm}=X \times\{1,-1\}$ and wrote $x^{\alpha}$ for $(x, \alpha)$. The free group generated by $X$ is defined to be $F=\operatorname{Mon}\left\langle X^{ \pm} \mid \mathcal{R}\right\rangle$, where $\mathcal{R}=\operatorname{FGRel}(X)$ consists of the rules $x^{\alpha} x^{-\alpha} \rightarrow \varepsilon$, where $x$ is in $X$ and $\alpha$ is $\pm 1$. By Proposition 3.1, if local confluence fails, then it fails at one of the words $x^{\alpha} x^{-\alpha} x^{\alpha}$. But there are only two possible ways to rewrite such a word:

$$
x^{\alpha} \underline{x^{-\alpha} x^{\alpha}} \rightarrow x^{\alpha}, \quad \underline{x^{\alpha} x^{-\alpha} x^{\alpha}} \rightarrow x^{\alpha}
$$

and the results agree. Therefore $\mathcal{R}$ is confluent, and free reduction, the process of rewriting with respect to $\mathcal{R}$, always produces canonical forms. A word in $X^{ \pm *}$ is freely reduced, or irreducible with respect to $\mathcal{R}$, if it contains no subwords of the form $x^{\alpha} x^{-\alpha}$. The freely reduced words are the canonical forms for the elements of $F$ with respect to every reduction ordering of $X^{ \pm *}$.

Example 3.2. Let $Y=\{x, y, z\}$ and let $\mathcal{T}$ consist of the rules

$$
x y z \rightarrow \varepsilon, \quad y z x \rightarrow \varepsilon, \quad z x y \rightarrow \varepsilon
$$

To check that $\mathcal{T}$ is confluent, we need only test local confluence at the words $x y z x, y z x y, z x y z, x y z x y, y z x y z$, and $z x y z x$. At $x y z x$ we have

$$
x \underline{y z x} \rightarrow x, \quad \underline{x y z} \rightarrow x .
$$

Local confluence holds at the other five words as well, so $\mathcal{T}$ is confluent.
It turns out that $G=\operatorname{Mon}\langle Y \mid \mathcal{T}\rangle$ is a free group of rank 2 . Let $X=\{a, b\}$ and define homomorphisms $f: X^{ \pm *} \rightarrow Y^{*}$ and $g: Y^{*} \rightarrow X^{ \pm *}$ by setting

$$
f(a)=x, \quad f(b)=y, \quad f\left(a^{-1}\right)=y z, \quad f\left(b^{-1}\right)=z x
$$

$$
g(x)=a, \quad g(y)=b, \quad g(z)=b^{-1} a^{-1}
$$

Let $\sim$ be free equivalence on $X^{ \pm *}$ and let $\approx$ be the congruence on $Y^{*}$ generated by $\mathcal{T}$. If $(U, \varepsilon)$ is in $\operatorname{FGRel}(X)$, then $f(U) \approx \varepsilon$. Therefore $f$ defines a homomorphism $\bar{f}$ from the free group $F$ generated by $X$ to $G$. Also, if $(V, \varepsilon)$ is in $\mathcal{T}$, then $g(V) \sim \varepsilon$. Thus $g$ defines a homomorphism $\bar{g}: G \rightarrow F$. Now $\bar{f}$ maps $[a],[b],\left[a^{-1}\right]$, and $\left[b^{-1}\right]$ to $[x],[y],[y z]$, and $[z x]$, respectively, and $\bar{g}$ maps these elements to $[a],[b],\left[b b^{-1} a^{-1}\right]=\left[a^{-1}\right]$, and $\left[b^{-1} a^{-1} a\right]=\left[b^{-1}\right]$. Therefore $\bar{f} \circ \bar{g}$ is the identity on $F$. A similar argument shows that $\bar{g} \circ \bar{f}$ is the identity on $G$, and so $\bar{f}$ and $\bar{g}$ are isomorphisms.

Example 3.3. Let $X=\{x, y, z\}$ and let $\mathcal{S}$ consist of the rules

$$
x^{2} \rightarrow \varepsilon, \quad y z \rightarrow \varepsilon, \quad z y \rightarrow \varepsilon .
$$

Local confluence has to be checked at $x^{3}, y z y$, and $z y z$. This is easily done, so $\mathcal{S}$ is confluent.

Example 3.4. Let $Y=\{a, b\}$ and let $\mathcal{T}$ consist of the rules

$$
a b a b \rightarrow \varepsilon, \quad b a b a \rightarrow \varepsilon
$$

To show that $\mathcal{I}$ is confluent, we must check local confluence at the following six words:

$$
\begin{array}{ll}
a b a b a, & b a b a b, \\
a b a b a b, & b a b a b a, \\
a b a b a b a, & b a b a b a b .
\end{array}
$$

For example, we have

$$
a \underline{b a b a} \rightarrow a, \quad \underline{a b a b a} a \rightarrow a,
$$

and

$$
b a \underline{b a b a} \rightarrow b a, \quad \underline{b a b a b a} \rightarrow b a .
$$

Local confluence holds at the other four words as well, and thus $\mathcal{T}$ is confluent.

Now $H=\operatorname{Mon}\langle Y \mid \mathcal{T}\rangle$ is isomorphic to $K=\operatorname{Mon}\langle X \mid \mathcal{S}\rangle$ of Example 3.3. Define $f: X^{*} \rightarrow Y^{*}$ and $g: Y^{*} \rightarrow X^{*}$ by

$$
\begin{gathered}
f(x)=a b, \quad f(y)=a, \quad f(z)=b a b \\
g(a)=y, \quad g(b)=z x
\end{gathered}
$$

Let $\sim$ be the congruence on $X^{*}$ generated by $\mathcal{S}$ and let $\approx$ be the congruence on $Y^{*}$ generated by $\mathcal{T}$. For $(U, \varepsilon)$ in $\mathcal{S}$ and $(V, \varepsilon)$ in $\mathcal{T}$ we have $f(U) \approx \varepsilon$ and $g(V) \sim \varepsilon$. Moreover, $f \circ g$ maps $x, y$, and $z$ to elements of $[x],[y]$, and [z], respectively. For example,

$$
(f \circ g)(z)=g(b a b)=z x y z x \sim z
$$

Similarly, $g \circ f$ maps $a$ and $b$ to elements of $[a]$ and [b], respectively. Therefore $f$ and $g$ induce isomorphisms between $H$ and $K$.

Example 3.5. Let $X=\{a, b\}$ and let $\mathcal{S}$ consist of the following rules:

$$
\begin{aligned}
a^{2} & \rightarrow \varepsilon, & a b^{2} a & \rightarrow b a b, \\
b^{3} & \rightarrow \varepsilon, & b a b a & \rightarrow a b^{2}, \\
a b a b & \rightarrow b^{2} a, & b^{2} a b^{2} & \rightarrow a b a .
\end{aligned}
$$

Since the length of each left side is greater than the length of the corresponding right side, this is a rewriting system with respect to any of the length-plus-lexicographic orderings of $X^{*}$. To show that $\mathcal{S}$ is confluent, we must test local confluence at 30 words. For example,

$$
\begin{aligned}
& a b \underline{a b b a} \rightarrow \underline{a b b a b} \rightarrow b a b b, \\
& \underline{a b a b b a} \rightarrow b \underline{b a b a} \rightarrow b a b b .
\end{aligned}
$$

Local confluence holds at these words, so $\mathcal{S}$ is confluent. The monoid $G=\operatorname{Mon}\langle X \mid \mathcal{S}\rangle$ is a group since $[a]^{-1}=[a]$ and $[b]^{-1}=\left[b^{2}\right]$. In fact $G$ is a finite group. See Exercise 3.3.

Example 3.6. Let $X=\{a, b, c\}$ and let $\mathcal{S}$ consist of $\operatorname{FGRel}(X)$ together with the following rules:

$$
\begin{array}{rll}
c a \rightarrow a c, & c a^{-1} \rightarrow a^{-1} c, & c^{-1} a \rightarrow a c^{-1}, \\
c b \rightarrow b c, & c b^{-1} a^{-1} \rightarrow a^{-1} c^{-1}, \\
b a \rightarrow a b c, & b a^{-1} \rightarrow a^{-1} b c^{-1}, & c^{-1} b \rightarrow b c^{-1}, \\
b^{-1} a \rightarrow a b^{-1} c^{-1}, & c^{-1} b^{-1} a^{-1} \rightarrow b^{-1} c^{-1}, \\
a^{-1} b^{-1} c .
\end{array}
$$

Then $\mathcal{S}$ is a rewriting system with respect to the basic wreath-product ordering of $X^{ \pm *}$ with $c \prec c^{-1} \prec b \prec b^{-1} \prec a \prec a^{-1}$. To verify the confluence of $\mathcal{S}$, we must test local confluence at 37 words. For example,

$$
\begin{gathered}
c \underline{b a} \rightarrow \underline{c a b} c \rightarrow a \underline{a c b} c \rightarrow a b c c \\
\underline{c b} a \rightarrow b \underline{c a} \rightarrow \underline{b a c} \rightarrow a b c c .
\end{gathered}
$$

The set of canonical forms is the set of words $a^{\alpha} b^{\beta} c^{\gamma}$, where $\alpha, \beta$, and $\gamma$ are arbitrary integers.

Example 3.7. Let $X=\{a, b\}$ and let $\mathcal{S}$ consist of $\operatorname{FGRel}(X)$ along with the following rules:

$$
b a \rightarrow a b, \quad b a^{-1} \rightarrow a^{-1} b, \quad b^{-1} a \rightarrow a b^{-1}, \quad b^{-1} a^{-1} \rightarrow a^{-1} b^{-1} .
$$

It is easy to check that $\mathcal{S}$ is a confluent, reduced rewriting system with respect to the length-plus-lexicographic ordering of $X^{ \pm *}$ with $a \prec a^{-1} \prec b \prec$ $b^{-1}$. Now let $\mathcal{T}$ consist of $\operatorname{FGRel}(X)$ plus the following set of rules:

$$
\begin{gathered}
b a \rightarrow a b, \quad b^{-1} a \rightarrow a b^{-1}, \quad a^{-1} b \rightarrow b a^{-1}, \quad a^{-1} b^{-1} \rightarrow b^{-1} a^{-1} \\
a b^{i} a^{-1} \rightarrow b^{i}, \quad i= \pm 1, \pm 2, \ldots
\end{gathered}
$$

It is not hard to see that $\mathcal{T}$ is an infinite, confluent, reduced rewriting system with respect to the length-plus-lexicographic ordering of $X^{*}$ with $a \prec b \prec b^{-1} \prec a^{-1}$. The systems $\mathcal{S}$ and $\mathcal{T}$ generate the same congruence $\sim$ on $X^{*}$. Therefore whether or not the reduced, confluent rewriting system $\mathrm{RC}(X, \prec, \sim)$ is finite depends on the ordering $\prec$.

Let us formalize the confluence test based on Proposition 3.1. The function CONFLUENT described next implements one version of the test.

Function CONFLUENT $(X, \mathcal{R})$ : boolean;
Input: $X \quad:$ a finite set;
$\mathcal{R} \quad:$ a finite rewriting system on $X^{*}$ with respect to some reduction ordering;
(* True is returned if $\mathcal{R}$ is confluent. *)
Begin
For all $(P, Q)$ in $\mathcal{R}$ do
For all $(R, S)$ in $\mathcal{R}$ do
For all nonempty suffixes $B$ of $P$ do begin
Let $U$ be the longest common prefix of $B$ and $R$;
Let $B=U D$ and $R=U E$;
If $D$ or $E$ is empty then begin
Let $P=A B$;
$\operatorname{REWRITE}(X, \mathcal{R}, A S D ; V) ; \operatorname{REWRITE}(X, \mathcal{R}, Q E ; W)$;
If $V \neq W$ then begin CONFLUENT := false; Goto 99 end End
End;
CONFLUENT := true;
99:End.

In CONFLUENT, the conditions of Proposition 3.1 have been revised slightly. See Exercise 3.5 . If an appropriate index structure is available, then the operation of CONFLUENT can be speeded up substantially. See Exercise 3.6.

The following example describes some confluent rewriting systems of theoretical interest. These systems may be infinite.

Example 3.8. Let $S$ be a semigroup. In the following discussion it will be necessary to distinguish carefully between elements of $S$ and elements of $S^{*}$. If $x$ and $y$ are in $S$, then " $x y$ " could mean either the sequence $x, y$, which is a word of length 2 in $S^{*}$, or the single element of $S$ which is the product of $x$ and $y$. To resolve this ambiguity, we shall introduce an explicit symbol $\bullet$ for multiplication in $S$. Thus $x \bullet y$ is the product of $x$ and $y$, and $x y$ is the word of length 2.

Let $\mathcal{S}$ consist of the rules $x y \rightarrow x \bullet y$ for all $x$ and $y$ in $S$. The set $\mathcal{S}$ is a rewriting system with respect to any length-plus-lexicographic ordering of $S^{*}$. To prove the confluence of $\mathcal{S}$, we must test local confluence at the words $x y z$. We have the following reductions:

$$
\begin{aligned}
& x \underline{z} \rightarrow \underline{x y \bullet z} \rightarrow x \bullet(y \bullet z) \\
& \underline{x y z} \rightarrow \underline{(x \bullet y) z} \rightarrow(x \bullet y) \bullet z
\end{aligned}
$$

Thus local confluence is just the associative law in $S$. The pair $(S, \mathcal{S})$ is a semigroup presentation for $S$. If $S$ is a monoid with identity $e$, then $(S, \mathcal{S})$ is not a monoid presentation for $S$. To get a monoid presentation, we must add the rule $e \rightarrow \varepsilon$. Let $\mathcal{T}=\mathcal{S} \cup\{(e, \varepsilon)\}$. The rewriting system $\mathcal{T}$ is confluent, and the set of canonical forms is $(S-\{e\}) \cup\{\varepsilon\}$. We call ( $S, \mathcal{S}$ ) and $(S, \mathcal{T})$ the multiplication-table presentations of $S$ as a semigroup and as a monoid, respectively.

If $S$ is a monoid, then the presentation $(S, \mathcal{T})$ is confluent but not reduced. For example, if $x \bullet y=e$ in $S$, then the right side of the rule $x y \rightarrow e$ is not irreducible. Also, the left side $e$ is a proper subword of other left sides. Let $\sim$ be the congruence generated by $\mathcal{T}$. For any length-plus-lexicographic ordering $\prec$ of $S^{*}$, the system $\mathrm{RC}(S, \prec, \sim)$ consists of the following rules:

$$
\begin{aligned}
& e \rightarrow \varepsilon, \\
& x y \rightarrow x \bullet y, \quad x \neq e, \quad y \neq e, \quad x \bullet y \neq e \\
& x y \rightarrow \varepsilon, \quad x \neq e, \quad y \neq e, \quad x \bullet y=e
\end{aligned}
$$

In Exercise 2.4 of Chapter 1 we constructed the direct product of two monoids. We shall now describe another type of product called the free product. We begin with a proposition about combining two rewriting systems with disjoint sets of generators.

Proposition 3.2. Suppose $X$ and $Y$ are disjoint sets and $\mathcal{R}$ and $\mathcal{S}$ are, respectively, confluent rewriting systems on $X^{*}$ and $Y^{*}$ with respect to reduction orderings on those sets. Then $\mathcal{R} \cup \mathcal{S}$ is a confluent rewriting system with respect to any reduction ordering of $(X \cup Y)^{*}$ which extends the given orderings.

Proof. The words described in Proposition 3.1 at which the local confluence of $\mathcal{R} \cup \mathcal{S}$ must be checked are either in $X^{*}$ or in $Y^{*}$.

Let $M$ and $N$ be monoids. By taking an isomorphic copy if necessary, we may assume that $M \cap N=\emptyset$. Let $\mathcal{T}_{M}$ and $\mathcal{T}_{N}$ be the monoid multiplicationtable rewriting systems for $M$ and $N$, respectively. By Proposition 3.2, $\mathcal{T}_{M} \cup$ $\mathcal{T}_{N}$ is a confluent rewriting system. The monoid $\operatorname{Mon}\left\langle M \cup N \mid \mathcal{T}_{M} \cup \mathcal{T}_{N}\right\rangle$ is called the free product of $M$ and $N$ and is denoted $M * N$. Canonical forms for $M * N$ are $\varepsilon$ and $u_{1} u_{2} \ldots u_{m}$, where each $u_{i}$ is a nonidentity element of $M$ or of $N$, and for $1 \leq i<m$ either $u_{i}$ is in $M$ and $u_{i+1}$ is in $N$ or $u_{i}$ is in $N$ and $u_{i+1}$ is in $M$. It is clear from the definition that $M * N=N * M$.

Proposition 3.3. Suppose $(X, \mathcal{R})$ and $(Y, \mathcal{S})$ are monoid presentations for $M$ and $N$, respectively. If $X \cap Y=\emptyset$, then $(X \cup Y, \mathcal{R} \cup \mathcal{S})$ is a presentation of $M * N$.

Proof. The proof is primarily diagram chasing and is omitted.
The operation of forming free products is associative.
Proposition 3.4. If $L, M$, and $N$ are monoids, then $(L * M) * N$ and $L *(M * N)$ are naturally isomorphic.

Proof. Exercise.
Proposition 3.5. If $M$ and $N$ are groups, then $M * N$ is a group.
Proof. Let $f: M \rightarrow M * N$ be the obvious homomorphism. The image of $M$ under $f$ is a group. Similarly, the image of $N$ in $M * N$ is a group. Since these images generate $M * N$ as a monoid, it follows that $M * N$ is a group.

Example 3.9. The free group $F$ generated by a finite set $X$ is defined by monoid relations $x^{\alpha} x^{-\alpha}=1$ on generators $x^{\alpha}$ with $x$ in $X$ and $\alpha= \pm 1$. For $x$ in $X$, let $F_{x}$ be the free group generated by $\{x\}$. Then $F_{x}$ is isomorphic to $\mathbb{Z}$, and $F$ is (isomorphic to) the free product of the groups $F_{x}$.

Example 3.10. The group of Example 3.3 is the free product of $\operatorname{Mon}\langle x\rangle$, which is isomorphic to $\mathbb{Z}_{2}$, and $\operatorname{Mon}\langle y, z\rangle$, which is isomorphic to $\mathbb{Z}$.

Proposition 3.6. Let $X=\left\{x_{1}, \ldots, x_{s}\right\}$, let $m$ be a positive integer, and let $\mathcal{R}$ be the set of all pairs $(P, \varepsilon)$, where $P$ is a cyclic permutation of the word $\left(x_{1} x_{2} \ldots x_{s}\right)^{m}$. Then $(X, \mathcal{R})$ is a reduced, confluent presentation, and $\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ is the free product of $\mathbb{Z}_{m}$ and $s-1$ copies of $\mathbb{Z}$.

Proof. Examples 3.3 and 3.4 do the case $s=m=2$. The general case is left as an exercise.

Sometimes the most convenient description of a group $G$ by a confluent rewriting system involves restricting the words used to describe elements of $G$. Suppose $\mathcal{R}$ is a confluent rewriting system on $X^{*}$. It may happen that $M=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ is not isomorphic to $G$ but there is a subsemigroup $S$ of $X^{*}$ whose image in $M$ is isomorphic to $G$. If $S$ is closed under rewriting with respect to $\mathcal{R}$, then we can compute in $G$ by restricting the words used to elements of $S$. In this situation we shall say that the triple $(X, \mathcal{R}, S)$ is a restricted presentation for $G$. Perhaps the simplest restricted presentation for $G$ is $(G, \mathcal{S}, S)$, where $\mathcal{S}=\{(x y, x \bullet y) \mid x, y \in G\}$ is the set of semigroup relations obtained from the multiplication table of $G$, and $S$ is the set of nonempty words in $G^{*}$.

## Exercises

3.1. Show that the following rewriting system is confluent:

$$
a^{5} \rightarrow \varepsilon, \quad b^{5} \rightarrow \varepsilon, \quad b^{4} a^{4} \rightarrow(a b)^{4}, \quad(b a)^{4} \rightarrow a^{4} b^{4}
$$

3.2. Prove confluence in Example 3.7.
3.3. Find the order of $G$ in Example 3.5.
3.4. Let $X$ be a subset of $Y$ and let $G$ be the free group generated by $Y$. Show that the subgroup of $G$ generated by the image of $X$ is isomorphic to the free group generated by $X$.
3.5. Let $\mathcal{R}$ be a rewriting system on $X^{*}$ and let $W$ be a word in $X^{*}$ which is an overlap of left sides in $\mathcal{R}$. Show that there are words $A, D, E$, and $U$ such that $A U D$ and $U E$ are left sides in $\mathcal{R}, W=A U D E, U \neq \varepsilon$, and either $D$ or $E$ is empty.
3.6. Suppose that $\mathcal{R}$ is a finite rewriting system on $X^{*}$ and for any word $B$ in $X^{*}$ there is an efficient mechanism for finding all rules $(R, S)$ in $\mathcal{R}$ such that either $R$ is a prefix of $B$ or $B$ is a prefix of $R$. Modify CONFLUENT so that its main loop has the form

```
For all (P,Q) in }\mathcal{R}\mathrm{ do
    For all nonempty suffixes B of P do begin
    End
```

3.7. Show that free groups have no nonidentity elements of finite order. (Hint: Show that every nonidentity element is conjugate to an element $[A]$, where $A^{2}$ is a freely reduced word.)

### 2.4 Rewriting strategies

Let $X=\{a, b, c\}$. In Example 3.6 we established the confluence of the rewriting system $\mathcal{S}$ on $X^{ \pm *}$ consisting of $\operatorname{FGRel}(X)$ and the following rules:

$$
\begin{aligned}
& c a \rightarrow a c, \quad c a^{-1} \rightarrow a^{-1} c, \quad c^{-1} a \rightarrow a c^{-1}, \quad c^{-1} a^{-1} \rightarrow a^{-1} c^{-1}, \\
& c b \rightarrow b c, \quad c b^{-1} \rightarrow b^{-1} c, \quad c^{-1} b \rightarrow b c^{-1}, \quad c^{-1} b^{-1} \rightarrow b^{-1} c^{-1}, \\
& b a \rightarrow a b c, \quad b a^{-1} \rightarrow a^{-1} b c^{-1}, \quad b^{-1} a \rightarrow a b^{-1} c^{-1}, \quad b^{-1} a^{-1} \rightarrow a^{-1} b^{-1} c .
\end{aligned}
$$

Rewriting using $\mathcal{S}$ and generalizations of $\mathcal{S}$ described in Section 9.10 was first discussed by P. Hall, who called the process collection. Given a word $U$ in $X^{ \pm *}$, there usually are many ways of collecting or rewriting $U$ to obtain an irreducible word $V$. Which choices are made can greatly affect the number of steps and the length of the intermediate words.

One strategy for rewriting with $\mathcal{S}$ which has useful theoretical applications is called collection to the left. Chapters 11 and 12 of [Hall 1959] make extensive use of this strategy. In the first step of collection to the left, all occurrences of $a$ and $a^{-1}$ are moved to the left and then canceled to the extent possible. Then occurrences of $b$ and $b^{-1}$ are moved left past all occurrences of $c$ and $c^{-1}$. Applying this strategy to $U=b a b a^{-1} b^{-1} a$, we get the following reduction:

$$
\begin{aligned}
& \underline{b a} b a^{-1} b^{-1} a \rightarrow a b c \underline{b a^{-1}} b^{-1} a \rightarrow a b \underline{c a^{-1}} b c^{-1} b^{-1} a \\
& \quad \rightarrow a \underline{b a^{-1}} c b c^{-1} b^{-1} a \rightarrow \underline{a a^{-1}} b c^{-1} c b c^{-1} b^{-1} a \rightarrow b c^{-1} c b c^{-1} \underline{b^{-1} a} \\
& \quad \rightarrow b c^{-1} c b c^{-1} a b^{-1} c^{-1} \rightarrow b c^{-1} c \underline{b a} c^{-1} b^{-1} c^{-1} \rightarrow b c^{-1} \underline{c a b c c^{-1} b^{-1} c^{-1}} \\
& \quad \rightarrow b c^{-1} a c b c c^{-1} b^{-1} c^{-1} \rightarrow \underline{b a} c^{-1} c b c c^{-1} b^{-1} c^{-1} \rightarrow a b c c^{-1} \underline{c b c} c c^{-1} b^{-1} c^{-1} \\
& \quad \rightarrow a b c c^{-1} b c c c^{-1} b^{-1} c^{-1} \rightarrow a b \underline{b} \underline{c} c^{-1} c c c^{-1} b^{-1} c^{-1} \rightarrow a b b c c^{-1} c c c^{-1} b^{-1} c^{-1} \\
& \quad \rightarrow a b b c c^{-1} c c b^{-1} c^{-1} c^{-1} \rightarrow a b b c c^{-1} \underline{c b^{-1} c c^{-1} c^{-1} \rightarrow a b b c c^{-1} b^{-1} c c c^{-1} c^{-1}} \\
& \quad \rightarrow a b b \underline{c b^{-1}} c^{-1} c c c^{-1} c^{-1} \rightarrow a b \underline{b} \underline{b}^{-1} c c^{-1} c c c^{-1} c^{-1} \rightarrow a b c c^{-1} c c c^{-1} c^{-1} \\
& \quad \rightarrow a b c \underline{c c^{-1}} c^{-1} \rightarrow a b \underline{c c^{-1}} \rightarrow a b .
\end{aligned}
$$

However, if we choose a different strategy, we can carry out the reduction with only five applications of the rewriting rules:

$$
b a b a^{-1} \underline{b^{-1} a} \rightarrow b a b \underline{a^{-1} a} b^{-1} c^{-1} \rightarrow b a \underline{b b^{-1}} c^{-1} \rightarrow \underline{b a c^{-1}} \rightarrow a b c c^{-1} \rightarrow a b .
$$

With this small rewriting system, it is relatively easy in hand computation to avoid long, unnecessary sequences of rewriting steps. However, with
large systems having perhaps millions of rules, it is very difficult to decide on a good, let alone an optimum, strategy.

Complicating the situation is the fact that our primary goal is to optimize the running time of the rewriting process, and this is not necessarily the same as minimizing the number of applications of the rules. It might be that we could always find a short reduction, but doing so would take a long time. It is possible that a strategy which employs more steps but is able to make the choice of those steps very rapidly will yield a faster algorithm.

Suppose we are rewriting a word $U$. Thus we want to write $U$ as $A P B$, where $(P, Q)$ is a rule, and to replace $U$ by $A Q B$. How should we choose the occurrence of the left side $P$ in $U$ ? We could select it so that $|P|-|Q|$ is maximal, which would minimize the length of the word $A Q B$. We could also select the occurrence so that $A Q B$ is as early as possible in the ordering $\prec$ we are using. Collection to the left makes sense only for rewriting systems with respect to wreath product orderings in which there are left sides $y^{\beta} x^{\alpha}$ for all generators $x$ and $y$ with $x \succ y$ and all $\alpha, \beta$ in $\{1,-1\}$. However, a general strategy which is in the spirit of collection to the left chooses the left side $P$ in $U$ which is as large as possible with respect to $\prec$ and, subject to this, as close to the beginning of $U$ as possible. Unfortunately, each of these strategies requires finding all occurrences of left sides in $U$, and frequently this is not practical.

Usually the first occurrence of a left side found is the one that is used. In this case, the way one searches for left sides becomes important. One can take each left side in turn and look for occurrences of it anywhere in $U$. Or one can take a fixed term in $U$ and look for left sides beginning at that term. The terms can be considered from left to right or from right to left. Here is an implementation of a strategy which will be called rewriting from the left. The set $X$ of generators and the rules $\left(P_{i}, Q_{i}\right), 1 \leq i \leq n$, are assumed to be available as global variables.

```
Procedure REWRITE_FROM_LEFT \((U ; V)\);
Input: \(U\) : a word;
Output: \(V \quad:\) a word, the rewritten form of \(U\);
Begin
    \(V:=\varepsilon ; W:=U\);
    While \(W \neq \varepsilon\) do begin
        Let \(W=x W_{1}\) with \(x\) in \(X ; W:=W_{1} ; V:=V x\);
        For \(i:=1\) to \(n\) do
            If \(P_{i}\) is a suffix of \(V\) then begin
                Let \(V=R P_{i} ; W:=Q_{i} W ; V:=R\);
                Break
            End
    End
End.
```

At all times in REWRITE_FROM_LEFT, the word $V W$ is derivable from $U$. Moreover, $V$ is the longest prefix of $V W$ known to be irreducible with respect to the set of rules. In Section 3.5 we shall examine more efficient ways to test whether a word $V$ has some $P_{i}$ as a suffix. In REWRITE_FROM_LEFT, we simply test each $P_{i}$ in turn.

Suppose we take the rewriting system of Example 3.6:

$$
\begin{aligned}
a^{2} & \rightarrow \varepsilon, & a b^{2} a & \rightarrow b a b, \\
b^{3} & \rightarrow \varepsilon, & b a b a & \rightarrow a b^{2}, \\
a b a b & \rightarrow b^{2} a, & b^{2} a b^{2} & \rightarrow a b a .
\end{aligned}
$$

Here is a sample of the way REWRITE_FROM_LEFT rewrites a word:

$$
\begin{aligned}
& a b \underline{a a b a b b a a a b b a b b b a b a} \rightarrow \underline{a b b a b b a a a b b a b b b a b a \rightarrow b a b b b a a a b b a b b b a b a} \\
& \quad \rightarrow b \underline{a a} a a b b a b b b a b a \rightarrow \underline{b a a b b a b b b a b a \rightarrow \underline{b b b a b b b a b a}} \\
& \quad \rightarrow a \underline{b b b} a b a \rightarrow \underline{a a} b a \rightarrow b a .
\end{aligned}
$$

There is an analogous procedure for rewriting from the right. The second rewriting of $b a b a^{-1} b^{-1} a$ given above illustrates the strategy of rewriting from the right.

## Exercises

4.1. Describe a procedure REWRITE_FROM_RIGHT which keeps track of the longest suffix of the word which is known to be irreducible.
4.2. Show that rewriting a word $U$ from the right using the rules ( $P_{i}, Q_{i}$ ), $1 \leq i \leq n$, can be accomplished by rewriting $U^{\dagger}$ from the left using the rules $\left(P_{i}^{\dagger}, Q_{i}^{\dagger}\right)$ and then reversing the result.
4.3. Let $\mathcal{R}$ be the rewriting system of Example 3.6. Using $\mathcal{R}$, rewrite each of the following words with collection to the left, rewriting from the left, and rewriting from the right: $c b a,(a b c)^{3}, c a^{-1} b^{-1} a b c^{-1} a$.
4.4. Let $\mathcal{S}$ be the rewriting system of Example 3.5. Using $\mathcal{S}$, rewrite each of the following words with rewriting from the left and rewriting from the right: $\left(a b a b^{2}\right)^{3}, b b a b a b a a b b a b a b b$.

### 2.5 The Knuth-Bendix procedure

In this section we shall encounter the first of the fundamental procedures which are the subject of this book. The procedure is called the KnuthBendix procedure for strings. It is based on a much more general procedure described in (Knuth \& Bendix 1970).

Let $(X, \mathcal{R})$ be a finite monoid presentation, let $\prec$ be a reduction ordering on $X^{*}$, and let $\mathcal{T}$ denote the reduced, confluent rewriting system $\mathrm{RC}(X, \prec, \mathcal{R})$. The main result of this section states that if $\mathcal{T}$ is finite, then $\mathcal{T}$ can be computed from $X, \mathcal{R}$, and an effective definition of $\prec$. By an
effective definition of $\prec$ is meant a definition which provides an algorithm for deciding which of two given words comes first. It must be emphasized that there is no procedure for deciding whether $\mathcal{T}$ is finite.

We shall first describe a basic version of the Knuth-Bendix procedure for strings called KBS_1. It has input arguments $X, \mathcal{R}$, and $\prec$, and it returns $\mathcal{T}$, provided $\mathcal{T}$ is finite. Because KBS_1 is not practical for serious computation, a second, more efficient version of the Knuth-Bendix procedure will be given in Section 2.6. Additional improvements will be sketched in Section 2.7. Within KBS_1, a sequence of rules $\left(P_{i}, Q_{i}\right), 1 \leq i \leq n$, is generated. The procedure REWRITE_FROM_LEFT is used to rewrite a word with respect to $\mathcal{S}=\left\{\left(P_{i}, Q_{i}\right) \mid 1 \leq i \leq n\right\}$.

The idea behind KBS_1 is quite simple. Suppose we apply CONFLUENT to the current set of rules. If the rules are confluent, we stop. Otherwise we find two irreducible words $A$ and $B$ which are equivalent under the congruence $\sim$ generated by $\mathcal{R}$. Assuming the $A \succ B$, we add $(A, B)$ to the set of rules. The only point which needs some care is making certain that for every pair of indices $i$ and $j$ eventually all overlaps of the left sides $P_{i}$ and $P_{j}$ are considered.

Two subroutines are used in KBS_1. The subroutine TEST_1 adds a new rule, if necessary, in order to insure that there is a word derivable from two given words using the rules in $\mathcal{S}$.

Procedure TEST_1 $(U, V)$;
Input: $U, V$ : words;
Begin
REWRITE_FROM_LEFT $(U ; A)$; REWRITE_FROM_LEFT $(V ; B)$;
If $A \neq B$ then begin
If $A \prec B$ then interchange $A$ and $B$;
$n:=n+1 ; P_{n}:=A ; Q_{n}:=B$
End
End.
The second subroutine, OVERLAP_1, is based on the inner loop of CONFLUENT in Section 2.3. It checks the overlaps of $P_{i}$ and $P_{j}$ in which $P_{i}$ occurs at the beginning of the word. When failures of local confluence are found, new rules are added. Note the way OVERLAP_1 combines the case in which $P_{j}$ is a subword of $P_{i}$ with the case in which $P_{i}$ has a nonempty suffix $B$ which is also a prefix of $P_{j}$.

Procedure OVERLAP_1 $(i, j)$;
Input: $i, j \quad$ : positive integers not exceeding $n$;
Begin
For $k:=1$ to $\left|P_{i}\right|$ do begin
Let $P_{i}=A B$ with $|B|=k$;

Let $U$ be the longest common prefix of $B$ and $P_{j}$;
Let $B=U D$ and $P_{j}=U E$;
If $D$ or $E$ is empty then TEST_ $1\left(A Q_{j} D, Q_{i} E\right)$
End
End.

Here then is the definition of KBS_1.
Procedure KBS_1 $(X, \prec, \mathcal{R} ; \mathcal{T}) ;$
Input: $X$ : a finite set;
$\prec \quad:$ a reduction ordering on $X^{*}$;
$\mathcal{R} \quad:$ a finite subset of $X^{*} \times X^{*}$;
Output: $\mathcal{T} \quad: \mathrm{RC}(X, \prec, \mathcal{R})$, if it is finite;
(* WARNING - TERMINATION MAY NOT OCCUR. *)
Begin
$n:=0 ; i:=1 ;$
For $(U, V)$ in $\mathcal{R}$ do TEST_1 $(U, V)$;
While $i \leq n$ do begin
For $j:=1$ to $i$ do begin
OVERLAP_1 $(i, j)$;
If $j<i$ then OVERLAP_1 $(j, i)$
End;
$i:=i+1$
End;
Let $\mathcal{P}$ be the set of $P_{i}$ such that every proper subword of $P_{i}$ is irreducible with respect to $\mathcal{S}$;
$\mathcal{T}:=\emptyset ;$
For $P$ in $\mathcal{P}$ do begin
REWRITE_FROM_LEFT $(P ; Q)$; Add $(P, Q)$ to $\mathcal{T}$
End
End.

Proposition 5.1. If $\operatorname{RC}(X, \prec, \mathcal{R})$ is finite, then $\mathrm{KBS}_{-}(X, \prec, \mathcal{R} ; \mathcal{T})$ terminates with $\mathcal{T}=\mathrm{RC}(X, \prec, \mathcal{R})$.

Proof. Suppose a call TEST_1 $(U, V)$ is made and the two calls to REWRITE_FROM_LEFT have been completed. Then $\mathcal{S} \cup\{(U, V)\}$ and $\mathcal{S} \cup\{(A, B)\}$ generate the same congruence on $X^{*}$. Therefore, after the first For-loop in KBS_1, the sets $\mathcal{R}$ and $\mathcal{S}$ generate the same congruence $\sim$ on $X^{*}$. With any later calls TEST_ $1(U, V)$, we have $U \sim V$, so at any time during the While-loop in KBS_1 the set $\mathcal{S}$ generates $\sim$. Note also that $P_{i}$ is irreducible with respect to $\left\{\left(P_{j}, Q_{j}\right) \mid 1 \leq j<i\right\}$.

Suppose that KBS_1 does not terminate. Then the While-loop does not terminate and produces an infinite sequence ( $P_{i}, Q_{i}$ ), $i=1,2, \ldots$, of rewriting rules. Let $\mathcal{U}$ be the set of these rules.

Lemma 5.2. $\mathcal{U}$ is confluent and generates $\sim$.
Proof. From the preceding remarks, it is clear that $\mathcal{U}$ generates $\sim$. Suppose $\mathcal{U}$ is not confluent, and let $W$ be the first word (with respect to $\prec$ ) at which local confluence fails. By Proposition 3.1, $W=A B C$, where $B \neq \varepsilon$ and one of the following holds:
(i) $W=P_{j}$ and $B=P_{i}$, with $j<i$, and there is no word derivable using $\mathcal{U}$ from both $A Q_{i} C$ and $Q_{j}$.
(ii) $A B=P_{i}, B C=P_{j}$, and there is no word derivable from both $A Q_{j}$ and $Q_{i} C$.

Suppose (i) holds. At some point in the running of KBS_1 the call OVERLAP_ $1(j, i)$ is made. After this call is completed, there is a word $R$ derivable from both $A Q_{i} C$ and $Q_{j}$ using the current set $\mathcal{S}$. Since $\mathcal{S}$ is a subset of $\mathcal{U}$, the word $R$ is derivable from both $A Q_{i} C$ and $Q_{j}$ using $\mathcal{U}$. Therefore (i) cannot hold.

Similarly (ii) does not hold, for the call OVERLAP_1 $(i, j)$ would force the existence of a word derivable from both $A Q_{j}$ and $Q_{i} C$ using $\mathcal{U}$. Therefore $\mathcal{U}$ is confluent.

We now resume the proof of Proposition 5.1. Let $\mathcal{C}$ be the set of canonical forms for $\sim$ and let $\mathcal{P}$ be the set of words $P$ in $X^{*}-\mathcal{C}$ such that every proper subword of $P$ is in $\mathcal{C}$. Since rewriting an element $P$ of $\mathcal{P}$ using $\mathcal{U}$ must produce the element $\bar{P}$ of $\mathcal{C}$ such that $P \sim \bar{P}$, there is a rule in $\mathcal{U}$ with left side $P$, and this rule is unique. Let $\mathcal{V}$ be the set of rules $(P, Q)$ in $\mathcal{U}$ such that $P$ is in $\mathcal{P}$. By assumption, $\mathrm{RC}(X, \prec, \mathcal{R})$ is finite. Therefore $\mathcal{P}$ and $\mathcal{V}$ are finite. Let $n$ be the largest integer such that $\left(P_{n}, Q_{n}\right)$ is in $\mathcal{V}$. If $i>n$, then $P_{i}$ is not in $\mathcal{C}$ and is irreducible with respect to $\left\{\left(P_{j}, Q_{j}\right) \mid 1 \leq j<i\right\}$. But this is impossible. Therefore $\mathcal{U}$ is finite and the While-loop in KBS_1 terminates.

By Proposition 2.8, the last For-loop defines $\mathcal{T}$ to be $\operatorname{RC}(X, \prec, \mathcal{R})$.
Let us illustrate the use of KBS_1 with some examples. To assist the reader in following the examples, a description of the source of each rule will be given. New rules are added to $\mathcal{S}$ only in TEST_1, which is called in two places: in the first For-loop of KBS_1 and in OVERLAP_1. To indicate the source of a rule, we shall write one of the following:

> Relation $i$,
> Overlap $i, j, k$.

Table 2.5.1

| $i$ | $P_{i}$ | $Q_{i}$ | Source |
| :---: | :---: | :---: | :---: |
| 1 | $a a^{-1}$ | $\varepsilon$ | Relation 1 |
| 2 | $a^{-1} a$ | $\varepsilon$ | Relation 2 |
| 3 | $b b^{-1}$ | $\varepsilon$ | Relation 3 |
| 4 | $b^{-1} b$ | $\varepsilon$ | Relation 4 |
| 5 | $b a$ | $a b$ | Relation 5 |
| 6 | $a b a^{-1}$ | $b$ | Overlap 511 |
| 7 | $b^{-1} a b$ | $a$ | Overlap 451 |
| 8 | $b a^{-1}$ | $a^{-1} b$ | Overlap 261 |
| 9 | $b^{-1} a$ | $a b^{-1}$ | Overlap 731 |
| 10 | $b^{-1} a^{-1} b$ | $a^{-1}$ | Overlap 481 |
| 11 | $a b^{-1} a^{-1}$ | $b^{-1}$ | Overlap 911 |
| 12 | $b^{-1} a^{-1}$ | $a^{-1} b^{-1}$ | Overlap 1031 |

The first says that the call to TEST_1 which added the rule occurred on the $i$-th iteration of the first For-loop in KBS_1. The second indicates that the call to TEST_1 came from OVERLAP_1 when its arguments were $i$ and $j$, and the variable $k$ within OVERLAP_1 had the specified value.

Example 5.1. Let $X=\{a, b\}$, let $\prec$ be the length-plus-lexicographic ordering of $X^{ \pm *}$ with $a \prec a^{-1} \prec b \prec b^{-1}$, and let $\mathcal{R}$ consist of the following rules:

$$
a a^{-1} \rightarrow \varepsilon, \quad a^{-1} a \rightarrow \varepsilon, \quad b b^{-1} \rightarrow \varepsilon, \quad b^{-1} b \rightarrow \varepsilon, \quad b a \rightarrow a b .
$$

If we process the elements of $\mathcal{R}$ in the order listed, then the sequence of rules generated by KBS_1 is as given in Table 2.5.1.

The final reduced, confluent rewriting system consists of rules 1 to 5,8 , 9 , and 12 .

Example 5.2. Let $X$ and $\mathcal{R}$ be the same as in Example 5.1 and let $\prec$ be the length-plus-lexicographic ordering of $X^{ \pm *}$ with $a \prec b \prec b^{-1} \prec a^{-1}$. The first 20 rules produced by KBS_1 are listed in Table 2.5.2.

It is relatively easy to show that $P_{2 i}=a b^{6-i} a^{-1}, Q_{2 i}=b^{6-i}, P_{2 i+1}=$ $a b^{i-3} a^{-1}$, and $Q_{2 i+1}=b^{i-3}$ for $i \geq 8$. The procedure KBS_1 never terminates because $\mathrm{RC}(X, \prec, \mathcal{R})$ is infinite, as shown in Example 3.7.

Example 5.3. Let $X=\{a, b\}$, let $\prec$ be the length-plus-lexicographic ordering of $X^{*}$ with $a \prec b$, and let $\mathcal{R}$ consist of the following pairs:

$$
a^{2} \rightarrow \varepsilon, \quad b^{3} \rightarrow \varepsilon, \quad(a b)^{3} \rightarrow \varepsilon .
$$

The sequence of rules produced by KBS_1 is given in Table 2.5.3. The final reduced, confluent system consists of rules 1,2 , and 6 to 9 . This is the presentation of Example 3.5.

Table 2.5.2

| $i$ | $P_{i}$ | $Q_{i}$ | Source |
| ---: | :--- | :--- | :--- |
| 1 | $a a^{-1}$ | $\varepsilon$ | Relation 1 |
| 2 | $a^{-1} a$ | $\varepsilon$ | Relation 2 |
| 3 | $b b^{-1}$ | $\varepsilon$ | Relation 3 |
| 4 | $b^{-1} b$ | $\varepsilon$ | Relation 4 |
| 5 | $b a$ | $a b$ | Relation 5 |
| 6 | $a b a^{-1}$ | $b$ | Overlap 5 11 |
| 7 | $b^{-1} a b$ | $a$ | Overlap 4 51 |
| 8 | $a^{-1} b$ | $b a^{-1}$ | Overlap 2 61 |
| 9 | $a b b a^{-1}$ | $b b$ | Overlap 5 6 1 |
| 10 | $b^{-1} a$ | $a b^{-1}$ | Overlap 7 31 |
| 11 | $b a^{-1} b^{-1}$ | $a^{-1}$ | Overlap 8 31 |
| 12 | $a b b b a^{-1}$ | $b b b$ | Overlap 5 91 |
| 13 | $a b^{-1} a^{-1}$ | $b^{-1}$ | Overlap 10 11 |
| 14 | $a^{-1} b^{-1}$ | $b^{-1} a^{-1}$ | Overlap 4 111 |
| 15 | $a b^{4} a^{-1}$ | $b^{4}$ | Overlap 5 12 1 |
| 16 | $a b^{-2} a^{-1}$ | $b^{-2}$ | Overlap 10 13 1 |
| 17 | $a b^{5} a^{-1}$ | $b^{5}$ | Overlap 5 15 1 |
| 18 | $a b^{-3} a^{-1}$ | $b^{-3}$ | Overlap 10 16 1 |
| 19 | $a b^{6} a^{-1}$ | $b^{6}$ | Overlap 5 17 1 |
| 20 | $a b^{-4} a^{-1}$ | $b^{-4}$ | Overlap 10 18 1 |

Table 2.5.3

| $i$ | $P_{i}$ | $Q_{i}$ | Source |
| :---: | :--- | :--- | :--- |
| 1 | $a^{2}$ | $\varepsilon$ | Relation 1 |
| 2 | $b^{3}$ | $\varepsilon$ | Relation 2 |
| 3 | $(a b)^{3}$ | $\varepsilon$ | Relation 3 |
| 4 | $b a b a b$ | $a$ | Overlap 1 3 1 |
| 5 | $a b a b a$ | $b^{2}$ | Overlap 3 2 1 |
| 6 | $(b a)^{2}$ | $a b^{2}$ | Overlap 4 2 1 |
| 7 | $(a b)^{2}$ | $b^{2} a$ | Overlap 2 4 1 |
| 8 | $a b^{2} a$ | $b a b$ | Overlap 4 3 2 |
| 9 | $b^{2} a b^{2}$ | $a b a$ | Overlap 5 51 |

Example 5.4. Let $X=\left\{a, b, b^{-1}\right\}$, let $\prec$ be the length-plus-lexicographic ordering of $X^{*}$ with $a \prec b \prec b^{-1}$, and let $\mathcal{R}$ consist of the following rules:

$$
a^{2} \rightarrow \varepsilon, \quad b b^{-1} \rightarrow \varepsilon, \quad b^{3} \rightarrow \varepsilon, \quad(a b)^{3} \rightarrow \varepsilon
$$

This is the same group as in Example 5.3. Note that the monoid relation $b^{-1} b \rightarrow \varepsilon$ is not needed since the relation $b^{3} \rightarrow \varepsilon$ implies that $b$ has an inverse. The relation $b b^{-1} \rightarrow \varepsilon$ simply names that inverse. Table 2.5.4 lists the sequence of rules produced by KBS_1. The final system consists of rules $1,2,5,8,9,12$, and 14 to 18 .

Table 2.5.4

| $i$ | $P_{i}$ | $Q_{i}$ | Source |
| :---: | :---: | :---: | :---: |
| 1 | $a^{2}$ | $\varepsilon$ | Relation 1 |
| 2 | $b b^{-1}$ | $\varepsilon$ | Relation 2 |
| 3 | $b^{3}$ | $\varepsilon$ | Relation 3 |
| 4 | $(a b)^{3}$ | $\varepsilon$ | Relation 4 |
| 5 | $b^{2}$ | $b^{-1}$ | Overlap 321 |
| 6 | babab | $a$ | Overlap 141 |
| 7 | $a b a b a$ | $b^{-1}$ | Overlap 421 |
| 8 | $b^{-2}$ | $b$ | Overlap 521 |
| 9 | $b^{-1} b$ | $\varepsilon$ | Overlap 532 |
| 10 | $b a b a$ | $a b^{-1}$ | Overlap 621 |
| 11 | $a b a b$ | $b^{-1} a$ | Overlap 361 |
| 12 | $b a b$ | $a b^{-1} a$ | Overlap 642 |
| 13 | $b^{-1} a b^{-1} a$ | $a b$ | Overlap 743 |
| 14 | $b^{-1} a b^{-1}$ | $a b a$ | Overlap 771 |
| 15 | $b^{-1} a b a$ | $b a b^{-1}$ | Overlap 5101 |
| 16 | $a b a b^{-1}$ | $b^{-1} a b$ | Overlap 1151 |
| 17 | $a b^{-1} a b$ | $b a b^{-1}$ | Overlap 1251 |
| 18 | $b a b^{-1} a$ | $b^{-1} a b$ | Overlap 5121 |

Example 5.5. This example is somewhat longer than the first four. Let $X=\{a, b, c\}$, let $\prec$ be the basic wreath-product ordering of $X^{ \pm *}$ with $c \prec$ $c^{-1} \prec b \prec b^{-1} \prec a \prec a^{-1}$, and let $\mathcal{R}$ consist of the following rules:

$$
\begin{gathered}
a a^{-1} \rightarrow \varepsilon, \quad a^{-1} a \rightarrow \varepsilon, \quad b b^{-1} \rightarrow \varepsilon, \quad b^{-1} b \rightarrow \varepsilon, \quad c c^{-1} \rightarrow \varepsilon, \quad c^{-1} c \rightarrow \varepsilon \\
c a \rightarrow a c, \quad c b \rightarrow b c, \quad b a \rightarrow a b c
\end{gathered}
$$

The sequence produced by KBS_1 is given in Table 2.5.5. The final set consists of rules 1 to $9,16,18$ to $20,27,36$, and 39 to 41 , a total of 18 rules. These are the rules of Example 3.6.

Suppose that $X$ is a finite set and $\mathcal{R}$ is a finite, confluent rewriting system on $X^{*}$ with respect to a reduction ordering $\prec$. Let $\sim$ be the congruence generated by $\mathcal{R}$. There is a straightforward but time-consuming way to verify that $\sim$ has only finitely many classes. Choose a large integer $n$ and show that each of the $|X|^{n}$ words in $X^{*}$ of length $n$ contains a left side in $\mathcal{R}$ as a subword. Thus if $U$ in $X^{*}$ is irreducible with respect to $\mathcal{R}$, then $|U|<n$, and hence $\sim$ has only finitely many canonical forms.

This approach cannot verify that $\sim$ has infinitely many classes. However, using the theory of automata, it is possible to decide whether $\sim$ has infinitely many classes. Automata are the subject of Chapter 3. Section 3.10 describes the use of automata to determine whether a monoid defined by a finite, confluent presentation is finite or infinite.

Table 2.5.5

| $i$ | $P_{i}$ | $Q_{i}$ | Source |
| :---: | :---: | :---: | :---: |
| 1 | $a a^{-1}$ | $\varepsilon$ | Relation 1 |
| 2 | $a^{-1} a$ | $\varepsilon$ | Relation 2 |
| 3 | $b b^{-1}$ | $\varepsilon$ | Relation 3 |
| 4 | $b^{-1} b$ | $\varepsilon$ | Relation 4 |
| 5 | $c c^{-1}$ | $\varepsilon$ | Relation 5 |
| 6 | $c^{-1} c$ | $\varepsilon$ | Relation 6 |
| 7 | ca | $a c$ | Relation 7 |
| 8 | $c b$ | $b c$ | Relation 8 |
| 9 | $b a$ | $a b c$ | Relation 9 |
| 10 | $a c a^{-1}$ | $c$ | Overlap 711 |
| 11 | $c^{-1} a c$ | $a$ | Overlap 671 |
| 12 | $b c b^{-1}$ | $c$ | Overlap 831 |
| 13 | $c^{-1} b c$ | $b$ | Overlap 681 |
| 14 | $a b c a^{-1}$ | $b$ | Overlap 911 |
| 15 | $b^{-1} a b c$ | $a$ | Overlap 491 |
| 16 | $c a^{-1}$ | $a^{-1} c$ | Overlap 2101 |
| 17 | $a b a^{-1} c c$ | $b c$ | Overlap 9101 |
| 18 | $c^{-1} a$ | $a c^{-1}$ | Overlap 1151 |
| 19 | $c b^{-1}$ | $b^{-1} c$ | Overlap 4121 |
| 20 | $c^{-1} b$ | $b c^{-1}$ | Overlap 1351 |
| 21 | $b a^{-1} c$ | $a^{-1} b^{-1}$ | Overlap 2141 |
| 22 | $a b a^{-1} b c$ | $b^{2}$ | Overlap 9141 |
| 23 | $b^{-1} a b$ | $a c^{-1}$ | Overlap 1551 |
| 24 | $b^{-1} a^{2} b c^{2}$ | $a^{2}$ | Overlap 1571 |
| 25 | $b^{-1} a c$ | $a b^{-1}$ | Overlap 15122 |
| 26 | $c^{-1} a^{-1} c$ | $a^{-1}$ | Overlap 6161 |
| 27 | $b a^{-1}$ | $c^{-1} a^{-1} b$ | Overlap 13161 |
| 28 | $a c^{-1} a^{-1} b^{2} c^{2}$ | $b^{2} c$ | Overlap 1781 |
| 29 | $a c^{-1} a^{-2} b c$ | $a^{-1} b$ | Overlap 17161 |
| 30 | $a c^{-1} a^{-1}$ | $c^{-1}$ | Overlap 1811 |
| 31 | $c^{-1} b^{-1} c$ | $b^{-1}$ | Overlap 6191 |
| 32 | $b c^{-1} b^{-1}$ | $c^{-1}$ | Overlap 2031 |
| 33 | $b^{-1} a^{-1} b$ | $a^{-1} c$ | Overlap 4211 |
| 34 | $c^{-1} a^{-1} b$ | $a^{-1} b c^{-1}$ | Overlap 2151 |
| 35 | $c^{-1} a^{-2} b$ | $a^{-2} b c^{-1}$ | Overlap 21161 |
| 36 | $b^{-1} a$ | $a c^{-1} b^{-1}$ | Overlap 2331 |
| 37 | $a c^{-1} b^{-1}$ | $a b^{-1} c^{-1}$ | Overlap 2551 |
| 38 | $a b^{-1} a^{-1}$ | $b^{-1} c$ | Overlap 25102 |
| 39 | $c^{-1} a^{-1}$ | $a^{-1} c^{-1}$ | Overlap 2651 |
| 40 | $c^{-1} b^{-1}$ | $b^{-1} c^{-1}$ | Overlap 3151 |
| 41 | $b^{-1} a^{-1}$ | $a^{-1} b^{-1} c$ | Overlap 3331 |

## Exercises

5.1. Let $X=\{a, b\}$ and let $\mathcal{R}$ consist of the rules $a^{2} \rightarrow \varepsilon, b^{2} \rightarrow \varepsilon$, ( $\left.a b\right)^{2} \rightarrow \varepsilon$. Apply KBS_1 using the length-plus-lexicographic ordering $\prec$ with $a \prec b$. Repeat the computation using the length-plus-lexicographic ordering with $b \prec a$.
5.2. Suppose that $X=\{x\}$ and $\mathcal{R}$ consists of the rules $x^{m} \rightarrow \varepsilon$ and $x^{n} \rightarrow \varepsilon$, where $m$ and $n$ are positive integers. Show that KBS_1 returns the single rule $x^{d} \rightarrow \varepsilon$, where $d=\operatorname{gcd}(m, n)$. Compare the operation of KBS_1 on this input with the operation of the Euclidean algorithm.
5.3. Let $\mathcal{R}$ be a finite, confluent rewriting system on $X^{*}$ and assume that $\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ is finite. Design a backtrack search for the words in $X^{*}$ which are irreducible with respect to $\mathcal{R}$. Given a positive integer $n$, apply the technique of Knuth described in Section 1.8 to devise a method for estimating the number of irreducible words of length at most $n$.

### 2.6 A second version

The procedure KBS_1 of Section 2.5 retains all rules that are constructed and uses them in the processes of rewriting and forcing local confluence. It is usually better to delete rules which become redundant and maintain a reduced set of rules at all times. In the procedure KBS_2, described below, boolean flags active $[i]$ are used to indicate which rules are still active. If active $[i]$ is true, then ( $P_{i}, Q_{i}$ ) is active and is used in rewriting and forming overlaps. If active $[i]$ is false, then $\left(P_{i}, Q_{i}\right)$ will play no more part in the operation of the procedure. The procedure REWRITE_FROM_LEFT must be modified to look only for the left sides of active rules. In KBS_2 we retain inactive rules to provide a complete history of the computation. In practice, rules are deleted as soon as they become inactive, and the space freed up is made available for new rules.

Assume that the current set of active rules is reduced. When a new rule ( $A, B$ ) is added, the set of active rules may no longer be reduced. Suppose that $\left(P_{i}, Q_{i}\right)$ is one of the active rules different from $(A, B)$. If $Q_{i}$ contains $A$ as a subword, then we must rewrite $Q_{i}$ to obtain an irreducible word. If $P_{i}$ contains $A$ as a subword, then we must remove ( $P_{i}, Q_{i}$ ) from the set of active rules. However, we must make sure that even with $\left(P_{i}, Q_{i}\right)$ no longer active there is still a word derivable from both $P_{i}$ and $Q_{i}$. To manage all of these revisions to the set of rules, a stack of pairs of words is used. If ( $U, V$ ) is on the stack, then $U \sim V$, so there must be a word derivable from both $U$ and $V$. The purpose of the subroutine TEST_2 is to clear this stack.

Procedure TEST_2;
Begin
While the stack is not empty do begin
Pop ( $U, V$ ) from the stack;
REWRITE_FROM_LEFT $(U ; A)$;
REWRITE_FROM_LEFT $(V ; B)$;
If $A \neq B$ then begin
If $A \prec B$ then interchange $A$ and $B$;
$n:=n+1 ; P_{n}:=A ; Q_{n}:=B ;$ active $[n]:=$ true;
For $i:=1$ to $n-1$ do

```
            If active[i] then
                        If }\mp@subsup{P}{i}{}\mathrm{ contains }A\mathrm{ as a subword then
                Begin active[i]:= false; Push ( }\mp@subsup{P}{i}{},\mp@subsup{Q}{i}{})\mathrm{ onto the stack end
            Else if }\mp@subsup{Q}{i}{}\mathrm{ contains }A\mathrm{ as a subword then
                Begin REWRITE_FROM_LEFT ( }\mp@subsup{Q}{i}{};C);\mp@subsup{Q}{i}{}:=C en
            End
        End
End.
```

The procedure OVERLAP_1 requires only minimal changes, which reflect the fact that because the set of active rules is reduced, only proper overlaps, that is, overlaps of type (3) in Proposition 3.1, can occur.

Procedure OVERLAP_2(i,j);
Input: $i, j \quad:$ indices of active rules;
Begin
$m:=\min \left(\left|P_{i}\right|,\left|P_{j}\right|\right)-1 ; k:=1 ;$
While $(k \leq m)$ and active $[i]$ and active $[j]$ do begin
Let $B$ be the suffix of $P_{i}$ of length $k$;
If $B$ is a prefix of $P_{j}$ then begin
Let $P_{i}=A B$ and $P_{j}=B C$; Push $\left(A Q_{j}, Q_{i} C\right)$ onto the stack; TEST_2
End;
$k:=k+1$
End
End.
Here is the second version of the Knuth-Bendix procedure for strings:

```
Procedure KBS_2(X,\prec,\mathcal{R};\mathcal{T});
Input: X : a finite set;
    \prec : a reduction ordering of }\mp@subsup{X}{}{*}\mathrm{ ;
    R : a finite subset of X*}\times\mp@subsup{X}{}{*}
Output: \mathcal{T}}:=\textrm{RC}(X,\prec,\mathcal{R}),\mathrm{ if it is finite;
(* WARNING - TERMINATION MAY NOT OCCUR. *)
Begin
    n:=0; i:= 1;
    For (U,V) in \mathcal{R do begin push (U,V) on the stack; TEST_2 end;}
    While i\leqn do begin
        j:=1;
        While j\leqi and active[i] do begin
        If active[j] then begin
            OVERLAP_2(i,j);
```

If $j<i$ and active $[i]$ and active $[j]$ then OVERLAP_2 $(j, i)$ End;

$$
j:=j+1
$$

End;
$i:=i+1$
End;
Let $\mathcal{T}$ be the set of currently active rules End.

Proposition 6.1. If $\operatorname{RC}(X, \prec, \mathcal{R})$ is finite, then $\operatorname{KBS} \_2(X, \prec, \mathcal{R} ; \mathcal{T})$ terminates with $\mathcal{T}=\mathrm{RC}(X, \prec, \mathcal{R})$.

Proof. This proposition is more difficult to prove than Proposition 5.1, since rules may be modified or deleted. The proof given here is based heavily on [Le Chenadec 1986].

All changes to the set of active rules take place in TEST_2. A rule $\left(P_{i}, Q_{i}\right)$ is made inactive only when a new rule $\left(P_{n}, Q_{n}\right)$ is found such that $P_{i}$ contains $P_{n}$ as a proper subword. Thus the ideal of $X^{*}$ generated by the left sides of the active rules increases each time a new rule is added and is not affected by deletions or modifications of existing rules.

Lemma 6.2. Calls to TEST_2 terminate.
Proof. Suppose at the beginning of a call to TEST_2 there are $r$ active rules and $s$ pairs on the stack. Since pairs are added to the stack only after the deletion of an active rule, the number of active rules at any time during this execution of TEST_2 cannot exceed $r+s$. By Proposition 2.7 of Chapter 1 , the ideal generated by the left sides of the active rules stabilizes at some point in this execution of TEST_2. But then no new rules are created, so the stack must eventually become empty.

Let $\sim$ be the congruence generated by $\mathcal{R}$. The operation of TEST_2 does not change the congruence generated by the active rules and the pairs on the stack. Thus after the completion of the For-loop in KBS_2, at any point in the execution of KBS_2 outside TEST_2 the set of active rules generates $\sim$.

Let $\mathcal{S}$ be the set of all pairs which occur as active rules at some point during the operation of KBS_2 and let $\mathcal{T}$ be the subset of those elements of $\mathcal{S}$ which are never deleted or modified. If KBS_2 terminates, then $\mathcal{T}$ is the rewriting system returned by KBS_2. Let $(R, S)$ and $(T, U)$ be distinct elements of $\mathcal{T}$. From some point on, both of these rules are active. Since the set of active rules is reduced, neither $R$ nor $S$ contains $T$ as a subword. Therefore $\mathcal{T}$ is reduced.
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Lemma 6.3. Suppose $M, N_{1}$, and $N_{2}$ are words in $X^{*}$ such that $M \underset{\mathcal{T}}{ } N_{i}$, $i=1,2$. Then there are words $U_{1}, U_{2}$, and $V$ such that for $i=1$, 2 we have $M \underset{\mathcal{S}}{\longrightarrow} U_{i} \xrightarrow[\mathcal{S}]{\stackrel{*}{\rightarrow}} N_{i}$ and $U_{i} \xrightarrow[\mathcal{S}]{\stackrel{*}{\longrightarrow}} V$.

Proof. The statement of the lemma corresponds to Figure 2.6.1. For $i=1$, 2 there are words $A_{i}, B_{i}, L_{i}$, and $R_{i}$ such that $M=A_{i} L_{i} B_{i},\left(L_{i}, R_{i}\right)$ is in $\mathcal{T}$, and $N_{i}=A_{i} R_{i} B_{i}$. If the occurrences of $L_{1}$ and $L_{2}$ in $M$ do not overlap, then we may assume that $A_{1} L_{1}$ is a prefix of $A_{2}$. In this case $M=A_{1} L_{1} C L_{2} B_{2}$ for some word $C$, and we may take $U_{i}=N_{i}$ and $V=A_{1} R_{1} C R_{2} B_{2}$.

Suppose that the occurrences of $L_{1}$ and $L_{2}$ do overlap. We may assume that $M=A_{1} A B C B_{2}$, where $L_{1}=A B, L_{2}=B C$, and $B \neq \varepsilon$. At some point in the operation of KBS_2 the overlap $A B C$ was considered. Suppose at that time $\left(L_{1}, S_{1}\right)$ and ( $L_{2}, S_{2}$ ) were active rules. Because of the call to OVERLAP_2, there is a word $T$ such that $S_{1} C \xrightarrow[\mathcal{S}]{*} T$ and $A S_{2} \xrightarrow[\mathcal{S}]{*} T$. Let $U_{1}=A_{1} S_{1} C B_{2}, U_{2}=A_{1} A S_{2} B_{2}$, and $V=A_{1} T B_{2}$. Then for $i=1,2$ we have $M \underset{\mathcal{S}}{*} U_{i} \xrightarrow[\mathcal{S}]{\stackrel{*}{\longrightarrow}} V$. Since $S_{i} \xrightarrow[\mathcal{S}]{*} R_{i}$, we also have $U_{i} \xrightarrow[\mathcal{S}]{*} N_{i}$.

Lemma 6.4. For all words $M, N, N_{1}$, and $N_{2}$ in $X^{*}$, the following hold:
(a) If $M \xrightarrow[\mathcal{S}]{\stackrel{*}{\rightarrow}} N$, then there is a word $V$ such that $M \underset{\underset{T}{*}}{\underset{T}{*}} V$ and $N \underset{\underset{T}{*}}{ } V$.
(b) If $M \underset{\mathcal{T}}{\stackrel{\sim}{\mathcal{S}}} N_{1}$ and $M \underset{\mathcal{T}}{\stackrel{*}{\longrightarrow}} N_{2}$, then there is a word $V$ such that $N_{1} \xrightarrow[\mathcal{T}]{*}$ $V$ and $N_{2} \stackrel{*}{T} V$.
(c) If $M \underset{\mathcal{S}}{*} N_{1}$ and $M \underset{\mathcal{S}}{*} N_{2}$, then there is a word $V$ such that $N_{1} \xrightarrow[\mathcal{T}]{*}$ $V$ and $N_{2} \xrightarrow[\tau]{\underset{\tau}{*}} V$.

Proof. We shall prove (a), (b), and (c) simultaneously by induction. Let $M$ be the first word with respect to $\prec$ at which one of these statements fails.

Suppose (a) fails for $M$ and some word $N$. Then $N \neq M$, since otherwise we could take $V=M$. Let $M \underset{\mathcal{S}}{\longrightarrow} M_{1} \xrightarrow[\mathcal{S}]{*} N$ be the derivation of $N$ from $M$. Then there are words $A, B, L$, and $R$ such that $M=A L B, M_{1}=A R B$, and $(L, R)$ is in $\mathcal{S}$. Among the counterexamples to (a), choose one where $L$ is minimal. The sequence of words $S$ such that $(L, S)$ is an active rule is a nondecreasing sequence. Let $S$ be the last such word. Then either ( $L, S$ )
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is in $\mathcal{T}$ or at some point $(L, S)$ is made inactive and placed on the stack. Let $M_{2}=A S B$.

Suppose first that $(L, S)$ is in $\mathcal{T}$. Then $M \underset{\mathcal{T}}{*} M_{2}$. Since $R \xrightarrow[\mathcal{S}]{*} S$, we have $M_{1} \xrightarrow[\mathcal{S}]{*} M_{2}$. By the minimality of $M$, (c) holds for the triple $M_{1}, N$, $M_{2}$. Thus there is a word $V$ such that $N \stackrel{*}{\tau} V$ and $M_{2} \xrightarrow[\tau]{*} V$. Since $M \underset{\tau}{*} M_{2}$, statement (a) holds.

Suppose that $(L, S)$ is not in $\mathcal{T}$. Then at some point $(L, S)$ was placed on the stack. Sometime later, $(L, S)$ was removed from the stack and a rule was added, if necessary, so that there is a word $W$ derivable from both $L$ and $S$ using rules in $\mathcal{S}$ whose left sides are strictly less than $L$. Let $(P, Q)$ be the first rule used in one derivation of $W$ from $L$. Then $L=C P D$, where $C D \neq \varepsilon$. Set $M_{3}=A C Q D B$ and $T=A W B$. Then $M_{2} \xrightarrow{*} T$ and $M_{3} \xrightarrow[\mathcal{S}]{*} T$. At this point, the picture is as in Figure 2.6.2. By (c) applied to $M_{1}, N, T$, there is a word $E$ such that $N \stackrel{*}{T} E$ and $T \stackrel{*}{T} E$. By our assumption on $L$, statement (a) holds for $M$ and $E$, since we can derive $E$ from $M$ by the route $M \underset{\mathcal{S}}{\longrightarrow} M_{3} \stackrel{*}{\mathcal{S}} T \stackrel{*}{\tau}, E$. The first step uses the rule $(P, Q)$ and $P \prec L$. Therefore there is a word $V$ such that $M \stackrel{*}{\mathcal{T}} V$ and $E \underset{\mathcal{T}}{*} V$. But then $N \stackrel{*}{\tau} V$, and (a) holds.

Now suppose that (b) fails for $M, N_{1}$, and $N_{2}$. Clearly we may assume that $M, N_{1}$, and $N_{2}$ are distinct. For $i=1,2$ let $M \underset{\mathcal{T}}{\longrightarrow} M_{i}$ be the first step in deriving $N_{i}$ from $M$ using $\mathcal{T}$. By Lemma 6.3, there are words $U_{1}$, $U_{2}$, and $Q$ such that the derivations in Figure 2.6.3 hold.

By (c) applied to $U_{1}, M_{1}$, and $Q$, there is a word $R$ such that $M_{1} \stackrel{*}{\tau} R$ and $Q \underset{T}{\stackrel{*}{T}} R$. By (c) applied to $U_{2}, R$, and $M_{2}$, there is a word $S$ such that $R \underset{T}{\underset{T}{*}} S$ and $M_{2} \stackrel{*}{T} S$. Thus $M_{1} \stackrel{*}{T} S$. By (b) applied to $M_{1}, N_{1}$, and $S$, there is a word $T$ such that $N_{1} \stackrel{*}{T} T$ and $S \stackrel{*}{T} T$. Therefore $M_{2} \underset{T}{*} T$. Finally by (b) applied to $M_{2}, N_{2}$, and $T$, there is a word $V$ such that $N_{2} \xrightarrow[T]{*} V$ and $T \stackrel{*}{T} V$. Since $N_{1} \xrightarrow[T]{\stackrel{*}{\rightarrow}} V$, we see that (b) holds for $M$, $N_{1}$, and $N_{2}$.

Now suppose that (c) fails for $M, N_{1}$, and $N_{2}$. Clearly $N_{1} \neq N_{2}$. If $M=N_{1}$ or $M=N_{2}$, then we can apply (a). Thus we may assume that $M, N_{1}$, and $N_{2}$ are distinct. By (a), there are words $V_{1}$ and $V_{2}$ such that $M \underset{T}{*} V_{i}$ and $N_{i} \xrightarrow[T]{*} V_{i}, i=1,2$. By (b) applied to $M, V_{1}$, and $V_{2}$, there is a word $V$ such that $V_{i} \stackrel{*}{T} V, i=1,2$. Then $N_{i} \stackrel{*}{T} V$, so (c) holds.

By part (b) of Lemma 6.4, the system $\mathcal{T}$ is confluent. Since $\mathcal{T} \subseteq \mathcal{S}$, by part (c) of the lemma $\mathcal{S}$ is confluent. A word is irreducible with respect to $\mathcal{S}$ if and only if it is irreducible with respect to $\mathcal{T}$. Therefore the congruences generated by $\mathcal{S}$ and $\mathcal{T}$ have the same canonical forms. Hence $\mathcal{S}$ and $\mathcal{T}$ generate the same congruence, namely $\sim$. Since $\mathcal{T}$ is reduced, $\mathcal{T}$ is $\mathrm{RC}(X, \prec, \mathcal{R})$. Therefore $\mathcal{T}$ is finite. Once all the rules in $\mathcal{T}$ become active, no new rules are added, and the While-loop eventually terminates. Thus KBS_2 terminates and returns $\operatorname{RC}(X, \prec, \mathcal{R})$.

The difference between the operation of KBS_1 and the operation of KBS_2 is not large for the small examples discussed in Section 2.5.

Example 6.1. With the data of Example 5.1, the procedure KBS_2 constructs a total of 12 rules, all with different left sides. The maximum number active at any one time is 10 , and the stack never has more than two pairs on it.

Example 6.2. Using the data of Example 5.4, KBS_2 constructs a total of 17 rules, all with different left sides. This is one less than the number produced by KBS_1. With KBS_2, no more than 11 rules are active at any one time, and the stack never has more than two pairs on it. Thus the storage requirements for a version of KBS_2 which does not retain inactive rules would be less on this example than the storage needs of KBS_1.

Example 6.3. On the data in Example 5.5, KBS_2 generates 34 rules, two of which have the same left side. The maximum number active is 20 , and stack never has more than two pairs on it.

Example 6.4. Let $X=\left\{a, b, b^{-1}\right\}$, let $\prec$ be the length-plus-lexicographic ordering of $X^{*}$ with $a \prec b \prec b^{-1}$, and let $\mathcal{R}$ consist of the following pairs:

$$
a^{2} \rightarrow \varepsilon, \quad b b^{-1} \rightarrow \varepsilon, \quad b^{3} \rightarrow \varepsilon, \quad(a b)^{7} \rightarrow \varepsilon, \quad\left(a b a b^{-1}\right)^{4} \rightarrow \varepsilon .
$$

The system $\mathrm{RC}(X, \prec, \mathcal{R})$ has 40 rules. The procedure KBS_1 constructs a total of 81 rules in computing $\mathrm{RC}(X, \prec, \mathcal{R})$. With KBS_2 there are 89 rules generated involving 85 different left sides. However, there are never more than 40 rules active at one time, and the stack never has more than three entries.

Example 6.5. If $\prec$ is a length-plus-lexicographic ordering and $\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ is a group, then the left and right sides of the rules in $\operatorname{RC}(X, \prec, \mathcal{R})$ will have roughly equal lengths. The initial presentation in Example 6.4 does not satisfy this condition. The following presentation is equivalent and more balanced:

$$
\begin{gathered}
a^{2} \rightarrow \varepsilon, \quad b b^{-1} \rightarrow \varepsilon, \quad b^{2} \rightarrow b^{-1}, \quad\left(b^{-1} a\right)^{3} b^{-1} \rightarrow(a b)^{3} a, \\
\left(b a b^{-1} a\right)^{2} \rightarrow\left(a b a b^{-1}\right)^{2} .
\end{gathered}
$$

With this presentation, KBS_1 constructs a total of 56 rules. Using KBS_2, 59 rules with 57 different left sides are constructed, but no more than 40 are active at one time.

Example 6.6. The presentation $\mathcal{R}$ consisting of the pairs

$$
a^{2} \rightarrow \varepsilon, \quad b b^{-1} \rightarrow \varepsilon, \quad b^{3} \rightarrow \varepsilon, \quad(a b)^{7} \rightarrow \varepsilon, \quad\left(a b a b^{-1}\right)^{8} \rightarrow \varepsilon
$$

is frequently used to test programs for studying finitely presented groups. Let $X=\left\{a, b, b^{-1}\right\}$ and let $\prec$ be the length-plus-lexicographic ordering of $X^{*}$ with $a \prec b \prec b^{-1}$. The system $\mathcal{T}=\mathrm{RC}(X, \prec, \mathcal{R})$ has 1026 rules with the longest left side having length 37 . The procedure KBS_2 is not really adequate to compute $\mathcal{T}$. To see the problem, consider the following facts: In $\mathcal{T}$ there are 143 left sides which start with $a, 457$ which start with $b$, and 426 which start with $b^{-1}$. There are 444 left sides which end with $a, 296$ which end with $b$, and 286 which end with $b^{-1}$. To prove that $\mathcal{T}$ is confluent, the number of overlaps $A B C$ with $|B|=1$ which must be considered is

$$
444 \times 143+296 \times 457+286 \times 426=320600
$$

The number of overlaps with $|B|=2$ is 235979 . Processing all of these overlaps will take a long time. It turns out that KBS_2 generates many rules which later become redundant, so the running time to determine $\mathcal{T}$ is longer than the time needed to show that $\mathcal{T}$ is confluent. See Section 3.5.

Although KBS_2 is a substantial improvement over KBS_1 and can be practical for small problems, KBS_2 still has weaknesses. One of the biggest weaknesses is the crude manner in which REWRITE_FROM_LEFT searches for a left side which is a suffix of $V$. This can be improved with
an indexing structure for the left sides, such as described in Section 3.5. However, there are other problems as well. One is illustrated in Example 6.6. Another is that KBS_2 does not work hard enough to derive short rules quickly. Suppose that a rule of the form $(x P, x Q)$ has been found and generator $x$ is a unit in $\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$. Then $P \sim Q$ and the rule $(P, Q)$ should be immediately deduced. However, it may be a long time before KBS_2 finds this rule. The next section discusses a number of possibilities for further improvements in the Knuth-Bendix procedure.

## Exercise

6.1. Apply KBS_2 to the presentations $a^{2} \rightarrow \varepsilon, b^{3} \rightarrow \varepsilon,(a b)^{i} \rightarrow \varepsilon, 2 \leq i \leq 5$, and compare the rules produced during the computation with those produced by KBS_1.

### 2.7 Some useful heuristics

It is impossible to pursue deeply questions about the efficiency of programs implementing the Knuth-Bendix procedure for strings without a discussion of the data structure to be used to store rules. Most of the time used by a computer program executing the Knuth-Bendix procedure is spent in rewriting. The manner in which the active rules are stored and the nature of any other information about the rules which is kept can greatly affect the time needed to rewrite words. It can also affect the time needed to locate overlaps. Because the set of rules is continually changing, it must be possible to update the stored data concerning the rules with as little overhead as possible. Many interesting problems strain both the available cpu and memory resources. A careful analysis is required in order to get a good balance between speed and memory usage.

One way to gain some speed in the rewriting process while not sacrificing very much memory is to sort the rules according to the right-to-left lexicographic order of their left sides. The lexicographic ordering is used here no matter what reduction ordering is being used to order the left and right sides of rules. To see whether a particular word $V$ has a left side as a suffix, one looks $V$ up in this dictionary of left sides using the technique known as binary search. The main drawback of this approach is that when a new rule is found, the entire set of rules must be resorted. Automata, the subject of Chapter 3, provide index structures for the set of rules which permit even faster rewriting and much easier updating. The problem with automata is that they take a substantial amount of space, so their use reduces the size of the rewriting systems which can be stored. Computer scientists have developed a number of other techniques which can be used to design indexes. See, for example, the chapters on searching and string matching in [Sedgewick 1990]. All of these methods have both strengths and weaknesses. Deciding which one is best for a particular problem is often difficult.

No matter what data structure is used for rules, a considerable amount of work is needed to keep the set of active rules reduced when a new rule is found. It is often useful to delay removing redundant rules until several new rules have been found.

In addition to deciding on the data structure to be used to store rules, someone designing a program to carry out the Knuth-Bendix procedure should consider using several heuristics which have been found helpful by others. A word of caution is in order, however. There probably is no such thing as the best Knuth-Bendix program. Given two different programs $A$ and $B$, it is likely that one can find two sets of input data such that program $A$ does better with the first set and program $B$ does better with the second.

The first two heuristics concern the formation of overlaps. In KBS_1 and KBS_2, the order in which the rules are found completely determines the order in which overlaps are formed. Frequently it is useful to give preference to forming short overlaps. This can be done in several ways. If one is looking for overlaps of left sides $A B$ and $B C$, one can use such measures as $|A B C|,|A B|+|B C|$, and $\max (|A B|,|B C|)$ to define shortness and select short overlaps before long ones. For example, if KBS_2 is run on the data of Example 6.6 and is told to ignore all overlaps $A B C$ with $|A B C|>44$, it will still construct $\mathrm{RC}(X, \prec, \mathcal{R})$, although it will not have produced a proof of confluence.

One can also use knowledge about the existence of inverses to guide the formation of overlaps, as suggested in [Le Chenadec 1986]. Suppose that a new rule $P \rightarrow Q$ is found, and $P=A x$, where $x$ is in $X$, and in the monoid being investigated $[x]$ has a right inverse. Thus there is a rule $x U \rightarrow \varepsilon$, which either is part of the original presentation or has been discovered by the Knuth-Bendix procedure. It seems to be a good idea to give a very high priority to processing the overlap $A x U$ :

$$
A \underline{x} U \rightarrow A, \quad \underline{A x} U \rightarrow Q U
$$

Let $S$ be the result of rewriting $Q U$. If $S \prec A$, then the rule $A \rightarrow S$ can be substituted for $P \rightarrow Q$. If $S \succ A$, then we have a new rule $S \rightarrow A$. A special case of this heuristic occurs when $Q$ also ends in $x$. If $Q=B x$, then $P \rightarrow Q$ can be replaced immediately by $A \rightarrow B$.

There is a similar heuristic in case a new left side starts with a generator whose image in the monoid has a left inverse. Also, if $P \rightarrow Q$ is a new rule and all the generators in $P$ and $Q$ define units, then the words $P^{-1}$ and $Q^{-1}$ represent the same element of the monoid. Rewriting them can give a useful new rule. (Here $P^{-1}$ is formed by reversing the terms of $P$ and then replacing each term $x$ by a word representing the inverse of $[x]$.)

The procedure BALANCE listed below describes one way to implement heuristics based on the ideas of Le Chenadec. BALANCE is designed to
be part of a modified version of KBS_2. The following additional data are assumed available: a subset $Y$ of $X$ of generators known to define units in Mon $\langle X \mid \mathcal{R}\rangle$, for each element $y$ of $Y$ a word $U_{y}$ defining the inverse of $[y]$, and an integer $m$ which is used to limit the application of the heuristics. Without some type of limit, the use of BALANCE may lead to a failure of termination, even when $\mathrm{RC}(X, \prec, \mathcal{R})$ is finite.

The input to BALANCE consists of the left and right sides of a rule which has just been discovered, probably by processing an overlap. The purpose of BALANCE is to try to find a rule which is shorter or more balanced in the sense that its left and right sides have more nearly equal lengths. One rule is returned explicitly. Any other rules produced are pushed onto the stack to be processed later. Although the procedure is valid with any ordering, its use is most natural when the ordering involved is consistent with length.

```
Procedure BALANCE \((A, B ; C, D)\);
Input: \(A, B \quad\) : words, the left and right sides of a new rule;
Output: \(C, D \quad\) : words, the left and right sides of a possibly more
                                balanced rule;
(* As a side effect, additional pairs of words may be pushed onto the
    stack. *)
Begin
    \(C:=A ; D:=B ;\)
    (* Execution of the following "infinite loop" is controlled by the
        Continue-statement and Break-statement. *)
While true do begin
        Let \(C=L x\) with \(x\) in \(X\);
        If \(x\) is in \(Y\) then
            If \(D\) ends in \(x\) then
                Begin Let \(D=M x ; C:=L ; D:=M\); Continue end
                Else if \(|C|+\left|U_{x}\right| \leq m\) then begin
                    REWRITE_FROM_LEFT \(\left(D U_{x} ; P\right)\);
                    If \(P \prec L\) then
                            Begin \(C:=L ; D:=P\); Continue end
                    Else if \(P \succ L\) then push \((P, L)\) onto the stack
            End;
        Let \(C=x L\) with \(x\) in \(X\);
        If \(x\) is in \(Y\) then
        If \(D\) starts with \(x\) then
            Begin Let \(D=x M ; C:=L ; D:=M\); Continue end
        Else if \(|C|+\left|U_{x}\right| \leq m\) then begin
            REWRITE_FROM_LEFT \(\left(U_{x} D ; P\right)\);
```

$$
\begin{aligned}
& \text { If } P \prec L \text { then } \\
& \text { Begin } C:=L ; D:=P ; \text { Continue end } \\
& \text { Else if } P \succ L \text { then push }(P, L) \text { onto the stack } \\
& \text { End; } \\
& \text { Break } \\
& \text { End } \\
& \text { End. }
\end{aligned}
$$

Example 7.1. To illustrate the use of BALANCE, let us find the reduced, confluent rewriting system for the presentation in Example 5.3 using KBS_2 with one small change to TEST_2. In TEST_2 replace the lines

If $A \prec B$ then interchange $A$ and $B$;
$n:=n+1 ; P_{n}:=A ; Q_{n}:=B ;$
with the following statements:
If $A \prec B$ then interchange $A$ and $B$;
$\operatorname{BALANCE}(A, B ; C, D)$;
$n:=n+1 ; P_{n}:=C ; Q_{n}:=D ;$
In this example, $X=\{a, b\}$, and $\mathcal{R}$ consists of the rules

$$
a^{2} \rightarrow \varepsilon, \quad b^{3} \rightarrow \varepsilon, \quad(a b)^{3} \rightarrow \varepsilon
$$

We set $Y=X$ and define $U_{a}=a$ and $U_{b}=b^{2}$. The integer $m$ is taken to be large, say $m=100$. The first step in KBS_2 is to apply TEST_2 to each of the rules in $\mathcal{R}$. With the first two rules, nothing is changed by the call to BALANCE. For example, the call $\operatorname{BALANCE}\left(a^{2}, \varepsilon ; C, D\right)$ simply looks at the equality $a=a$ twice and returns $C$ as $a^{2}$ and $D$ as $\varepsilon$. However, with the third input rule there is a change. When the call BALANCE $\left((a b)^{3}, \varepsilon ; C, D\right)$ is made, $C$ is initially set to $(a b)^{3}$, and $D$ to $\varepsilon$. Then the rightmost $b$ of $C$ is moved to the right end of $D$ as $b^{2}$. Since $b^{2}$ is irreducible and $a b a b a \succ b^{2}$, we set $C$ equal to $a b a b a$ and $D$ equal to $b^{2}$. Now the rightmost $a$ is moved to the right end of $D$. Again no rewriting is possible, and the order has not been reversed. Thus $C$ is set equal to $a b a b$, and $D$ to $b^{2} a$. Next the rightmost $b$ of $C$ is moved to the right end of $D$ as $b^{2}$. This gives us the pair of words $a b a$ and $b^{2} a b^{2}$. These are irreducible, but the second is larger than the first. This time we do not change $C$ and $D$. Instead we push ( $b^{2} a b^{2}, a b a$ ) onto the stack. Now the $a$ at the left end of $C$ is moved to the left end of $D$. This leads to ( $a b^{2} a, b a b$ ) being pushed onto the stack. No further changes are made on this call to BALANCE. The values $C=(a b)^{2}$ and $D=b^{2} a$ are returned to TEST_2, and $P_{3}$ and $Q_{3}$ are set equal to these words, respectively.

Now TEST_2 pops ( $a b^{2} a, b a b$ ) off the stack, and the call BALANCE $\left(a b^{2} a, b a b ; C, D\right)$ is made. Initially $C=a b^{2} a$ and $D=b a b$. When the right $a$ of $C$ is moved to the right end of $D$, the pair ( $b a b a, a b^{2}$ ) is pushed onto the stack. When the left $a$ of $C$ is moved to the left end of $D$, the word $a b a b$ is reduced to $b^{2} a$, so we have $P=L$, and nothing happens. The rule ( $a b^{2} a, b a b$ ) is returned to TEST_2, and this becomes the fourth rule. Now ( $b a b a, a b^{2}$ ) is popped off the stack. On the call to BALANCE with this rule, $\left(b^{2} a b^{2}, a b a\right)$ is again pushed onto the stack. (It would be possible to do some extra bookkeeping and prevent duplicate pairs from being placed on the stack.) The rule ( $b a b a, a b^{2}$ ) is returned unchanged and it becomes the fifth rule. Now $\left(b^{2} a b^{2}, a b a\right)$ is popped off the stack. No changes are made to this rule and no more pairs are added to the stack. The sixth rule becomes $\left(b^{2} a b^{2}, a b a\right)$. Now the last pair $\left(b^{2} a b^{2}, a b a\right)$ is popped off the stack. It is immediately reduced to the equality $a b a=a b a$, and the call to TEST_2 terminates. Thus at this point we have found all the rules in the final set without storing any redundant ones. The overlaps must still be processed, but no more rules are found.

The next observation is more than a heuristic. It is an improved version of Proposition 3.1, which tells us that certain overlaps can be skipped.

Proposition 7.1. Let $\mathcal{R}$ be a rewriting system on $X^{*}$ relative to a reduction ordering $\prec$. Suppose that for all $(P, Q)$ in $\mathcal{R}$ the word $P$ is irreducible with respect to $\mathcal{R}-\{(P, Q)\}$. Assume that $\mathcal{R}$ is not confluent and let $W$ be the first word, with respect to $\prec$, at which confluence fails. Then local confluence fails at $W$, and $W=A B C$, where $B \neq \varepsilon, A B$ and $B C$ are left sides in $\mathcal{R}$, and there are no other occurrences of left sides in $W$.

Proof. It is easy to see that local confluence must fail at $W$. By Proposition 3.1 and our assumption on $\mathcal{R}$, the word $W$ has the form $A B C$, where $B \neq \varepsilon$, there exist rules $A B \rightarrow U$ and $B C \rightarrow V$ in $\mathcal{R}$, and there is no word derivable from both $A V$ and $U C$. Suppose that $W$ contains another occurrence of a left side $P$. Then $P$ cannot be a subword of $A B$ or $B C$, nor can these words be subwords of $P$. Thus $W=D E B F G$, where $A=D E$, $C=F G, P=E B F$, and $D, E, F$, and $G$ are all nonempty.

Let $P \rightarrow Q$ be in $\mathcal{R}$. We have the following reductions:

$$
\begin{aligned}
& \underline{D E B F} \rightarrow U F, \quad D \underline{E B F} \rightarrow D Q, \\
& \underline{E B F} G \rightarrow Q G, \quad E \underline{B F G} \rightarrow E V .
\end{aligned}
$$

By the minimality of $W$, there are words $S$ and $T$ such that $U F \underset{\mathcal{R}}{*} S$, $D Q \underset{\mathcal{R}}{*} S, Q G \underset{\mathcal{R}}{*} T$, and $E V \underset{\mathcal{R}}{*} T$. Thus $D Q G \stackrel{*}{\mathcal{R}} S G$ and $D Q G \underset{\mathcal{R}}{*} D T$. Again by the minimality of $W$, there is a word $L$ such
that $S G \underset{\mathcal{R}}{\stackrel{*}{\longrightarrow}} L$ and $D T \underset{\mathcal{R}}{\stackrel{*}{\rightarrow}} L$. But then

$$
\begin{aligned}
& U C=U F G \xrightarrow[\mathcal{R}]{*} S G \underset{\mathcal{R}}{*} L, \\
& A V=D E V \underset{\mathcal{R}}{*} D T \underset{\mathcal{R}}{*} L
\end{aligned}
$$

contradicting the assumption that no word is derivable from both $U C$ and $A V$.

A good way to use Proposition 7.1 is to find overlaps by a backtrack search. For example, one could start with a left side $P$ and then undertake a backtrack search for words $C$ such that $C$ is irreducible and $P C$ contains exactly two left sides in $\mathcal{R}$ as subwords, one of which is $P$ and the other is a suffix of $P C$. See Section 3.5. Proposition 7.1 makes it practical to prove the confluence of the rewriting system $\mathcal{T}$ of Example 6.6.

## Exercises

7.1. Work through Example 5.1 using the modification to KBS_2 described in Example 7.1. Take $Y=X, U_{a}=a^{-1}, U_{a^{-1}}=a, U_{b}=b^{-1}, U_{b^{-1}}=b$, and $m=100$.
7.2. Let $X, \prec$, and $\mathcal{R}$ be as in Proposition 7.1 and let $\mathcal{W}$ be a nonempty subset of $X^{*}$ which is closed under taking subwords and closed under rewriting with respect to $\mathcal{R}$. Suppose confluence fails at some word in $\mathcal{W}$. Let $W$ be the first word in $\mathcal{W}$ with respect to $\prec$ at which confluence fails. Show that the conclusion of Proposition 7.1 holds for $W$.

### 2.8 Right congruences

So far in this chapter we have been studying two-sided congruences. The rewriting-system approach can also be useful with right or left congruences. We shall concentrate on right congruences here, leaving it to the reader to make the obvious modifications for left congruences.

Let $\sim$ be a right congruence on $X^{*}$ and let $\prec$ be a reduction ordering. Every ~-class has a first element, which we call its canonical form. Corresponding to Proposition 2.1, we have:

Proposition 8.1. If $U$ is a canonical form, then every prefix of $U$ is a canonical form.

Proof. Exercise.
If $P \sim Q$ and $P \succ Q$, then we may replace $P$ by $Q$ in a word $U$ and still have an equivalent word only when $P$ occurs as a prefix of $U$. Thus we have the notion of rewriting in the context of right congruences, but the rewriting takes place only at the left ends of words.

The following proposition allows us to transfer most of our work on twosided congruences to right congruences.

Proposition 8.2. Let $X$ be a set and let \# be an object not in $X$. Set $Y=X \cup\{\#\}$. Suppose $\mathcal{S}$ is a subset of $X^{*} \times X^{*}$ and let $\sim$ be the right congruence on $X^{*}$ generated by $\mathcal{S}$. Let $\mathcal{T}=\{(\# U, \# V) \mid(U, V) \in \mathcal{S}\}$ and let $\equiv$ be the two-sided congruence on $Y^{*}$ generated by $\mathcal{T}$. Then the $\sim$-classes are in one-to-one correspondence with the $\equiv$-classes in $\# X^{*}$.

Proof. The set \# $X^{*}$ is the set of all words in $Y^{*}$ which begin with \# and have no other occurrences of \#.

Lemma 8.3. The set $\# X^{*}$ is a union of $\equiv$-classes.
Proof. Let $U$ be in $X^{*}$ and let $V$ be in $Y^{*}$ with $\# U \equiv V$. Then there is a sequence

$$
\# U=U_{0}, U_{1}, \ldots, U_{m}=V
$$

of words in $Y^{*}$ such that for $0 \leq i<m$ the word $U_{i+1}$ is obtained from $U_{i}$ by replacing a subword $P$ with another word $Q$, where $(P, Q)$ or $(Q, P)$ is in $\mathcal{T}$. Now any such $P$ starts with \# and has no other occurrences of \#. Since $U_{0}$ has the same form, $U_{1}$ must be in $\# X^{*}$. By induction on $m$, it follows that $V$ is in $\# X^{*}$.

With a slight extension of the argument used in the proof of Lemma 8.3, it can be shown that for all words $A$ and $B$ of $X^{*}$ we have $A \sim B$ if and only if $\# A \equiv \# B$.

Let us continue the notation of Proposition 8.2.
Proposition 8.4. Let $\prec$ be a reduction ordering on $Y^{*}$. If $\mathcal{S}$ is finite, then KBS_2 $(Y, \prec, \mathcal{T} ; \mathcal{U})$ terminates.

Proof. Let $\mathcal{V}$ be a rewriting system with respect to $\prec$ contained in $\left(\# X^{*}\right) \times\left(\# X^{*}\right)$. Suppose $A$ and $B$ are left sides in $\mathcal{V}$. Since $A$ and $B$ start with \# and have no other occurrences of \#, the only way to have an overlap of these words is for one to be a prefix of the other. Thus by Proposition 3.1, if $\mathcal{V}$ is reduced, then $\mathcal{V}$ is confluent. As noted in the proof of Proposition 6.1, the first For-loop of KBS_2 always terminates with a reduced rewriting system. In the case of the call KBS_2 $(Y, \prec, \mathcal{T} ; \mathcal{U})$, that system will be confluent, so the While-loop will add no new rules and KBS_2 will terminate.

Let us say that a rewriting system $\mathcal{S}$ on $X^{*}$ is prefix confluent if the corresponding system $\mathcal{T}$ on $Y^{*}$ is confluent, and prefix reduced if $\mathcal{T}$ is reduced. As noted in the proof of Proposition 8.4, if $\mathcal{S}$ is prefix reduced, then $\mathcal{S}$ is prefix confluent.

Corollary 8.5. Let $\prec$ be a reduction ordering on $X^{*}$ and let $\sim$ be a finitely generated right congruence on $X^{*}$. There is a unique prefix reduced rewriting system $\mathcal{U}$ with respect to $\prec$ such that $\mathcal{U}$ generates $\sim$. Moreover, $\mathcal{U}$ is finite.

Proof. Let $\mathcal{S}$ be a finite generating set for $\sim$. Form the set $\mathcal{T}$ as in Proposition 8.4 and call KBS_2 $(Y, \prec, \mathcal{T} ; \mathcal{V})$. Here $\prec$ is any extension to $Y^{*}$ of the given ordering on $X^{*}$. Let $\mathcal{U}=\{(P, Q) \mid(\# P, \# Q) \in \mathcal{V}\}$. Then $\mathcal{U}$ is finite and prefix reduced, and $\mathcal{U}$ generates $\sim$. The uniqueness of $\mathcal{U}$ is established as in the proof of Proposition 2.7.

The preceding results show that we can handle finitely generated right congruences quite well. However, the right congruences which occur in practice often are not finitely generated, although they are finitely generated modulo some two-sided congruence.

Let $\cong$ be a two-sided congruence on $X^{*}$ and let $M$ be the quotient monoid of $X^{*}$ modulo $\cong$. If we have a right congruence $\approx$ on $M$, then we can pull it back to a right congruence $\sim$ on $X^{*}$ by defining $U \sim V$ to mean $[U] \approx[V]$, where $[U]$ denotes the $\cong$-class containing $U$. The right congruence $\approx$ on $M$ is finitely generated if and only if there is a finite subset $\mathcal{S}$ of $X^{*} \times X^{*}$ such that $\sim$ is generated by $\mathcal{S}$ and $\cong$. If such a set $\mathcal{S}$ exists and $\cong$ is generated as a two-sided congruence by a finite subset $\mathcal{R}$ of $X^{*} \times X^{*}$, then the pair ( $\mathcal{R}, \mathcal{S}$ ) is a finite description of $\sim$, even though $\sim$ may not be finitely generated as a right congruence.

Proposition 8.6. Let $\mathcal{R}$ and $\mathcal{S}$ be subsets of $X^{*} \times X^{*}$, let $\cong$ be the congruence generated by $\mathcal{R}$, and let $\sim$ be the right congruence generated by $\cong$ and $\mathcal{S}$. Set $Y=X \cup\{\#\}$ and $\mathcal{T}=\{(\# P, \# Q) \mid(P, Q) \in \mathcal{S}\}$. The $\sim$-classes are in one-to-one correspondence with the classes in $\# X^{*}$ of the two-sided congruence $\equiv$ on $Y^{*}$ generated by $\mathcal{R} \cup \mathcal{T}$.

Proof. If $U$ is in $X^{*}$, then replacing a subword $P$ in $\# U$ with $Q$, where $(P, Q)$ or $(Q, P)$ is in $\mathcal{R} \cup \mathcal{T}$, yields a word in $\# X^{*}$. Thus $\# X^{*}$ is a union of $\equiv$-classes. Similarly, if $V$ is in $X^{*}$, then $U \sim V$ if and only if $\# U \equiv \# V$.

Suppose in the notation of Proposition 8.6 that $\prec$ is a reduction ordering on $Y^{*}$ such that $\mathcal{U}=\mathrm{RC}(Y, \prec, \mathcal{R} \cup \mathcal{T})$ is finite. Then we may use the Knuth-Bendix procedure to compute $\mathcal{U}$ and compute canonical forms for $\sim$ by rewriting with respect to $\mathcal{U}$.

Example 8.1. Let $X=\{a, b\}, \mathcal{R}=\{(b a, a b)\}$, and $\mathcal{S}=\left\{\left(a b^{4}, a^{3} b^{2}\right),\left(a^{7}, a b^{3}\right)\right\}$. Set $Y=\{a, b, \#\}$ and let $\prec$ be the length-plus-lexicographic ordering of $Y^{*}$ with \# $\prec a \prec b$. Then $\operatorname{KBS}_{-} 2(Y, \prec, \mathcal{R} \cup \mathcal{T} ; \mathcal{U})$ terminates with $\mathcal{U}$ as the
following rewriting system:

$$
\begin{aligned}
b a & \rightarrow a b, & \# a^{3} b^{4} \rightarrow \# a^{5} b^{2}, \\
\# a b^{4} & \rightarrow \# a^{3} b^{2}, & \# a^{4} b^{4} \rightarrow \# a^{6} b^{2}, \\
\# a^{2} b^{4} & \rightarrow \# a^{4} b^{2}, & \# a^{5} b^{4} \rightarrow \# a^{3} b^{3}, \\
\# a^{7} & \rightarrow \# a b^{3}, & \# a^{6} b^{4} \rightarrow \# a^{4} b^{3} .
\end{aligned}
$$

To compute the canonical form for $U=b a^{2} b^{3} a^{2} b^{2} a^{3} b$, we rewrite \#U with respect to $\mathcal{U}$. Using just the rule $b a \rightarrow a b$, we have $\# U \stackrel{*}{\mathcal{R}} \# a^{7} b^{7}$. Then we have

$$
\# a^{7} b^{7}=\frac{\# a a a a a a a b b b b b b b \rightarrow \# a b b b b b b b b b b \rightarrow \# a a a b b b b b b b b \rightarrow}{\# a a a a a b b b b b b} \rightarrow \underline{\# a a a b b b b b b} \rightarrow \# a a a a a b b b .
$$

Thus the canonical form for $U$ is $a^{5} b^{3}$. Note that $\sim$ has infinitely many classes. The words $\# b^{i}$ are all irreducible with respect to $\mathcal{U}$, so $\varepsilon, b, b^{2}, \ldots$ are all canonical forms for $\sim$.

Example 8.2. Let $X, \prec$, and $\mathcal{R}$ be as in Example 8.1, and let $\mathcal{S}=$ $\left\{\left(a b^{4}, a^{3} b^{2}\right)\right\}$. Since $a b^{4} \sim a^{3} b^{2}$, for $i \geq 1$ we have

$$
a^{i} b^{4} \sim a b^{4} a^{i-1} \sim a^{3} b^{2} a^{i-1} \sim a^{i+2} b^{2}
$$

It is not hard to show that the set of rules consisting of $b a \rightarrow a b$ and $\# a^{i} b^{4} \rightarrow \# a^{i+2} b^{2}, i=1,2, \ldots$, is reduced and confluent. Thus the canonical forms for $\sim$ with respect to $\prec$ are the words $a^{i} b^{j}$ with $j<4$ or $i=0$.

We shall now investigate an important special case of the situation described in Proposition 8.6. To do so, we must fix a fair amount of notation:
$X$, a finite set,
$F$, the free group generated by $X$,
$\mathcal{R}=\operatorname{FGRel}(X)$, the standard set of monoid defining relations for $F$,
$\cong$, free equivalence, the congruence on $X^{ \pm *}$ generated by $\mathcal{R}$,
$[U]$, the $\cong$-class containing the word $U$,
$Y=X^{ \pm} \cup\{\#\}$,
$\prec$, a reduction ordering of $Y^{*}$,
$\mathcal{S}$, a finite subset of $X^{ \pm *} \times X^{ \pm *}$.
$\sim$, the right congruence on $X^{ \pm *}$ generated by $\mathcal{S}$ and $\cong$,
$H$, the subgroup of $F$ generated by the elements $\left[P Q^{-1}\right]=[P][Q]^{-1}$ with $(P, Q)$ in $\mathcal{S}$,
$\mathcal{T}=\{(\# P, \# Q) \mid(P, Q) \in \mathcal{S}\}$.

The congruence classes of $\sim$ correspond to the right cosets of $H$ in $F$.
Proposition 8.7. If $U$ and $V$ are in $X^{ \pm *}$, then $U \sim V$ if and only if $H[U]=$ $H[V]$.

Proof. As noted above, $\sim$ is the pullback to $X^{ \pm *}$ of the right congruence on $F$ generated by the image of $\mathcal{S}$ in $F \times F$. The proposition now follows from Exercise 4.1 in Chapter 1.

Let $\mathcal{C}$ be the set of canonical forms for $\sim$ with respect to $\prec$. For $U$ in $X^{ \pm *}$ let $\bar{U}$ be the element of $\mathcal{C}$ with $U \sim \bar{U}$. Finally, let $\mathcal{P}$ be the set of freely reduced words $P$ such that $P$ is not in $\mathcal{C}$ but every proper prefix of $P$ is in $\mathcal{C}$, and let $\mathcal{S}_{1}$ be the set of pairs $(P, \bar{P})$ with $P$ in $\mathcal{P}$.

Proposition 8.8. The sets $\mathcal{P}$ and $\mathcal{S}_{1}$ are finite, and $\sim$ is generated by $\mathcal{S}_{1}$ and $\cong$.

Proof. The right congruence generated by $\mathcal{S}_{1}$ and $\cong$ is contained in $\sim$. However, we can compute canonical forms for $\sim \operatorname{using} \mathcal{S}_{1}$ and $\mathcal{R}$. Given a word $U$ in $X^{ \pm *}$, we can freely reduce $U$ using $\mathcal{R}$. If at this point $U$ is not in $\mathcal{C}$, then there is a prefix $P$ of $U$ which is in $\mathcal{P}$, and $(P, \bar{P})$ is in $\mathcal{S}_{1}$. We can replace $P$ by $\bar{P}$ and continue rewriting until an element of $\mathcal{C}$ is obtained. Thus $\mathcal{S}_{1}$ and $\cong$ generate $\sim$. Moreover, if $\mathcal{T}_{1}=\left\{(\# P, \# Q) \mid(P, Q) \in \mathcal{S}_{1}\right\}$, then $\mathcal{T}_{1} \cup \mathcal{R}$ is a confluent rewriting system on $Y^{*}$.

It remains to show that $\mathcal{P}$ and $\mathcal{S}_{1}$ are finite. If $(P, Q)$ is in $\mathcal{S}_{1}$, then $P$ and $Q$ are freely reduced and $P$ and $Q$ do not end in the same element of $X^{ \pm}$, for if $P=A u$ and $Q=B u$ with $u$ in $X^{ \pm}$, then

$$
A \sim A u u^{-1}=P u^{-1} \sim Q u^{-1}=B u u^{-1} \sim B
$$

Since both $A$ and $B$ are in $\mathcal{C}$, this means $A=B$. Thus $P=Q$, which is not true. Since $P$ and $Q$ are freely reduced and do not end in the same generator, $P Q^{-1}$ is freely reduced.

Lemma 8.9. Suppose that $(P, Q)$ and $(R, S)$ are in $\mathcal{S}_{1}$ and $P Q^{-1}=R S^{-1}$. Then $P=R$ and $Q=S$.

Proof. Either $P$ is a prefix of $R$ or $R$ is a prefix of $P$. Since proper prefixes of $P$ and $R$ are in $\mathcal{C}$, we must have $P=R$. Then $Q^{-1}=S^{-1}$, so $Q=S$.

Lemma 8.10. If $u$ is in $X^{ \pm}$and $(A u, Q)$ is in $\mathcal{S}_{1}$, then $\left(Q u^{-1}, A\right)$ is in $\mathcal{S}_{1}$.
Proof. As noted above, $Q u^{-1}$ is freely reduced. Moreover, $Q u^{-1} \sim$ $A u u^{-1} \sim A$ and $Q u^{-1} \neq A$. Since $A$ is in $\mathcal{C}$, it follows that $Q u^{-1} \succ A$. Also, since $Q$ is in $\mathcal{C}, Q u^{-1}$ is in $\mathcal{P}$. Thus $\left(Q u^{-1}, A\right)$ is in $\mathcal{S}_{1}$.

In Lemma 8.10, $\left(Q u^{-1}\right) A^{-1}=\left(A u Q^{-1}\right)^{-1}$. Therefore the set $\mathcal{H}$ of words $P Q^{-1}$ with $(P, Q)$ in $\mathcal{S}_{1}$ is closed under the map ${ }^{-1}$. The image of $\mathcal{H}$ in $F$ generates $H$. Since $H$ is finitely generated, there is a finite subset $\mathcal{S}_{2}$ of $\mathcal{S}_{1}$ such that the set $\mathcal{H}_{2}$ of words $P Q^{-1}$ with $(P, Q)$ in $\mathcal{S}_{2}$ is closed under ${ }^{-1}$ and the image of $\mathcal{H}_{2}$ in $F$ generates $H$ as a monoid. Thus $\sim$ is generated by $\mathcal{S}_{2}$ and $\cong$. If $u$ is in $X^{ \pm}$and $(A u, Q)$ is in $\mathcal{S}_{2}$, then $\left(A u Q^{-1}\right)^{-1}=Q u^{-1} A^{-1}$ is in $\mathcal{H}_{2}$. By Lemmas 8.9 and 8.10, the pair $\left(Q u^{-1}, A\right)$ is in $\mathcal{S}_{2}$. Let $\mathcal{T}_{2}=$ $\left\{(\# P, \# Q) \mid(P, Q) \in \mathcal{S}_{2}\right\}$.

Lemma 8.11. The rewriting system $\mathcal{T}_{2} \cup \mathcal{R}$ is reduced and confluent.
Proof. Since $\mathcal{T}_{2} \cup \mathcal{R}$ is a subset of the reduced system $\mathcal{T}_{1} \cup \mathcal{R}$, it follows that $\mathcal{T}_{2} \cup \mathcal{R}$ is reduced. Since $\mathcal{R}$ is confluent and $\mathcal{T}_{2}$ is reduced, we need to consider only overlaps of an element $(\# A u, \# Q)$ in $\mathcal{T}_{2}$ and an element $u u^{-1}$ in $\mathcal{R}$. Processing this overlap leads to the following reductions:

$$
\# A u u^{-1} \rightarrow \# A, \quad \# A u u^{-1} \rightarrow \# Q u^{-1} \rightarrow \# A
$$

Thus we have confluence.
Let $\equiv$ be the congruence on $Y^{*}$ generated by $\mathcal{T} \cup \mathcal{R}$. Since both $\mathcal{T}_{1} \cup \mathcal{R}$ and $\mathcal{T}_{2} \cup \mathcal{R}$ are reduced, confluent rewriting systems on $Y^{*}$ which generate $\equiv$, it follows that $\mathcal{T}_{1} \cup \mathcal{R}=\mathcal{T}_{2} \cup \mathcal{R}=\mathrm{RC}(Y, \prec, \mathcal{T} \cup \mathcal{R})$ is finite, as is $\mathcal{P}$. Therefore the call KBS_2(Y,, $\mathcal{T} \cup \mathcal{R} ; \mathcal{U})$ terminates with $\mathcal{U}=\mathcal{T}_{1} \cup \mathcal{R}$. This completes the proof of Proposition 8.8.

Proposition 8.12. Suppose that $\prec$ is consistent with length. Then $|P| \leq$ $|Q|+2$ for all $(P, Q)$ in $\mathcal{S}_{1}$.

Proof. Let $P=T u$ with $u$ in $X^{ \pm}$. Then $Q u^{-1} \sim T$. Since $T$ is in $\mathcal{C}$ and $T \neq Q u^{-1}$, we have $Q u^{-1} \succ T$. Since $\prec$ is consistent with length, $\left|Q u^{-1}\right| \geq|T|$. Thus $|Q|+1 \geq|P|-1$ or $|P| \leq|Q|+2$.

The computation of $\mathcal{T}_{1}$ is essentially the process usually referred to as Nielsen reduction, at least in the case in which $\prec$ is a length-pluslexicographic ordering. For any word $U$ in $X^{ \pm *}$, let $L(U)$ denote the length of the freely reduced word freely equivalent to $U$. Let $\mathcal{A}$ be a set of nonempty words in $X^{ \pm *}$ which are freely reduced, and set $\mathcal{A}^{-1}=$ $\left\{A^{-1} \mid A \in \mathcal{A}\right\}$. The set $\mathcal{A}$ is said to be Nielsen reduced if the following additional conditions hold:
(1) $\mathcal{A} \cap \mathcal{A}^{-1}=\emptyset$.
(2) If $A$ and $B$ are in $\mathcal{A} \cup \mathcal{A}^{-1}$ and $L(A B)<|A|$, then $B=A^{-1}$.
(3) If $A, B$, and $C$ are in $\mathcal{A} \cup \mathcal{A}^{-1}$ and $L(A B C) \leq|A|-|B|+|C|$, then $B=A^{-1}$ or $B=C^{-1}$.

For each pair $\left\{A, A^{-1}\right\}$ in $\mathcal{H}=\mathcal{H}_{2}$ above, pick one representative, and let $\mathcal{A}$ denote the set of words thus selected.

Proposition 8.13. If $\prec$ is consistent with length, then $\mathcal{A}$ is Nielsen reduced.
Proof. By construction, elements of $\mathcal{A}$ are nonempty and freely reduced. Moreover, $\mathcal{A} \cap \mathcal{A}^{-1}=\emptyset$, since $A \neq A^{-1}$ for all nonempty, freely reduced words $A$. Suppose that $A$ and $B$ are in $\mathcal{A} \cup \mathcal{A}^{-1}$ and $L(A B)<|A|$. Let $A=P Q^{-1}$ and $B=R S^{-1}$ with $(P, Q)$ and $(R, S)$ in $\mathcal{S}_{1}$. Since $A$ and $B$ are freely reduced, a prefix of $B$ of length greater than $|B| / 2$ cancels a suffix of $A$. If $R$ cancels a suffix of $Q^{-1}$, then $R$ is a prefix of $Q$, which is not possible since $Q$ is in $\mathcal{C}$. Thus $Q^{-1}$ is canceled, so $Q$ is a proper prefix of $R$. Let $R=Q D$. Then $D \neq \varepsilon$ and $D^{-1}$ is a suffix of $P$. Suppose $P=E D^{-1}$. Then $E D^{-1} \sim Q$ and $Q D \sim S$. But this means that $E \sim E D^{-1} D \sim Q D \sim S$. Since both $E$ and $S$ are in $\mathcal{C}$, it follows that $E=S$. Therefore $A=S D^{-1} Q^{-1}$ and $B=Q D S^{-1}=A^{-1}$.

Now suppose that $A, B$, and $C$ are in $\mathcal{A} \cup \mathcal{A}^{-1}$ and $L(A B C) \leq|A|-|B|+$ $|C|$. By the previous argument, at most half of $B$ cancels a suffix of $A$, and at most half of $B$ cancels a prefix of $C$. Thus we can write $B=U V^{-1}$, with $|U|=|V|$, and $U$ cancels a suffix of $A$ and $V^{-1}$ cancels a prefix of $C$. Now $U \sim V$. Suppose $U \succ V$. Then $(U, V)$ is in $\mathcal{S}_{1}$, and we conclude that $B=A^{-1}$ as above. If $V \succ U$, then $(V, U)$ is in $\mathcal{S}_{1}$, and a similar argument shows that $B=C^{-1}$.

The following example shows that the assumption on $\prec$ in Proposition 8.13 is necessary.

Example 8.3. Let $X=\{a, b, c\}$, let $\prec$ be the basic wreath product ordering of $Y^{*}$ in which \# $\prec a \prec a^{-1} \prec b \prec b^{-1} \prec c \prec c^{-1}$, and let $\mathcal{S}$ consist of the following pairs:

$$
b \rightarrow a^{2}, \quad a^{2} b^{-1} \rightarrow \varepsilon, \quad c \rightarrow a^{2}, \quad a^{2} c^{-1} \rightarrow \varepsilon
$$

Then $\mathcal{T} \cup \mathcal{R}$ is reduced and confluent. The set $\mathcal{H}$ consists of the words $b a^{-2}$, $a^{2} b^{-1}, c a^{-2}$, and $a^{2} c^{-1}$. If $A=b a^{-2}$ and $B=a^{2} c^{-1}$, then the free reduction of $A B$ is $b c^{-1}$, which has length less than $A$.

Our interest in Nielsen reduced sets is justified by the following proposition.

Proposition 8.14. If $\mathcal{A}$ is a subset of $X^{ \pm *}$ which is Nielsen reduced, then the image of $\mathcal{A}$ in $F$ is a set of free generators for the subgroup it generates.

Proof. See Theorem 7.3.1 of [Hall 1959] or the discussion in Section 3.2 of [Magnus et al. 1976].

Corollary 8.15. Every finitely generated subgroup of $F$ is free.
Proof. Let $\mathcal{B}$ be a finite set of reduced words. Take the preceding $\mathcal{S}$ to be the set of pairs $(B, \varepsilon)$, with $B$ in $\mathcal{B}$. Then $H$ is the subgroup of $F$ generated by the image of $\mathcal{B}$. Let $\prec$ be a length-plus-lexicographic ordering on $Y^{*}$. By Proposition 8.13, there is a Nielsen reduced set $\mathcal{A}$ whose image in $F$ generates $H$. By Proposition 8.14, $H$ is free.

More information about the uses of Nielsen reduction can be found in [Hall 1959], [Magnus et al. 1976], and [Lyndon \& Schupp 1977].

We close this section with a final comment about Proposition 8.6. It may happen that $\sim$ has only finitely many classes but $\operatorname{RC}(X, \prec, \cong)$ is infinite. In this situation, the Knuth-Bendix procedure will churn along indefinitely, producing longer and longer rules for $\cong$, rules which are unnecessary in computing canonical forms for $\sim$. It is still possible to obtain enough information to compute canonical forms for $\sim$ using the rewriting-system approach. How this is done is described in Section 3.10.

## Exercise

8.1. Let $X=\{a, b\}$, let $F$ be the free group generated by $X$, and let $H$ be the subgroup of $F$ generated by the images of $a b a^{3} b^{2} a, a b^{2} a^{2} b^{-1}$, and $a^{-2} b^{-1} a^{-1}$. Find a Nielsen reduced set of words whose image in $F$ generates $H$.

## 3

## Automata and rational languages

The theory of formal languages is an important part of theoretical computer science. The theory classifies subsets of free monoids according to the difficulty of deciding whether a given word belongs to the subsets. From this point of view, the simplest subsets are the finite ones. The next simplest are called rational languages. If $\mathcal{L}$ is a rational language, then $\mathcal{L}$ may be infinite, but there is a finite combinatorial object called an automaton with which one can decide whether a word $U$ belongs to $\mathcal{L}$ in time proportional to $|U|$.

One of the first papers to suggest a connection between combinatorial group theory and formal language theory was (Anisimov 1971). Other authors have pursued this topic. See for example (Muller \& Schupp 1983, 1985) and (Gilman 1984b, 1987). However, the work which has stirred up the greatest interest in formal language theory among group theorists is [Epstein et al. 1992]. This book has no less than six authors and the intriguing title Word Processing and Group Theory. One of its most important contributions is the definition of a class of groups in which the multiplication and comparison of elements can be described using automata. Such groups are said to have an automatic structure.

We shall not attempt here an exposition of the theory of groups with an automatic structure. However, the present chapter provides an introduction to a number of applications of automata in combinatorial group theory. Automata can be used as index structures to rewriting systems. Automata also appear in one approach to studying right congruences on finitely presented monoids using the Knuth-Bendix procedure for strings. Automata have been used for over 50 years, usually without the term being explicitly mentioned, in the procedure coset enumeration discussed in Chapters 4 and 5.

To streamline the exposition in this chapter, an unorthodox approach to the subject of rational languages has been adopted. A result usually referred to as the Myhill-Nerode theorem is taken as the definition of a rational language. Traditional expositions of this material may be found
in [Aho et al. 1974], [Eilenberg 1974], and [Revesz 1983]. The presentation given here was strongly influenced by [Epstein et al. 1992] and by [Eilenberg 1974].

### 3.1 Languages

Let $X$ be a set. A language over $X$ is simply a subset of $X^{*}$, that is, a set of words. In this context, $X$ is called the alphabet of the language. Let $\mathcal{L}$ and $\mathcal{M}$ be languages over $X$. The union $\mathcal{L} \cup \mathcal{M}$, the intersection $\mathcal{L} \cap \mathcal{M}$, and the complement $X^{*}-\mathcal{L}$ are also languages. The product language $\mathcal{L M}$ was defined in Section 1.2 to be $\{U V \mid U \in \mathcal{L}, V \in \mathcal{M}\}$. We define $\mathcal{L}^{0}$ to be $\{\varepsilon\}$, and for a positive integer $k$ we put $\mathcal{L}^{k}=\mathcal{L} \mathcal{L} \ldots \mathcal{L}$, where the product has $k$ factors.

It is conventional to denote

$$
\mathcal{K}=\bigcup_{k \geq 0} \mathcal{L}^{k}
$$

by $\mathcal{L}^{*}$. As remarked in Section $1.2, \mathcal{L}^{*}$ has already been defined as the set of all finite sequences of elements of $\mathcal{L}$, and $\mathcal{K}$ is the set of products of these sequences. That is, $\mathcal{K}$ is the submonoid generated by $\mathcal{L}$. Nevertheless, in this chapter we shall follow tradition and write $\mathcal{L}^{*}$ for $\mathcal{K}$.

Let $\mathcal{L}$ be a language over $X$. It is possible to classify elements of $X^{*}$ according to the ways in which they can be extended to yield elements of $\mathcal{L}$. For $W$ in $X^{*}$, set

$$
C(\mathcal{L}, W)=\left\{U \in X^{*} \mid W U \in \mathcal{L}\right\}
$$

We call $C(\mathcal{L}, W)$ the $\mathcal{L}$-cone of $W$, or simply the cone of $W$ when $\mathcal{L}$ is clear from the context.

Example 1.1. If $\mathcal{L}=X^{*}$, then $C(\mathcal{L}, W)=X^{*}$ for every $W$ in $X^{*}$.
Example 1.2. If $\mathcal{L}=\emptyset$, then $C(\mathcal{L}, W)=\emptyset$ for all $W$.
Example 1.3. If $\mathcal{L}=\{\varepsilon\}$, then $C(\mathcal{L}, \varepsilon)=\{\varepsilon\}$ and $C(\mathcal{L}, W)=\emptyset$ for every nonempty word $W$.

Example 1.4. Suppose $X=\{a\}$ and $\mathcal{L}=\left\{a^{2 i} \mid i \geq 0\right\}$, the set of words in $X^{*}$ of even length. Then $C(\mathcal{L}, W)$ is $\mathcal{L}$ or $\left\{a^{2 i+1} \mid i \geq 0\right\}$ according as $|W|$ is even or odd.

For any language $\mathcal{L}$ over $X$, the cone $C(\mathcal{L}, \varepsilon)$ is $\mathcal{L}$. If $W$ is in $X^{*}$, then $W$ is in $\mathcal{L}$ if and only if $C(\mathcal{L}, W)$ contains $\varepsilon$. Also, $W$ is a prefix of one or more elements of $\mathcal{L}$ if and only if $C(\mathcal{L}, W)$ is nonempty.

If $\mathcal{L}$ is a language over $X$, then $C(\mathcal{L})$ is defined to be $\left\{C(\mathcal{L}, W) \mid W \in X^{*}\right\}$, the set of cones of $\mathcal{L}$. We say that $\mathcal{L}$ is rational if $X$ and $C(\mathcal{L})$ are both finite.

Proposition 1.1. Suppose $\mathcal{L}$ is a finite language over a finite alphabet $X$. Then $\mathcal{L}$ is rational.

Proof. Let $m$ be the maximum length of $|U|$ for $U$ in $\mathcal{L}$. If $W$ is in $X^{*}$ and $|W|>m$, then $C(\mathcal{L}, W)=\emptyset$. Since $X$ is finite, there are only finitely many words $W$ with $|W| \leq m$, and hence $C(\mathcal{L})$ is finite.

The empty set may or may not be a cone of a language $\mathcal{L}$. The empty set is in $C(\mathcal{L})$ if and only if there is a word $W$ which is not a prefix of any element of $\mathcal{L}$. Let $C_{t}(\mathcal{L})=C(\mathcal{L})-\{\emptyset\}$. Elements of $C_{t}(\mathcal{L})$ will be called trim cones. It is easy to see that $C_{t}(\mathcal{L})=\emptyset$ if and only if $\mathcal{L}=\emptyset$.

Example 1.4 describes an infinite rational language. As we shall see, all rational languages have nice finite descriptions which make computing with rational languages much simpler than working with arbitrary languages.

Proposition 1.2. Let $\mathcal{L}$ and $\mathcal{M}$ be rational languages over $X$. The following languages are rational: $\mathcal{L} \cup \mathcal{M}, \mathcal{L} \cap \mathcal{M}, X^{*}-\mathcal{L}, \mathcal{L} \mathcal{M}, \mathcal{L}^{*}$.

Proof. Let $W$ be in $X^{*}$. Then

$$
\begin{aligned}
C(\mathcal{L} \cup \mathcal{M}, W) & =C(\mathcal{L}, W) \cup C(\mathcal{M}, W) \\
C(\mathcal{L} \cap \mathcal{M}, W) & =C(\mathcal{L}, W) \cap C(\mathcal{M}, W) \\
C\left(X^{*}-\mathcal{L}, W\right) & =X^{*}-C(\mathcal{L}, W)
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& C(\mathcal{L} \cup \mathcal{M}) \subseteq\{\mathcal{U} \cup \mathcal{V} \mid \mathcal{U} \in C(\mathcal{L}), \mathcal{V} \in C(\mathcal{M})\} \\
& C(\mathcal{L} \cap \mathcal{M}) \subseteq\{\mathcal{U} \cap \mathcal{V} \mid \mathcal{U} \in C(\mathcal{L}), \mathcal{V} \in C(\mathcal{M})\} \\
& C\left(X^{*}-\mathcal{L}\right)=\left\{X^{*}-\mathcal{U} \mid \mathcal{U} \in C(\mathcal{L})\right\}
\end{aligned}
$$

In each case the set on the right is finite, so $\mathcal{L} \cup \mathcal{M}, \mathcal{L} \cap \mathcal{M}$, and $X^{*}-\mathcal{L}$ are rational.

Computing $C(\mathcal{L M}, W)$ is a little more complicated. Suppose $W U=P Q$, where $P$ is in $\mathcal{L}$ and $Q$ is in $\mathcal{M}$. We have two cases, depending on whether $W$ is a prefix of $P$ or $P$ is prefix of $W$. Suppose $P=W R$. Then $R$ is in $C(\mathcal{L}, W)$, and $Q$ can be any element of $\mathcal{M}$. If $W=P R$, then $U$ is in $C(\mathcal{M}, R)$. From this it follows that

$$
C(\mathcal{L} \mathcal{M}, W)=C(\mathcal{L}, W) \mathcal{M} \cup \bigcup_{R} C(\mathcal{M}, R)
$$

where the union is over those words $R$ with the property that there is a word $P$ in $\mathcal{L}$ such that $W=P R$. Thus the cones of $\mathcal{L M}$ are among the sets which can be constructed as follows: Choose a cone of $\mathcal{L}$ and take the product with $\mathcal{M}$, then form the union of this with the union of a subset of $C(\mathcal{M})$. Only finitely many sets can be constructed this way, so $C(\mathcal{L M})$ is finite.

Finally, suppose $U$ is in $C\left(\mathcal{L}^{*}, W\right)$. Then $W U=P_{1} \ldots P_{n}$, where the $P_{i}$ are in $\mathcal{L}$. We can write $W=P_{1} \ldots P_{m} Q$, where $Q=\varepsilon$ if $m=n$, and $Q$ is a prefix of $P_{m+1}$ if $m<n$. Then $U=R P_{m+2} \ldots P_{n}$, where $R=\varepsilon$ if $m=n$, and $P_{m+1}=Q R$ if $m<n$. In either case, $U$ is in $C(\mathcal{L}, Q) \mathcal{L}^{*}$. Therefore

$$
C\left(\mathcal{L}^{*}, W\right)=\left[\bigcup_{Q} C(\mathcal{L}, Q)\right] \mathcal{L}^{*}
$$

where the union is over those words $Q$ for which there is a $V$ in $\mathcal{L}^{*}$ such that $W=V Q$. Since $C(\mathcal{L})$ is finite, there are only finitely many possibilities for $C\left(\mathcal{L}^{*}, W\right)$.

Propositions 1.1 and 1.2 allow us to construct a great many rational languages. In fact, it can be shown that every rational language can be built up from finite sets by repeated use of Proposition 1.2. We shall not need this fact here. A proof may be found in [Aho et al. 1974].

It will be useful to have an example of a language which is not rational.
Example 1.5. Let $X=\{a, b\}$ and let $\mathcal{L}=\left\{a^{i} b^{i} \mid i \geq 0\right\}$. Then for $k \geq 1$ we have $C\left(\mathcal{L}, a^{k}\right)=\left\{a^{i} b^{i+k} \mid i \geq 0\right\}$ and $C\left(\mathcal{L}, a^{k} b\right)=\left\{b^{k-1}\right\}$. Thus clearly $C(\mathcal{L})$ is infinite and $\mathcal{L}$ is not rational.

Proposition 1.3. Let $\mathcal{U}$ be a finite subset of $X^{*}$. The two-sided ideal $\mathcal{I}$ and the right ideal $\mathcal{J}$ generated by $\mathcal{U}$ are rational languages, as are their complements.

Proof. By Proposition 1.1, $\mathcal{U}$ is rational. Now $\mathcal{I}=X^{*} \mathcal{U} X^{*}$ and $\mathcal{J}=\mathcal{U} X^{*}$, so both are rational by Proposition 1.2. Also, the complements of $\mathcal{I}$ and $\mathcal{J}$ are rational by Proposition 1.2.

Corollary 1.4. If $(X, \mathcal{R})$ is a finite monoid presentation and $\mathcal{R}$ is a confluent rewriting system with respect to a reduction ordering $\prec$, then the set of canonical forms for $\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ relative to $\prec$ is a rational language over $X$.

Proof. The set of canonical forms is the complement of the ideal generated by the left sides in $\mathcal{R}$.

In addition to the closure properties of Proposition 1.2, the set of rational languages over $X$ is closed under taking prefixes.

Proposition 1.5. Let $\mathcal{L}$ be a rational language over $X$. The set $\mathcal{P}$ of words which are prefixes of at least one element of $\mathcal{L}$ is a rational language.

Proof. Let $W$ be in $X^{*}$. A word $U$ is in $C(\mathcal{P}, W)$ if and only if $W U$ is in $\mathcal{P}$, which is true if and only if there is a word $V$ such that $W U V$ is in $\mathcal{L}$. But this says that $C(\mathcal{P}, W)$ is the set of prefixes of the elements of $C(\mathcal{L}, W)$. Since $C(\mathcal{L})$ is finite, there are only finitely many possibilities for $C(\mathcal{P}, W)$.

## Exercises

1.1. Which of the following languages are rational over $\{a, b\}$ ?
(a) $\left\{a^{3 i+1} \mid i \geq 0\right\}$
(b) $\left\{b^{i^{2}} \mid i \geq 1\right\}$
(c) $\left\{(a b)^{i} \mid i \geq 0\right\}$
(d) $\left\{a^{2 i} b^{3 j} \mid i, j \geq 0\right\}$
1.2. Suppose $k$ is a nonnegative integer and $\mathcal{L}$ is the set of words of length $k$ over a finite alphabet $X$. For $W$ in $X^{*}$ describe $C(\mathcal{L}, W)$.
1.3. Let $\mathcal{L}$ be a rational language over $X$. Show that $C(\mathcal{L}, W)$ is a rational language for each $W$ in $X^{*}$.
1.4. Let $\mathcal{L}$ be a language over $X$. For $W$ in $X^{*}$ let $B(\mathcal{L}, W)=\left\{U \in X^{*} \mid U W \in \mathcal{L}\right\}$, the backward $\mathcal{L}$-cone of $W$, and let $B(\mathcal{L})=\left\{B(\mathcal{L}, W) \mid W \in X^{*}\right\}$. For $\sigma$ in $C(\mathcal{L})$, let $D(\sigma)=$ $\left\{W \in X^{*} \mid C(\mathcal{L}, W)=\sigma\right\}$. Show that

$$
B(\mathcal{L}, W)=\bigcup_{W \in \sigma} D(\sigma)
$$

Conclude that if $\mathcal{L}$ is rational, then $B(\mathcal{L})$ is finite and

$$
|B(\mathcal{L})| \leq 2^{|C(\mathcal{L})|}
$$

1.5. For a language $\mathcal{L}$ over $X$, put $\mathcal{L}^{\dagger}=\left\{U^{\dagger} \mid U \in \mathcal{L}\right\}$. (Recall that $U^{\dagger}$ is the reversal of $U$.) Prove that $C\left(\mathcal{L}^{\dagger}, W\right)=B\left(\mathcal{L}, W^{\dagger}\right)^{\dagger}$. Deduce from this that $\mathcal{L}$ is rational if and only if $\mathcal{L}^{\dagger}$ is rational.
1.6. Suppose that $\mathcal{L}$ is a rational language over $X$. Show that the set of suffixes of elements of $\mathcal{L}$ and the set of subwords of elements of $\mathcal{L}$ are rational.

### 3.2 Automata

In this section we shall define combinatorial objects called automata and associate to each automaton a language. In Section 3.3 we shall show that the rational languages are precisely the languages associated with finite automata.
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An automaton is a quintuple ( $\Sigma, X, E, A, \Omega$ ), where $\Sigma$ and $X$ are sets, $A$ and $\Omega$ are subsets of $\Sigma$, and $E$ is a set of triples of the form $(\sigma, U, \tau)$, where $\sigma$ and $\tau$ are in $\Sigma$ and $U$ is a word in $X^{*}$ of length at most 1 . Thus $U$ is either the empty word or an element of $X$. Elements of $\Sigma$ are called states, $A$ is the set of initial states, and $\Omega$ is the set of terminal states. We may consider $(\Sigma, E)$ to be a directed graph. If $e=(\sigma, U, \tau)$ is in $E$, then we think of $e$ as a directed edge going from $\sigma$ to $\tau$ and having label $U$ (Figure 3.2.1). In Chapter 7 we shall consider generalized automata, in which edge labels can be arbitrary words in $X^{*}$.

Example 2.1. Let $\Sigma=\{1,2,3\}, X=\{a, b\}, A=\{1\}$, and $\Omega=\{1,3\}$. Let $E$ consist of the following edges:

$$
(1, a, 3), \quad(1, b, 2), \quad(2, b, 1), \quad(2, b, 3), \quad(3, \varepsilon, 2), \quad(3, a, 1) .
$$

We can picture the automaton $(\Sigma, X, E, A, \Omega)$ as shown in Figure 3.2.2. In this diagram, and other diagrams representing finite automata, the following conventions are used: Initial states are represented by squares, and noninitial states by circles. Terminal states have a double boundary; nonterminal states have a single boundary.
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Example 2.2. Let $f: X \rightarrow G$, where $X$ is a set and $G$ is a group. Let $H$ be a subgroup of $G$, let $\Sigma_{S}$ be the set of right cosets of $H$ in $G$, and let $E_{S}$ be the set of triples $(\sigma, x, \tau)$, where $\sigma$ and $\tau$ are in $\Sigma_{S}, x$ is in $X$, and $\sigma f(x)=\tau$. The graph $\left(\Sigma_{S}, E_{S}\right)$ is called the Schreier diagram for $G$ relative to $H, X$, and $f$. (Traditionally, this term has been used only when $f(X)$ is a monoid generating set for $G$.) We shall call ( $\Sigma_{S}, X, E_{S},\{H\},\{H\}$ ) the $S c h r e i e r ~ a u t o m a t o n ~ f o r ~ G ~ r e l a t i v e ~ t o ~ H, X, ~ a n d ~ f . ~ W h e n ~ H ~ i s ~ t h e ~ t r i v i a l ~$ subgroup, so that $\Sigma_{S}$ can be identified with $G$, the terms Cayley diagram and Cayley automaton are sometimes used.

Example 2.3. We can generalize Example 2.2 to right congruences on monoids. Let $f: X \rightarrow M$, where $X$ is a set and $M$ is a monoid. Let $\sim$ be a right congruence on $M$ and let $\Sigma$ be the set of $\sim$-classes. If $\sigma$ is in $\Sigma$ and $x$ is in $X$, then $\sigma f(x)$ is contained in a unique element $\tau$ of $\Sigma$. Let $E$ be the set of triples $(\sigma, x, \tau)$, where $\sigma$ and $\tau$ are in $\Sigma, x$ is in $X$, and $\sigma f(x) \subseteq \tau$. For any subsets $A$ and $\Omega$ of $\Sigma$, the quintuple $(\Sigma, X, E, A, \Omega)$ is an automaton. A natural choice is to take $A=\Omega=\{\alpha\}$, where $\alpha$ is the $\sim$-class containing 1 . However, other choices might be useful.

Example 2.4. Let $\Sigma=\{1,2,3,4,5\}$ and let $X=\{a, b\}$. Figure 3.2.3 defines an automaton with eight edges, a single initial state, 1 , and a single terminal state, 5.

Our definition of automaton allows $\Sigma$ and $X$ to be infinite. Computations can normally be performed only with finite automata, automata for which $\Sigma$ and $X$ are finite.
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Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be an automaton. A path in $\mathcal{A}$ is a sequence $P$ of edges in $E$ of the form

$$
\left(\sigma_{0}, U_{1}, \sigma_{1}\right),\left(\sigma_{1}, U_{2}, \sigma_{2}\right), \ldots,\left(\sigma_{t-1}, U_{t}, \sigma_{t}\right)
$$

where each edge after the first begins at the state at which the previous edge ends. The path $P$ is said to go from $\sigma_{0}$ to $\sigma_{t}$ and to have length $t$. The state $\sigma_{0}$ is the starting point, $\sigma_{t}$ is the endpoint, and $\sigma_{1}, \ldots, \sigma_{t-1}$ are the intermediate states of $P$. The signature of $P$ is the product $\operatorname{Sg}(P)=$ $U_{1} U_{2} \ldots U_{t}$ of the labels on the edges of $P$. For any state $\sigma$, we allow the empty path from $\sigma$ to $\sigma$ and define its signature to be $\varepsilon$. In Example 2.1, let $P$ be the following sequence of edges:

$$
(1, a, 3), \quad(3, \varepsilon, 2), \quad(2, b, 3), \quad(3, \varepsilon, 2), \quad(2, b, 1)
$$

Then $P$ is a path of length 5 from 1 to 1 having signature $a b^{2}$.
Let $\Lambda$ and $\Phi$ be subsets of $\Sigma$. If $P$ is a path in $\mathcal{A}$ such that the starting point of $P$ is in $\Lambda$ and the endpoint of $P$ is in $\Phi$, then we shall say that $P$ goes from $\Lambda$ to $\Phi$. If $Q$ is a path in $\mathcal{A}$ such that the starting point of $Q$ is the endpoint of $P$, then we can concatenate $P$ and $Q$ to obtain a path $R$ such that $\operatorname{Sg}(R)=\operatorname{Sg}(P) \operatorname{Sg}(Q)$.

The language recognized by an automaton $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ is the set $\mathcal{L}$ of signatures of paths in $\mathcal{A}$ from $A$ to $\Omega$. We shall denote $\mathcal{L}$ by $L(\mathcal{A})$. In Example 2.1, the state 1 is both initial and terminal. Thus the path $P$ above shows that $a b^{2}$ is in the language $\mathcal{L}$ recognized by the automaton of Example 2.1. It is easy to see that $b a$ is not in $\mathcal{L}$.

Example 2.5. It is not difficult to construct automata which recognize $\emptyset$, $\{\varepsilon\}$, and $X^{*}$. Thus $(\emptyset, X, \emptyset, \emptyset, \emptyset)$ recognizes $\emptyset$, as do $(\{1\}, X, \emptyset, \emptyset, \emptyset)$, $(\{1\}, X, \emptyset,\{1\}, \emptyset)$, and $(\{1\}, X, \emptyset, \emptyset,\{1\})$. The last three automata may be pictured as in Figure 3.2.4. The automaton ( $\emptyset, X, \emptyset, \emptyset, \emptyset)$ is the empty automaton with alphabet $X$. The automata in Figure 3.2 .5 recognize $\{\varepsilon\}$. Let $X$ be a set and let $E=\{(1, x, 1) \mid x \in X\}$. Then $(\{1\}, X, E,\{1\},\{1\})$
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recognizes $X^{*}$. Figure 3.2.6 describes this automaton for the case $X=$ $\{a, b\}$.

Example 2.6. Let $U=x_{1} \ldots x_{m}$ be any nonempty word in $X^{*}$. Then the automaton in Figure 3.2 .7 recognizes $\{U\}$, and the automaton in Figure 3.2.8 recognizes $\left\{U^{i} \mid i \geq 0\right\}$.

Example 2.7. Let $\mathcal{A}$ be the Schreier automaton for a group $G$ relative to a subgroup $H$ and a function $f: X \rightarrow G$. We can extend $f$ to be a homomorphism from $X^{*}$ to $G$. The language $L(\mathcal{A})$ is the set of words in $X^{*}$ whose images in $G$ are elements of $H$.

Two automata $\mathcal{A}_{1}=\left(\Sigma_{1}, X, E_{1}, A_{1}, \Omega_{1}\right)$ and $\mathcal{A}_{2}=\left(\Sigma_{2}, X, E_{2}, A_{2}, \Omega_{2}\right)$ with the same alphabet $X$ are isomorphic if there is a bijection $f: \Sigma_{1} \rightarrow \Sigma_{2}$ such that $f\left(A_{1}\right)=A_{2}, f\left(\Omega_{1}\right)=\Omega_{2}$, and the map $(\sigma, U, \tau) \mapsto(f(\sigma), U, f(\tau))$ of $\Sigma_{1} \times X^{*} \times \Sigma_{1}$ to $\Sigma_{2} \times X^{*} \times \Sigma_{2}$ maps $E_{1}$ onto $E_{2}$.

Proposition 2.1. Isomorphic automata recognize the same language.
Proof. Exercise.

The use of the words "automaton" and "recognize" is intended to convey the idea that automata simulate in some way the operation of certain
kinds of computers. It must be emphasized, however, that automata are mathematical, not physical, objects.

We say that an automaton $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ is deterministic if the following conditions hold:
(i) $|A| \leq 1$.
(ii) The label on each edge in $E$ is nonempty.
(iii) For each $\sigma$ in $\Sigma$ and each $x$ in $X$ there is at most one edge ( $\sigma, x, \tau$ ) in $E$.

We can rephrase condition (iii) as follows: If $(\sigma, x, \tau)$ and ( $\sigma, x, \rho$ ) are in $E$, then $\tau=\rho$. The automaton of Example 2.1 is not deterministic, since it contains the edges $(2, b, 1)$ and $(2, b, 3)$ and has an edge with an empty label. The automata of Examples 2.2, 2.4, and 2.5 are deterministic. If $\mathcal{A}$ is deterministic and $A \neq \emptyset$, then $A$ contains a single state. We shall normally denote this unique initial state by $\alpha$.

A complete automaton is one which is deterministic, has exactly one initial state, and satisfies the condition that for each state $\sigma$ and each $x$ in $X$ there is exactly one edge $(\sigma, x, \tau)$ in $E$. The Schreier automata of Example 2.2 are complete, but the automaton of Example 2.4 is not, since there are no edges $(2, b, \tau)$ or $(5, a, \tau)$.

Proposition 2.2. In a deterministic automaton, a path is determined by its starting point and its signature.

Proof. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be a deterministic automaton and suppose that $P$ is a path in $\mathcal{A}$ which starts at $\sigma$ and has signature $V$. If $V=\varepsilon$, then $P$ must have length 0 , since all edge labels have length 1 . Now suppose that $V \neq \varepsilon$ and let $x$ be the first term of $V$. Let $(\sigma, x, \tau)$ be the first edge of $P$. Then by the definition of deterministic automaton, $\tau$ is uniquely determined. Let $V=x W$. The remaining edges of $P$ define a path starting at $\tau$ and having signature $W$. By induction on the length of $P$, this path is unique. Therefore $P$ is determined by $\sigma$ and $V$.

Suppose that $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ is a deterministic automaton and assume that $\sigma$ and $\tau$ are states in $\Sigma$. If $U$ is a word in $X^{*}$ and $U$ is the signature of a path in $\mathcal{A}$ from $\sigma$ to $\tau$, then we shall write $\tau=\sigma^{U}$. The notation does not identify $\mathcal{A}$, which must be clear from the context.

The following procedure can be used to determine whether there is a path which starts at $\sigma$ and has signature $U$.

Procedure $\operatorname{TRACE}(\mathcal{A}, \sigma, U ; \tau, B, C)$;
Input: $\mathcal{A} \quad:$ a finite deterministic automaton $(\Sigma, X, E, A, \Omega)$;
$\sigma \quad:$ a state in $\Sigma$;
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```
    U : a word in X*;
Output: }\tau\quad:\mathrm{ a state in }\Sigma
        B,C : words in X* such that U=BC,\tau=\mp@subsup{\sigma}{}{B},\mathrm{ and }|B|\mathrm{ is}
        as large as possible;
Begin
    \tau:=\sigma;B:=\varepsilon;C:=U;
    While}C\not=\varepsilon\mathrm{ do begin
        Let }x\mathrm{ be the first term of C;
        If }\mp@subsup{\tau}{}{x}\mathrm{ is not defined then break;
        Let (\tau,x,\rho) be in E; Let C=xD;
        B:=Bx;C:=D;\tau:=\rho
    End
End.
```

There is a path $P$ in $\mathcal{A}$ starting at $\sigma$ such that $\operatorname{Sg}(P)=U$ if and only if $\operatorname{TRACE}(\mathcal{A}, \sigma, U ; \tau, B, C)$ returns $B=U$, and hence $C=\varepsilon$.

Example 2.8. Suppose that $X=\{a, b\}$ and $\mathcal{A}$ is given by Figure 3.2.9. The result of $\operatorname{TRACE}\left(\mathcal{A}, 1, a b a^{2} b^{2} a b ; \tau, B, C\right)$ is to set $\tau=3, B=a b a^{2} b$, and $C=b a b$. After $\operatorname{TRACE}\left(\mathcal{A}, 3, a^{3} b a^{2} ; \rho, R, S\right)$, we have $\rho=1, R=a^{3} b^{2} a$, and $S=\varepsilon$.

In view of Proposition 2.2, there is a straightforward way of deciding membership in $L(\mathcal{A})$ for any finite, deterministic automaton $\mathcal{A}=$ $(\Sigma, X, E, A, \Omega)$. Suppose $W$ is in $X^{*}$. If $A=\emptyset$, then $L(\mathcal{A})$ is empty and $W$ is not in $L(\mathcal{A})$. If $A=\{\alpha\}$, then $W$ is in $L(\mathcal{A})$ if and only if the call $\operatorname{TRACE}(\mathcal{A}, \alpha, W ; \tau, B, C)$ returns with $\tau$ in $\Omega$ and $B=W$. We shall show later that membership in $L(\mathcal{A})$ can be decided for any finite automaton $\mathcal{A}$.

The set of edges in a complete, finite automaton is conveniently described by its transition table. The rows of the table are indexed by states, and the columns by elements of $X$. The entry in the $\sigma$-th row and $x$-th column
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is the state $\tau=\sigma^{x}$, that is, the state $\tau$ such that $(\sigma, x, \tau)$ is an edge. For example, the transition table

|  | $a$ | $b$ |
| :--- | :--- | :--- |
| 1 | 2 | 3 |
| 2 | 2 | 3 |
| 3 | 1 | 3 |

describes the edges in the complete automaton shown in Figure 3.2.10.
Suppose that $\mathcal{A}$ is a finite, deterministic automaton which is not complete. We can still use a transition table to describe $\mathcal{A}$, but certain entries will not be defined. On the printed page, undefined entries can be left blank. In a computer, every memory location always has a value, so we must use some value which cannot be interpreted as a state to signal the missing entries in the transition table. Typically, positive integers are used to represent states, and 0 is used to flag undefined entries.

## Exercises

2.1. Construct deterministic automata with $X=\{a\}$ which recognize the languages $\left\{a^{2}, a^{4}, a^{6}\right\}$ and $\left\{a^{2 i} \mid i>0\right\}$. In each case, what is the minimum number of states required?
2.2. Construct the Cayley automaton for the symmetric group $\operatorname{Sym}(3)$ where $X$ is $\{(1,2),(2,3)\}$ and $f$ is the identity map.
2.3. Let $\mathcal{A}$ be the automaton of Example 2.4. What is the result of the call $\operatorname{TRACE}(\mathcal{A}, 1$, $\left.a^{2} b a^{2} b ; \sigma, A, B\right)$ ?
2.4. Let $\mathcal{A}$ be a deterministic automaton and let $P$ and $Q$ be paths in $\mathcal{A}$ with the same starting point. Let $R$ be the longest common initial segment of $P$ and $Q$. Show that $\operatorname{Sg}(R)$ is the longest common prefix of $\operatorname{Sg}(P)$ and $\operatorname{Sg}(Q)$.
2.5. Suppose $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ is an automaton and $A=\Omega \neq \emptyset$. Show that $L(\mathcal{A})$ is a submonoid of $X^{*}$.
2.6. Suppose that $k$ is a nonnegative integer. Let $\Sigma=\{1,2, \ldots, k+1\}$ and $E=$ $\{(i, x, i+1) \mid 1 \leq i \leq k, x \in X\}$. Show that $\mathcal{A}=(\Sigma, X, E,\{1\},\{k+1\})$ recognizes the set of words in $X^{*}$ of length $k$. Draw a diagram for $\mathcal{A}$.
2.7. If $|X|=1$, then we can identify $X^{*}$ with the set of nonnegative integers under addition. Show that rational sets correspond to sets $L$ obtained as follows: Choose a positive number $n$ and a subset $A$ of $\{0,1, \ldots, n-1\}$. Choose finite sets $B$ and $C$ of nonnegative integers. Set $L$ equal to the union of $C$ with the set of nonnegative integers $i$ such that $i$ is not in $B$ and $i \bmod n$ is in $A$.
2.8. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be an automaton. Define $\mathcal{A}^{\dagger}$ to be $\left(\Sigma, X, E^{\dagger}, \Omega, A\right)$, where $E^{\dagger}=$ $\{(\tau, U, \sigma) \mid(\sigma, U, \tau) \in E\}$. Show that $\mathcal{A}^{\dagger}$ is an automaton and that $L\left(\mathcal{A}^{\dagger}\right)=L(\mathcal{A})^{\dagger}$, the set of reversals of the elements of $L(\mathcal{A})$.

### 3.3 Automata, continued

We shall now begin to relate finite automata and rational languages.
Proposition 3.1. Every language $\mathcal{L}$ over an alphabet $X$ is recognized by a complete automaton whose states are the cones of $\mathcal{L}$.

Proof. Let $\Sigma$ be the set $C(\mathcal{L})$ of cones of $\mathcal{L}$. Set $\alpha=C(\mathcal{L}, \varepsilon)=\mathcal{L}$ and put $A=\{\alpha\}$. Let $\Omega$ be the set of cones in $C(\mathcal{L})$ which contain $\varepsilon$.

Lemma 3.2. Let $W$ be a word in $X^{*}$ and set $\sigma=C(\mathcal{L}, W)$. If $x$ is in $X$, then $C(\mathcal{L}, W x)=\left\{U \in X^{*} \mid x U \in \sigma\right\}$.

Proof. Let $U$ be in $X^{*}$. Then $U$ is in $C(\mathcal{L}, W x)$ if and only if $W x U$ is in $\mathcal{L}$, which is true if and only if $x U$ is in $\sigma$.

Let $E$ be the set of triples $(\sigma, x, \tau)$, where $\sigma$ is in $\Sigma, x$ is in $X$, and $\tau=$ $\left\{U \in X^{*} \mid x U \in \sigma\right\}$. By Lemma 3.2, $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ is an automaton, which is clearly complete. To finish the proof of the proposition, we shall show that $\mathcal{A}$ recognizes $\mathcal{L}$.

Lemma 3.3. Let $\left(\sigma_{0}, x_{1}, \sigma_{1}\right), \ldots,\left(\sigma_{t-1}, x_{t}, \sigma_{t}\right)$ be a path in $\mathcal{A}$ starting at $\alpha$. Then $\sigma_{t}=C\left(\mathcal{L}, x_{1} \ldots x_{t}\right)$.

Proof. If $t=0$, then $\sigma_{t}=\alpha=C(\mathcal{L}, \varepsilon)$. Assume $t>0$. By induction on $t$, we know that $C\left(\mathcal{L}, x_{1} \ldots x_{t-1}\right)=\sigma_{t-1}$. By the definition of $E$ and Lemma 3.2, it follows that $\sigma_{t}=C\left(\mathcal{L}, x_{1} \ldots x_{t}\right)$.

A word $U$ is in $\mathcal{L}$ if and only if $C(\mathcal{L}, U)$ contains $\varepsilon$. Since $\mathcal{A}$ is complete, there is a unique path $P$ in $\mathcal{A}$ such that $P$ starts at $\alpha$ and $\operatorname{Sg}(P)=U$. Let $P$ end at $\sigma$. By Lemma 3.3, $\sigma=C(\mathcal{L}, U)$, and $\sigma$ is in $\Omega$ if and only if $U$ is in $\mathcal{L}$. Thus $\mathcal{A}$ recognizes $\mathcal{L}$.

We shall write $A(\mathcal{L})$ for the automaton $\mathcal{A}$ constructed in the proof of Proposition 3.1.

Corollary 3.4. Let $\mathcal{L}$ be a rational language over a finite alphabet $X$. Then $\mathcal{L}$ is recognized by a finite, complete automaton.

Proof. By Proposition 3.1, $\mathcal{L}$ is recognized by the complete automaton $A(\mathcal{L})$. Since $\mathcal{L}$ is rational, $C(\mathcal{L})$ is finite, and therefore $A(\mathcal{L})$ is finite.

Proposition 3.5. If $\mathcal{A}$ is a finite automaton, then $L(\mathcal{A})$ is a rational language.

Proof. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ and let $\mathcal{L}=L(\mathcal{A})$. Suppose $W$ is in $X^{*}$ and $U$ is in $C(\mathcal{L}, W)$. There are paths $P$ and $Q$ in $\mathcal{A}$ such that $P$ goes from $A$ to a state $\sigma, Q$ goes from $\sigma$ to $\Omega, W=\operatorname{Sg}(P)$, and $U=\operatorname{Sg}(Q)$. Conversely, given such paths $P$ and $Q$, then $U$ is in $C(\mathcal{L}, W)$. Let $\Lambda(W)$ be the set of endpoints of paths in $\mathcal{A}$ which start in $A$ and have $W$ as their signature. Then $C(\mathcal{L}, W)$ is the set of signatures of paths from $\Lambda(W)$ to $\Omega$. Thus $C(\mathcal{L}, W)$ depends only on $\Lambda(W)$. Since $\Sigma$ is finite, there are only finitely many possibilities for $\Lambda(W)$. Thus $C(\mathcal{L})$ is finite. In fact,

$$
|C(\mathcal{L})| \leq 2^{|\Sigma|}
$$

Corollary 3.6. A language $\mathcal{L}$ over a finite alphabet $X$ is rational if and only if it is recognized by a finite automaton.

Corollary 3.7. If $\mathcal{A}$ is a finite automaton, then there is a complete, finite automaton $\mathcal{A}_{1}$ such that $L\left(\mathcal{A}_{1}\right)=L(\mathcal{A})$.

Proof. By Proposition 3.6, $L(\mathcal{A})$ is a rational language. By Proposition 3.1, $\mathcal{A}_{1}=A(L(\mathcal{A}))$ is a complete, finite automaton recognizing $L(\mathcal{A})$.

Suppose $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ is a deterministic automaton which is not complete. It is possible to construct a complete automaton $\mathcal{A}_{1}$ such that $L\left(\mathcal{A}_{1}\right)=L(\mathcal{A})$. Let $\infty$ be an object not in $\Sigma$. Set $\Sigma_{1}=\Sigma \cup\{\infty\}$ and let $S$ be the set of pairs ( $\sigma, x$ ) with $\sigma$ in $\Sigma$ and $x$ in $X$ such that there is no edge $(\sigma, x, \tau)$ in $E$. Put

$$
E_{1}=E \cup\{(\sigma, x, \infty) \mid(\sigma, x) \in S\} \cup\{(\infty, x, \infty) \mid x \in X\}
$$

If $A=\emptyset$, then let $A_{1}=\{\infty\}$; otherwise, let $A_{1}=A$. Finally, set $\mathcal{A}_{1}=$ $\left(\Sigma_{1}, X, E_{1}, A_{1}, \Omega\right)$.

Proposition 3.8. $L\left(\mathcal{A}_{1}\right)=L(\mathcal{A})$.
Proof. Exercise.
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We call $\mathcal{A}_{1}$ the completion (more correctly a completion) of $\mathcal{A}$. If $\mathcal{A}$ is already complete, then $\mathcal{A}$ is said to be its own completion.

Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be any automaton and let $\Sigma_{1}$ be a subset of $\Sigma$. Set $A_{1}=A \cap \Sigma_{1}$ and $\Omega_{1}=\Omega \cap \Sigma_{1}$. Define $E_{1}$ to be the set of edges $(\sigma, U, \tau)$ in $E$ such that $\sigma$ and $\tau$ are in $\Sigma_{1}$. The automaton $\mathcal{A}_{1}=\left(\Sigma_{1}, X, E_{1}, A_{1}, \Omega_{1}\right)$ is called the restriction of $\mathcal{A}$ to $\Sigma_{1}$. Every path in $\mathcal{A}_{1}$ is a path in $\mathcal{A}$, so $L\left(\mathcal{A}_{1}\right) \subseteq L(\mathcal{A})$.

Example 3.1. Suppose $X=\{a, b\}$ and $\mathcal{A}$ is the automaton in Figure 3.3.1. The restriction of $\mathcal{A}$ to $\{1,2,3\}$ is shown in Figure 3.3.2.

## Exercises

3.1. Construct a completion of the automaton in Example 2.4.
3.2. Describe the restriction of the automaton in Example 2.4 to $\{1,3,4,5\}$.
3.3. Let $X$ and $Y$ be finite sets and let $f: X^{*} \rightarrow Y^{*}$ be a homomorphism of monoids. Prove that if $\mathcal{L}$ is a rational language over $X$, then $f(\mathcal{L})$ is a rational language over $Y$. (Hint: Let $\mathcal{A}$ be a finite automaton recognizing $\mathcal{L}$. Construct a finite automaton recognizing $f(\mathcal{L})$.)

### 3.4 The subset construction

Suppose $\mathcal{A}$ is a finite automaton. In Corollary 3.7 we proved the existence of a finite, complete automaton $\mathcal{A}_{1}$ such that $L\left(\mathcal{A}_{1}\right)=L(\mathcal{A})$. In this section we shall give a construction of one such $\mathcal{A}_{1}$.

Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$. For any subset $\Lambda$ of $\Sigma$, let $\bar{\Lambda}$ be the set of all states $\mu$ such that there is a path $P$ from $\Lambda$ to $\mu$ with $\operatorname{Sg}(P)=\varepsilon$. Let us call $\bar{\Lambda}$ the closure of $\Lambda$ and define $\Lambda$ to be closed if $\bar{\Lambda}=\Lambda$. It is clear that $\bar{\Lambda}$ is closed.

The automaton $\mathcal{A}_{1}=\left(\Sigma_{1}, X, E_{1}, A_{1}, \Omega_{1}\right)$ is constructed as follows: $\Sigma_{1}$ is the set of closed subsets of $\Sigma, A_{1}=\{\bar{A}\}$, and $\Omega_{1}$ is the set of those elements of $\Sigma_{1}$ which contain a state in $\Omega$. For $\Lambda$ in $\Sigma_{1}$ and $x$ in $X$, let $\Lambda^{x}$ be the set of states $\mu$ such that there is an edge $(\lambda, x, \mu)$ in $E$ with $\lambda$ in $\Lambda$. Put $E_{1}$ equal to the set of triples ( $\Lambda, x, \overline{\Lambda^{x}}$ ) with $\Lambda$ in $\Sigma_{1}$ and $x$ in $X$. We shall say that $\mathcal{A}_{1}$ is obtained from $\mathcal{A}$ by the subset construction.

Example 4.1. Before proving that $L\left(\mathcal{A}_{1}\right)=L(\mathcal{A})$, let us apply the subset construction to the automaton in Example 3.1. A set of states is closed provided 3 is in the set whenever 1 is. Thus there are 12 closed sets:

$$
\begin{aligned}
& \Lambda_{1}=\emptyset, \quad \Lambda_{7}=\{2,4\}, \\
& \Lambda_{2}=\{2\}, \quad \Lambda_{8}=\{3,4\}, \\
& \Lambda_{3}=\{3\}, \quad \Lambda_{9}=\{1,2,3\}, \\
& \Lambda_{4}=\{4\}, \quad \Lambda_{10}=\{1,3,4\}, \\
& \Lambda_{5}=\{1,3\}, \quad \Lambda_{11}=\{2,3,4\}, \\
& \Lambda_{6}=\{2,3\}, \quad \Lambda_{12}=\{1,2,3,4\} .
\end{aligned}
$$

In $\mathcal{A}_{1}$, we have $A_{1}=\left\{\Lambda_{5}\right\}$ and $\Omega_{1}=\left\{\Lambda_{2}, \Lambda_{6}, \Lambda_{7}, \Lambda_{9}, \Lambda_{11}, \Lambda_{12}\right\}$.
To illustrate how the edges of $\mathcal{A}_{1}$ are determined, let us find the value of $i$ such that $\left(\Lambda_{8}, b, \Lambda_{i}\right)$ is in $E_{1}$. The edges of $\mathcal{A}$ starting at states in $\Lambda_{8}$ and having the label $b$ are $(3, b, 4)$ and $(4, b, 1)$. Thus $\left(\Lambda_{8}\right)^{b}=\{1,4\}$. The closure of $\{1,4\}$ is $\{1,3,4\}=\Lambda_{10}$, so $\left(\Lambda_{8}, b, \Lambda_{10}\right)$ is in $E_{1}$. The full set $E_{1}$ is given in Table 3.4.1, where $i$ is written for $\Lambda_{i}$.

Proposition 4.1. If $\mathcal{A}_{1}$ is obtained from a finite automaton $\mathcal{A}$ by the subset construction, then $L\left(\mathcal{A}_{1}\right)=L(\mathcal{A})$.

Table 3.4.1

|  | $a$ | $b$ |  | $a$ | $b$ |
| ---: | ---: | :--- | ---: | :--- | ---: |
| 1 | 1 | 1 | 7 | 3 | 5 |
| 2 | 3 | 1 | 8 | 1 | 10 |
| 3 | 1 | 4 | 9 | 6 | 7 |
| 4 | 1 | 5 | 10 | 2 | 12 |
| 5 | 2 | 7 | 11 | 3 | 10 |
| 6 | 3 | 4 | 12 | 6 | 12 |

Proof. Suppose first that $W$ is in $L(\mathcal{A})$. There is a path $P$ in $\mathcal{A}$ from $A$ to $\Omega$ such that $W=\operatorname{Sg}(P)$. Let the edges of $P$ be $\left(\sigma_{i-1}, U_{i}, \sigma_{i}\right), 1 \leq i \leq t$, and let $i_{1}<i_{2}<\cdots<i_{s}$ be the values of $i$ for which $U_{i} \neq \varepsilon$. Then $U_{i_{j}}$ is an element $x_{j}$ of $X, 1 \leq j \leq s$, and $W=x_{1} \ldots x_{s}$. Since $\sigma_{0}$ is in $A$, the states $\sigma_{0}, \sigma_{1}, \ldots, \sigma_{i_{1}-1}$ are all in $\Lambda_{0}=\bar{A}$, the unique element of $A_{1}$. Let $\left(\Lambda_{0}, x_{1}, \Lambda_{1}\right)$ be in $E_{1}$. Then $\sigma_{i_{1}}$ is in $\Lambda_{1}$, and so $\sigma_{j}$ is in $\Lambda_{1}$ for $i_{1} \leq j<i_{2}$. Let ( $\Lambda_{1}, x_{2}, \Lambda_{2}$ ) be in $E_{1}$. Then $\sigma_{j}$ is in $\Lambda_{2}$ for $i_{2} \leq j<i_{3}$. Continuing in this manner, we construct a path $Q$ in $\mathcal{A}_{1}$ consisting of edges $\left(\Lambda_{j-1}, x_{j}, \Lambda_{j}\right), 1 \leq j \leq s$, such that $\sigma_{t}$ is in $\Lambda_{s}$. Now $\sigma_{t}$ is in $\Omega$, so $\Lambda_{s}$ is in $\Omega_{1}$. Since $\operatorname{Sg}(Q)=W$, it follows that $W$ is in $L\left(\mathcal{A}_{1}\right)$.

The proof that $L\left(\mathcal{A}_{1}\right) \subseteq L(\mathcal{A})$ is left as an exercise.
When $E$ has no edges with empty labels, then $\left|\Sigma_{1}\right|=2^{|\Sigma|}$. To decide membership in $L(\mathcal{A})$ for a single word, it is not necessary to construct all of $\mathcal{A}_{1}$. See Exercise 4.3.

## Exercises

4.1. Apply the subset construction to the automaton of Example 2.1.
4.2. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be a finite aatomaton and let $\Lambda$ be a subset of $\Sigma$. Show how to compute $\bar{\Lambda}$ in time at worst linear in $|\Lambda|+|E|$.
4.3. Suppose $\mathcal{A}$ is as in Exercise 4.2 and $U=u_{1} \ldots u_{s}$ is a word in $X^{*}$. Show that it is possible to decide whether $U$ is in $L(\mathcal{A})$ in time polynomial in $s+|\Sigma|+|E|$. (Hint: Set $\Lambda_{0}=\bar{A}$ and for $1 \leq i \leq s$ define $\Lambda_{i}$ to be $\overline{\Lambda_{i-1}^{u_{i}}}$. How hard is it to compute $\Lambda_{s}$ ?)

### 3.5 Index automata

We come now to our first important application of automata. Let $\mathcal{R}$ be a finite rewriting system on $X^{*}$ with respect to a reduction ordering $\prec$. An index automaton for $\mathcal{R}$ is a complete automaton $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ recognizing the set of words which are reducible with respect to $\mathcal{R}$. Not all index automata for $\mathcal{R}$ are isomorphic. We shall usually impose additional conditions on $\mathcal{A}$ and assume that various supplemental data about $\mathcal{A}$ are available. For example, we want information which will tell us that a specific left side in $\mathcal{R}$ is a subword of a given word $W$, not just that $W$ is reducible with respect to $\mathcal{R}$.

Let $\mathcal{A}$ be an index automaton for $\mathcal{R}$ and let $P$ be a path in $\mathcal{A}$ from $A$ to some state $\omega$ in $\Omega$. Then $\operatorname{Sg}(P)$ is reducible with respect to $\mathcal{R}$ and hence $\mathrm{Sg}(P)$ contains as a subword the left side of some rule in $\mathcal{R}$. It is possible that $\operatorname{Sg}(P)$ contains many left sides. However, for some $\mathcal{A}$ it is possible to identify a rule $(L, R)$ in $\mathcal{R}$ depending only on $\omega$ such that $\operatorname{Sg}(P)$ always contains $L$ as a subword. A rule identifier for $\mathcal{A}$ is a function $f: \Omega \rightarrow \mathcal{R}$ such that for any $\omega$ in $\Omega$ and any path $P$ from $A$ to $\omega$ the left side of $f(\omega)$ is a subword of $\operatorname{Sg}(P)$. As we shall see, it is always possible to find an index automaton for $\mathcal{R}$ which has a rule identifier.

Given an index automaton for $\mathcal{R}$ with a rule identifier, rewriting with respect to $\mathcal{R}$ can be speeded up significantly.

```
Procedure INDEX_REWRITE (\mathcal{R},\mathcal{A},U;V);
Input: \mathcal{R : a finite, nonempty rewriting system on X*;}
            \mathcal{A}}
                        identifier f;
            U : a word in X*;
Output:V : a word irreducible with respect to }\mathcal{R}\mathrm{ and derivable
                                from U using }\mathcal{R}\mathrm{ ;
Begin
    Let }\mp@subsup{\alpha}{0}{}\mathrm{ be the unique state in A; V:= &;W:=U;
    While W\not=\varepsilon do begin
        Let W=xS with }x\mathrm{ in }X;W:=S;k:=|V|;\sigma:=(\mp@subsup{\alpha}{k}{}\mp@subsup{)}{}{x}\mathrm{ ;
        If }\sigma\mathrm{ is not in }\Omega\mathrm{ then begin }\mp@subsup{\alpha}{k+1}{}:=\sigma;V:=Vx end
        Else begin
            Let f(\sigma)=(L,R); (*L is a suffix of Vx.*)
            Delete the suffix of V of length }|L|-1;W:=R
        End
        End
    End.
```

In order to prove that INDEX_REWRITE works correctly, we must first verify several assertions.

Proposition 5.1. At all times in INDEX_REWRITE, if $B$ is a prefix of $V$ and $i=|B|$, then $\alpha_{i}$ is the endpoint of the path $P$ in $\mathcal{A}$ which starts in $A$ and has $B$ as its signature.

Proof. Since $\mathcal{A}$ is complete, $P$ exists and is unique. Initially $V$ is $\varepsilon$ and $\alpha_{0}$ is the element of $A$. Thus the conclusion of the proposition holds when $V$ is initialized. If the conclusion holds and a suffix is deleted from $V$, then the conclusion still holds. The only other place that $V$ or one of the $\alpha_{i}$ changes is when $\alpha_{k+1}$ is set equal to $\sigma$ and $V$ is replaced by $V x$. Since by induction $\alpha_{k}$ is the endpoint of the path starting at $\alpha_{0}$ and having $V$ as
its signature, it follows that the path starting at $\alpha_{0}$ and having $V x$ as its signature ends at $\sigma$.

Proposition 5.2. At all times $V$ is irreducible with respect to $\mathcal{R}$. If $\sigma$ is in $\Omega$, then $V x$ ends with the left side of $f(\sigma)$.

Proof. Initially $V$ is empty and hence irreducible. If $V$ is irreducible and a suffix of $V$ is deleted, then $V$ is still irreducible. When a generator $x$ is appended to $V$, the state $\alpha_{k+1}$ is not in $\Omega$, and therefore by Proposition 5.1 $V x$ is not in the language recognized by $\mathcal{A}$. Thus $V x$ is irreducible.

Suppose that $\sigma$ is in $\Omega$. Then by the definition of an index automaton, $V x$ contains the left side $L$ of $f(\sigma)$ as a subword. Since $V$ is irreducible, $L$ must be a suffix of $V x$.

Proposition 5.3. INDEX_REWRITE performs as claimed.
Proof. The sequence of words $V W$ occurring at the beginning of the body of the While-loop is nonincreasing with respect to $\prec$, and each is derivable from the previous one using $\mathcal{R}$. In the body of the While-loop, either $V W$ is replaced by a strictly earlier word or $|W|$ is reduced. Thus the While-loop must terminate. When this occurs, $W$ is empty and $V$ is derivable from $U$ using $\mathcal{R}$. By Proposition 5.1, $V$ is irreducible with respect to $\mathcal{R}$.

If $\mathcal{R}$ is reduced, then the word $V$ returned by INDEX_REWRITE is the same as that returned by the procedure REWRITE_FROM_LEFT of Section 2.4. Since the inner loop on $i$ in REWRITE_FROM_LEFT has been eliminated, the running time of INDEX_REWRITE is substantially less than the running time of REWRITE_FROM_LEFT.

Now that the usefulness of index automata has been demonstrated, we shall give a construction of an index automaton $\mathcal{A}$ for a given finite, nonempty rewriting system $\mathcal{R}$. The construction of $\mathcal{A}$ is somewhat simpler if $\mathcal{R}$ is reduced, and we assume this to be the case.

Let $\mathcal{L}$ be the set of left sides in $\mathcal{R}$ and let $\Sigma$ be the set of prefixes of elements of $\mathcal{L}$. The edges of $\mathcal{A}$ are of two kinds. Let $E_{1}$ be the set of triples $(L, x, L)$ with $L$ in $\mathcal{L}$ and $x$ in $X$, and let $E_{2}$ be the set of triples ( $U, x, V$ ), where $U$ is in $\Sigma-\mathcal{L}, x$ is in $X$, and $V$ is the longest suffix of $U x$ which belongs to $\Sigma$. It will be convenient to let $E_{3}$ denote the set of edges ( $U, x, V$ ) in $E_{2}$ for which $V=U x$. Each $L$ in $\mathcal{L}$ is the left side of a unique rule $(L, R)$ in $\mathcal{R}$, and we define $f(L)$ to be that rule. Set

$$
I(\mathcal{R})=\left(\Sigma, X, E_{1} \cup E_{2},\{\varepsilon\}, \mathcal{L}\right)
$$

Proposition 5.4. If $\mathcal{R}$ is a nonempty, finite, reduced rewriting system on $X^{*}$, then $I(\mathcal{R})$ is an index automaton for $\mathcal{R}$ and $f$ is a rule identifier for $I(\mathcal{R})$.

Proof. Suppose that $P$ is a path in $I(\mathcal{R})$ starting at $\varepsilon$ and ending at the state $V$ in $\Sigma$.

Lemma 5.5. If $V$ is not in $\mathcal{L}$, then $V$ is the longest suffix of $\operatorname{Sg}(P)$ belonging to $\Sigma$.

Proof. Assume that $V$ is not in $\mathcal{L}$. Because of the edges in $E_{1}$, once a path reaches an element of $\mathcal{L}$, the path stays at that element. Thus no state involved in $P$ belongs to $\mathcal{L}$. If $P$ is empty, then the conclusion clearly holds. Suppose that $P$ is nonempty, let ( $U, x, V$ ) be the last edge of $P$, and let $Q$ be the initial segment of $P$ consisting of all but the last edge. By induction on the length of $P$, the longest suffix of $W=\operatorname{Sg}(Q)$ belonging to $\Sigma$ is $U$. Since ( $U, x, V$ ) is in $E_{2}$, it follows that $V$ is a suffix of $U x$ and hence $V$ is a suffix of $\operatorname{Sg}(P)=W x$. Now let $T$ be any suffix of $W x$ belonging to $\Sigma$. Then $T$ has the form $S x$, where $S$ is in $\Sigma$ and $S$ is a suffix of $\operatorname{Sg}(Q)$. Therefore $S$ is a suffix of $U$ and $T$ is a suffix of $U x$. Thus $T$ is a suffix of $V$ and $V$ is the longest suffix of $\operatorname{Sg}(P)$ belonging to $\Sigma$.

Now suppose that $V$ is in $\mathcal{L}$ and let $Q$ be the longest initial segment of $P$ which does not involve the state $V$. The edge of $P$ immediately following $Q$ has the form $(U, x, V)$, where $U$ is not in $\mathcal{L}$. By Lemma $5.5, U$ is the longest suffix of $\operatorname{Sg}(Q)$ belonging to $\Sigma$. Thus $V$ is a suffix of $U x$ and therefore $V$ is a subword of $\operatorname{Sg}(P)$. From this it follows that every word recognized by $I(\mathcal{R})$ is reducible with respect to $\mathcal{R}$.

Finally, suppose that $W$ is reducible with respect to $\mathcal{R}$. Since $I(\mathcal{R})$ is complete, there is a unique path $P$ in $I(\mathcal{R})$ starting at $\varepsilon$ such that $W=$ $\operatorname{Sg}(P)$. It may happen that $W$ contains many elements of $\mathcal{L}$ as subwords. We need to pick out the "first" such subword. Let $W=S U x T$, where $S$, $U$, and $T$ are in $X^{*}, x$ is in $X, U x$ is in $\mathcal{L}$, and $S U$ has no subwords in $\mathcal{L}$. Define $Q$ to be the initial segment of $P$ with $\operatorname{Sg}(Q)=S U$, and let $Q$ end at the state $B$. By Lemma $5.5, U$ is a suffix of $B$. Let the edge of $P$ following $Q$ be $(B, x, V)$. Since $U x$ is a suffix of $B x$, it follows that $U x$ is a suffix of $V$. But $U x$ is in $\mathcal{L}$ and $U x$ is not a subword of any other element of $\mathcal{L}$. Therefore $V=U x$ and $S U x=S V$ is in $L(I(\mathcal{R}))$. Since all further edges of $P$ end at $V$, we see that $W$ is in $L(I(\mathcal{R}))$.

Example 5.1. In Example 2.3.5 the rewriting system $\mathcal{S}$ on $\{a, b\}^{*}$ consisting of the rules

$$
\begin{aligned}
a^{2} & \rightarrow \varepsilon, & a b^{2} a & \rightarrow b a b, \\
b^{3} & \rightarrow \varepsilon, & b a b a & \rightarrow a b^{2}, \\
a b a b & \rightarrow b^{2} a, & b^{2} a b^{2} & \rightarrow a b a,
\end{aligned}
$$

was shown to be confluent. Let us construct $I(\mathcal{S})$. The elements of $\Sigma$ are

Table 3.5.1

|  | $a$ | $b$ |  | $a$ | $b$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 3 | 10 | 15 | 9 |
| 2 | 4 | 5 | 11 | 4 | 16 |
| 3 | 6 | 7 | 12 | 12 | 12 |
| 4 | 4 | 4 | 13 | 13 | 13 |
| 5 | 8 | 9 | 14 | 14 | 14 |
| 6 | 4 | 10 | 15 | 15 | 15 |
| 7 | 11 | 12 | 16 | 15 | 17 |
| 8 | 4 | 13 | 17 | 17 | 17 |
| 9 | 14 | 12 |  |  |  |

$$
\begin{array}{ll}
S_{1}=\varepsilon, & S_{10}=b a b \\
S_{2}=a, & S_{11}=b^{2} a \\
S_{3}=b, & S_{12}=b^{3} \\
S_{4}=a^{2}, & S_{13}=a b a b \\
S_{5}=a b, & S_{14}=a b^{2} a \\
S_{6}=b a, & S_{15}=b a b a \\
S_{7}=b^{2}, & S_{16}=b^{2} a b \\
S_{8}=a b a, & S_{17}=b^{2} a b^{2} \\
S_{9}=a b^{2}, &
\end{array}
$$

Since $|\mathcal{L}|=6$ and $|X|=2$, there are 12 edges in $E_{1}$. Each element of $\Sigma-\{\varepsilon\}$ yields an edge in $E_{3}$. For example, $S_{8}=S_{5} a$, so $\left(S_{5}, a, S_{8}\right)$ is in $E_{3}$. The edges in $E_{2}-E_{3}$ require a little more work to determine. For example, the longest suffix of $S_{11} a=b^{2} a^{2}$ belonging to $\Sigma$ is $S_{4}=a^{2}$. Thus ( $S_{11}, a, S_{4}$ ) is in $E_{2}$. The full set of edges in $I(\mathcal{S})$ is described by Table 3.5.1. Here $i$ has been written for $S_{i}$. Under this identification of $\Sigma$ with $\{1, \ldots, 17\}$, the terminal states of $I(\mathcal{S})$ are $4,12,13,14,15$, and 17. The rule identifier $f$ maps 4 to $\left(a^{2}, \varepsilon\right), 12$ to $\left(b^{3}, \varepsilon\right)$, and so on.

For our next application of index automata we shall assume that $\mathcal{R}$ is reduced and that $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ is isomorphic to $I(\mathcal{R})$. Let $A=\{\alpha\}$. For each state $\sigma$ in $\Sigma$ there is a unique word $U$ of minimal length such that $\sigma=\alpha^{U}$. Under the isomorphism of $\mathcal{A}$ with $I(\mathcal{R})$ the state $\sigma$ corresponds to a prefix of some left side in $\mathcal{R}$, and $U$ is that prefix. Set $\ell(\sigma)=|U|$. We shall call $\ell$ the length function for $\mathcal{A}$. Given $\mathcal{A}, \ell$, and the rule identifier $f$ of $\mathcal{A}$, we can implement an improved version of CONFLUENT using a backtrack search for overlaps satisfying the condition of Proposition 7.1 in Chapter 2.

```
Function INDEX_CONFLUENT(\mathcal{R},\mathcal{A}): boolean;
Input: }\mathcal{R}\mathrm{ : a reduced rewriting system;
    A : an index automaton ( }\Sigma,X,E,A,\Omega)\mathrm{ isomorphic to
    I(\mathcal{R})\mathrm{ with length function }\ell\mathrm{ and rule identifier }f\mathrm{ ;};<;<
(* True is returned if \mathcal{R}}\mathrm{ is confluent and false is returned otherwise. *)
Begin
    Let A={\alpha};
    For each rule (U,V) in }\mathcal{R}\mathrm{ do begin
        Let U=xS with x in X; 㓌:=\mp@subsup{\alpha}{}{S};r:=0; backtrack:= false;
        While r\geq0 and not backtrack do begin
            backtrack:=\ell(\mp@subsup{\beta}{r}{})\leqr;
            If }\mp@subsup{\beta}{r}{}\in\Omega\mathrm{ and not backtrack then begin
                Let f(\beta
                    (* The suffix of U of length \ell(\mp@subsup{\beta}{r}{})-r is a prefix of L.*)
                    Process the overlap of U and L;
                    If failure of confluence is detected then begin
                    INDEX_CONFLUENT := false; Goto 99
                    End;
                    backtrack := true
            End;
            If not backtrack then begin
                    Choose x in X; 䧋)}{}{x};\mp@subsup{Y}{r+1}{}:=X-{x};r:=r+1
            End
            Else
            While backtrack and r>0 do
                If }\mp@subsup{Y}{r}{}\not=\emptyset\mathrm{ then begin
                    Choose }x\mathrm{ in }\mp@subsup{Y}{r}{};\mp@subsup{Y}{r}{}:=\mp@subsup{Y}{r}{}-{x};\mp@subsup{\beta}{r}{}:=(\mp@subsup{\beta}{r-1}{}\mp@subsup{)}{}{x}
                        backtrack:= false
                    End
                    Else r:=r-1
        End
    End;
    INDEX_CONFLUENT := true
99: End.
```

Given a left side $U=x S$ in $\mathcal{R}$, we perform a backtrack search for nonempty words $V$ such that $U V$ has exactly two subwords which are left sides in $\mathcal{R}$, namely $U$ and $L$, where $L$ is a suffix of $U V$ and $|L|>|V|$. Our test condition for a word $W$ to be a proper prefix of such a $V$ is that $S W$ be irreducible with respect to $\mathcal{R}$ and that $S W$ have a suffix $T$ with $|T|>|W|$ such that $T$ is a prefix of some rule in $\mathcal{R}$. At any given moment $W$ is the word $x_{1} \ldots x_{r}$, where $x_{i}$ is the element of $X$ chosen to construct $\beta_{i}$
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as $\left(\beta_{i-1}\right)^{x_{i}}$. The state $\beta_{r}$ is $\alpha^{S W}$ and hence $\ell\left(\beta_{r}\right)$ is the length of the longest suffix $T$ of $S W$ which is a prefix of some left side in $\mathcal{R}$.

Figure 3.5 .1 shows the search tree examined by INDEX_CONFLUENT in checking the confluence of the rewriting system $\mathcal{S}$ in Example 5.1 when $U=b^{3}$. Each node of the tree is labeled by the pair $\left(W, \beta_{r}\right)$, where $r=|W|$. The nodes $(b, 12),(a b a, 15)$, and $\left(a b^{2}, 17\right)$ correspond to the overlaps $b^{4}$, $b^{3} a b a$, and $b^{3} a b^{2}$. The node $\left(a^{2}, 4\right)$ does not correspond to an overlap since $\ell\left(\beta_{r}\right) \leq r$ in that case.

Using INDEX_CONFLUENT, it is practical to verify the confluence of the rewriting system $\mathcal{T}$ of Example 6.6 in Chapter 2. Only 6129 overlaps need to be processed.

Let us return to the problem of constructing an automaton $\mathcal{A}=$ $(\Sigma, X, E,\{\alpha\}, \Omega)$ isomorphic to $I(\mathcal{R})$. In order to be able to construct the edges in $E_{2}-E_{3}$, it is useful to be able to obtain for any $\sigma$ in $\Sigma$ the word $U=U_{\sigma}$ of length $\ell(\sigma)$ such that $\sigma=\alpha^{U}$. There are several ways to facilitate this. One could explicitly store $U_{\sigma}$ with $\sigma$. One could store with $\sigma$ a pointer to a rule of whose left side $U_{\sigma}$ is a prefix. Also, assuming $U_{\sigma} \neq \varepsilon$, one could write $U_{\sigma}$ as $S x$ with $x$ in $X$ and store the pair $(\tau, x)$, where $\tau=\alpha^{S}$. One could then reconstruct $U_{\sigma}$ recursively as $U_{\tau} x$.

The following procedure constructs an automaton isomorphic to $I(\mathcal{R})$ for a reduced rewriting system $\mathcal{R}$. The method of determining the words $U_{\sigma}$ is left unspecified.

Procedure $\operatorname{INDEX}(\mathcal{R} ; \mathcal{A})$;
Input: $\mathcal{R} \quad$ : a nonempty, finite, reduced rewriting system on $X^{*}$;
Output: $\mathcal{A} \quad:$ an automaton isomorphic to $I(\mathcal{R})$ together with its length function $\ell$ and its rule identifier $f$;
Begin
$n:=1 ; \ell(1):=0 ; \Sigma:=\{1\} ; A:=\{1\} ; \Omega:=\emptyset ; E:=\emptyset ;$
(* At all times $\mathcal{A}$ will denote $(\Sigma, X, E, A, \Omega)$. The sets $\Sigma_{1}, \Sigma_{2}, \ldots$ are all assumed to be empty initially. We first determine the edges in $E_{1}$ and $E_{3} . *$ )
For $(L, R)$ in $\mathcal{R}$ do begin
Let $L=x_{1} \ldots x_{s}$ with each $x_{i}$ in $X ; \sigma:=1$;
For $i:=1$ to $s$ do

If $\sigma^{x_{i}}$ is defined then $\sigma:=\sigma^{x_{i}}$
Else begin
$n:=n+1 ; \ell(n):=i ;$ Add $n$ to $\Sigma$ and $\Sigma_{i} ;$
Add $\left(\sigma, x_{i}, n\right)$ to $E ; \sigma:=n$;
Record information on how to reconstruct $U_{\sigma}=x_{1} \ldots x_{i}$
End;
$\Omega:=\Omega \cup\{\sigma\} ; f(\sigma):=(L, R) ;$
For $x$ in $X$ do add $(\sigma, x, \sigma)$ to $E$
End;
(* Determine the edges in $E_{2}-E_{3} . *$ )
For $x$ in $X$ do if $1^{x}$ is not defined then add $(1, x, 1)$ to $E$;
$i:=1$;
While $\Sigma_{i} \neq \emptyset$ do begin
For $\sigma$ in $\Sigma_{i}$ do begin
Let $U_{\sigma}=x_{1} \ldots x_{i} ; \tau:=1^{x_{2} \ldots x_{i}}$;
For $x$ in $X$ do if $\sigma^{x}$ is not defined then add $\left(\sigma, x, \tau^{x}\right)$ to $E$
End;
$i:=i+1$
End
End.
There are difficulties connected with the use of index automata in the Knuth-Bendix procedure for strings. The problem is that the rewriting system is continually changing as new rules are found and redundant rules are deleted. Updating the index automaton after each change is timeconsuming. There are several alternatives which can be used. One can partition $\mathcal{R}$ into a number of smaller sets and construct an index automaton for each set. A change in $\mathcal{R}$ may require that only one or two of the indexes be modified. Another option is to use an index structure containing less information and hence more easily updated. A good choice is an automaton recognizing the set of left sides in $\mathcal{R}$. One can get such an automaton by removing all edges from $I(\mathcal{R})$ except those in $E_{3}$. With either of these approaches there is a penalty to be paid in the form of slower rewriting and formation of overlaps. The right balance remains to be determined.

The Rabin-Karp string matching algorithm as described, for example, in [Sedgewick 1990] can be modified to produce an index structure which uses much less space than an index automaton. This Rabin-Karp index cannot be used to locate overlaps, but it permits rewriting to be carried out on average almost as quickly as can be done with an index automaton.

## Exercises

5.1. Use the procedure INDEX_REWRITE with the rewriting system $\mathcal{S}$ and the index automaton $I(\mathcal{S})$ constructed in Example 5.1 to rewrite the word $b a b^{2} a b a b^{2} a b$.
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5.2. Using INDEX_CONFLUENT, find all overlaps of left sides in $\mathcal{S}$ satisfying the conclusion of Proposition 7.1 of Chapter 2.
5.3. Construct $I(\mathcal{R})$, where $\mathcal{R}$ is the rewriting system on $\{a, b\}^{*}$ consisting of the rules $a^{5} \rightarrow \varepsilon$, $b^{5} \rightarrow \varepsilon, b^{4} a^{4} \rightarrow(a b)^{4}$, and $(b a)^{4} \rightarrow a^{4} b^{4}$.
5.4. Suppose $|\mathcal{R}|=1$. Show that an automaton isomorphic to $I(\mathcal{R})$ may be constructed much more simply than is done in INDEX.
5.5. Let $\mathcal{R}$ be a reduced rewriting system and let $I_{0}(\mathcal{R})$ be the automaton obtained from $I(\mathcal{R})$ by deleting all edges except those in $E_{3}$. Devise efficient methods of updating $I_{0}(\mathcal{R})$ when a rule is added to or deleted from $\mathcal{R}$.

### 3.6 Trim automata

In Section 2.8 we discussed the use of the Knuth-Bendix procedure for strings to investigate right congruences which are finitely generated modulo a finitely generated two-sided congruence. To illustrate the use of automata in such computations, it is necessary to develop a little more theory.

It may happen that some states of an automaton $\mathcal{A}$ are superfluous and may be deleted without affecting the language recognized by $\mathcal{A}$. To see how this can happen, let us consider the automaton $\mathcal{A}$ shown in Figure 3.6.1. The single initial state is 1 and the single terminal state is 3 . No path in $\mathcal{A}$ from 1 to 3 passes through either state 4 or state 5 . There are paths from 1 to 5 , but there is no way to complete any of them to a path to 3 . There is no path at all from 1 to 4.

The observations of the previous paragraph suggest the following definitions: Let $\mathcal{A}$ be an automaton and let $\sigma$ be a state of $\mathcal{A}$. We say that $\sigma$ is accessible if there is a path in $\mathcal{A}$ from some initial state to $\sigma$. We say that $\sigma$ is coaccessible if there is a path from $\sigma$ to some terminal state. Finally, $\sigma$ is trim if it is both accessible and coaccessible. Clearly $\sigma$ is trim if and only if it occurs on a path from an initial state to a terminal state. In the preceding example, states $1,2,3$, and 5 are accessible, and states $1,2,3$, and 4 are coaccessible. The trim states are 1,2 , and 3 .

Given a finite automaton $\mathcal{A}$, we can find the set of trim states of $\mathcal{A}$ with the following procedure:

```
Procedure \(\operatorname{TRIM}(\mathcal{A} ; \Lambda)\);
Input: \(\mathcal{A} \quad:\) a finite automaton \((\Sigma, X, E, A, \Omega)\);
Output: \(\Lambda \quad:\) the set of trim states of \(\mathcal{A}\);
Begin
    (* Find the set \(\Lambda_{a}\) of accessible states. *)
    \(\Lambda_{a}:=A ; \Phi:=\Lambda_{a} ;\)
    While \(\Phi \neq \emptyset\) do begin
    Choose \(\varphi\) in \(\Phi ; \Phi:=\Phi-\{\varphi\}\);
    For each edge ( \(\varphi, U, \lambda\) ) in \(E\) do
        If \(\lambda\) is not in \(\Lambda_{a}\) then begin
                \(\Lambda_{a}:=\Lambda_{a} \cup\{\lambda\} ; \Phi:=\Phi \cup\{\lambda\}\)
        End
    End;
    (* Now find the set \(\Lambda_{c}\) of coaccessible states. \(*\) )
    \(\Lambda_{c}:=\Omega ; \Phi:=\Lambda_{c} ;\)
    While \(\Phi \neq \emptyset\) do begin
        Choose \(\varphi\) in \(\Phi ; \Phi:=\Phi-\{\varphi\}\);
        For each edge \((\lambda, U, \varphi)\) in \(E\) do
        If \(\lambda\) is not in \(\Lambda_{c}\) then begin
        \(\Lambda_{c}:=\Lambda_{c} \cup\{\lambda\} ; \Phi:=\Phi \cup\{\lambda\}\)
        End
End;
    \(\Lambda:=\Lambda_{a} \cap \Lambda_{c}\)
End.
```

Example 6.1. Let us apply TRIM to the automaton constructed in Example 4.1. The accessible states are found to be $1,3,4,5$, and 7. All states except 1 are coaccessible. Thus the set of trim states is $\{3,4,5,7\}$. The restriction to the set of trim states is described by Figure 3.6.2.

Although the instructions for the two While-loops in TRIM are very similar, there is an important point to be noticed concerning data structures. In the first loop, we need to know, for a state $\varphi$, which edges start at $\varphi$. However, in the second loop, we need to know which edges end at $\varphi$. The data structure used to represent the edges in the automaton may favor one or the other type of access.

We shall call the restriction of an atomaton $\mathcal{A}$ to its set of trim states the trim part of $\mathcal{A}$ and denote it $\mathcal{A}_{t}$. The automaton is trim if all states are trim.

Proposition 6.1. For any automaton $\mathcal{A}$ the languages $L(\mathcal{A})$ and $L\left(\mathcal{A}_{t}\right)$ are the same.
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Proof. Since any path in $\mathcal{A}$ from an initial state to a terminal state passes through only trim states, the result is immediate.

Occasionally we shall need to consider the accessible part $\mathcal{A}_{a}$ of an automaton, the restriction of $\mathcal{A}$ to its accessible states. If $\mathcal{A}_{a}=\mathcal{A}$, then $\mathcal{A}$ is accessible.

Let $\mathcal{L}$ be a language over $X$. The states of $A(\mathcal{L})$ are the cones of $\mathcal{L}$. If $\sigma$ is the cone $C(\mathcal{L}, W)$, then there is a path $P$ in $A(\mathcal{L})$ from the initial state to $\sigma$ such that $\operatorname{Sg}(P)=W$. Therefore every state of $A(\mathcal{L})$ is accessible. The cone $\sigma$ is coaccessible if and only if it is nonempty. Thus the set $C_{t}(\mathcal{L})$ defined in Section 3.1 is the set of trim states of $A(\mathcal{L})$. The trim part of $A(\mathcal{L})$ will be denoted $A_{t}(\mathcal{L})$.

Proposition 6.2. Let $\mathcal{A}$ be a trim automaton. Then $L(\mathcal{A})=\emptyset$ if and only if the set of states of $\mathcal{A}$ is empty. Also, $L(\mathcal{A})$ contains a nonempty word if and only if some edge of $\mathcal{A}$ has a nonempty label.

Proof. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$. We have already remarked that the trim states are precisely the states occurring in paths from $A$ to $\Omega$. Thus if there are trim states, then $L(\mathcal{A}) \neq \emptyset$. Clearly, if $\Sigma=\emptyset$, then $L(\mathcal{A})=\emptyset$. If $(\sigma, U, \tau)$ is an edge with $U \neq \varepsilon$, then $U$ is a subword of some word in $L(\mathcal{A})$, and therefore $L(\mathcal{A})$ contains a nonempty word.

Corollary 6.3. Given a finite automaton $\mathcal{A}$, it is possible to decide whether $L(\mathcal{A})=\emptyset$ and whether $L(\mathcal{A})$ contains a nonempty word.

Proof. Using TRIM, we can compute $\mathcal{A}_{t}$ and apply Proposition 6.2.

A circuit in an automaton is a path which starts and ends at the same point.

Proposition 6.4. Suppose $\mathcal{A}$ is a finite, trim automaton. Then $L(\mathcal{A})$ is infinite if and only if $\mathcal{A}$ has a circuit with nonempty signature.

Proof. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$. Suppose first that $\mathcal{A}$ has a circuit $P$ which starts and ends at $\sigma$ and the signature $W$ of $P$ is not $\varepsilon$. Since $\mathcal{A}$ is trim, there is a path $Q$ from $A$ to $\sigma$ and a path $R$ from $\sigma$ to $\Omega$. By concatenating $Q$, any number nonnegative $i$ copies of $P$, and $R$, we obtain a path from $A$ to $\Omega$ with signature $\operatorname{Sg}(Q) W^{i} \operatorname{Sg}(R)$. All of these words are distinct and are in $L(\mathcal{A})$, so $L(\mathcal{A})$ is infinite.

Now suppose that $L(\mathcal{A})$ is infinite. Let $n$ be the number of edges in $\mathcal{A}$. Since $L(\mathcal{A})$ is infinite, $L(\mathcal{A})$ contains a word $W$ of length greater than $n$. Let $P$ be a path from $A$ to $\Omega$ with $W=\operatorname{Sg}(P)$. Some edge ( $\sigma, U, \tau$ ) with $U \neq \varepsilon$ must appear more than once in $P$. Let $Q$ be the subpath of $P$ which starts with the first occurrence of ( $\sigma, U, \tau$ ) and continues until $\sigma$ is reached again. Then $Q$ is a circuit, and the signature of $Q$ contains $U$ as a prefix.

Corollary 6.5. Given a finite automaton $\mathcal{A}$, it is possible to decide whether $L(\mathcal{A})$ is infinite.

Proof. Replace $\mathcal{A}$ by $\mathcal{A}_{t}$, if necessary, so that $\mathcal{A}$ is trim. Let $\mathcal{A}=$ ( $\Sigma, X, E, A, \Omega$ ). If $\sigma$ is in $\Sigma$, then the set of signatures of circuits in $\mathcal{A}$ starting at $\sigma$ is $L\left(\mathcal{A}_{\sigma}\right)$, where $\mathcal{A}_{\sigma}=(\Sigma, X, E,\{\sigma\},\{\sigma\})$. By Corollary 6.3, we can decide whether $L\left(\mathcal{A}_{\sigma}\right)$ contains a nonempty word. Applying this test for each $\sigma$ in $\Sigma$, we can decide whether $\mathcal{A}$ has a circuit with nonempty signature.

When the subset construction of Section 3.4 is applied to an automaton $\mathcal{A}$, it frequently happens that only a few states of the resulting automaton $\mathcal{A}_{1}$ are accessible, and even fewer states are trim. It is possible to construct directly the accessible part of $\mathcal{A}_{1}$. The following example illustrates this construction.

Example 6.2. Let $X=\{a, b\}$ and let $\mathcal{U}=\left\{a^{3}, b^{3},(a b)^{2}\right\}$. We shall construct a complete automaton recognizing the ideal $\mathcal{I}=X^{*} \mathcal{U} X^{*}$. Figure 3.6.3 gives a nondeterministic automaton $\mathcal{A}$ recognizing $\mathcal{I}$. If we apply the subset construction directly to $\mathcal{A}$, we shall get an automaton $\mathcal{A}_{1}$ with $2^{9}=512$ states, since all subsets of $\{1,2,3,4,5,6,7,8,9\}$ are closed. However, by imitating the first While-loop in TRIM, we can avoid considering most of these states. The initial state is $\Lambda_{1}=\{1\}$. The set $\left(\Lambda_{1}\right)^{a}$ is $\Lambda_{2}=\{1,3,7\}$, and $\left(\Lambda_{1}\right)^{b}$ is $\Lambda_{3}=\{1,5\}$. Now we compute $\left(\Lambda_{2}\right)^{a}$ and $\left(\Lambda_{2}\right)^{b}$, which turn out


Figure 3.6.3

Table 3.6.1

|  | $a$ | $b$ |  | $a$ | $b$ |
| ---: | :--- | :--- | ---: | ---: | ---: |
| 1 | 2 | 3 | 7 | 7 | 10 |
| 2 | 4 | 5 | 8 | 4 | 10 |
| 3 | 2 | 6 | 9 | 11 | 9 |
| 4 | 7 | 5 | 10 | 12 | 9 |
| 5 | 8 | 6 | 11 | 7 | 10 |
| 6 | 2 | 9 | 12 | 7 | 10 |

to be $\Lambda_{4}=\{1,3,4,7\}$ and $\Lambda_{5}=\{1,5,8\}$, respectively. Continuing in this manner, we find that

$$
\begin{array}{ll}
\left(\Lambda_{3}\right)^{a}=\Lambda_{2}, & \left(\Lambda_{3}\right)^{b}=\Lambda_{6}=\{1,5,6\} \\
\left(\Lambda_{4}\right)^{a}=\Lambda_{7}=\{1,2,3,4,7\}, & \left(\Lambda_{4}\right)^{b}=\Lambda_{5}, \\
\left(\Lambda_{5}\right)^{a}=\Lambda_{8}=\{1,3,7,9\}, & \left(\Lambda_{5}\right)^{b}=\Lambda_{6}, \\
\left(\Lambda_{6}\right)^{a}=\Lambda_{2}, & \left(\Lambda_{6}\right)^{b}=\Lambda_{9}=\{1,2,5,6\} \\
\left(\Lambda_{7}\right)^{a}=\Lambda_{7}, & \left(\Lambda_{7}\right)^{b}=\Lambda_{10}=\{1,2,5,8\}, \\
\left(\Lambda_{8}\right)^{a}=\Lambda_{4}, & \left(\Lambda_{8}\right)^{b}=\Lambda_{10}, \\
\left(\Lambda_{9}\right)^{a}=\Lambda_{11}=\{1,2,3,7\}, & \left(\Lambda_{9}\right)^{b}=\Lambda_{9}, \\
\left(\Lambda_{10}\right)^{a}=\Lambda_{12}=\{1,2,3,7,9\}, & \left(\Lambda_{10}\right)^{b}=\Lambda_{9}, \\
\left(\Lambda_{11}\right)^{a}=\Lambda_{7}, & \left(\Lambda_{11}\right)^{b}=\Lambda_{10}, \\
\left(\Lambda_{12}\right)^{a}=\Lambda_{7}, & \left(\Lambda_{12}\right)^{b}=\Lambda_{10}
\end{array}
$$



Figure 3.6.4


Figure 3.6.5
Thus the edges of the accessible part $\mathcal{A}_{2}$ of $\mathcal{A}_{1}$ are given by Table 3.6.1, where $i$ has been written for $\Lambda_{i}$. The set of terminal states of $\mathcal{A}_{2}$ is $\{7,9,10,11,12\}$, and it is easily checked that $\mathcal{A}_{2}$ is trim.

The variation of the subset construction outlined in Example 6.2 will be referred to as the accessible subset construction.

## Exercises

6.1. Compute the trim part of the automaton in Figure 3.6.4.
6.2. Apply the accessible subset construction to the automaton in Figure 3.6.5.
6.3. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be a finite, trim automaton. Set $\mathcal{B}_{1}=\mathcal{A}$, and for $i \geq 1$ define $\mathcal{B}_{i+1}$ to be the restriction of $\mathcal{B}_{i}$ to the set of states in $\mathcal{B}_{i}$ which have incoming edges in $\mathcal{B}_{i}$. Show that there is an integer $k \leq|\Sigma|+1$ such that $\mathcal{B}_{k}=\mathcal{B}_{k+1}$. Show that $L(\mathcal{A})$ is infinite if and only if $\mathcal{B}_{k}$ has an edge with a nonempty label.
6.4. Let $\mathcal{A}$ be a trim, deterministic automaton such that $L(\mathcal{A})$ is an ideal. Prove that $\mathcal{A}$ is either empty or complete.

### 3.7 Minimal automata

A given rational language $\mathcal{L}$ may be recognized by many different finite automata. In this section we shall show that $A(\mathcal{L})$ and its trim part $A_{t}(\mathcal{L})$ are the smallest complete automaton and the smallest trim, deterministic automaton, respectively, recognizing $\mathcal{L}$. We shall also describe how to construct an automaton isomorphic to $A_{t}(\mathcal{L})$.
To establish the main results of this section, we must consider certain kinds of maps from the set of states of one deterministic automaton to the set of states of another deterministic automaton with the same alphabet. These maps or "morphisms" make various collections of automata into categories. Category theory will not play a major role in our discussions, and no prior knowledge of categories is assumed. A more complete treatment of categories of automata can be found in [Eilenberg 1974].

For $i=1,2$, let $\mathcal{A}_{i}=\left(\Sigma_{i}, X, E_{i}, A_{i}, \Omega_{i}\right)$ be a deterministic automaton with alphabet $X$. An expanding morphism from $\mathcal{A}_{1}$ to $\mathcal{A}_{2}$ is a map $f: \Sigma_{1} \rightarrow \Sigma_{2}$ such that
(i) $f\left(A_{1}\right) \subseteq A_{2}$.
(ii) $f\left(\Omega_{1}\right) \subseteq \Omega_{2}$.
(iii) If $P$ is a path in $\mathcal{A}_{1}$ from $\sigma$ to $\tau$, then there is a path $Q$ in $\mathcal{A}_{2}$ from $f(\sigma)$ to $f(\tau)$ such that $\operatorname{Sg}(Q)=\operatorname{Sg}(P)$.

Proposition 7.1. If there is an expanding morphism from $\mathcal{A}_{1}$ to $\mathcal{A}_{2}$, then $L\left(\mathcal{A}_{1}\right) \subseteq L\left(\mathcal{A}_{2}\right)$.

Proof. Suppose that $W$ is in $L\left(\mathcal{A}_{1}\right)$. There is a path $P$ in $\mathcal{A}_{1}$ from $\alpha$ in $A_{1}$ to $\omega$ in $\Omega_{1}$ such that $W=\operatorname{Sg}(P)$. By the definition of an expanding morphism, there is a path $Q$ in $\mathcal{A}_{2}$ from $f(\alpha)$ to $f(\omega)$ such that $W=\operatorname{Sg}(Q)$. Since $f(\alpha)$ is in $A_{2}$ and $f(\omega)$ is in $\Omega_{2}$, this means that $W$ is in $L\left(\mathcal{A}_{2}\right)$.

Condition (iii) in the definition of expanding morphism refers to all paths. However, it suffices to consider only paths of length 1. (See Exercise 7.2.) Thus if $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are finite, it is possible to decide whether a given map from $\Sigma_{1}$ to $\Sigma_{2}$ is an expanding morphism.

Proposition 7.2. If $\mathcal{A}_{1}$ is accessible, then there is at most one expanding morphism from $\mathcal{A}_{1}$ to $\mathcal{A}_{2}$.
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Proof. If $A_{1}=\emptyset$, then $\Sigma_{1}=\emptyset$ and the empty map is the unique expanding morphism from $\mathcal{A}_{1}$ to $\mathcal{A}_{2}$. Thus we may assume that $A_{1}=\{\alpha\}$. Suppose there is an expanding morphism $f$ from $\mathcal{A}_{1}$ to $\mathcal{A}_{2}$. Then $f(\alpha)$ is the unique element of $A_{2}$. For any $\sigma$ in $\Sigma_{1}$ there is a path $P$ in $\mathcal{A}_{1}$ from $\alpha$ to $\sigma$. Therefore $f(\sigma)=f(\alpha)^{W}$, where $W=\operatorname{Sg}(P)$. Thus $f$ is unique.

Example 7.1. Let $X=\{a, b\}$ and let $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ be as shown in Figures 3.7.1 and 3.7.2. If there is an expanding morphism $f$ from $\mathcal{A}_{1}$ to $\mathcal{A}_{2}$, then condition (i) forces $f$ to map 1 to 1 . Since $2=1^{a}$ in $\mathcal{A}_{1}$, we must have $f(2)=f(1)^{a}=1^{a}=2$ in $\mathcal{A}_{2}$. Similarly $f(3)=f(1)^{b}=1^{b}=1$ and $f(4)=$ $f(2)^{b}=2^{b}=3$. It is not hard to check that the map $f$ so defined is an expanding morphism.

The following are the most important results about the existence of expanding morphisms.

Proposition 7.3. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be a complete, accessible automaton. There is a unique expanding morphism from $\mathcal{A}$ to $A(\mathcal{L})$, where $\mathcal{L}=L(\mathcal{A})$. Moreover, $f$ is surjective as a map on states. If $f$ is injective, then $f$ is an isomorphism from $\mathcal{A}$ to $A(\mathcal{L})$.

Proof. The uniqueness of $f$ follows from Proposition 7.2. Let $A=\{\alpha\}$ and let $\sigma$ be any element of $\Sigma$. Since $\mathcal{A}$ is accessible, there is a path $P$ in $\mathcal{A}$ from $\alpha$ to $\sigma$.

Lemma 7.4. $C(\mathcal{L}, \operatorname{Sg}(P))$ depends only on $\sigma$, not on the choice of $P$.

Proof. A word $W$ is in $C(\mathcal{L}, \operatorname{Sg}(P))$ if and only if $\operatorname{Sg}(P) W$ is in $\mathcal{L}$. Since $\mathcal{A}$ recognizes $\mathcal{L}$, this is the case if and only if there is a path $Q$ in $\mathcal{A}$ from $\alpha$ to $\Omega$ such that $\operatorname{Sg}(Q)=\operatorname{Sg}(P) W$. If such a $Q$ exists, then $P$ is an initial segment of $Q$. Thus $W$ is in $C(\mathcal{L}, \operatorname{Sg}(P))$ if and only if there is a path from $\sigma$ to $\Omega$ having $W$ as its signature. Therefore $C(\mathcal{L}, \operatorname{Sg}(P))$ depends only on $\sigma$.

By Lemma 7.4, we can define a map $f: \Sigma \rightarrow C(\mathcal{L})$ by $f(\sigma)=C(\mathcal{L}, \operatorname{Sg}(P))$. Given $U$ in $X^{*}$, there is a $\sigma$ in $\Sigma$ such that $\sigma=\alpha^{U}$, since $\mathcal{A}$ is complete. The image $f(\sigma)$ is $C(\mathcal{L}, U)$, and hence $f$ is surjective. Now $f(\alpha)=C(\mathcal{L}, \varepsilon)=\mathcal{L}$, the initial state of $A(\mathcal{L})$. Also, $\alpha^{U}$ is in $\Omega$ if and only if $U$ is in $\mathcal{L}$, which holds if and only if $C(\mathcal{L}, U)$ is a terminal state of $A(\mathcal{L})$. Thus $f$ maps $\Omega$ onto the set of terminal states in $A(\mathcal{L})$. If $Q$ is a path in $\mathcal{A}$ from $\sigma$ to $\tau$, then concatenating $P$ and $Q$ yields a path from $\alpha$ to $\tau$. Thus $f(\tau)=$ $C(\mathcal{L}, \operatorname{Sg}(P) \operatorname{Sg}(Q))$. By the definition of $A(\mathcal{L})$, there is a path in $A(\mathcal{L})$ from $f(\sigma)$ to $f(\tau)$ having signature $\operatorname{Sg}(Q)$. Therefore $f$ is an expanding morphism.

Suppose that $e=(\sigma, x, \tau)$ is in $E$. The preceding argument shows that $(f(\sigma), x, f(\tau))$ is an edge of $A(\mathcal{L})$. Since $\mathcal{A}$ is complete, $f$ maps $E$ onto the set of edges of $A(\mathcal{L})$. Thus if $f$ is injective, then $f$ is an isomorphism.

Corollary 7.5. If $\mathcal{A}$ is a finite, complete automaton recognizing $\mathcal{L}$, then $\mathcal{A}$ has at least $|C(\mathcal{L})|$ states. If $\mathcal{A}$ has exactly $|C(\mathcal{L})|$ states, then $\mathcal{A}$ is isomorphic to $A(\mathcal{L})$.

Proof. Replacing $\mathcal{A}$ by its accessible part can only decrease the number of states. Thus we may assume that $\mathcal{A}$ is accessible and apply Proposition 7.3.

In view of Corollary 7.5, it is reasonable to consider $|C(\mathcal{L})|$ to be a measure of the complexity of $\mathcal{L}$. Relatively minor changes in the proofs of Proposition 7.3 and Corollary 7.5 yield the following results.

Proposition 7.6. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be a trim, deterministic automaton recognizing a language $\mathcal{L}$. There is a unique expanding morphism from $\mathcal{A}$ to $A_{t}(\mathcal{L})$. Moreover, $f$ is surjective as a map of states. If $f$ is injective, then $f$ is an isomorphism of $\mathcal{A}$ with $A_{t}(\mathcal{L})$.

Corollary 7.7. If $\mathcal{A}$ is a finite, trim, deterministic automaton recognizing $\mathcal{L}$, then $\mathcal{A}$ has at least $\left|C_{t}(\mathcal{L})\right|$ states. If $\mathcal{A}$ has exactly $\left|C_{t}(\mathcal{L})\right|$ states, then $\mathcal{A}$ is isomorphic to $A_{t}(\mathcal{L})$.

Corollary 7.7 makes it natural to consider the problem of determining an automaton isomorphic to $A_{t}(\mathcal{L})$, where $\mathcal{L}$ is given as $L(\mathcal{A})$ for some finite automaton $\mathcal{A}$. By applying the accessible subset construction and taking the trim part if necessary, we may assume that $\mathcal{A}$ is deterministic and trim. Our algorithm for computing $A_{t}(\mathcal{L})$ involves the possibly nondeterministic automaton $\mathcal{A}^{\dagger}=\left(\Sigma, X, E^{\dagger}, \Omega, A\right)$ defined in Exercise 2.8.

Proposition 7.8. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be a finite, trim, deterministic automaton, let $f: \Sigma \rightarrow C_{t}(L(\mathcal{A}))$ be the map of Proposition 7.6, and let $\mathcal{B}$ be the result of applying the accessible subset construction to $\mathcal{A}^{\dagger}$. If $\sigma$ and $\tau$ are in $\Sigma$, then $f(\sigma)=f(\tau)$ if and only if, for each state $\Gamma$ of $\mathcal{B}$, either both $\sigma$ and $\tau$ are in $\Gamma$ or neither is in $\Gamma$.

Proof. For any word $U$ in $X^{*}$, let $\Delta(U)$ be the set of states $\sigma$ in $\Sigma$ such that there is a path in $\mathcal{A}^{\dagger}$ from $\Omega$ to $\sigma$ having signature $U$, or, equivalently, there is a path in $\mathcal{A}$ from $\sigma$ to $\Omega$ having signature $U^{\dagger}$. Then the states in $\mathcal{B}$ are the possible sets $\Delta(U)$ as $U$ ranges over $X^{*}$, and $U^{\dagger}$ is in $f(\sigma)$ if and only if $\sigma$ is in $\Delta(U)$. Thus $f(\sigma)$ is the set of words $U^{\dagger}$ such that $\sigma$ is in $\Delta(U)$. Therefore $f(\sigma)=f(\tau)$ if and only if $\sigma$ and $\tau$ belong to exactly the same states of $\mathcal{B}$.

Since the edges in $A_{t}(\mathcal{L})$ are images of the edges in $\mathcal{A}$, we can now construct an automaton isomorphic to $A_{t}(\mathcal{L})$.

Example 7.2. Let $X=\{a, b\}, \Sigma=\{1,2,3,4,5,6,7\}, A=\{1\}$, and $\Omega=\{3,6\}$, and let $E$ be given by Table 3.7.1. Then $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ is trim. The edges of $\mathcal{A}^{\dagger}$ are given by Table 3.7.2. Here, for each state $\sigma$ and each generator $x$ the possible endpoints $\tau$ in edges ( $\sigma, x, \tau$ ) of $\mathcal{A}^{\dagger}$ are listed. Applying the accessible subset construction to $\mathcal{A}^{\dagger}$, we find that the accessible states in the resulting automaton correspond to the following subsets of $\Sigma$.

$$
\{3,6\}, \quad\{1,4,7\}, \quad\{2,3,5,6\}, \quad \emptyset, \quad\{1,2,3,4,5,6,7\} .
$$

By Proposition 7.8, $f(\sigma)=f(\tau)$ if and only if $\sigma$ and $\tau$ are in the same block of the partition $\{\{1,4,7\},\{2,5\},\{3,6\}\}$ of $\Sigma$. Thus we may identify

Table 3.7.1

|  | $a$ | $b$ |
| :--- | :--- | :--- |
| 1 | 3 | 2 |
| 2 | 4 | 6 |
| 3 | 1 | 6 |
| 4 | 3 | 5 |
| 5 | 7 | 3 |
| 6 | 1 | 3 |
| 7 | 6 | 2 |

Table 3.7.2

| State | Label | Endpoints |
| :---: | :---: | :---: |
| 1 | $a$ | 3,6 |
| 2 | $b$ | 1,7 |
| 3 | $a$ | 1,4 |
|  | $b$ | 5,6 |
| 4 | $a$ | 2 |
| 5 | $b$ | 4 |
| 6 | $a$ | 7 |
|  | $b$ | 2,3 |
| 7 | $a$ | 5 |

$C_{t}(L(\mathcal{A}))$ with $\{1,2,3\}$ in such a way that $f$ maps 1,4 , and 7 to $1, f$ maps 2 and 5 to 2 , and $f$ maps 3 and 6 to 3 . The edges of $A_{t}(L(\mathcal{A}))$ are the triples $(f(\sigma), x, f(\tau))$, where $(\sigma, x, \tau)$ ranges over the edges of $\mathcal{A}$. Therefore $A_{t}(L(\mathcal{A}))$ is isomorphic to $\left(\{1,2,3\}, X, E_{1},\{1\},\{3\}\right)$, where $E_{1}$ corresponds to the following transition table:

|  | $a$ | $b$ |
| :--- | :--- | :--- |
| 1 | 3 | 2 |
| 2 | 1 | 3 |
| 3 | 1 | 3 |

## Exercises

7.1. Suppose that $f$ is an expanding morphism from $\mathcal{A}_{1}$ to $\mathcal{A}_{2}$ and $g$ is an expanding morphism from $\mathcal{A}_{2}$ to $\mathcal{A}_{3}$. Show that $f \circ g$ is an expanding morphism from $\mathcal{A}_{1}$ to $\mathcal{A}_{3}$.
7.2. Show that it is sufficient to assume condition (iii) in the definition of an expanding morphism for paths of length 1.
7.3. Let $\mathcal{A}$ be a trim, deterministic automaton, and assume that there is an expanding morphism from $A_{t}(L(\mathcal{A}))$ to $\mathcal{A}$. Prove that $\mathcal{A}$ and $A_{t}(L(\mathcal{A}))$ are isomorphic.
7.4. Construct an automaton isomorphic to $A_{t}(L(\mathcal{A}))$, where $\mathcal{A}$ is the automaton in Figure 3.7.3.

### 3.8 Standard automata

Given two finite automata, it is clearly a finite problem to decide whether the automata are isomorphic. In the case of accessible, deterministic automata it is possible to select representatives from the isomorphism classes in a natural way. This facilitates the determination of isomorphism. To define isomorphism class representatives of finite, accessible, deterministic automata with alphabet $X$, we fix a reduction ordering $\prec$ on $X^{*}$.

Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be a finite, accessible, deterministic automaton. If $A=\emptyset$, then $\mathcal{A}$ is the unique automaton over $X$ with no states or edges. If $A \neq \emptyset$, then $A$ contains a single state $\alpha$, and for each $\sigma$ in $\Sigma$ there is at
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least one path in $\mathcal{A}$ from $\alpha$ to $\sigma$. Let $\mathcal{L}_{\sigma}$ be the language recognized by $(\Sigma, X, E, A,\{\sigma\})$. Thus $\mathcal{L}_{\sigma}$ is the set of signatures of paths in $\mathcal{A}$ from $\alpha$ to $\sigma$. Since $\mathcal{L}_{\sigma} \neq \emptyset$, there is a smallest element $W_{\sigma}$ in $\mathcal{L}_{\sigma}$ with respect to $\prec$. If $\sigma \neq \tau$, then $W_{\sigma} \neq W_{\tau}$. Since $\varepsilon$ is in $\mathcal{L}_{\alpha}$, it follows that $W_{\alpha}=\varepsilon$.

We shall say that $\mathcal{A}$ is standard with respect to $\prec$ if the following conditions hold:
(i) $\Sigma=\{1, \ldots, n\}$, where $n=|\Sigma|$.
(ii) $A \subseteq\{1\}$.
(iii) If $\sigma$ and $\tau$ are in $\Sigma$ and $\sigma<\tau$, then $W_{\sigma} \prec W_{\tau}$.

Under this definition, $(\emptyset, X, \emptyset, \emptyset, \emptyset)$ is standard. Condition (iii) can be replaced by
(iii') Suppose $U$ is in $X^{*}, U \preceq W_{\sigma}$, and $1^{U}$ is defined. Then $1^{U} \leq \sigma$. Note that whether or not $\mathcal{A}$ is standard does not depend on $\Omega$. In the discussion that follows, we shall tend to ignore the sets of terminal states in our automata.

Proposition 8.1. Every finite, accessible, deterministic automaton with alphabet $X$ is isomorphic to a unique automaton which is standard with respect to $\prec$.

Proof. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be a finite, accessible, deterministic automaton. There is a unique way to number the elements of $\Sigma$ as $\sigma_{1}, \ldots, \sigma_{n}$ such that $W_{\sigma_{i}} \prec W_{\sigma_{j}}$ if $i<j$. If $A=\{\alpha\}$, then $W_{\alpha}=\varepsilon$, so $\alpha=\sigma_{1}$. Let $\Sigma_{1}=\{1, \ldots, n\}, A_{1}=\{1\} \cap \Sigma_{1}, \Omega_{1}=\left\{i \mid \sigma_{i} \in \Omega\right\}$, and
$E_{1}=\left\{(i, x, j) \mid\left(\sigma_{i}, x, \sigma_{j}\right) \in E\right\}$. We leave it as an exercise to show that $\mathcal{A}_{1}=\left(\Sigma_{1}, X, E_{1}, A_{1}, \Omega_{1}\right)$ is standard and $\mathcal{A}_{1}$ is the only standard automaton isomorphic to $\mathcal{A}$.

Although we know that the words $W_{\sigma_{i}}$ in the proof of Proposition 8.1 must exist, we have as yet no algorithm for computing them. Thus the proof of Proposition 8.1 does not lead immediately to an algorithm for standardization, that is, for finding $\mathcal{A}_{1}$. See Exercise 8.5.

It is possible to place the notion of a standard automaton into a broader context. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be a nonempty, finite, accessible, deterministic automaton and let $\alpha$ be the unique initial state of $\mathcal{A}$. Set $\mathcal{W}=\mathcal{W}(\mathcal{A})$ equal to the set of words $W$ in $X^{*}$ such that $\alpha^{W}$ is defined, and let $f=f_{\mathcal{A}}$ be the function from $\mathcal{W}$ to $\Sigma$ given by $f(W)=\alpha^{W}$. The pair $(\mathcal{W}, f)$ determines $\Sigma, E$, and $A$, but not $\Omega$. Since $\mathcal{A}$ is accessible, $f$ maps $\mathcal{W}$ onto $\Sigma$ and $\alpha=f(\varepsilon)$. If $\sigma$ and $\tau$ are in $\Sigma$ and $x$ is in $X$, then $(\sigma, x, \tau)$ is in $E$ if and only if there is a word $W$ in $\mathcal{W}$ such that $W x$ is also in $\mathcal{W}, f(W)=\sigma$ and $f(W x)=\tau$.

Let us say that $\mathcal{A}$ is numeric if $\Sigma$ is a set of positive integers. Our choice of a reduction ordering $\prec$ on $X^{*}$ defines an ordering of finite, accessible, deterministic, numeric automata with alphabet $X$. (Strictly speaking, the ordering is on the triples ( $\Sigma, E, A$ ) which arise in such automata, but as noted above we are ignoring the sets of terminal states.) The empty automaton ( $\emptyset, X, \emptyset, \emptyset, \emptyset)$ comes first. Let $\mathcal{A}_{i}=\left(\Sigma_{i}, X, E_{i}, A_{i}, \Omega_{i}\right), i=1,2$, be nonempty, finite, accessible, deterministic, numeric automata. Set $f_{i}=f_{\mathcal{A}_{i}}$. If $\left(\Sigma_{1}, E_{1}, A_{1}\right) \neq\left(\Sigma_{2}, E_{2}, A_{2}\right)$, then there is some word $W$ such that $f_{1}(W)$ and $f_{2}(W)$ differ in the sense that one is defined and the other is not, or both are defined but they have different values. Let $W$ be the first word at which $f_{1}$ and $f_{2}$ differ. Then we shall say that $\mathcal{A}_{1}$ precedes $\mathcal{A}_{2}$ and write $\mathcal{A}_{1} \prec \mathcal{A}_{2}$ if either $f_{1}(W)$ is not defined and $f_{2}(W)$ is defined or both are defined and $f_{1}(W)<f_{2}(W)$. If neither automaton precedes the other, then they differ only in their sets of terminal states. If in addition the automata are isomorphic, then they must have the same terminal states as well, so $\mathcal{A}_{1}=\mathcal{A}_{2}$. The precedence relation on finite, accessible, deterministic, numeric automata with alphabet $X$ is transitive.

Proposition 8.2. Let $\mathcal{A}$ be a finite, accessible, deterministic, numeric automaton with alphabet $X$. Then $\mathcal{A}$ is standard if and only if $\mathcal{A}$ precedes every other numeric automaton which is isomorphic to $\mathcal{A}$.

Proof. Clearly we may assume that $\mathcal{A}$ is nonempty. Let $\mathcal{A}=(\Sigma, X$, $E, A, \Omega)$ and suppose first that $\mathcal{A}$ is standard. Let $\mathcal{A}^{\prime}=\left(\Sigma^{\prime}, X, E^{\prime}, A^{\prime}, \Omega^{\prime}\right)$ be a numeric automaton which is isomorphic to $\mathcal{A}$ and different from $\mathcal{A}$. Then, as noted above, one of $\mathcal{A}$ and $\mathcal{A}^{\prime}$ precedes the other. Suppose that
$\mathcal{A}^{\prime}$ precedes $\mathcal{A}$. Since $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are isomorphic, $\mathcal{W}(\mathcal{A})=\mathcal{W}\left(\mathcal{A}^{\prime}\right)$. Thus if $W$ is the first word for which $f_{\mathcal{A}}$ and $f_{\mathcal{A}^{\prime}}$ differ, both $f_{\mathcal{A}}(W)$ and $f_{\mathcal{A}^{\prime}}(W)$ are defined, and $f_{\mathcal{A}^{\prime}}(W)<f_{\mathcal{A}}(W)$. Now $f_{\mathcal{A}}(\varepsilon)=1$ and $f_{\mathcal{A}^{\prime}}(\varepsilon)$ is positive. Therefore $W \neq \varepsilon$ and $A=A^{\prime}=\{1\}$.

Let $\sigma=f_{\mathcal{A}^{\prime}}(W)$ and $\tau=f_{\mathcal{A}}(W)$. Then $1 \leq \sigma<\tau$. Because $\mathcal{A}$ is standard, $\sigma$ is a state of $\mathcal{A}$. Let $V$ be the first word such that $1^{V}=\sigma$ in $\mathcal{A}$. Again because $\mathcal{A}$ is standard, $V \prec W$. By the definition of $W, \sigma=f_{\mathcal{A}}(V)=f_{\mathcal{A}^{\prime}}(V)$. But this says that $1^{V}=1^{W}$ in $\mathcal{A}^{\prime}$ but $1^{V} \neq 1^{W}$ in $\mathcal{A}$. Since $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are isomorphic, this is impossible. Hence $\mathcal{A}$ precedes $\mathcal{A}^{\prime}$.

Now suppose that $\mathcal{A}$ precedes all other numeric automata isomorphic to it. Then $\mathcal{A}$ is isomorphic to a standard automaton $\mathcal{A}^{\prime}$, and by the previous argument $\mathcal{A}^{\prime}$ precedes all numeric automata isomorphic to it. Thus if $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are different, then each precedes the other, which is impossible.

The orderings which will be used most frequently to define standard automata are length-plus-lexicographic orderings and basic wreath product orderings. It is important to develop efficient techniques for standardization and for deciding precedence of numeric automata with respect to these two classes of orderings. We shall begin with length-plus-lexicographic orderings.

Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be a finite, accessible, deterministic, numeric automaton. We can define an ordering on $E$, which we denote by $\ll$, as follows: $(\sigma, x, \tau) \ll(\varphi, y, \psi)$ if $\sigma<\varphi$ or $\sigma=\varphi$ and $x \prec y$. Since $\mathcal{A}$ is deterministic, the equalities $\sigma=\varphi$ and $x=y$ imply that $\tau=\psi$. If $A=\{\alpha\}$, then there may not be any edges going into $\alpha$. However, since $\mathcal{A}$ is accessible, for every $\tau$ in $\Sigma-A$ there is an edge going into $\tau$. Let $e_{\tau}$ be the first such edge with respect to $\ll$.

The automaton $\mathcal{A}$ is said to be edge standard relative to $\prec$ if the following conditions hold:
(i) $\Sigma=\{1, \ldots, n\}$, where $n=|\Sigma|$.
(ii) $A \subseteq\{1\}$.
(iii) $e_{2} \ll e_{3} \ll \cdots \ll e_{n}$.

Assuming that conditions (i) and (ii) hold, condition (iii) is quite simple to check. We arrange the edges in order and look to see whether for $2 \leq$ $\tau<n$ the first occurrence of $\tau$ as a third component comes before the first occurrence of $\tau+1$.

Example 8.1. Let $X=\{a, b\}$ and let $\prec$ be the length-plus-lexicographic ordering on $X^{*}$ with $a \prec b$. Suppose that $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ is the automaton in which $\Sigma=\{1,2,3,4\}, A=\{1\}$, and $E$ is given by the following transition table:

|  | $a$ | $b$ |
| :--- | :--- | :--- |
| 1 | 1 | 2 |
| 2 | 3 | 2 |
| 3 | 1 | 4 |
| 4 | 2 | 3 |

To examine the edges in order, we have only to go through entries in the table row by row. In doing so, we first encounter 2 as a third component in $e_{2}=(1, b, 2)$. We first encounter 3 in $e_{3}=(2, a, 3)$ and 4 in $e_{4}=(3, b, 4)$. Since $e_{2} \ll e_{3} \ll e_{4}, \mathcal{A}$ is edge standard. In our previous notation, $W_{1}=\varepsilon$, $W_{2}=b, W_{3}=b a$, and $W_{4}=b a b$. Thus $W_{1} \prec W_{2} \prec W_{3} \prec W_{4}$. Hence $\mathcal{A}$ is also standard with respect to $\prec$. This is no accident.

Proposition 8.3. Let $\mathcal{A}$ be a finite, accessible, deterministic, numeric automaton with alphabet $X$. If $\prec$ is a length-plus-lexicographic ordering of $X^{*}$, then $\mathcal{A}$ is edge standard with respect to $\prec$ if and only if $\mathcal{A}$ is standard with respect to $\prec$.

Proof. We may clearly assume that $\mathcal{A}$ is not empty. Let $\mathcal{A}=$ $(\Sigma, X, E, A, \Omega)$, where $\Sigma=\{1, \ldots, n\}$ and $A=\{1\}$. For $\sigma$ in $\Sigma$ let $W_{\sigma}$ be the first word with respect to $\prec$ such that

$$
1^{W_{\sigma}}=\sigma
$$

Lemma 8.4. Suppose $W_{\sigma}$ ends in an element $x$ of $X$. Then $W_{\sigma}=\left(W_{\tau}\right) x$, where $\tau^{x}=\sigma$.

Proof. Let $W_{\sigma}=U x$ and let $\tau=1^{U}$. Thus $\tau^{x}=\sigma$ and

$$
\mathbf{1}^{\left(W_{r}\right) x}=\sigma .
$$

Therefore $\left(W_{\tau}\right) x \succeq W_{\sigma}=U x$, so $W_{\tau} \succeq U$. But by the minimality of $W_{\tau}$ it follows that $U=W_{\tau}$.

Suppose first that $\mathcal{A}$ is standard with respect to $\prec$.
Lemma 8.5. Suppose that $2 \leq \tau \leq n$ and $e_{\tau}=(\sigma, x, \tau)$. Then $W_{\tau}=\left(W_{\sigma}\right) x$.
Proof. By Lemma 8.4, $W_{\tau}$ has the form $\left(W_{\rho}\right) y$, where ( $\rho, y, \tau$ ) is an edge. By the definition of $e_{\tau}, \sigma<\rho$ or $\sigma=\rho$ and $x \preceq y$. Since $\mathcal{A}$ is standard, $W_{\sigma} \preceq W_{\rho}$, so $\left(W_{\sigma}\right) x \preceq\left(W_{\rho}\right) y$. Since

$$
1^{\left(W_{\sigma}\right) x}=\tau
$$

we have $W_{\tau}=\left(W_{\sigma}\right) x$.
Now suppose that $2 \leq \sigma<\tau \leq n$. Let $e_{\sigma}=(\varphi, x, \sigma)$ and $e_{\tau}=(\psi, y, \tau)$. Then

$$
\left(W_{\varphi}\right) x=W_{\sigma} \prec W_{\tau}=\left(W_{\psi}\right) y .
$$

Therefore either $W_{\varphi} \prec W_{\psi}$ or $W_{\varphi}=W_{\psi}$ and $x \prec y$. But this means that either $\varphi<\psi$ or $\varphi=\psi$ and $x \prec y$. In either case, $e_{\sigma} \ll e_{\tau}$. Therefore $\mathcal{A}$ is edge standard with respect to $\prec$.

Now suppose that $\mathcal{A}$ is edge standard. We must prove that $\mathcal{A}$ is standard. Suppose $\mathcal{A}$ is not standard. Then there exist $\sigma$ and $\tau$ in $\Sigma$ such that $W_{\sigma} \prec W_{\tau}$ and $\tau<\sigma$. Among such pairs ( $\sigma, \tau$ ) choose one in which $W_{\sigma}$ is as small as possible. Now $W_{1}=\varepsilon$, so $1<\tau<\sigma$. Thus we can write $W_{\sigma}$ as $\left(W_{\rho}\right) x$. Then $W_{\rho} \prec W_{\sigma}$, so by the choice of $\sigma$ we have $\rho<\sigma$. The triple $(\rho, x, \sigma)$ is in $E$. Since $\mathcal{A}$ is edge standard, there is an edge $(\varphi, y, \tau)$ in $E$ such that either $\varphi<\rho$ or $\varphi=\rho$ and $y \prec x$. But

$$
\left(W_{\rho}\right) x=W_{\sigma} \prec W_{\tau} \preceq\left(W_{\varphi}\right) y .
$$

If $\varphi=\rho$, then $\left(W_{\rho}\right) x \succ\left(W_{\varphi}\right) y$, which is not the case. Therefore $W_{\rho} \prec W_{\varphi}$ and $\varphi<\rho$. This contradicts the choice of $\sigma$.

Here is a standardization procedure for the length-plus-lexicographic ordering of $X^{*}$ determined by a given linear ordering of $X$. It is based on the definition of an edge standard automaton.

Procedure LENLEX_STND $\left(\mathcal{A}, \prec ; \mathcal{A}_{1}\right)$;
Input: $\mathcal{A}:$ a nonempty, finite, accessible, deterministic automaton ( $\Sigma, X, E, A, \Omega$ );
$\begin{aligned} & \prec: \text { a linear ordering on } X ; \\ & \text { Output: } \mathcal{A}_{1} \\ &: \text { the automaton which is isomorphic to } \mathcal{A} \text { and is }\end{aligned}$ standard with respect to the length-plus-lexicographic ordering of $X^{*}$ determined by $\prec$;
Begin
Let $A=\{\alpha\} ; n:=|\Sigma| ; m:=1 ; \sigma_{1}:=\alpha ; \Lambda:=\left\{\sigma_{1}\right\} ;$
For $i:=1$ to $n$ do
For each edge ( $\sigma_{i}, x, \tau$ ) in $E$ do
(* The edges are considered in the $\prec$-order of their labels. *) If $\tau \notin \Lambda$ then begin $m:=m+1 ; \sigma_{m}:=\tau ; \Lambda:=\Lambda \cup\{\tau\}$ end;
$\Sigma_{1}:=\{1, \ldots, n\} ; A_{1}:=\{1\} ; \Omega_{1}:=\left\{i \mid \sigma_{i} \in \Omega\right\} ;$
$E_{1}:=\left\{(i, x, j) \mid\left(\sigma_{i}, x, \sigma_{j}\right) \in E\right\} ; \mathcal{A}_{1}:=\left(\Sigma_{1}, X, E_{1}, A_{1}, \Omega_{1}\right)$
End.

Table 3.8.1

|  | $x$ | $y$ |
| :--- | :--- | :--- |
| 1 | 6 |  |
| 2 |  | 6 |
| 3 | 5 | 1 |
| 4 | 3 |  |
| 5 | 3 | 2 |
| 6 |  | 4 |

Table 3.8.2

|  | $x$ | $y$ |
| :--- | :--- | :--- |
| 1 | 2 | 3 |
| 2 | 1 | 4 |
| 3 | 5 |  |
| 4 |  | 5 |
| 5 |  | 6 |
| 6 | 1 |  |

Proposition 8.6. If $\mathcal{A}$ is a nonempty, finite, accessible, deterministic automaton with alphabet $X$ and $\prec$ is a linear ordering of $X$, then LENLEX_STND $\left(\mathcal{A}, \prec ; \mathcal{A}_{1}\right)$ returns $\mathcal{A}_{1}$ as the unique automaton which is isomorphic to $\mathcal{A}$ and standard with respect to the length-plus-lexicographic ordering of $X^{*}$ determined by $\prec$.

Proof. Exercise.
Example 8.2. Suppose $\mathcal{A}=(\Sigma, X, E, A, \Omega)$, where $\Sigma=\{1,2,3,4,5,6\}, X=$ $\{x, y\}, A=\{3\}$, and $E$ is given by Table 3.8.1. If $x \prec y$, then in the call LENLEX_STND $\left(\mathcal{A}, \prec ; \mathcal{A}_{1}\right)$ we obtain $3,5,1,2,6,4$ as the sequence $\sigma_{1}, \ldots, \sigma_{6}$. In $\mathcal{A}_{1}$ we have $A_{1}=\{1\}$ and $E_{1}$ is given by Table 3.8.2. Note that the set of terminal states does not play a significant role in the standardization process.

It turns out in practice that we only need to decide the precedence of two automata when both are standard. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be a nonempty automaton which is standard with respect to $\prec$. Suppose $|\Sigma|=n$ and $x_{1}, \ldots, x_{r}$ are the elements of $X$ in increasing $\prec$-order. The transition matrix of $\mathcal{A}$ is the $n$-by- $r$ matrix $T=T(\mathcal{A})$ such that $T[\sigma, j]=\tau$ if $\left(\sigma, x_{j}, \tau\right)$ is in $E$ and $T[\sigma, j]=0$ if $\sigma^{x_{j}}$ is undefined in $\mathcal{A}$. Thus $T$ is essentially the transition table with blanks filled in with zeros. We can put an ordering on the set of integer matrices by comparing two matrices lexicographically according to the sequences of their entries in row-major order.

Proposition 8.7. Suppose that $\prec$ is a length-plus-lexicographic ordering of $X^{*}$ and that $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are finite, nonempty, accessible, deterministic automata which are standard with respect to $\prec$. Then $\mathcal{A}_{1}$ precedes $\mathcal{A}_{2}$ if and only if the transition matrix for $\mathcal{A}_{1}$ comes lexicographically before the transition matrix for $\mathcal{A}_{2}$.

Proof. Set $f_{i}=f_{\mathcal{A}_{i}}$ and let $T_{i}$ be the transition matrix for $\mathcal{A}_{i}$. Suppose that $\mathcal{A}_{1}$ precedes $\mathcal{A}_{2}$. Let $W$ be the first word at which $f_{1}$ and $f_{2}$ differ. Then $W \neq \varepsilon$, since 1 is the initial state in both $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$. Let $W=U x_{j}$. Since $1^{W}$ is defined in $\mathcal{A}_{2}$, it follows that $\sigma=1^{U}$ is defined in $\mathcal{A}_{2}$. Since

Table 3.8.3

|  | $x$ | $y$ |
| :--- | :--- | :--- |
| 1 | 2 | 4 |
| 2 | 3 |  |
| 3 | 1 | 6 |
| 4 | 5 |  |
| 5 |  | 3 |
| 6 | 1 |  |

$U \prec W$, we know that $f_{1}$ and $f_{2}$ agree at $U$. Thus $\sigma=1^{U}$ in $\mathcal{A}_{1}$. Let $\tau=f_{2}(W)=\sigma^{x_{j}}$ in $\mathcal{A}_{2}$. Then either $f_{1}(W)$ is not defined or $f_{1}(W)$ is defined and $f_{1}(W)<\tau$. In the first case $T_{1}[\sigma, j]=0$, and in the second case $0<T_{1}[\sigma, j]<\tau$. In either case, $T_{1}[\sigma, j]<T_{2}[\sigma, j]$.

It remains to show that if the entries of $T_{1}$ and $T_{2}$ are compared in row-major order, then the first difference occurs at the $(\sigma, j)$-entries. If $1 \leq k<j$, then $U x_{k} \prec W$, so $f_{1}\left(U x_{k}\right)$ and $f_{2}\left(U x_{k}\right)$ agree. This means that the entries $T_{1}[\sigma, k]$ and $T_{2}[\sigma, k]$ are equal. Now suppose that $1 \leq \rho<\sigma$. Let $V$ be the first word such that $1^{V}=\rho$ in $\mathcal{A}_{1}$. Then $V \prec U$, so $f_{1}$ and $f_{2}$ agree at $V$. Therefore $1^{V}=\rho$ in $\mathcal{A}_{2}$. Let $1 \leq k \leq r$. Because $\prec$ is a length-plus-lexicographic ordering, $V x_{k} \prec U x_{j}=W$. Hence $f_{1}$ and $f_{2}$ agree at $V x_{k}$. This means that the entries $T_{1}[\rho, k]$ and $T_{2}[\rho, k]$ are equal. Thus $T_{1}$ comes lexicographically before $T_{2}$.

Now suppose that $T_{1}$ is lexicographically earlier than $T_{2}$ and let the $T_{i}$ differ first in their $(\sigma, j)$-entries. Let $U$ be the first word such that $1^{U}=\sigma$ in $\mathcal{A}_{1}$. It is not hard to show that in computing $1^{U}$ we need only look at entries in $T_{1}$ which come before the ( $\sigma, j$ )-th entry in row-major order. This means that $1^{U}=\sigma$ in $\mathcal{A}_{2}$ as well. Since $T_{1}[\sigma, j] \neq T_{2}[\sigma, j]$, it follows that $f_{1}$ and $f_{2}$ do not agree at $U x_{j}$. Let $W$ be any word with $W \prec U x_{j}$. Then to decide whether $f_{1}(W)$ is defined, we need only look at entries of $T_{1}$ which come before the ( $\sigma, j$ )-th. Thus $f_{1}$ and $f_{2}$ agree at $W$. Therefore $\mathcal{A}_{1}$ precedes $\mathcal{A}_{2}$.

In Section 5.6 we shall find it useful to consider automata which are standard with respect to a basic wreath product ordering $\prec$. Using wreath product orderings makes it more difficult to recognize standard automata.

Example 8.3. Let $X=\{x, y\}$ and let $\prec$ be the basic wreath product ordering of $X^{*}$ in which $x \prec y$. Suppose $\mathcal{A}=(\Sigma, X, E,\{1\},\{1\})$, where $\Sigma=\{1, \ldots, 6\}$ and $E$ is given by Table 3.8.3. The earliest words with respect to $\prec$ are the powers of $x$. The only states of the form $1^{W}$ with $W$ a power of $x$ are 1 , 2 , and 3. It is easy to see that $W_{1}=\varepsilon, W_{2}=x$, and $W_{3}=x^{2}$. Now we have to consider words which contain at least one $y$. The first such word is $y$, and $y$ gets us to a new state, since $1^{y}=4$. This means that $W_{4}=y$.

Next we look at words which consist of $y$ followed by a power of $x$. We see that $W_{5}=y x$. We cannot reach 6 using a word $y x^{i}$, but we can reach 6 with $x^{2} y$. It is easy to see that $W_{6}=x^{2} y$. Since $W_{1} \prec W_{2} \prec \cdots \prec W_{6}$, the automaton is standard with respect to $\prec$.

Here is a procedure which standardizes an automaton $\mathcal{A}$ with respect to a basic wreath product ordering:

Procedure WREATH_STND $\left(\mathcal{A}, \prec ; \mathcal{A}_{1}\right)$;
Input: $\mathcal{A} \quad:$ a nonempty, finite, accessible, deterministic automaton ( $\Sigma, X, E, A, \Omega$ );
$\begin{array}{cl}\prec & : \text { a linear ordering on } X ; \\ \text { Output: } \mathcal{A}_{1} & : \text { the automaton which is isomorphic to } \mathcal{A} \text { and is }\end{array}$ standard with respect to the basic wreath product ordering of $X^{*}$ determined by $\prec$;
Begin
Let $A=\{\alpha\} ; n:=|\Sigma|, m:=1 ; \sigma_{1}:=\alpha ; \Lambda:=\left\{\sigma_{1}\right\} ;$
For $x$ in $X$ do $j_{x}:=1$;
99: For $x$ in $X$ do (* Elements of $X$ are taken in $\prec$-order. *)
While $j_{x} \leq m$ do
If $\left(\sigma_{j_{x}}\right)^{x}$ is not defined then $j_{x}:=j_{x}+1$
Else begin
$\tau:=\left(\sigma_{j_{x}}\right)^{x} ; j_{x}:=j_{x}+1 ;$
If $\tau$ is not in $\Lambda$ then begin $m:=m+1 ; \sigma_{m}:=\tau ; \Lambda:=\Lambda \cup\{\tau\} ;$ goto 99
End
End;

$$
\begin{aligned}
& \Sigma_{1}:=\{1, \ldots, n\} ; A_{1}:=\{1\} ; \Omega_{1}:=\left\{i \mid \sigma_{i} \in \Omega\right\} ; \\
& E_{1}:=\left\{(i, x, j) \mid\left(\sigma_{i}, x, \sigma_{j}\right) \in E\right\} ; \mathcal{A}_{1}:=\left(\Sigma_{1}, X, E_{1}, A_{1}, \Omega_{1}\right)
\end{aligned}
$$

End.

It is left as an exercise to verify the correctness of WREATH_STND.
In Sections 4.9 and 5.6 we shall devise backtrack searches for various special classes of standard, accessible, deterministic automata. Although there is unlikely to be a strong need to produce all accessible, deterministic automata with a given alphabet $X$ which are standard with respect to a fixed ordering $\prec$ of $X^{*}$ and have a certain number $n$ of states, the following discussion illustrates the ideas behind these searches. It turns out to be most natural to list all standard, accessible, deterministic automata having at most $n$ states, where $n$ is some specified positive integer.

Let $X$ be a finite set and let $\prec$ be a reduction ordering on $X^{*}$. Define $\mathcal{S}(X, \prec, n)$ to be the set of nonempty, accessible, deterministic automata $\mathcal{A}$ with alphabet $X$ and at most $n$ states such that $\mathcal{A}$ is standard with respect
to $\prec$. An element $\mathcal{A}=(\Sigma, X, E,\{1\}, \Omega)$ of $\mathcal{S}(X, \prec, n)$ is determined by $E$ and $\Omega$, since $\Sigma$ consists of 1 and the set of endpoints of all edges in $E$. Given $E$, the set $\Omega$ can be any subset of $\Sigma$. We shall concentrate on describing a backtrack search for the edge sets $E$ which can occur, or, equivalently, for the transition matrices corresponding to these edge sets.

Let $x_{1}, \ldots, x_{r}$ be the elements of $X$ in $\prec$-order. The nodes of the search tree consist of "incomplete transition matrices", $m$-by- $r$ matrices with $m \leq$ $n$ whose entries either are in $\{0,1, \ldots, m\}$ or are '?', indicating that the entry is not yet determined. Suppose that $X=\{x, y\}$ and that $\prec$ is the length-plus-lexicographic ordering with $x \prec y$. The matrix

$$
\left[\begin{array}{ll}
0 & 2 \\
3 & ? \\
1 & ?
\end{array}\right]
$$

describes those automata with three states which are standard with respect to $\prec$ and in which $1^{x}$ is definitely not defined, $1^{y}=2,2^{x}=3,3^{x}=1$, and $2^{y}$ and $3^{y}$ are unspecified. For any word $W$ in $X^{*}$ we can ask whether $1^{W}$ is defined, undefined, or unspecified. In this example, $1^{x^{2}}$ and $1^{y x^{3}}$ are undefined, $1^{y x^{2} y}=2$, and $1^{y^{2}}$ is unspecified.

The root of the search tree is the 1-by- $r$ matrix all of whose entries are '?'. Let $T$ be an $m$-by- $r$ incomplete transition matrix which corresponds to a node in the search tree. If there are no words $W$ such that $1^{W}$ is unspecified, then $T$ is the transition matrix for an element in $\mathcal{S}(X, \prec, n)$. Otherwise, let $W$ be the first word with respect to $\prec$ such that $1^{W}$ is unspecified. Then $W \neq \varepsilon$ and $W$ has the form $U x_{j}$, where $\sigma=1^{U}$ is defined. Let $s$ be the minimum of $n$ and $m+1$. For $k=0, \ldots, s$ we get a descendant of $T$ in the search tree as follows: Set $T[\sigma, j]=k$. If $k=m+1$, then also add a $k$-th row to $T$ consisting of all question marks.

Let us continue the example above and take $n \geq 3$. The root is [? ?]. The descendants of the root are

$$
\left[\begin{array}{lll}
0 & ?
\end{array}\right], \quad\left[\begin{array}{ll}
1 & ?
\end{array}\right], \quad\left[\begin{array}{ll}
2 & ? \\
? & ?
\end{array}\right]
$$

With each of these matrices, $W=y$. The descendants of [0 ?] are

$$
\left[\begin{array}{ll}
0 & 0
\end{array}\right], \quad\left[\begin{array}{ll}
0 & 1
\end{array}\right],\left[\begin{array}{ll}
0 & 2 \\
? & ?
\end{array}\right]
$$

The descendants of [1 ?] are

$$
\left[\begin{array}{ll}
1 & 0
\end{array}\right], \quad\left[\begin{array}{ll}
1 & 1
\end{array}\right], \quad\left[\begin{array}{ll}
1 & 2 \\
? & ?
\end{array}\right]
$$

Table 3.8.4

|  | $x$ | $y$ |
| :--- | :--- | :--- |
| 1 | 4 |  |
| 2 | 5 | 3 |
| 3 |  | 2 |
| 4 | 3 | 5 |
| 5 | 1 |  |

The descendants of $\left[\begin{array}{l}2 ? \\ ? ?\end{array}\right]$ are

$$
\left[\begin{array}{ll}
2 & 0 \\
? & ?
\end{array}\right], \quad\left[\begin{array}{ll}
2 & 1 \\
? & ?
\end{array}\right], \quad\left[\begin{array}{ll}
2 & 2 \\
? & ?
\end{array}\right], \quad\left[\begin{array}{ll}
2 & 3 \\
? & ? \\
? & ?
\end{array}\right]
$$

Let us now change the reduction ordering on $X$ and take $\prec$ to be the basic wreath product ordering with $x \prec y$. The root and its descendants are the same as before. For the first two of these descendants, $W=y$, and the nodes at depth 2 are the same. However, with $\left[\begin{array}{ll}2 & ? \\ ? & ?\end{array}\right]$ we have $W=x^{2}$, and the descendants are

$$
\left[\begin{array}{ll}
2 & ? \\
0 & ?
\end{array}\right], \quad\left[\begin{array}{ll}
2 & ? \\
1 & ?
\end{array}\right], \quad\left[\begin{array}{ll}
2 & ? \\
2 & ?
\end{array}\right], \quad\left[\begin{array}{ll}
2 & ? \\
3 & ? \\
? & ?
\end{array}\right] .
$$

If the tree is traversed in what is known as a depth-first search, then the transition matrices are produced in order of precedence. In the current context, to traverse the tree in a depth-first search means to consider all descendants of a given node before considering another node at the same level and to consider the immediate descendants of a given node in increasing order of the number $k$ described earlier. The number of transition matrices corresponding to elements of $\mathcal{S}(X, \prec, n)$ does not depend on $\prec$. For example, if $|X|=2$, then there are 49 transition matrices corresponding to elements of $\mathcal{S}(X, \prec, 2)$. If one simply wants to count these transition matrices, one does not have to list them. See Exercises 8.6 and 8.7.

## Exercises

8.1. Let $X=\{x, y\}$ and assume $x \prec y$. Standardize the automaton $\mathcal{A}=(\{1,2,3,4,5\},\{x, y\}$, $E,\{2\},\{4\}$ ) with respect to the length-plus-lexicographic ordering and the basic wreath product ordering determined by $\prec$. Here $E$ is given by Table 3.8.4.
8.2. Prove that precedence of automata is a transitive relation.
8.3. Using backtrack, devise a depth-first search for standard, accessible, deterministic automata along the lines suggested in the text.
8.4. Modify the backtrack search in Exercise 8.3 so that only complete automata are produced.
8.5. Devise an algorithm for standardization with respect to an arbitrary reduction ordering $\prec$. (Hint: Assume in the notation of the proof of Proposition 8.1 that $\sigma_{1}, \ldots, \sigma_{i}$ have been found for some $i$ with $1 \leq i<n$. Show that $W_{\sigma_{i+1}}$ is the first word with respect to $\prec$ of the form $\left(W_{\sigma_{j}}\right) x$, where $1 \leq j \leq i$, and $\left(\sigma_{j}\right)^{x}$ is defined and is not in $\left\{\sigma_{1}, \ldots, \sigma_{i}\right\}$.)
8.6. Let $X=\{1, \ldots, r\}$ and $\Sigma=\{1, \ldots, n\}$. Fix a reduction ordering on $X^{*}$. Suppose $S$ is an $n$-by-r matrix with entries in $\Sigma \cup\{0\}$. Set $\mathcal{B}=(\Sigma, X, E,\{1\}, \emptyset)$, where $E$ is the set of triples $(i, x, j)$ in $\Sigma \times X \times \Sigma$ such that $j=S[i, x]$. Let $\mathcal{A}$ be the standard automaton isomorphic to the accessible part of $\mathcal{B}$. Prove that if $\mathcal{A}$ has $m$ states, then the number of choices for $S$ which yield $\mathcal{A}$ is

$$
(n-1)(n-2) \cdots(n-m+1)(n+1)^{r(n-m)}
$$

8.7. In the notation of Exercise 8.6, let $g(m, r)$ be the number of $m$-by- $r$ matrices occurring as transition matrices for elements of $\mathcal{S}(X, \prec, m)$. Show that

$$
(n+1)^{r n}=\sum_{m=1}^{n} g(m, r)(n-1) \cdots(n-m+1)(n+1)^{r(n-m)}
$$

Use this formula to compute $g(m, 2)$ for $m=1,2,3$.
8.8. Suppose we wish to count transition matrices for complete automata in $\mathcal{S}(X, \prec, m)$. Derive results analogous to Exercises 8.6 and 8.7.

### 3.9 Additional constructions

We have already seen a number of constructions related to automata. Section 3.3 discussed the completion. In Section 3.4 we learned about the subset construction. In Section 3.6 we saw the construction of the trim part and the accessible subset construction. Section 3.8 added a standardization procedure. In this section we shall discuss several more automaton constructions.

Let $X$ be a finite set. By Proposition 1.2, the set of rational languages over $X$ is closed under the operations of union, intersection, complement, product, and submonoid generation. Suppose $\mathcal{A}_{1}=\left(\Sigma_{1}, X, E_{1}, A_{1}, \Omega_{1}\right)$ and $\mathcal{A}_{2}=\left(\Sigma_{2}, X, E_{2}, A_{2}, \Omega_{2}\right)$ are finite automata over $X$ recognizing languages $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$, respectively. We shall give constructions for finite automata recognizing each of the languages $\mathcal{L}_{1} \cup \mathcal{L}_{2}, \mathcal{L}_{1} \cap \mathcal{L}_{2}, X^{*}-\mathcal{L}_{1}, \mathcal{L}_{1} \mathcal{L}_{2}$, and $\left(\mathcal{L}_{1}\right)^{*}$. Some of the constructions require the $\mathcal{A}_{i}$ to be deterministic or even complete, and some require $\Sigma_{1}$ and $\Sigma_{2}$ to be disjoint. By applying the accessible subset construction and forming the completion and perhaps taking an isomorphic copy, these conditions can always be satisfied. In the examples of the constructions given later in this section, we shall frequently use the automata $\mathcal{A}_{1}$ of Figure 3.9.1 and $\mathcal{A}_{2}$ of Figure 3.9.2.

If $\Sigma_{1} \cap \Sigma_{2}=\emptyset$, then the automaton

$$
\mathcal{A}_{3}=\left(\Sigma_{1} \cup \Sigma_{2}, X, E_{1} \cup E_{2}, A_{1} \cup A_{2}, \Omega_{1} \cup \Omega_{2}\right)
$$
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recognizes $\mathcal{L}_{1} \cup \mathcal{L}_{2}$. Of course $\mathcal{A}_{3}$ will in general not be deterministic, even if both $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are deterministic. A diagram for $\mathcal{A}_{3}$ is obtained simply by placing diagrams for $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ next to each other and considering the result as a single diagram. If we form $\mathcal{A}_{3}$ using our two examples, apply the accessible subset construction, and then take the trim part, we get a deterministic automaton with 11 states recognizing $\mathcal{L}_{1} \cup \mathcal{L}_{2}$.

To get an automaton recognizing $\mathcal{L}_{1} \cap \mathcal{L}_{2}$, we form $\Sigma_{4}=\Sigma_{1} \times \Sigma_{2}, A_{4}=$ $A_{1} \times A_{2}$, and $\Omega_{4}=\Omega_{1} \times \Omega_{2}$. Let $E_{4}$ be the set of triples $\left(\left(\sigma_{1}, \sigma_{2}\right), x,\left(\tau_{1}, \tau_{2}\right)\right)$, where $\left(\sigma_{i}, x, \tau_{i}\right)$ is in $E_{i}, i=1,2$. Put $\mathcal{A}_{4}=\left(\Sigma_{4}, X, E_{4}, A_{4}, \Omega_{4}\right)$. If $P$ is a path in $\mathcal{A}_{4}$, then looking only at the first components of the states involved, we get a path $P_{1}$ in $\mathcal{A}_{1}$. Similarly, looking at the second components of the states, we get a path $P_{2}$ in $\mathcal{A}_{2}$. The signatures of $P, P_{1}$, and $P_{2}$ are the same word $U$. The path $P$ goes from $A_{4}$ to $\Omega_{4}$ if and only if $P_{i}$ goes from $A_{i}$ to $\Omega_{i}, i=1,2$. Thus $\mathcal{A}_{4}$ recognizes $L\left(\mathcal{A}_{1}\right) \cap L\left(\mathcal{A}_{2}\right)$. In practice, we construct only the accessible part of $\mathcal{A}_{4}$ in a manner similar to the accessible subset construction. If $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are deterministic, then so is $\mathcal{A}_{4}$.

Table 3.9.1

|  | $a$ | $b$ |  | $a$ | $b$ |
| ---: | :--- | :--- | ---: | ---: | ---: |
| 1 | 2 | 3 | 7 | 7 | 10 |
| 2 | 4 | 5 | 8 | 4 | 10 |
| 3 | 2 | 6 | 9 | 11 | 9 |
| 4 | 7 | 5 | 10 | 12 | 9 |
| 5 | 8 | 6 | 11 | 7 | 10 |
| 6 | 2 | 9 | 12 | 7 | 10 |

Table 3.9.2

|  | $a$ | $b$ |
| :--- | :--- | :--- |
| 1 | 2 | 3 |
| 2 | 4 | 5 |
| 3 | 2 | 6 |
| 4 |  | 5 |
| 5 | 8 | 6 |
| 6 | 2 |  |
| 8 | 4 |  |

Let us find an automaton recognizing $\mathcal{L}_{1} \cap \mathcal{L}_{2}$ in the case of our two examples $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$. The single initial state of $\mathcal{A}_{4}$ is $\beta_{1}=(1,6)$. Now $1^{a}=2$ in $\mathcal{A}_{1}$ and $6^{a}=7$ in $\mathcal{A}_{2}$. Therefore $\mathcal{A}_{4}$ has an edge ( $\beta_{1}, a, \beta_{2}$ ), where $\beta_{2}=(2,7)$. In $\mathcal{A}_{2}$ the value of $6^{b}$ is undefined, so $\left(\beta_{1}\right)^{b}$ is undefined in $\mathcal{A}_{4}$. Continuing in this manner, we find that the accessible part of $\mathcal{A}_{4}$ has four states: $\beta_{1}, \beta_{2}, \beta_{3}=(3,8)$, and $\beta_{4}=(4,6)$. Of these, $\beta_{1}$ is initial and $\beta_{3}$ is terminal. The edges are given by the following table, where $i$ has been written for $\beta_{i}$ :

|  | $a$ | $b$ |
| :--- | :--- | :--- |
| 1 | 2 |  |
| 2 | 3 |  |
| 3 | 4 |  |
| 4 |  |  |

Only states 1,2 , and 3 are trim. It is not hard to see that $L\left(\mathcal{A}_{4}\right)$ consists of the single word $a^{2}$.

To obtain an automaton recognizing $X^{*}-\mathcal{L}_{1}$, we first replace $\mathcal{A}_{1}$, if necessary, by a complete automaton recognizing the same language. Then $\mathcal{A}_{5}=\left(\Sigma_{1}, X, E_{1}, A_{1}, \Sigma_{1}-\Omega_{1}\right)$ recognizes $X^{*}-\mathcal{L}_{1}$. For given a word $U$ in $X^{*}$, there is a unique path $P$ in $\mathcal{A}_{1}$ such that $P$ starts in $A_{1}$ and $U=\operatorname{Sg}(P)$. Let $\sigma$ be the endpoint of $P$. Then $U$ is in $\mathcal{L}_{1}$ if and only if $\sigma$ is in $\Omega_{1}$, and $U$ is in $X^{*}-\mathcal{L}_{1}$ if and only if $\sigma$ is in $\Sigma_{1}-\Omega_{1}$.

Example 9.1. In Example 6.2 we found that the ideal $\mathcal{I}$ in $\{a, b\}^{*}$ generated by $a^{3}, b^{3}$, and $(a b)^{2}$ is recognized by the complete automaton $\mathcal{A}=$ $(\Sigma, X, E, A, \Omega)$, where $\Sigma=\{1,2, \ldots, 12\}, A=\{1\}, \Omega=\{7,9,10,11,12\}$, and $E$ is given by Table 3.9.1. If we replace $\Omega$ by $\Sigma-\Omega$, we get an automaton $\mathcal{B}$ recognizing $X^{*}-\mathcal{I}$. Applying TRIM to $\mathcal{B}$, we find that the trim part of $\mathcal{B}$ has $\{1,2,3,4,5,6,8\}$ as the set of states and $\{1\}$ as the set of initial states. All states are terminal, and the edges are given by Table 3.9.2. This automaton has a circuit starting at 2 with signature $b^{2} a$. By Proposition $6.4, X^{*}-\mathcal{I}$ is infinite.

Because the set of canonical forms for a congruence is the complement of an ideal, the construction of an automaton for such a language is of considerable importance. If we have a finite, minimal generating set $\mathcal{U}$ for an ideal $\mathcal{I}$ of $X^{*}$, then we can construct an automaton recognizing $X^{*}-\mathcal{I}$ directly. Since $\mathcal{U}$ is minimal, no element of $\mathcal{U}$ contains another element of $\mathcal{U}$ as a subword. Let $\Sigma$ be the set of words which are proper prefixes of elements of $\mathcal{U}$. If $\mathcal{U}=\emptyset$, then $\mathcal{I}=\emptyset$ and $X^{*}-\mathcal{I}=X^{*}$. If $\mathcal{U}=\{\varepsilon\}$, then $\mathcal{I}=X^{*}$ and $X^{*}-\mathcal{I}=\emptyset$. Let us assume that we are not in one of these cases, so $\Sigma \neq \emptyset$, and in particular $\varepsilon$ is in $\Sigma$. Put $A=\{\varepsilon\}$ and $\Omega=\Sigma$. The set $E$ of edges consists of the triples $(U, x, V)$, where $U$ is in $\Sigma, x$ is in $X$, $U x$ does not have an element of $\mathcal{U}$ as a suffix, and $V$ is the longest suffix of $U x$ which is in $\Sigma$.

Proposition 9.1. The automaton $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ recognizes $X^{*}-\mathcal{I}$.

Proof. The proof is similar to that of Proposition 5.4 and is omitted.
Example 9.2. Let us apply Proposition 9.1 to the case $X=\{a, b\}$ and $\mathcal{U}=$ $\left\{a^{3}, b^{3},(a b)^{2}\right\}$. The elements of $\Sigma$ are $\varepsilon, a, b, a^{2}, a b, b^{2}$, and $a b a$. The longest suffix of $a^{2} b$ which is in $\Sigma$ is $a b$. Thus $\left(a^{2}, b, a b\right)$ is an edge of $\mathcal{A}$. Since $a^{3}$ is in $\mathcal{U}$, there is no edge $\left(a^{2}, a, U\right)$. If we number the elements of $\Sigma$ as $1,2,3$, $4,5,6$, and 8 , then $\mathcal{A}$ is exactly the automaton at the end of Example 9.1.

Now let us return to our discussion of operations on automata corresponding to the operations on rational languages of union, intersection, complement, product, and submonoid generation. Given finite automata $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$, our next task is to construct an automaton recognizing $L\left(\mathcal{A}_{1}\right) L\left(\mathcal{A}_{2}\right)$. For this construction we need to assume that $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ have no states in common. Let

$$
E_{6}=E_{1} \cup E_{2} \cup\left\{(\omega, \varepsilon, \alpha) \mid \omega \in \Omega_{1}, \alpha \in A_{2}\right\}
$$

and set $\mathcal{A}_{6}=\left(\Sigma_{1} \cup \Sigma_{2}, X, E_{6}, A_{1}, \Omega_{2}\right)$.
Proposition 9.2. $\mathcal{A}_{6}$ recognizes $L\left(\mathcal{A}_{1}\right) L\left(\mathcal{A}_{2}\right)$.

Proof. Suppose that $U_{i}$ is in $\mathcal{A}_{i}, i=1,2$. For $i=1,2$, there is a path $P_{i}$ in $\mathcal{A}_{i}$ from $\alpha_{i}$ in $A_{i}$ to $\omega_{i}$ in $\Omega_{i}$ such that $U_{i}=\operatorname{Sg}\left(P_{i}\right)$. All of the edges of $P_{1}$ and $P_{2}$ are in $E_{6}$, as is $\left(\omega_{1}, \varepsilon, \alpha_{2}\right)$. Let $P$ be the path in $\mathcal{A}_{6}$ consisting of the edges of $P_{1}$, the edge ( $\omega_{1}, \varepsilon, \alpha_{2}$ ), and the edges of $P_{2}$. The signature of $P$ is $U_{1} U_{2}$, so $U_{1} U_{2}$ is in $L\left(\mathcal{A}_{6}\right)$. Therefore $L\left(\mathcal{A}_{1}\right) L\left(\mathcal{A}_{2}\right) \subseteq L\left(\mathcal{A}_{6}\right)$. The proof of the reverse inclusion is left as an exercise.
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If we take $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ to be our standard examples, then $\mathcal{A}_{6}$ is given by Figure 3.9.3. This automaton is clearly not deterministic.

Finally, let us construct an automaton recognizing $\left(\mathcal{L}_{1}\right)^{*}$. Let $\infty$ be an object not in $\Sigma_{1}$. Set $\Sigma_{7}=\Sigma_{1} \cup\{\infty\}$,

$$
E_{7}=E_{1} \cup\left\{(\infty, \varepsilon, \alpha) \mid \alpha \in A_{1}\right\} \cup\left\{(\omega, \varepsilon, \infty) \mid \omega \in \Omega_{1}\right\}
$$

and $\mathcal{A}_{7}=\left(\Sigma_{7}, X, E_{7},\{\infty\},\{\infty\}\right)$.
Proposition 9.3. The automaton $\mathcal{A}_{7}$ recognizes $\left(\mathcal{L}_{1}\right)^{*}$.
Proof. Let $U_{1}, \ldots, U_{m}$ be in $\mathcal{L}_{1}=L\left(\mathcal{A}_{1}\right)$. For $1 \leq i \leq m$ there are states $\alpha_{i}$ in $A_{1}$ and $\omega_{i}$ in $\Omega_{1}$ and a path $P_{i}$ in $\mathcal{A}_{1}$ from $\alpha_{i}$ to $\omega_{i}$ such that $U_{i}=$ $\operatorname{Sg}\left(P_{i}\right)$. Let $Q_{i}$ consist of $\left(\infty, \varepsilon, \alpha_{i}\right), P_{i}$, and $\left(\omega_{i}, \varepsilon, \infty\right)$, and let $P$ be the concatenation of $Q_{1}, \ldots, Q_{m}$. Then $P$ is a path in $\mathcal{A}_{7}$, and $\operatorname{Sg}(p)=U_{1} \ldots U_{m}$. Thus $\left(\mathcal{L}_{1}\right)^{*} \subseteq L\left(\mathcal{A}_{7}\right)$.

Conversely, let $U$ be a word in $L\left(\mathcal{A}_{7}\right)$ and let $P$ be a path in $\mathcal{A}_{7}$ from $\infty$ to $\infty$ such that $U=\operatorname{Sg}(P)$. We proceed by induction on the length of $P$ to show that $U$ is in $\left(\mathcal{L}_{1}\right)^{*}$. If $P$ is empty, then $U=\varepsilon$ is in $\left(\mathcal{L}_{1}\right)^{*}$. Thus we may assume that $P$ is not empty. The first edge $e_{1}$ of $P$ has the form $(\infty, \varepsilon, \alpha)$, where $\alpha$ is in $A_{1}$. The next edge $e_{2}$ in $P$ which involves $\infty$ must be of the form ( $\omega, \varepsilon, \infty$ ), where $\omega$ is in $\Omega_{1}$. Let $Q$ be the sequence of edges between $e_{1}$ and $e_{2}$. Then $Q$ is a path in $\mathcal{A}_{1}$ from $\alpha$ to $\omega$, and the signature $V$ of $Q$ is in $\mathcal{L}_{1}$. Let $R$ consist of the edges of $P$ after $e_{2}$. Then $R$ goes from $\infty$ to $\infty$. By induction, the signature $W$ of $R$ is in $\left(\mathcal{L}_{1}\right)^{*}$. Therefore $U=V W$ is in $\left(\mathcal{L}_{1}\right)^{*}$.
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Example 9.3. Let $X=\{a, b\}$ and let $\mathcal{A}_{1}$ be the automaton in Figure 3.9.4. Then $\mathcal{A}_{7}$ is given by Figure 3.9.5.

Proposition 9.4. Let $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ be finite automata with the same alphabet $X$. It is possible to decide whether $L\left(\mathcal{A}_{1}\right) \subseteq L\left(\mathcal{A}_{2}\right)$ and whether $L\left(\mathcal{A}_{1}\right)=$ $L\left(\mathcal{A}_{2}\right)$.

Proof. Let $\mathcal{L}_{i}=L\left(\mathcal{A}_{i}\right), i=1,2$. Now $\mathcal{L}_{1} \subseteq \mathcal{L}_{2}$ if and only if $\mathcal{L}_{1} \cap\left(X^{*}-\mathcal{L}_{2}\right)=$ $\emptyset$. We can construct a finite automaton $\mathcal{B}$ recognizing $\mathcal{L}_{1} \cap\left(X^{*}-\mathcal{L}_{2}\right)$, and by Proposition 6.2 we can decide whether $L(\mathcal{B})=\emptyset$. Since $\mathcal{L}_{1}=\mathcal{L}_{2}$ if and only if $\mathcal{L}_{1} \subseteq \mathcal{L}_{2}$ and $\mathcal{L}_{2} \subseteq \mathcal{L}_{1}$, we can decide whether $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$ are equal.

## Exercises

9.1. Find a trim automaton recognizing $L\left(\mathcal{A}_{1}\right) \cap L\left(\mathcal{A}_{2}\right)$, where $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are the automata defined at the beginning of this section.
9.2. Construct automata recognizing the set of canonical forms for the confluent rewriting systems in Examples 5.1, 5.3, and 5.5 in Chapter 2.
9.3. Let $\mathcal{A}$ be a finite automaton and let $\mathcal{L}=L(\mathcal{A})$. Give constructions for finite automata which recognize the following languages:
(a) The set of prefixes of elements of $\mathcal{L}$.
(b) The set $\mathcal{L}^{\dagger}$.
(c) The set of suffixes of elements of $\mathcal{L}$.
(d) The set of subwords of elements of $\mathcal{L}$.
9.4. Let $\mathcal{A}$ be a finite automaton with alphabet $X$ and let $W$ be a word in $X^{*}$. Show how to compute the longest prefix of $W$, if any, which is in $L(\mathcal{A})$.
9.5. Let $\mathcal{U}$ be a finite set of words in $X^{*}$ such that no element of $\mathcal{U}$ is a prefix of another element of $\mathcal{U}$. Modify the construction of Proposition 9.1 to obtain an automaton recognizing the complement of the right ideal generated by $\mathcal{U}$.

### 3.10 More rewriting applications

In Section 3.5 we saw how to use automata as indexes to rewriting systems. These indexes speed up the processes of rewriting and of locating overlaps in the Knuth-Bendix procedure. This section describes some additional applications of automata to problems related to rewriting systems.

First we complete a discussion begun at the end of Section 2.5. Let ( $X, \mathcal{R}$ ) be a finite presentation for a monoid $M$. If $\mathcal{R}$ is a confluent rewriting system with respect to some reduction ordering $\prec$ on $X^{*}$, then it is possible to decide whether $M$ is finite. Let $\mathcal{U}$ be the complement of the ideal of $X^{*}$ generated by the left sides of the rules in $\mathcal{R}$. The elements of $\mathcal{U}$ are canonical forms for the elements of $M$, so there is a one-to-one correspondence between $\mathcal{U}$ and $M$. Using the methods of Section 3.9, we can construct a finite automaton recognizing $\mathcal{U}$. Then by Corollary 6.5 we can decide whether $\mathcal{U}$ is finite or infinite.

Example 10.1. Let $X=\{a, b\}$. With respect to the length-plus-lexicographic ordering on $X^{*}$ in which $a \prec b$, the set $\mathcal{R}$ of rules

$$
a^{3} \rightarrow \varepsilon, \quad b^{3} \rightarrow \varepsilon, \quad b a b a \rightarrow a^{2} b^{2}, \quad b^{2} a^{2} \rightarrow a b a b
$$

is a rewriting system. This system is reduced and confluent. The proper prefixes of the left sides are

$$
\varepsilon, \quad a, \quad b, \quad a^{2}, \quad b a, \quad b^{2}, \quad b a b, \quad b^{2} a .
$$

Numbering these from 1 to 8 in the order given and applying the construction of Proposition 9.1, we obtain an automaton $\mathcal{A}=(\Sigma, X, E,\{1\}, \Sigma)$ recognizing $\mathcal{U}$, where $\Sigma=\{1, \ldots, 8\}$ and $E$ is given Table 3.10.1. To decide whether $\mathcal{U}=L(\mathcal{A})$ is infinite, we use the approach of Exercise 6.3. Set $\mathcal{B}_{1}=\mathcal{A}$. The set of states in $\mathcal{B}_{1}$ which have edges coming into them is $\Sigma_{2}=\{2, \ldots, 8\}$. Let $\mathcal{B}_{2}$ be the restriction of $\mathcal{B}_{1}$ to $\Sigma_{2}$. In $\mathcal{B}_{2}$, the set of states with incoming edges is $\Sigma_{3}=\{3, \ldots, 8\}$. Let $\mathcal{B}_{3}$ be the restriction of $\mathcal{B}_{2}$ to $\Sigma_{3}$. In $\mathcal{B}_{3}$ every state has an incoming edge. Since the labels on the edges of $\mathcal{B}_{3}$ are nonempty, $L(\mathcal{A})$ is infinite. The presentation $(X, \mathcal{R})$ is easily seen to define $M=\operatorname{Mon}\left\langle a, b \mid a^{3}=b^{3}=(a b)^{3}=1\right\rangle$, which is a group.

In Section 2.8 we considered a right congruence $\sim$ on a free monoid $X^{*}$ such that $\sim$ is finitely generated modulo a (two-sided) congruence $\cong$, where

Table 3.10.1

|  | $a$ | $b$ |
| :--- | :--- | :--- |
| 1 | 2 | 3 |
| 2 | 4 | 3 |
| 3 | 5 | 6 |
| 4 |  | 3 |
| 5 | 4 | 7 |
| 6 | 8 |  |
| 7 |  | 6 |
| 8 |  | 7 |

$\cong$ is finitely generated as a congruence. Let $\mathcal{R}$ and $\mathcal{S}$ be finite subsets of $X^{*} \times X^{*}$ such that $\mathcal{R}$ generates $\cong$ and $\sim$ is generated by $\cong$ and $\mathcal{S}$. To apply Knuth-Bendix techniques in this situation, we form $Y=X \cup\{\#\}$ and $\mathcal{T}=\{(\# P, \# Q) \mid(P, Q) \in \mathcal{S}\}$ and define $\equiv$ to be the congruence on $Y^{*}$ generated by $\mathcal{R} \cup \mathcal{T}$. Here \# denotes some object not in $X$. We then apply the Knuth-Bendix procedure to the presentation $(Y, \mathcal{R} \cup \mathcal{T})$.

It may happen that the Knuth-Bendix procedure does not terminate even when $\sim$ has only finitely many congruence classes. However, if the number of classes is finite, it is possible to determine the number of classes and to decide for any two words $U$ and $V$ whether $U \sim V$. To do so, we choose a reduction ordering $\prec$ which is consistent with length. Then we periodically interrupt the Knuth-Bendix procedure to apply an additional test.

At any point in the computation let $\mathcal{V}$ be the set of words in $Y^{*}$ irreducible with respect to the current rewriting system and let $\mathcal{W}=\mathcal{V} \cap\left(\# X^{*}\right)$. By a simple extension of Proposition 8.6 in Chapter 2, if $\sim$ has only finitely many classes, then eventually $\mathcal{W}$ will be finite. When $\mathcal{W}$ is observed to be finite, we can use an automaton recognizing $\mathcal{W}$ to compute an upper bound $n$ for the lengths of the words in $\mathcal{W}$. Let $r$ be the maximum length of a left side in $\mathcal{R}$ and let $t$ be the maximum length of a left side in $\mathcal{T}$. Set $m$ equal to the larger of $n+r$ and $t$. We now throw away all rules with left sides of length greater than $m$. We continue the Knuth-Bendix procedure, forming only overlaps of length at most $m$. Since $\prec$ is consistent with length, no rules with left sides of length greater than $m$ will result. Thus the process will terminate. When it does, the rules obtained are sufficient to rewrite any word $\# U$ in $\# X^{*}$ into the canonical form with respect to $\prec$ of its $\equiv$-class. Hence we may determine the canonical form of the $\sim$-class containing $U$.

The following is a sketch of a proof of the assertion just made. Let $\mathcal{V}$ and $\mathcal{W}$ be defined with respect to the final rewriting system. Since all elements of $\mathcal{W}$ have length at most $n$, the rules of length at most $n+1$ are enough to rewrite any word in $\# X^{*}$ into an element of $\mathcal{W}$. Let $U$ be a word in $Y^{*}$ of length at most $m$. Then $U$ can be rewritten into a unique element $\bar{U}$ of $\mathcal{V}$. For each $x$ in $X$, we can define a map $f_{x}$ from $\mathcal{W}$ into itself by $W f_{x}=\overline{W x}$,
which is defined since $m \geq n+1$. Let $\varphi$ be the homomorphism of $X^{*}$ onto the monoid generated by the maps $f_{x}$ under composition. For each $W$ in $\mathcal{W}$ and each $V$ in $X^{*}$, the image of $W$ under $\varphi(V)$ is obtained by rewriting $W V$ from the left. Let $(L, R)$ be one of the original generators of $\cong$. Then during the execution of the Knuth-Bendix procedure there is always a word $S$ derivable from both $L$ and $R$. Thus this condition is satisfied by the final rewriting system. Let $W$ be in $\mathcal{W}$. One way to rewrite $W L$ is to rewrite $W L$ into $W S$ and then continue reducing. But $W L$ has length at most $m$, so $W \varphi(L)=\overline{W L}=\overline{W S}$. By the same argument, $W \varphi(R)=\overline{W S}$. Therefore $\varphi(L)=\varphi(R)$. That is, the maps $f_{x}$ satisfy the defining relations for $M$.

Now define a relation $\approx$ on $X^{*}$ by $P \approx Q$ if and only if $\# \varphi(P)=\# \varphi(Q)$. Clearly $\approx$ is a right congruence. We have already seen that $\cong$ is contained in $\approx$. Suppose $(P, Q)$ is in the original set $\mathcal{S}$. There is a word $T$ derivable from both $\# P$ and $\# Q$ using the final rewriting system. Since $m \geq|\# P| \geq|\# Q|$, we have $\# \varphi(P)=\overline{\# P}=\bar{T}=\overline{\# Q}=\# \varphi(Q)$. Therefore $P \approx Q$, so $\sim$ is contained in $\approx$. For any words $U$ and $V$ in $X^{*}$, if $\# V$ is derivable from \#U using the final rewriting system, then $V \sim U$. This means that $\sim$ and $\approx$ are the same and that the set of words $U$ in $X^{*}$ such that $\# U$ is in $\mathcal{W}$ is the set of canonical forms for $\sim$ with respect to $\prec$.

Example 10.2. Let $X=\left\{x, y, y^{-1}\right\}$ and let $\prec$ be the length-plus-lexicographic ordering with $x \prec y \prec y^{-1}$. Set $Y=X \cup\{\#\}$ and extend $\prec$ to $Y^{*}$ by making it the length-plus-lexicographic ordering with $\# \prec x$. Let $\mathcal{R}$ consist of the following rules:

$$
x^{2} \rightarrow \varepsilon, \quad y y^{-1} \rightarrow \varepsilon, \quad y^{-1} y \rightarrow \varepsilon, \quad y^{3} \rightarrow \varepsilon, \quad y x y x y x y \rightarrow x y^{-1} x y^{-1} x y^{-1} x .
$$

In the presence of the first three rules, the last rule is equivalent to $(x y)^{7} \rightarrow \varepsilon$ but is more balanced in the sense of Section 2.7. The value of $r$ is 7. The monoid $G$ presented by $(X, \mathcal{R})$ is infinite, as is $\operatorname{RC}(X, \prec, \mathcal{R})$. Let $\cong$ be the congruence on $X^{*}$ generated by $\mathcal{R}$ and let $\sim$ be the right congruence generated by $\cong$ and the set $\mathcal{S}$ made up of the following rules:

$$
y \rightarrow x, \quad\left(y x y^{-1} x\right)^{2} \rightarrow\left(x y x y^{-1}\right)^{2} .
$$

Given $\cong$, the second rule is equivalent to $\left(x y x y^{-1}\right)^{4} \rightarrow \varepsilon$.
The set $\mathcal{T}$ contains the rules

$$
\# y \rightarrow \# x, \quad \#\left(y x y^{-1} x\right)^{2} \rightarrow \#\left(x y x y^{-1}\right)^{2}
$$

so $t=9$. The set $\mathcal{W}$ is infinite at this point. For example, all words consisting of \# followed by a power of $y^{-1}$ are irreducible. The first step in applying KBS_2 to $(Y, \mathcal{R} \cup \mathcal{T})$ is to make the set of rules reduced. The
only change occurs in the second rule in $\mathcal{T}$. We can rewrite the left side of this rule as follows:

$$
\# y x y^{-1} x y x y^{-1} x \rightarrow \# x x y^{-1} x y x y^{-1} x \rightarrow \# y^{-1} x y x y^{-1} x .
$$

Since the result is less than the original right side, we replace the rule by

$$
\# x y x y^{-1} x y x y^{-1} \rightarrow \# y^{-1} x y x y^{-1} x
$$

If we now continue $\mathrm{KBS} \_2$, restricting overlaps to have length at most 9 , we obtain the following rewriting system:

$$
\begin{gathered}
x^{2} \rightarrow \varepsilon, \quad y^{2} \rightarrow y^{-1}, \quad y y^{-1} \rightarrow \varepsilon, \quad y^{-1} y \rightarrow \varepsilon, \quad y^{-2} \rightarrow y \\
y x y x y x y \rightarrow x y^{-1} x y^{-1} x y^{-1} x, \quad y^{-1} x y^{-1} x y^{-1} x y^{-1} \rightarrow x y x y x y x \\
x y x y x y x y^{-1} \rightarrow y^{-1} x y^{-1} x y^{-1} x y, \quad x y^{-1} x y^{-1} x y^{-1} x y \rightarrow y x y x y x y^{-1}, \\
y x y^{-1} x y^{-1} x y^{-1} x \rightarrow y^{-1} x y x y x y, \quad y^{-1} x y x y x y x \rightarrow y x y^{-1} x y^{-1} x y^{-1} \\
\# y \rightarrow \# x, \quad \# x y \rightarrow \# y^{-1}, \quad \# x y^{-1} \rightarrow \# \\
\# y^{-1} x y x y x y \rightarrow \# y^{-1} x y^{-1} x y^{-1} x, \quad \# y^{-1} x y x y^{-1} x y \rightarrow \# y^{-1} x y^{-1} x y x \\
\# y^{-1} x y^{-1} x y x y \rightarrow \# y^{-1} x y x y^{-1} x y^{-1}, \quad \# y^{-1} x y^{-1} x y x y^{-1} \rightarrow \# y^{-1} x y x y^{-1} x \\
\# y^{-1} x y^{-1} x y^{-1} x y \rightarrow \# y^{-1} x y x y x y^{-1}
\end{gathered}
$$

The set $\mathcal{W}$ is still infinite.
Increasing the length of the overlaps allowed to 13 leads to a rewriting system with 26 rules for which $\mathcal{W}$ is finite and contains words of length at most 10 . In this rewriting system, the rules with left sides of length at most 11 are the preceding 19 and the following three:

$$
\begin{aligned}
\# y^{-1} x y x y x y^{-1} x y x & \rightarrow \# y^{-1} x y x y x y^{-1} x y^{-1} \\
\# y^{-1} x y x y x y^{-1} x y^{-1} & \rightarrow \# y^{-1} x y x y x y^{-1} x y \\
\# y^{-1} x y x y^{-1} x y^{-1} x y x & \rightarrow \# y^{-1} x y x y^{-1} x y^{-1} x y^{-1}
\end{aligned}
$$

Continuing the Knuth-Bendix procedure until all overlaps of length 17 have been processed does not produce any rules with left sides of length less than 12 and hence does not change $\mathcal{W}$. At this point we are able to compute canonical forms for $\sim$. Further calculation shows that $|\mathcal{W}|=24$.

For simple problems such as the one discussed in Example 10.2 it is easier to determine $\sim$ using a version of the procedure coset enumeration, which is presented in Chapters 4 and 5 . However, Section 5.8 provides evidence that in situations where space is limited the Knuth-Bendix approach may sometimes be superior to coset enumeration.

## 4

## Subgroups of free products of cyclic groups

In this chapter we shall discuss techniques for describing and manipulating finitely generated subgroups of a group $F$ which is the free product of a finite number of cyclic groups. An important special case occurs when $F$ is a free group, that is, when all of the cyclic free factors of $F$ are infinite. Many questions about finitely generated subgroups of $F$ can be answered with standard methods of automata theory. However, there is another approach called coset enumeration, which is normally more efficient. Coset enumeration is the next in our collection of major group-theoretic procedures. Only an introduction to coset enumeration is presented in this chapter. It is considered in more detail in Chapter 5.

One of the reasons that we can give a nice treatment of finitely generated subgroups of a free product of cyclic groups is that free products of cyclic groups make up a class of groups which have confluent rewriting systems of a particularly simple form. These rewriting systems are discussed in the first section.

### 4.1 Niladic rewriting systems

Let $(X, \mathcal{R})$ be a monoid presentation. We shall say that $\mathcal{R}$ is niladic if every element of $\mathcal{R}$ has the form $(L, \varepsilon)$, where $|L| \geq 2$. The condition on the length of $L$ is purely technical. If ( $x, \varepsilon$ ) is in $\mathcal{R}$ for some $x$ in $X$, then using a Tietze transformation we can delete $x$ from $X$ and from each element of $\mathcal{R}$ and obtain another presentation for the same monoid. If $\mathcal{R}$ is niladic, then $\mathcal{R}$ is a rewriting system with respect to every reduction ordering of $X^{*}$.

Example 1.1. Let $X=\left\{x, y, y^{-1}\right\}$ and let $\mathcal{R}$ consist of the rules

$$
x^{2} \rightarrow \varepsilon, \quad y y^{-1} \rightarrow \varepsilon, \quad y^{-1} y \rightarrow \varepsilon
$$

Then $\mathcal{R}$ is a confluent, reduced, niladic rewriting system on $X^{*}$ and $\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ is isomorphic to the free product of $\mathbb{Z}_{2}$ and $\mathbb{Z}$.

Example 1.2. Let $X=\left\{x_{1}, \ldots, x_{s}\right\}$, let $n$ be a positive integer, and let $\mathcal{R}$ consist of the pairs $(L, \varepsilon)$, where $L$ is a cyclic permutation of the word $\left(x_{1} \ldots x_{s}\right)^{n}$. In Proposition 3.6 of Chapter 2 we saw that $M=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ is a group which is the free product of $\mathbb{Z}_{n}$ and $s-1$ copies of $\mathbb{Z}$. Again $\mathcal{R}$ is a confluent, reduced, niladic rewriting system. It turns out that every confluent, reduced, niladic rewriting system which defines a group is built up from systems of this type.

The class of groups described by confluent, niladic rewriting systems is very restricted. These groups are determined in Proposition 1.2. Rewriting with respect to a confluent, niladic rewriting system has some special properties. The following proposition describes one such property.

Proposition 1.1. Let $\mathcal{R}$ be a confluent, niladic rewriting system on $X^{*}$ and let $\sim$ be the congruence generated by $\mathcal{R}$. Suppose that $U, V$, and $W$ are words such that $W \sim U V$ and $U V$ is irreducible with respect to $\mathcal{R}$. Then there are words $A$ and $B$ such that $W=A B, A \sim U$, and $B \sim V$.

Proof. Since $\mathcal{R}$ is confluent, there is a sequence of words $W=W_{0}, W_{1}$, $\ldots, W_{r}=U V$ such that $W_{i+1}$ is derivable in one step from $W_{i}$ using $\mathcal{R}$. Set $A_{r}=U$ and $B_{r}=V$. Next assume that for $0<i \leq r$ we have $W_{i}$ written as $A_{i} B_{i}$, where $A_{i} \sim U$ and $B_{i} \sim V$. Now $W_{i-1}$ has the form $P L Q$, where $L$ is a left side in $\mathcal{R}$ and $P Q=W_{i}=A_{i} B_{i}$.

Suppose that $P$ is a prefix of $A_{i}$. Then $A_{i}=P S$ for some word $S$ and $Q=S B_{i}$. Let $A_{i-1}=P L S$ and $B_{i-1}=B_{i}$. Then $A_{i-1} \sim P S=A_{i} \sim U$ and $B_{i-1} \sim V$. Similarly, if $P=A_{i} S$ and $B_{i}=S Q$, then we may take $A_{i-1}=A_{i}$ and $B_{i-1}=S L Q$. Continuing in this manner, we have $W=W_{0}=A_{0} B_{0}$, where $A_{0} \sim U$ and $B_{0} \sim V$.

Example 1.3. Suppose that $X$ and $\mathcal{R}$ are as in Example 1.1. Let $W=$ $x^{3} y^{-1} y x^{2} y^{-1} y y^{-1} x y, U=x y^{-1}$, and $V=x y$. Then $W \sim U V$ and $U V$ is irreducible with respect to $\mathcal{R}$. There are two pairs $(A, B)$ such that $W=A B, A \sim U$, and $B \sim V$. These pairs are $\left(x^{3} y^{-1}, y x^{2} y^{-1} y y^{-1} x y\right)$ and $\left(x^{3} y^{-1} y x^{2} y^{-1} y y^{-1}, x y\right)$.

Example 1.4. Some condition on $\mathcal{R}$ is necessary in Proposition 1.1. Let $X=\{a, b\}$ and $\mathcal{R}=\{(b a, a b)\}$. Then $\mathcal{R}$ is confluent. Let $W=b a, U=a$, and $V=b$. Then $W \sim U V$ and $U V$ is irreducible, but we cannot write $W$ as $A B$, where $A \sim U$ and $B \sim V$.

The following result was first proved in (Cochet 1976).
Proposition 1.2. Let $X$ be a finite set and suppose that $\mathcal{R}$ is a confluent, reduced, niladic rewriting system on $X^{*}$ such that $F=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ is a
group. Then there are nonempty words $W_{1}, \ldots, W_{r}$ and positive integers $n_{1}, \ldots, n_{r}$ such that the following conditions hold:
(a) Each element $x$ of $X$ occurs in one of the $W_{i}$.
(b) $\left|W_{1}\right|+\left|W_{2}\right|+\cdots+\left|W_{r}\right|=|X|$.
(c) $\mathcal{R}$ consists of all pairs $(L, \varepsilon)$, where $L$ is a cyclic permutation of one of the words $W_{i}^{n_{i}}$.

The group $F$ is a free product of cyclic groups.
Proof. Let $\sim$ be the congruence generated by $\mathcal{R}$, and for $U$ in $X^{*}$ let $[U]$ be the $\sim$-class containing $U$. By assumption, the quotient $F$ of $X^{*}$ modulo $\sim$ is a group. If $X=\emptyset$, then $\mathcal{R}=\emptyset$ and we may take $r=0$. Thus we may assume that $X \neq \emptyset$. For each $x$ in $X$ let $U_{x}$ be the word in $[x]^{-1}$ which is irreducible with respect to $\mathcal{R}$. Now $\varepsilon$ is derivable from $x U_{x}$ using $\mathcal{R}$, so some left side in $\mathcal{R}$ must start with $x$. Suppose that ( $x V, \varepsilon$ ) is in $\mathcal{R}$. Since $\mathcal{R}$ is reduced, $V$ is irreducible with respect to $\mathcal{R}$ and $[x][V]=[x V]=[\varepsilon]=1$. Therefore $V=U_{x}$. Thus $\mathcal{R}=\left\{\left(x U_{x}, \varepsilon\right) \mid x \in X\right\}$, so $\mathcal{R}$ is finite and $|\mathcal{R}|=|X|$. By essentially the same argument, $\mathcal{R}=\left\{\left(U_{x} x, \varepsilon\right) \mid x \in X\right\}$. Hence the set of left sides in $\mathcal{R}$ is closed under cyclic permutation.

Let $(W, \varepsilon)$ be in $\mathcal{R}$ and assume that some generator occurs more than once in $W$. Among the generators in $W$, let $x$ occur the maximum number of times. By taking a cyclic permutation of $W$ if necessary, we may assume that $W$ starts with $x$. Let $W=x A_{1} x A_{2} x \ldots x A_{n}$, where $x$ does not occur in any of the $A_{i}$. The cyclic permutation $V=x A_{2} x A_{3} x \ldots x A_{n} x A_{1}$ is also a left side in $\mathcal{R}$. Since a left side is determined by its first term, we must have $V=W$. This means that $A_{1}=A_{2}=\cdots=A_{n}=A$, say, and that $W=(x A)^{n}$. By the choice of $x$, no generator occurs more than once in $A$. If $(U, \varepsilon)$ is in $\mathcal{R}$ and $U=V^{m}$, where no generator occurs more than once in $V$, then either $V$ and $x A$ have no generator in common or they are cyclic permutations of each other and $m=n$. Let $W_{1}, \ldots, W_{r}$ be representatives of the classes under cyclic permutation of words $U$ such that no generator occurs more than once in $U$ and $\left(U^{m}, \varepsilon\right)$ is in $\mathcal{R}$ for some positive integer $m$. Then $\left|W_{1}\right|+\cdots+\left|W_{r}\right|=|X|$ and $W_{i}^{m}$ is a left side in $\mathcal{R}$ for a unique integer $m=n_{i}$. Thus $\mathcal{R}$ is the set of pairs $(L, \varepsilon)$ such that $L$ is a cyclic permutation of one of the words $W_{i}^{n_{i}}$.

By Propositions 3.6 and 3.3 in Chapter 2, a presentation of this form is confluent and defines a free product of cyclic groups.

In most cases, the niladic rewriting systems to which coset enumeration has been applied satisfy the condition that all left sides have length exactly 2 . Let us define a classical niladic rewriting system to be one which satisfies the conditions of Proposition 1.2 and in which all left sides have length 2. Thus $n_{i}\left|W_{i}\right|=2$ for $1 \leq i \leq r$. For most of this chapter we shall
consider only classical niladic rewriting systems. Many of the results carry over to the general case, which is discussed in Section 4.11.

Let $X$ be a finite set and let $\mathcal{R}$ be a classical niladic rewriting system on $X^{*}$. If $x$ is in $X$, then there is a unique left side $x y$ in $\mathcal{R}$ which starts with $x$. If $y=x$, then the image of $x$ in $F=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ generates a cyclic group of order 2. If $y \neq x$, then the images of $x$ and $y$ in $F$ generate an infinite cyclic group. Thus $F$ is the free product of infinite cyclic groups and cyclic groups of order 2 . We shall denote $y$ by $x^{-1}$, since $y$ represents the inverse of $x$ in $F$.

Let $\sim$ be the congruence on $X^{*}$ generated by $\mathcal{R}$. The set $\mathcal{C}$ of words which are irreducible with respect to $\mathcal{R}$ is the set of canonical forms for $\sim$ with respect to any reduction ordering of $X^{*}$. Since $\mathcal{C}$ is the complement of the ideal generated by the left sides in $\mathcal{R}$, the set $\mathcal{C}$ is a rational language.

Example 1.5. Let $X$ and $\mathcal{R}$ be as in Example 1.1. The construction which is the subject of Proposition 9.1 in Chapter 2 produces an automaton ( $\Sigma, X, E, A, \Omega$ ) recognizing $\mathcal{C}$, where $\Sigma=\Omega=\{1,2,3,4\}, A=\{1\}$, and $E$ is given by the following transition table:

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 |
| 2 |  | 3 | 4 |
| 3 | 2 | 3 |  |
| 4 | 2 |  | 4 |

For any word $U$, let $[U]$ denote the $\sim$-class containing $U$ and let $\bar{U}$ be the unique element of $[U] \cap \mathcal{C}$. If $U=x_{1} \ldots x_{s}$, then $U^{-1}$ will denote $x_{s}^{-1} \ldots x_{s}^{-1}$, which is in $[U]^{-1}$. It is easy to see that $U$ is in $\mathcal{C}$ if and only if $U^{-1}$ is in $\mathcal{C}$. Let $g: X^{*} \rightarrow X^{*}$ be the homomorphism which maps $x$ in $X$ to $x^{-1}$. Then $U^{-1}$ can be described as $g\left(U^{\dagger}\right)$.

Proposition 1.3. If $\mathcal{W}$ is a rational language over $X$, then $\mathcal{W}^{-1}=\left\{W^{-1} \mid\right.$ $W \in \mathcal{W}\}$ is rational.

Proof. This follows immediately from Exercise 3.3 and Exercise 1.5 or 2.8 in Chapter 3.

Corollary 1.4. If $\mathcal{W}$ is a rational language over $X$ and $H=\operatorname{Grp}\langle[W]| W \in$ $\mathcal{W}\rangle$, then there is a rational language $\mathcal{V}$ such that $H=\operatorname{Mon}\langle[V] \mid V \in \mathcal{V}\rangle$.

Proof. We may take $\mathcal{V}=\mathcal{W} \cup \mathcal{W}^{-1}$.
Proposition 1.5. Suppose that $U$ and $V$ are words and $U$ is in $\mathcal{C}$. Let $W=\bar{U} V$. Then $U$ and $W$ have a common prefix of length at least $|U|-|V|$.

Proof. Since $U$ is irreducible, when a left side $L$ in $\mathcal{R}$ is deleted in the rewriting of $U V$ to obtain $W$, at least one generator from $V$ must occur in $L$. Thus removing $L$ deletes at least one generator from $V$ and at most one generator from $U$. Therefore at most $|V|$ deletions are made and at least $|U|-|V|$ generators in $U$ remain.

Proposition 1.6. Suppose that $|X| \geq 2$ and $U$ is in $\mathcal{C}$. There exists $x$ in $X$ such that $U x$ is in $\mathcal{C}$.

Proof. If $U=\varepsilon$, then $x$ may be any element of $X$. If $U$ ends in $y$, then $x$ may be any element of $X-\left\{y^{-1}\right\}$.

Corollary 1.7. If $|X| \geq 2$ and $U$ is in $\mathcal{C}$, then there exist arbitrarily long words $V$ such that $U V$ is in $\mathcal{C}$.

Corollary 1.8. The group $F$ is infinite if and only if $|X| \geq 2$.
Proof. If $|X| \geq 2$, then $F$ is infinite by Corollary 1.7. If $|X|=1$ and $X=\{x\}$, then $\mathcal{R}=\left\{\left(x^{2}, \varepsilon\right)\right\}$. Thus $F$ is cyclic of order 2. If $|X|=0$, then $|F|=1$.

Later in this chapter we shall need some fairly detailed information about the multiplication in $F$. The following propositions are quite easy and are left as exercises.

Proposition 1.9. Suppose that $A$ and $B$ are elements of $\mathcal{C}$. If $A$ and $B$ do not end in the same generator, then $A B^{-1}$ is in $\mathcal{C}$. If $A$ and $B$ do not start with the same generator, then $B^{-1} A$ is in $\mathcal{C}$.

Proposition 1.10. Let $A, B$, and $C$ be elements of $\mathcal{C}$ such that $B \neq \varepsilon$ and both $A B$ and $B C$ are in $\mathcal{C}$. Then $A B C$ is in $\mathcal{C}$.

Proposition 1.11. Suppose that $B, C$, and $W$ are words in $\mathcal{C}$ such that $W \neq \varepsilon, B$ and $W$ do not start with the same generator, and $W$ and $C$ do not end with the same generator. Then $B^{-1} W C^{-1}$ is in $\mathcal{C}$.

We turn now to a study of the effect on rational languages over $X$ of rewriting with respect to $\mathcal{R}$. Suppose that $\mathcal{L}$ is a rational language over $X$. Is it necessarily true that $\overline{\mathcal{L}}=\{\bar{U} \mid U \in \mathcal{L}\}$ is a rational language? We shall show that the answer is yes. However, if we drop the assumption that $\mathcal{R}$ is niladic, the answer may be no.

Example 1.6. Let $X=\{a, b\}$ and let $\mathcal{R}=\{(b a, a b)\}$, as in Example 1.4. The set $\mathcal{L}=\left\{(a b)^{i} \mid i \geq 0\right\}$ is rational. It is recognized by the automaton in


Figure 4.1.1
Figure 4.1.1. However, if - denotes rewriting with respect to $\mathcal{R}$, then $\overline{\mathcal{L}}=$ $\left\{a^{i} b^{i} \mid i \geq 0\right\}$, and we saw in Example 1.5 of Chapter 3 that this set is not rational.

For any language $\mathcal{L}$ over $X$, let $\mathcal{L}^{\prime}$ be the set of all words derivable from words in $\mathcal{L}$ using $\mathcal{R}$.

Proposition 1.12. If $\mathcal{L}$ is a rational language over $X$, then $\mathcal{L}^{\prime}$ is rational.
Proof. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be a finite automaton recognizing $\mathcal{L}$. Let us say that $\mathcal{A}$ is compatible with $\mathcal{R}$ if whenever there is a path $P$ from $\sigma$ to $\tau$ in $\mathcal{A}$ such that $\operatorname{Sg}(P)$ is a left side in $\mathcal{R}$, then either $\sigma=\tau$ or $(\sigma, \varepsilon, \tau)$ is in $E$. Let us define a sequence of automata $\mathcal{A}=\mathcal{A}_{0}, \mathcal{A}_{1}, \ldots, \mathcal{A}_{m}$, where $\mathcal{A}_{i}=\left(\Sigma, X, E_{i}, A, \Omega\right)$. If $\mathcal{A}_{i}$ is compatible with $\mathcal{R}$, then stop with $m=i$. Otherwise, there is a path $P$ in $\mathcal{A}$ from $\sigma$ to $\tau$ such that $\operatorname{Sg}(P)$ is a left side in $\mathcal{R}$, but $\sigma \neq \tau$ and $(\sigma, \varepsilon, \tau)$ is not in $E_{i}$. Set $E_{i+1}=E_{i} \cup\{(\sigma, \varepsilon, \tau)\}$. Since $\Sigma$ is finite, there is only a finite number of edges of the form $(\sigma, \varepsilon, \tau)$, so this process must terminate with an automaton $\mathcal{A}_{m}$ which is compatible with $\mathcal{R}$. Let $\mathcal{L}_{i}=L\left(\mathcal{A}_{i}\right), 0 \leq i \leq m$. Clearly $\mathcal{L}_{i} \subseteq \mathcal{L}_{i+1}$.

Lemma 1.13. Suppose that $0 \leq i<m$. If $W$ is in $\mathcal{L}_{i+1}$, then $W$ is derivable from a word in $\mathcal{L}_{i}$ using $\mathcal{R}$.

Proof. Let $E_{i+1}=E_{i} \cup\{(\sigma, \varepsilon, \tau)\}$ and let $P$ be a path in $\mathcal{A}_{i}$ from $\sigma$ to $\tau$ such that $L=\operatorname{Sg}(P)$ is a left side in $\mathcal{R}$. Let $Q$ be a path in $\mathcal{A}_{i+1}$ from A to $\Omega$ such that $W=\operatorname{Sg}(Q)$. If $Q$ is a path in $\mathcal{A}_{i}$, then $W$ is in $\mathcal{L}_{i}$. Suppose that $Q$ is not a path in $\mathcal{A}_{i}$. Then $Q$ involves the edge ( $\sigma, \varepsilon, \tau$ ) at least once. Let $R$ be the path obtained from $Q$ by replacing each occurrence of $(\sigma, \varepsilon, \tau)$ with $P$. Then $R$ is a path in $\mathcal{A}_{i}$ from A to $\Omega$, and $W$ is derivable from $\operatorname{Sg}(R)$ using the rule $(L, \varepsilon)$.

Lemma 1.14. $\mathcal{L}^{\prime}=\mathcal{L}_{m}$.
Proof. By Lemma 1.13, we have $\mathcal{L} \subseteq \mathcal{L}_{m} \subseteq \mathcal{L}^{\prime}$. Therefore it suffices to show that $\left(\mathcal{L}_{m}\right)^{\prime}=\mathcal{L}_{m}$. Suppose that $U L V$ is in $\mathcal{L}_{m}$ and $(L, \varepsilon)$ is in $\mathcal{R}$. We want to show that $U V$ is in $\mathcal{L}_{m}$. Let $P$ be a path in $\mathcal{A}_{m}$ from A to $\Omega$ such
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Figure 4.1.3
that $U L V=\operatorname{Sg}(P)$. Then $P$ has a subpath $Q$ with signature $L$. Let $Q$ go from $\sigma$ to $\tau$. Since $\mathcal{A}_{m}$ is compatible with $\mathcal{R}$, either $\sigma=\tau$ or $(\sigma, \varepsilon, \tau)$ is in $E_{m}$. If $\sigma=\tau$, let $R$ be the path obtained from $P$ by deleting $Q$. If $\sigma \neq \tau$, then let $R$ be the result of replacing $Q$ by $(\sigma, \varepsilon, \tau)$ in $P$. In either case, $R$ is a path in $\mathcal{A}_{m}$ from A to $\Omega$ such that $\operatorname{Sg}(R)=U V$. Therefore $U V$ is in $\mathcal{L}_{m}$.

By Lemma 1.14, $\mathcal{L}^{\prime}=\mathcal{L}_{m}=L\left(\mathcal{A}_{m}\right)$ is rational.
Corollary 1.15. If $\mathcal{L}$ is a rational language over $X$, then $\overline{\mathcal{L}}$ is rational.
Proof. By definition, $\overline{\mathcal{L}}=\mathcal{L}^{\prime} \cap \mathcal{C}$. Since both $\mathcal{L}^{\prime}$ and $\mathcal{C}$ are rational, so is $\overline{\mathcal{L}}$.

We shall refer to the construction of $\mathcal{A}_{m}$ from $\mathcal{A}$ in Proposition 1.12 as the derivation construction. This construction can be modified to handle the case in which right sides in $\mathcal{R}$ have length 0 or 1 . See Exercise 1.4.

Example 1.7. Let $X$ and $\mathcal{R}$ be as in Examples 1.1, 1.3, and 1.5, and let $\mathcal{A}$ be the automaton in Figure 4.1.2. We shall construct automata recognizing $\mathcal{L}^{\prime}$ and $\overline{\mathcal{L}}$, where $\mathcal{L}=L(\mathcal{A})$. Let us initialize a new automaton $\mathcal{A}^{\prime}$ to $\mathcal{A}$. In $\mathcal{A}^{\prime}$ we have the paths shown in Figure 4.1.3. Thus we add $(1, \varepsilon, 4)$ and $(4, \varepsilon, 3)$ to the edges of $\mathcal{A}^{\prime}$. Now we have the paths shown in Figure 4.1.4. Therefore we add the edges $(2, \varepsilon, 4)$ and $(4, \varepsilon, 5)$. This creates the paths shown in Figure 4.1.5, so $(2, \varepsilon, 3)$ and $(2, \varepsilon, 5)$ are added to $\mathcal{A}^{\prime}$. At this point $\mathcal{A}^{\prime}$ is compatible with $\mathcal{R}$ and $\mathcal{L}^{\prime}=L\left(\mathcal{A}^{\prime}\right)$.
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Table 4.1.1

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 |
| 2 |  | 5 | 4 |
| 3 | 6 |  |  |
| 4 | 2 |  | 4 |
| 5 | 7 |  |  |
| 6 |  | 5 | 4 |
| 7 |  |  |  |

To compute an automaton recognizing $\overline{\mathcal{L}}=\mathcal{L}^{\prime} \cap \mathcal{C}$, we need a deterministic automaton $\mathcal{A}_{1}$ recognizing $\mathcal{L}^{\prime}$. Applying the accessible subset construction to $\mathcal{A}^{\prime}$ and taking the trim part of the result gives us such an $\mathcal{A}_{1}$ with 6 states and 13 edges. An automaton recognizing $\mathcal{C}$ is given in Example 1.5. The accessible intersection procedure produces $\mathcal{A}_{2}=\left(\Sigma_{2}, X, E_{2}, A_{2}, \Omega_{2}\right)$ recognizing $\overline{\mathcal{L}}$, where $\Sigma_{2}=\{1,2,3,4,5,6,7\}, A_{2}=\{1\}, \Omega_{2}=\{1,2,3,4,6,7\}$, and $E_{2}$ is given by Table 4.1.1.

## Exercises

1.1. Let $\mathcal{R}$ be a classical niladic rewriting system on $X^{*}$. A word $U$ in $X^{*}$ is cyclically reduced if every cyclic permutation of $U$ is in $\mathcal{C}$. Show that the set of all cyclically reduced words is a rational language over $X$.
1.2. Let $X$ and $\mathcal{R}$ be as in Example 1.2. Show that conjugacy in $F=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ can be decided.
1.3. In Proposition 1.2, suppose $X=\{a, b, c\}, r=1 . W_{1}=a b c$, and $n_{1}=2$. Compute an automaton isomorphic to $A_{t}(\mathcal{C})$.
1.4. Show that the derivation construction can be extended to work with confluent rewriting systems in which right sides have length 0 or 1.
1.5. Let $X=\{x, y\}$ and let $\mathcal{R}$ consist of the rules $x^{2} \rightarrow \varepsilon, y^{2} \rightarrow \varepsilon$. The group $G=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ is called the infinite dihedral group. Show that the image of $x y$ in $G$ generates a normal infinite cyclic subgroup of $G$ of index 2. Prove also that any subgroup of $G$ of order larger than 2 has finite index in $G$.

### 4.2 Subgroups and their languages

In this section we continue the notation established in Section 4.1. We are studying a group $F=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$, where $X$ is a finite set and $\mathcal{R}$ is a classical niladic rewriting system on $X^{*}$. The congruence generated by $\mathcal{R}$ is $\sim$, and the set of canonical forms for $\sim$ is $\mathcal{C}$. If $U$ is a word in $X^{*}$, then $[U]$ is the $\sim$-class containing $U$ and $\bar{U}$ is the element of $\mathcal{C}$ in $[U]$. We can compute $\bar{U}$ using $\mathcal{R}$.

Let us fix a subgroup $H$ of $F$. We shall be studying the elements of $H$ and the right cosets of $H$ in $F$. In doing so, we shall associate various languages and automata with $H$. It is important to remember that multiplying a right coset of $H$ on the right by an element of $F$ yields a right coset. Thus if $\sigma$ is a right coset of $H$ and $U$ is in $X^{*}$, then $\sigma[U]$ is a right coset of $H$.

Perhaps the most obvious language to associate with $H$ is $\mathcal{L}_{s}=\mathcal{L}_{s}(H)=$ $\left\{U \in X^{*} \mid[U] \in H\right\}$. Unfortunately, $\mathcal{L}_{s}$ need not be rational, even when $H$ is finitely generated.

Example 2.1. Let $X=\left\{a, a^{-1}\right\}$ and let $\mathcal{R}$ consist of the rules

$$
a a^{-1} \rightarrow \varepsilon, \quad a^{-1} a \rightarrow \varepsilon
$$

Set $H$ equal to the trivial subgroup of $F$. Then $\mathcal{L}_{s}=\left\{U \in X^{*} \mid \bar{U}=\varepsilon\right\}$. More generally, for any integer $k$, let $\mathcal{D}_{k}=\left\{U \in X^{*} \mid \bar{U}=a^{k}\right\}$. Thus $\mathcal{L}_{s}=\mathcal{D}_{0}$. Then the cone $C\left(\mathcal{L}_{s}, a^{k}\right)$ is $\mathcal{D}_{-k}$, so $C\left(\mathcal{L}_{s}\right)$ is infinite.

Of course $\mathcal{L}_{s}$ can be rational. If $H=F$, then $\mathcal{L}_{s}=X^{*}$.
Let $\mathcal{A}_{s}=\mathcal{A}_{s}(H)=\left(\Sigma_{s}, X, E_{s},\{H\},\{H\}\right)$ be the Schreier automaton of $F$ relative to $H$ and the map $x \mapsto[x]$. Thus $\Sigma_{s}=\Sigma_{s}(H)$ is the set of right cosets of $H$ in $F$, and $E_{s}$ is the set of triples $(\sigma, x, \tau)$, where $\sigma$ and $\tau$ are in $\Sigma_{s}, x$ is in $X$, and $\sigma[x]=\tau$. If $\varphi$ and $\psi$ are in $\Sigma_{s}$ and $U$ is in $X^{*}$, then $\varphi^{U}=\psi$ if and only if $\varphi[U]=\psi$.

Proposition 2.1. The automaton $\mathcal{A}_{s}$ is complete and trim. In addition, $\mathcal{L}_{s}=L\left(\mathcal{A}_{s}\right)$ and $\mathcal{A}_{s}$ is a minimal complete automaton recognizing $\mathcal{L}_{s}$

Proof. It is clear that $\mathcal{A}_{s}$ is complete. If $\sigma$ is in $\Sigma_{s}$, then $\sigma$ has the form $H[U]$ for some word $U$ and $\sigma=H^{U}$. Therefore $\sigma$ is accessible. Also $\sigma^{U^{-1}}=H[U]\left[U^{-1}\right]=H$, so $\sigma$ is coaccessible. Hence $\mathcal{A}_{s}$ is trim. A word $W$ is in $\mathcal{L}_{s}$ if and only if $H[W]=H$. Therefore $\mathcal{L}_{s}=L\left(\mathcal{A}_{s}\right)$. Also, the cone $C\left(\mathcal{L}_{s}, W\right)$ is the set of words $V$ such that

$$
H=H[W V]=H[W][V]
$$

so $C\left(\mathcal{L}_{s}, W\right)=\left\{V \in X^{*} \mid[V]^{-1} \in H[W]\right\}$. Thus $C\left(\mathcal{L}_{s}, W_{1}\right)=C\left(\mathcal{L}_{s}, W_{2}\right)$ if and only if $H\left[W_{1}\right]=H\left[W_{2}\right]$. It is easy to check that the map taking $C\left(\mathcal{L}_{s}, W\right)$ to $H[W]$ is an isomorphism from $A\left(\mathcal{L}_{s}\right)$ to $\mathcal{A}_{s}$.

Corollary 2.2. The language $\mathcal{L}_{s}$ is rational if and only if the index of $H$ in $F$ is finite.

For $\sigma$ in $\Sigma_{s}$, let $\mathcal{L}_{s}(\sigma)$ be $\left\{U \in X^{*} \mid[U] \in \sigma\right\}$, the set of words defining elements of $\sigma$.

Corollary 2.3. If $H$ has finite index in $F$, then $\mathcal{L}_{s}(\sigma)$ is rational for all right cosets $\sigma$.

Proof. The language $\mathcal{L}_{s}(\sigma)$ is recognized by $\left(\Sigma_{s}, X, E_{s},\{H\},\{\sigma\}\right)$.
Proposition 2.4. If $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ is a trim, deterministic automaton such that $L(\mathcal{A}) \subseteq \mathcal{L}_{s}$, then there is an expanding morphism from $\mathcal{A}$ to $\mathcal{A}_{s}$.

Proof. Let $\sigma$ be in $\Sigma$. Since $\mathcal{A}$ is trim, there is a path $P$ in $\mathcal{A}$ from $A$ to $\sigma$. Let $U=\operatorname{Sg}(P)$. We would like to map $\sigma$ to $H[U]$, but we need to know that this is well defined. Suppose that $Q$ is another path from $A$ to $\sigma$ and $V=\operatorname{Sg}(Q)$. Since $\sigma$ is coaccessible, there is a path $R$ from $\sigma$ to $\Omega$. Let $W=\operatorname{Sg}(R)$. Then $U W$ and $V W$ are both in $L(\mathcal{A})$. Therefore,

$$
H[U]=H[U][W][W]^{-1}=H[U W][W]^{-1}=H[W]^{-1}
$$

Similarly, $H[V]=H[W]^{-1}$, so $H[U]=H[V]$. Thus we may define $f: \Sigma \rightarrow$ $\Sigma_{s}(H)$ by $f(\sigma)=H[U]$.

If $\sigma$ is in $A$, then we may take $U=\varepsilon$, and $f(\sigma)=H[\varepsilon]=H$. If $\sigma$ is in $\Omega$, then $U$ is in $L(\mathcal{A})$. Hence $f(\sigma)=H[U]=H$. Suppose that $(\sigma, x, \tau)$ is in $E$. Then $U x$ is the signature of a path in $\mathcal{A}$ from $A$ to $\tau$. Thus $f(\tau)=H[U x]=H[U][x]=f(\sigma)[x]=f(\sigma)^{x}$. Therefore $f$ is an expanding morphism.

Corollary 2.5. Let $K$ be a subgroup of $H$. There is an expanding morphism from $\mathcal{A}_{s}(K)$ to $\mathcal{A}_{s}(H)$.

Proof. Clearly $\mathcal{L}_{s}(K) \subseteq \mathcal{L}_{s}(H)$. Since $\mathcal{A}_{s}(K)$ is trim and deterministic and $\mathcal{A}_{s}(K)$ recognizes $\mathcal{L}_{s}(K)$, Proposition 2.4 applies. The morphism is the obvious map from $\Sigma_{s}(K)$ to $\Sigma_{s}(H)$ which takes $K[U]$ to $H[U]$ for any $U$ in $X^{*}$.

Another language associated with our subgroup $H$ is $\mathcal{L}_{c}=\mathcal{L}_{c}(H)=$ $\mathcal{L}_{s}(H) \cap \mathcal{C}$, the set of canonical forms for elements in $H$. If $\mathcal{L}_{s}$ is rational, then so is $\mathcal{L}_{c}$. However, $\mathcal{L}_{c}$ may be rational even when $\mathcal{L}_{s}$ is not.

Proposition 2.6. If $H$ is finitely generated, then $\mathcal{L}_{c}$ is a rational language.
Proof. Since $H$ is finitely generated as a group, by Corollary $1.4 H$ is finitely generated as a monoid. Let $\mathcal{U}$ be a finite set of words such that $\{[U] \mid U \in \mathcal{U}\}$ is a monoid generating set for $H$. Every element of $H$ contains an element of $\mathcal{U}^{*}$, so $\mathcal{L}_{c}=\overline{\mathcal{U}^{*}}$. Since $\mathcal{U}$ is finite, $\mathcal{U}$ is rational. Therefore $\mathcal{U}^{*}$ is rational by Proposition 1.2 in Chapter 3. By Corollary 1.15, $\mathcal{L}_{c}$ is rational.

For a right coset $\sigma$ of $H$, put $\mathcal{L}_{c}(\sigma)=\mathcal{L}_{s}(\sigma) \cap \mathcal{C}$, the set of canonical forms for elements of $\sigma$.

Corollary 2.7. If $H$ is finitely generated, then $\mathcal{L}_{c}(\sigma)$ is rational for all $\sigma$ in $\Sigma_{s}$.

Proof. Let $U$ be a word such that $[U]$ is in $\sigma$. Then $\mathcal{L}_{c}(\sigma)=\overline{\mathcal{L}_{c}(H) U}$, which is rational by Proposition 1.2 in Chapter 3 and Corollary 1.15.

When $H$ is given by a finite generating set, the proof of Proposition 2.6 provides us with a procedure for constructing an automaton recognizing $\mathcal{L}_{c}(H)$. To get started, we need an automaton recognizing $\mathcal{U}^{*}$. We can use the construction in Section 3.9. However, sometimes there is an easier way. See Exercises 2.1 and 2.2. Once we have our automaton, we apply the derivation construction, the accessible subset construction, and the accessible intersection construction. Finally we take the trim part. Details are left as an exercise. This procedure will be referred to as CANON.

Example 2.2. Let $X=\{x, y\}^{ \pm}$, let $\mathcal{R}$ consist of the standard defining relations for the free group generated by $\{x, y\}$, and let $H$ be the subgroup of $F$ generated by $[x y x]$ and $\left[x^{-2} y\right]$. To get a monoid generating set for $H$, we add the inverses of the generators and take $\mathcal{U}=\left\{x y x, x^{-1} y^{-1} x^{-1}\right.$, $\left.x^{-2} y, y^{-1} x^{2}\right\}$. Applying CANON and standardizing the result with respect

Table 4.2.1

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 |  | 4 |
| 2 |  |  | 5 |  |
| 3 |  | 6 |  | 7 |
| 4 | 8 |  |  |  |
| 5 | 9 | 6 |  |  |
| 6 |  |  | 10 |  |
| 7 |  | 11 |  |  |
| 8 | 9 |  |  | 4 |
| 9 | 2 |  |  | 4 |
| 10 | 2 | 3 |  | 4 |
| 11 |  |  |  | 4 |

to the length-plus-lexicographic ordering with $x \prec x^{-1} \prec y \prec y^{-1}$, we get $\mathcal{A}=(\Sigma, X, E, A, \Omega)$, where $\Sigma=\{1,2, \ldots, 11\}, A=\{1\}, \Omega=\{1,9,10,11\}$, and $E$ is given by Table 4.2.1.

Proposition 2.8. Suppose that $\mathcal{L}_{c}(H)$ is rational. Given $\mathcal{R}$ and a finite automaton $\mathcal{A}$ recognizing $\mathcal{L}_{c}(H)$, we can decide membership in $H$ and decide equality of right cosets of $H$.

Proof. To see if $[U]$ is in $H$, we compute $\bar{U}$ using $\mathcal{R}$ and check whether $\bar{U}$ is in $L(\mathcal{A})$. The right cosets $H[U]$ and $H[V]$ are equal if and only if $[U][V]^{-1}=\left[U V^{-1}\right]$ is in $H$.

## Exercises

2.1. Let $U$ be a finite set of words which is a monoid generating set for a subgroup $H$ of $F$. Show that we may assume that the elements of $\mathcal{U}$ are nonempty and reduced and no element of $\mathcal{U}$ is a proper prefix of another element of $\mathcal{U}$.
2.2. Assume that $\mathcal{U}$ satisfies the conditions of Exercise 2.1. Let $\Sigma$ be the set of proper prefixes of the elements of $U$ and let $E$ be the set of triples $(U, x, V)$, where $U$ and $V$ are in $\Sigma$ and either $V=U x$ or $U x$ is in $\mathcal{U}$ and $V=\varepsilon$. Show that $(\Sigma, X, E,\{\varepsilon\},\{\varepsilon\})$ recognizes $\mathcal{U}^{*}$.
2.3. Describe the procedure CANON in detail.
2.4. Let $\mathcal{L}$ be a language over the finite alphabet $X$ and let $\mathcal{A}$ be an automaton with alphabet $X$ such that $L(\mathcal{A}) \subseteq \mathcal{L}$. Show that there need not be an expanding morphism from $\mathcal{A}$ to $A(\mathcal{L})$. Thus the morphism in Proposition 2.4 is an exception.

### 4.3 Important cosets

We continue the notation of the previous sections in this chapter. We are investigating the elements and right cosets of a subgroup $H$ of $F$. It turns out that when $H$ is finitely generated, there is a finite subset $\Sigma_{I}$ of $\Sigma_{s}$ such that in most interesting computations involving right cosets of $H$, only elements of $\Sigma_{I}$ occur.

A right coset $\sigma$ of $H$ will be called important if $\sigma=H[U]$, where $U$ is a prefix of an element of $\mathcal{L}_{c}(H)$, the set of canonical forms for elements of $H$. If $U V$ is in $\mathcal{L}_{c}(H)$ and $\sigma=H[U]$, then $(U, V)$ will be called a defining pair for $\sigma$. The set of all important right cosets of $H$ will be denoted $\Sigma_{I}=\Sigma_{I}(H)$. Since $\varepsilon$ is in $\mathcal{L}_{c}(H)$, the pair $(\varepsilon, \varepsilon)$ is a defining pair for $H$. Thus $H$ is in $\Sigma_{I}$.

Proposition 3.1. Suppose that $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ is a trim, deterministic automaton such that $\mathcal{L}_{c}(H) \subseteq L(\mathcal{A}) \subseteq \mathcal{L}_{s}(H)$. Let $f$ be the expanding morphism from $\mathcal{A}$ to $\mathcal{A}_{s}(H)$. The image of $\Sigma$ under $f$ contains $\Sigma_{I}$.

Proof. Suppose that $\sigma$ is in $\Sigma_{I}$ and $(U, V)$ is a defining pair for $\sigma$. Then $U V$ is in $\mathcal{L}_{c}(H)$, so there is a path $P$ in $\mathcal{A}$ from $A$ to $\Omega$ such that $U V=$ $\operatorname{Sg}(P)$. There is an initial segment $Q$ of $P$ such that $U=\operatorname{Sg}(Q)$. Let $Q$ end at $\varphi$. Then $f(\varphi)=\sigma$.

The important-coset automaton of $H$ is the restriction $\mathcal{A}_{I}=\mathcal{A}_{I}(H)$ of $\mathcal{A}_{s}(H)$ to $\Sigma_{I}$. Thus $\mathcal{A}_{I}=\left(\Sigma_{I}, X, E_{I},\{H\},\{H\}\right)$, where $E_{I}$ is the set of triples $(\sigma, x, \tau)$ such that $\sigma$ and $\tau$ are in $\Sigma_{I}, x$ is in $X$, and $\sigma[x]=\tau$. We shall denote $L\left(\mathcal{A}_{I}\right)$ by $\mathcal{L}_{I}=\mathcal{L}_{I}(H)$.

Example 3.1. Suppose that $H$ is the trivial subgroup of $F$. Then $\mathcal{L}_{c}(H)=\{\varepsilon\}$ and $\Sigma_{I}=\{H\}$. For no $x$ in $X$ is $H[x]=H$, so $\mathcal{A}_{I}=$ (\{H\},X, $,\{H\},\{H\}$ ).

Example 3.2. If $H=F$, then $\Sigma_{I}=\Sigma_{s}=\{H\}$ and $\mathcal{A}_{I}=\mathcal{A}_{s}$.
Proposition 3.2. The automaton $\mathcal{A}_{I}(H)$ is trim and $\mathcal{L}_{c}(H) \subseteq \mathcal{L}_{I}(H) \subseteq$ $\mathcal{L}_{s}(H)$.

Proof. Since $\mathcal{A}_{I}$ is the restriction of $\mathcal{A}_{s}$ to $\Sigma_{I}$, it follows that $\mathcal{L}_{I}=L\left(\mathcal{A}_{I}\right) \subseteq$ $L\left(\mathcal{A}_{s}\right)=\mathcal{L}_{s}$. Let $U=x_{1} \ldots x_{s}$ be in $\mathcal{L}_{c}(H)$. By the definition of $\Sigma_{I}$, the cosets $\sigma_{i}=H\left[x_{1} \ldots x_{i}\right], 0 \leq i \leq s$, are in $\Sigma_{I}$ and the edges ( $\sigma_{i-1}, x_{i}, \sigma_{i}$ ) are in $E_{I}$. Therefore $U$ is in $L\left(\mathcal{A}_{I}\right)$. Hence $\mathcal{L}_{c}(H) \subseteq \mathcal{L}_{I}(H)$. Each of the cosets $\sigma_{i}$ is trim as a state in $\mathcal{A}_{I}(H)$. Since every coset in $\Sigma_{I}$ arises as a $\sigma_{i}$ for an appropriate choice of $U$, it follows that $\mathcal{A}_{I}(H)$ is trim.

Proposition 3.3. Suppose that $\sigma$ and $\tau$ are important right cosets of $H$ and $W$ is a word in $\mathcal{C}$ such that $\sigma[W]=\tau$. For all prefixes $U$ of $W$ the coset $\sigma[U]$ is important.

Proof. The proposition states that if $P$ is a path in $\mathcal{A}_{s}$ from $\Sigma_{I}$ to $\Sigma_{I}$ and $\operatorname{Sg}(P)$ is in $\mathcal{C}$, then $P$ is a path in $\mathcal{A}_{I}$. If $W=\varepsilon$, then there is nothing to prove. We proceed by induction on $|W|$. Let $W=U V$. We wish to show
that $\sigma[U]$ is important. We may assume that both $U$ and $V$ are nonempty. Let $U=x U_{1}$, where $x$ is in $X$, and let $(S, T)$ be a defining pair for $\sigma$. Suppose for the moment that $T$ starts with $x$, so $T$ has the form $x T_{1}$. Then ( $S x, T_{1}$ ) is a defining pair for $\varphi=\sigma[x]$, and $\tau=\varphi\left[U_{1} V\right]$. By induction on $|W|$, the coset $\sigma[U]=\varphi\left[U_{1}\right]$ is important. Thus we may assume that $T$ and $W$ do not start with the same element of $X$.

Let $(C, D)$ be a defining pair for $\tau$. By an argument similar to the one in the previous paragraph, we may assume that $W$ and $C$ do not end with the same element of $X$. By Proposition 1.11, $T^{-1} W C^{-1}$ is in $\mathcal{C}$. Now

$$
\begin{aligned}
H\left[T^{-1} W C^{-1}\right] & =H[S T]\left[T^{-1} W C^{-1}\right]=H[S]\left[W C^{-1}\right]=\sigma[W]\left[C^{-1}\right] \\
& =\tau\left[C^{-1}\right]=H[C]\left[C^{-1}\right]=H
\end{aligned}
$$

Therefore $T^{-1} W C^{-1}=T^{-1} U V C^{-1}$ is in $\mathcal{L}_{c}(H)$ and $\sigma[U]=H\left[T^{-1} U\right]$ is important.

Corollary 3.4. If $\sigma, \tau$, and $W$ are as in Proposition 3.3, then there is a defining pair for $\sigma$ of the form $(M, W N)$.

Proof. Let $S, T, C$, and $D$ be as in the proof of Proposition 3.3. Then at least one of the words $S W D, S W C^{-1}, T^{-1} W D$, or $T^{-1} W C^{-1}$ is in $\mathcal{C}$. The details are left as an exercise.

We turn now to a fundamental result due to Schreier.
Proposition 3.5. A subgroup of finite index in a finitely generated group is finitely generated.

Proof. Let $G$ be a group and let $G$ be generated as a monoid by a subset $Z$. Let $H$ be a subgroup of $G$ and let $\Sigma$ denote the set of right cosets of $H$ in $G$. For $\sigma$ in $\Sigma$ let $u_{\sigma}$ be a representative for $\sigma$. We shall assume that $u_{H}=1$. If $\sigma$ is in $\Sigma$ and $z$ is in $Z$, set $y(\sigma, z)=u_{\sigma} z u_{\tau}^{-1}$, where $\tau=\sigma z$. Since $u_{\sigma} z$ is in $\tau$, the element $y(\sigma, z)$ is in $H$.

Lemma 3.6. The elements $y(\sigma, z)$ generate $H$ as a monoid.
Proof. Let $h$ be an element of $H$. Since $Z$ generates $G$, we can write $h=z_{1} \ldots z_{r}$, where the $z_{i}$ are in $Z$. Let $\sigma_{i}=H z_{1} \ldots z_{i}, 0 \leq i \leq r$, and set $u_{i}=u_{\sigma_{i}}$ and $y_{i}=y\left(\sigma_{i-1}, z_{i}\right)=u_{i-1} z_{i} u_{i}^{-1}$. Then

$$
\begin{aligned}
h & =1 h=u_{0} z_{1} \ldots z_{r} \\
& =u_{0} z_{1} u_{1}^{-1} u_{1} z_{2} \ldots z_{r} \\
& =y_{1} u_{1} z_{2} \ldots z_{r}=y_{1} u_{1} z_{2} u_{2}^{-1} u_{2} z_{3} \cdots z_{r} \\
& =y_{1} y_{2} u_{2} z_{3} \ldots z_{r}=\cdots=y_{1} y_{2} \ldots y_{r} u_{r} .
\end{aligned}
$$

But $\sigma_{r}=H h=H$ and hence $u_{r}=1$. Therefore $h=y_{1} \ldots y_{r}$.
Set $Y=\{y(\sigma, z) \mid \sigma \in \Sigma, z \in Z\}$. If $H$ has finite index in $G$ and $Z$ is finite, then $Y$ is finite and $|Y| \leq|G: H||Z|$.

The same inequality holds if we consider group generators. If $Z$ generates $G$ as a group, then $Z \cup Z^{-1}$ generates $G$ as a monoid. If $z$ is in $Z$ and $\sigma$ is in $\Sigma$, then $y\left(\sigma, z^{-1}\right)=u_{\sigma} z^{-1} u_{\tau}^{-1}=\left(u_{\tau} z u_{\sigma}^{-1}\right)^{-1}$, where $\tau=\sigma z^{-1}$. Since $\sigma=\tau z$, it follows that $y\left(\sigma, z^{-1}\right)=y(\tau, z)^{-1}$. Therefore $Y=\{y(\sigma, z) \mid \sigma \in \Sigma, z \in Z\}$ generates $H$ as a group.

The elements of $Y$ in the proof of Proposition 3.5 are called the Schreier generators of $H$ relative to $Z$ and the choice of the elements $u_{\sigma}$. If $H=G$, then the Schreier generators are just the elements of $Z$. We can reduce slightly the bound on the number of elements needed to generate $H$.

Proposition 3.7. If $H$ is a subgroup of finite index $n$ in a group $G$ which is generated as a group by $r$ elements, then $H$ is generated as a group by $1+n(r-1)$ elements.

Proof. Let $Z$ be a set of $r$ elements which generate $G$ as a group and let $X=Z \cup Z^{-1}$. Fix a reduction ordering $\prec$ on $X^{*}$, and for each right coset $\sigma$ of $H$ in $G$ let $U_{\sigma}$ be the first word with respect to $\prec$ in $X^{*}$ which defines an element of $\sigma$. Set $u_{\sigma}$ equal to the element of $G$ defined by $U_{\sigma}$. Then $H$ is generated as a group by the Schreier generators $y(\sigma, z)$. Suppose $\sigma \neq H$ and $U_{\sigma}=x_{1} \ldots x_{s}$, where the $x_{i}$ are in $X$. Assume first that $x_{s}$ is $z^{-1}$ for some $z$ in $Z$. If $\tau=\sigma z$, then $U_{\tau}$ must be $x_{1} \ldots x_{s-1}$ and so $u_{\tau}=u_{\sigma} z$. Therefore $y(\sigma, z)=1$. Now assume that $x_{s}=z$ is in $Z$. If $\tau=\sigma z^{-1}$, then $U_{\tau}=x_{1} \ldots x_{s-1}$ and $y(\tau, z)$ is trivial. Thus $n-1$ of the elements $y(\sigma, z)$ are trivial and hence $H$ can be generated as a group by $n r-(n-1)=1+n(r-1)$ elements.

In the case of subgroups of our group $F$, we can improve on Proposition 3.5 somewhat.

Proposition 3.8. A subgroup $H$ of $F$ is finitely generated if and only if $\Sigma_{I}(H)$ is finite.

Proof. Assume first that $H$ is finitely generated. By Proposition 2.6, $\mathcal{L}_{c}(H)$ is rational. By Proposition 3.1, there is an expanding morphism $f$ from $\mathcal{A}=A\left(\mathcal{L}_{c}(H)\right)$ to $\mathcal{A}_{s}(H)$ and the image of $f$ contains $\Sigma_{I}(H)$. Since $\mathcal{A}$ is finite, $\Sigma_{I}(H)$ is finite.

Now suppose that $\Sigma_{I}(H)$ is finite. For each $\sigma$ in $\Sigma_{I}(H)$, let $(S(\sigma), T(\sigma))$ be a defining pair for $\sigma$. For each $x$ in $X$ such that $\sigma^{x}$ is defined in $\mathcal{A}_{I}(H)$, let $Y(\sigma, x)$ be the word $S(\sigma) x S\left(\sigma^{x}\right)^{-1}$. Since $\sigma=H[S(\sigma)]$, it follows that
$\sigma^{x}=H[S(\sigma) x]=H\left[S\left(\sigma^{x}\right)\right]$. Therefore $[Y(\sigma, x)]$ is in $H$. It is convenient to denote $H$ by $\alpha$ when we are considering $H$ to be an element of $\Sigma_{I}$. We may choose $S(\alpha)=T(\alpha)=\varepsilon$.

Let $U$ be an element of $\mathcal{L}_{c}(H)$ and let $U=x_{1} \ldots x_{t}$, where each $x_{i}$ is in $X$. For $0 \leq i \leq t$ let $\sigma_{i}=\alpha\left[x_{1} \ldots x_{i}\right]$. Then $\sigma_{0}=\alpha$ and $\sigma_{t}=\alpha[U]=\alpha$. Each $\sigma_{i}$ is in $\Sigma_{I}$ and $\sigma_{i}=\left(\sigma_{i-1}\right)^{x_{i}}, 0<i \leq t$. By arguments very similar to those in the proof of Lemma 3.6, we can prove that $x_{1} \ldots x_{i} \sim$ $Y\left(\sigma_{0}, x_{1}\right) Y\left(\sigma_{1}, x_{2}\right) \cdots Y\left(\sigma_{i-1}, x_{i}\right) S\left(\sigma_{i}\right), 0 \leq i \leq t$. Taking $i=t$, we find that $U \sim Y\left(\sigma_{0}, x_{1}\right) \cdots Y\left(\sigma_{t-1}, x_{t}\right)$, since $S\left(\sigma_{t}\right)=\varepsilon$. Every element of $H$ is represented by an element of $\mathcal{L}_{c}(H)$. Therefore $H$ is generated as a monoid by

$$
\left\{[Y(\sigma, x)] \mid \sigma \text { and } \sigma^{x} \text { in } \Sigma_{I}\right\}
$$

Since $\Sigma_{I}$ and $X$ are finite, $H$ is finitely generated.
Corollary 3.9. The language $\mathcal{L}_{c}(H)$ is rational if and only if $H$ is finitely generated.

Proof. In the proof of Proposition 3.8 we saw that $\mathcal{L}_{c}(H)$ rational implies that $\Sigma_{I}$ is finite and hence that $H$ is finitely generated. In Proposition 2.6 we showed that $\mathcal{L}_{c}(H)$ is rational when $H$ is finitely generated.

Corollary 3.10. If $\mathcal{U}$ is a rational language over $X$, then $H=\operatorname{Grp}\langle[U]|$ $U \in \mathcal{U}\rangle$ is finitely generated.

Proof. Let $\mathcal{V}=\mathcal{U} \cup \mathcal{U}^{-1}$. Then $\mathcal{V}$ is rational and $H=\operatorname{Mon}\langle[V] \mid V \in \mathcal{V}\rangle$. Therefore $\mathcal{L}_{c}(H)=\overline{\mathcal{V}}^{*}$ is rational, and so $H$ is finitely generated.

Example 3.3. Suppose that $F$ is the free group on $\{x, y\}$, so $X=\{x, y\}^{ \pm}$. Let $\mathcal{A}=(\Sigma, X, E,\{1\},\{1\})$, where $\Sigma=\{1,2,3,4\}$ and $E$ is given by the following table:

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 |  | 3 | 4 |
| 2 | 3 | 1 | 4 |  |
| 3 |  | 2 |  | 1 |
| 4 | 4 | 4 | 1 | 2 |

In Section 4.4 a procedure is presented for verifying that $\mathcal{A}$ is isomorphic to $\mathcal{A}_{I}(H)$ for some subgroup $H$ of $F$. Assuming this, let us use the method given in the proof of Proposition 3.8 to get generators for $H$. The words $S(\sigma)$ and $T(\sigma)$ can be chosen as follows:

$$
S(1)=T(1)=\varepsilon, \quad S(2)=x, \quad T(2)=x y^{-1}
$$

$$
S(3)=y, \quad T(3)=x^{-2}, \quad S(4)=y^{-1}, \quad T(4)=x y
$$

In each case the word $S(\sigma) T(\sigma)$ is reduced and belongs to $L(\mathcal{A})$. Moreover, $1^{S(\sigma)}=\sigma$. There are 12 edges in $E$ and hence 12 words $Y(\sigma, u)$ with $u$ in $X$.

$$
\begin{aligned}
Y(1, x) & =x x^{-1}, & Y\left(3, x^{-1}\right) & =y x^{-2} \\
Y(1, y) & =y y^{-1}, & Y\left(3, y^{-1}\right) & =y y^{-1} \\
Y\left(1, y^{-1}\right) & =y^{-1} y, & Y(4, x) & =y^{-1} x y \\
Y(2, x) & =x^{2} y^{-1}, & Y\left(4, x^{-1}\right) & =y^{-1} x^{-1} y, \\
Y\left(2, x^{-1}\right) & =x x^{-1}, & Y(4, y) & =y^{-1} y \\
Y(2, y) & =x y^{2}, & Y\left(4, y^{-1}\right) & =y^{-2} x
\end{aligned}
$$

Half of these words are freely equivalent to the empty word. The remaining six words consist of three pairs, with the words in each pair representing inverse elements of $F$. Thus $H$ is generated as a group by $\left[x^{2} y^{-1}\right],\left[x y^{2}\right]$, and $\left[y^{-1} x y\right.$ ].

For a subgroup $H$ of $F$, the language $\mathcal{L}_{I}(H)$ is less easy to visualize than $\mathcal{L}_{s}(H)$ and $\mathcal{L}_{c}(H)$.

Proposition 3.11. The language $\mathcal{L}_{I}(H)$ is the set of words $W$ in $\mathcal{L}_{s}(H)$ such that for all prefixes $U$ of $W$ the coset $H[U]$ is important.

Proof. Exercise.
Proposition 3.12. The index of $H$ in $F$ is finite if and only if $F$ is finite or $\mathcal{A}_{I}(H)$ is finite and complete.

Proof. If $F$ is finite, then $|X|=1$ and $F$ has order 2. If $H$ is the trivial subgroup of $F$, then $\mathcal{A}_{I}(H)$ is finite but not complete.

Suppose that $\mathcal{A}_{I}(H)$ is finite and complete. Then for every important right coset $\sigma$ and every $x$ in $X$, the coset $\sigma[x]$ is important. Therefore $\Sigma_{s}(H)=\Sigma_{I}(H)$ and $\Sigma_{s}(H)$ is finite.

Now assume that $F$ is infinite and $|F: H|$ is finite. Then $\Sigma_{s}(H)$ is finite, so $\Sigma_{I}(H)$ is finite. We must prove that $\Sigma_{I}=\Sigma_{s}$. Suppose $U$ is a word in $\mathcal{C}$. We shall show that $H[U]$ is important.

For each $\sigma$ in $\Sigma_{s}$ choose a word $W_{\sigma}$ such that $\sigma=H\left[W_{\sigma}\right]$. Let $m$ be the maximum length of the words $W_{\sigma}^{-1}$. By Corollary 1.7 , we can find a word $V$ of arbitrary length such that $U V$ is in $\mathcal{C}$. Choose $V$ so that $|V| \geq m$. Let $\sigma=H[U V]$. Then $\left[U V W_{\sigma}^{-1}\right]$ is in $H$. Let $S=\overline{U V W_{\sigma}^{-1}}$. By Proposition 1.5, $U$ is a prefix of $S$. Let $S=U T$. Then $(U, T)$ is a defining pair for $H[U]$, so $H[U]$ is important. Thus every right coset of $H$ is important and $\mathcal{A}_{I}(H)$ is complete.

Proposition 3.13. Suppose that $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ is a trim, deterministic automaton such that $L(\mathcal{A}) \subseteq \mathcal{L}_{I}(H)$. Let $f$ be the expanding morphism from $\mathcal{A}$ to $\mathcal{A}_{s}(H)$. Then $f$ is an expanding morphism from $\mathcal{A}$ to $\mathcal{A}_{I}(H)$.

Proof. Let $f: \Sigma \rightarrow \Sigma_{s}(H)$ be the morphism of Proposition 2.4. Let $\sigma$ be in $\Sigma$. There is a path $P$ from $A$ to $\sigma$ and a path $Q$ from $\sigma$ to $\Omega$. Let $U=\operatorname{Sg}(P)$ and $V=\operatorname{Sg}(Q)$. The word $U V$ is in $L(\mathcal{A})$ and hence in $\mathcal{L}_{I}(H)$. By Proposition 3.11, the coset $H[U]=f(\sigma)$ is in $\Sigma_{I}(H)$. Since $\mathcal{A}_{I}(H)$ is the restriction of $\mathcal{A}_{s}(H)$ to $\Sigma_{I}(H)$ and $f$ is an expanding morphism from $\mathcal{A}$ to $\mathcal{A}_{s}$ which maps $\Sigma$ into $\Sigma_{I}$, it follows that $f$ is an expanding morphism from $\mathcal{A}$ to $\mathcal{A}_{I}(H)$.

Corollary 3.14. Suppose that $K$ is a subgroup of $H$. There is an expanding morphism from $\mathcal{A}_{I}(K)$ to $\mathcal{A}_{I}(H)$.

Proof. Suppose that $\sigma$ is in $\Sigma_{I}(K)$ and let $(S, T)$ be a defining pair for $\sigma$. Then $\sigma=K[S]$ and $S T$ is in $\mathcal{L}_{c}(K) \subseteq \mathcal{L}_{c}(H)$. Therefore $(S, T)$ is a defining pair for $H[S]$. Let $V$ be in $\mathcal{L}_{I}(K)$ and let $U$ be a prefix of $V$. Then $K[U]$ is in $\Sigma_{I}(K)$ and so $H[U]$ is in $\Sigma_{I}(H)$. By Proposition 3.11, $V$ is in $\mathcal{L}_{I}(H)$. Therefore Proposition 3.13 applies.

Corollary 3.15. The automaton $\mathcal{A}_{I}(H)$ is isomorphic to $A_{t}\left(\mathcal{L}_{I}(H)\right)$.
Proof. By Proposition 3.2, $\mathcal{A}_{I}(H)$ is trim. By Proposition 3.13 there is an expanding morphism from $A_{t}\left(\mathcal{L}_{I}(H)\right)$ to $A_{I}(H)$. By Exercise 3.7.3, $\mathcal{A}_{I}(H)$ and $A_{t}\left(\mathcal{L}_{I}(H)\right)$ are isomorphic.

If we have $\mathcal{R}$ and an automaton isomorphic to $\mathcal{A}_{I}(H)$, we can decide equality of cosets of $H$ more easily than with the method described in Proposition 2.8. Suppose that $U$ and $V$ are words in $X^{*}$ and we want to decide whether $H[U]$ and $H[V]$ are equal. Given $\mathcal{R}$, we can easily compute $\bar{U}$ and $\bar{V}$, so we may assume that $U$ and $V$ are in $\mathcal{C}$.

Proposition 3.16. Suppose that $U$ and $V$ are elements of $\mathcal{C}$. Let $U=$ $B R$ and $V=C S$, where $B$ and $C$ are the longest prefixes of $U$ and $V$, respectively, such that $H[B]$ and $H[C]$ are in $\Sigma_{I}(H)$. Then $H[U]=H[V]$ if and only if $H[B]=H[C]$ and $R=S$.

Proof. If $H[B]=H[C]$ and $R=S$, then clearly $H[U]=H[V]$. Assume that $H[U]=H[V]$, so $\left[U V^{-1}\right]$ and $\left[V U^{-1}\right]$ are in $H$. Suppose first that $U$ and $V$ do not end with the same element of $X$. By Proposition 1.9, the words $U V^{-1}$ and $V U^{-1}$ are in $\mathcal{C}$ and hence in $\mathcal{L}_{c}(H)$. Therefore $H[U]$ and $H[V]$ are in $\Sigma_{I}(H)$, so $B=U, C=V$, and $R=S=\varepsilon$.

Now suppose that $U$ and $V$ end in the same element $x$ of $X$. Say $U=U_{1} x$ and $V=V_{1} x$. Then

$$
H\left[U_{1}\right]=H[U][x]^{-1}=H[V][x]^{-1}=H\left[V_{1}\right] .
$$

Let $B_{1}$ and $C_{1}$ be the longest prefixes of $U_{1}$ and $V_{1}$, respectively, such that $H\left[B_{1}\right]$ and $H\left[C_{1}\right]$ are in $\Sigma_{I}(H)$, and let $U_{1}=B_{1} R_{1}$ and $V_{1}=C_{1} S_{1}$. By induction on $|U|$, we have $H\left[B_{1}\right]=H\left[C_{1}\right]$ and $R_{1}=S_{1}$.

Lemma 3.17. Either $B=B_{1}$, or $B_{1}=U_{1}$ and $B=U$.
Proof. Clearly $B_{1}$ is a prefix of $B$. Let $B=B_{1} B_{2}$. By Proposition 3.3, for every prefix $D$ of $B$, the coset $H[D]$ is in $\Sigma_{I}(H)$. But this means that $B_{1}$ is the longest common prefix of $B$ and $U_{1}$. Thus either $B_{2}=\varepsilon$, or $B_{1}=U_{1}$ and $B_{2}=x$.

Suppose that $B=U$. Then $C=V$ and $R=S=\varepsilon$. Thus we may assume that $B \neq U$ and $C \neq V$. By Lemma $3.17, B=B_{1}$ and $C=C_{1}$. Therefore $R=R_{1} x=S_{1} x=S$.

Given a word $U$ in $\mathcal{C}$ and an automaton $\mathcal{A}=(\Sigma, X, E,\{\alpha\},\{\alpha\})$ isomorphic to $\mathcal{A}_{I}(H)$, we can easily compute the decomposition $U=B R$ of Proposition 3.16 using the procedure TRACE defined in Section 3.2. The word $B$ is the longest prefix of $U$ which is the signature of a path in $\mathcal{A}$ starting at $\alpha$. Thus we perform the call $\operatorname{TRACE}(\mathcal{A}, \alpha, U ; \sigma, B, R)$. The state $\sigma$ corresponds to $H[B]$.

Example 3.4. There are several ways to construct an automaton isomorphic to $\mathcal{A}_{I}(H)$ when $H$ is given by a finite generating set. The preferred method is normally coset enumeration. In Example 5.5, coset enumeration will be applied to the subgroup $H$ of Example 2.2. Here $F$ is the free group on $\{x, y\}$ and $H$ is generated by $[x y x]$ and $\left[x^{-2} y\right]$. In this case, $\mathcal{A}_{I}(H)$ is isomorphic to $(\Sigma, X, E, A, \Omega)$, where $\Sigma=\{1,2,3,4\}, A=\Omega=\{1\}$, and $E$ is given by the following table:

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 |  | 4 |
| 2 |  | 1 | 3 |  |
| 3 | 1 | 4 |  | 2 |
| 4 | 3 |  | 1 |  |

Here is an example of the use of Proposition 3.16. Let

$$
\begin{aligned}
& U=x y x^{-1} y x^{-1} y^{-2} x y \\
& V=y^{-1} x y^{-1} x^{-3} y x^{2} y
\end{aligned}
$$

Both $U$ and $V$ are in $\mathcal{C}$. The call $\operatorname{TRACE}(\mathcal{A}, 1, U ; \sigma, B, R)$ returns $\sigma=$ $2, B=x y x^{-1} y x^{-1} y^{-1}$, and $R=y^{-1} x y$. The call $\operatorname{TRACE}(\mathcal{A}, 1, V ; \tau, C, S)$ returns $\tau=2, C=y^{-1} x y^{-1} x^{-3} y x$, and $S=x y$. Since $\sigma=\tau$, we have $H[B]=H[C]$, but $R \neq S$, so $H[U] \neq H[V]$.

We close this section with a theoretical result concerning the structure of $F$.

Proposition 3.18. Suppose that $H$ is finitely generated and has infinite index in $F$. Then $H$ contains no nontrivial normal subgroup of $F$.

Proof. We may assume that $|X| \geq 2$. The intersection $N$ of the conjugates of $H$ is the largest normal subgroup of $F$ contained in $H$. An element $u$ of $F$ is contained in $N$ if and only if $\sigma u=\sigma$ for every right coset $\sigma$ of $H$ in $F$. Suppose that $U$ is a nonempty word in $\mathcal{C}$ such that $[U]$ is in $N$. Since $H$ is finitely generated, $\Sigma_{I}(H)$ is finite. Let $\sigma$ be a coset in $\Sigma_{s}(H)-\Sigma_{I}(H)$ and let $W$ be a word in $\mathcal{C}$ such that $\sigma=H[W]$.

Lemma 3.19. It is possible to choose $\sigma$ and $W$ so that $W U$ is in $\mathcal{C}$.
Proof. Choose $\sigma$ "far away" from $\Sigma_{I}(H)$ in the sense that $\sigma[V]$ is not in $\Sigma_{I}(H)$ for any short words $V$. Let $W$ end in $x$, let $U$ start with $y$, and suppose that $W U$ is not in $\mathcal{C}$. Then $y=x^{-1}$. If $Y=X-\{x, y\}$ is not empty, then we can choose $z$ in $Y$ and replace $\sigma$ by $\sigma[z]$ and $W$ by $W z$. Now $W U$ is in $\mathcal{C}$.

Suppose that $Y$ is empty. Since $F$ is infinite, the following conditions must hold:
(i) $x \neq y$.
(ii) $X=\{x, y\}$.

Thus $F$ is isomorphic to $\mathbb{Z}$, which has no nontrivial subgroups of infinite index.

By Lemma 3.19, we may assume that $W U$ is in $\mathcal{C}$. Let $B$ be the longest prefix of $W$ such that $H[B]$ is in $\Sigma_{I}(H)$ and let $W=B R$. Then $R \neq \varepsilon$. Therefore $B$ is the longest prefix of $W U$ defining an element of $\Sigma_{I}(H)$. Since $R \neq R U$, the cosets $\sigma$ and $\sigma[U]=H[W U]$ are distinct by Proposition 3.16.

## Exercises

3.1. Let $\mathcal{A}$ be a finite automaton with alphabet $X$. Prove that it is possible to decide whether $\{[U] \mid U \in L(\mathcal{A})\}$ is a subgroup of $F$.

Table 4.4.1

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 |  | 2 | 3 |  |
| 2 | 1 |  | 4 | 3 |
| 3 |  | 5 | 2 | 1 |
| 4 | 4 | 4 |  | 2 |
| 5 | 3 |  |  |  |

3.2. Let $\prec$ be a reduction ordering on $X^{*}$ and let $H$ be a finitely generated subgroup of $F$. For each right coset $\sigma$ of $H$ in $F$ let $U_{\sigma}$ be the first word with respect to $\prec$ defining an element of $\sigma$. Define $\mathcal{L}_{R}(H)$ to be $\left\{U_{\sigma} \mid \sigma \in \Sigma_{s}(H)\right\}$ and let $\mathcal{M}=\left\{U_{\sigma} \mid \sigma \in \Sigma_{I}(H)\right\}$. Let $\mathcal{P}$ be the set of words $U x$ such that $U$ is in $\mathcal{M}, x$ is in $X, H[U x]$ is in $\Sigma_{I}(H)$, but $U x$ is not in $\mathcal{M}$. Finally, let $\mathcal{J}$ be the right ideal of $X^{*}$ generated by $\mathcal{P}$. Show that $\mathcal{L}_{R}(H)=\mathcal{C} \cap\left(X^{*}-\mathcal{J}\right)$. Conclude that $\mathcal{L}_{R}(H)$ is a rational language.
3.3. Suppose in Exercise 3.2 that $\prec$ is a length-plus-lexicographic ordering. Let $\mathcal{A}$ be an automaton isomorphic to $\mathcal{A}_{I}(H)$. Show how to construct an automaton recognizing $\mathcal{L}_{R}(H)$. (Hint: Start by standardizing $\mathcal{A}$ with respect to $\prec$.)

### 4.4 Coset automata

In Sections 4.2 and 4.3, various languages and automata were associated with a subgroup of $F$. In this section, an axiomatic characterization is given of the automata which can occur. In particular, we characterize those automata which are isomorphic to $\mathcal{A}_{I}(H)$ for some finitely generated subgroup $H$ of $F$.

Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be an automaton with alphabet $X$. We shall say that $\mathcal{A}$ is a coset automaton relative to $\mathcal{R}$ if the following conditions are satisfied:
(i) $\mathcal{A}$ is accessible and deterministic.
(ii) $A=\Omega \neq \emptyset$.
(iii) If $(\sigma, x, \tau)$ is in $E$, then $\left(\tau, x^{-1}, \sigma\right)$ is in $E$.

In the literature on coset enumeration, the term "coset table" occurs frequently. A coset table is the transition table for a coset automaton. In (iii), if $e=(\sigma, x, \tau)$, then $\left(\tau, x^{-1}, \sigma\right)$ will be denoted $e^{\prime}$ and called the edge paired with $e$. Clearly $e^{\prime \prime}=e$.

Example 4.1. Suppose that $X=\{x, y\}^{ \pm}$and $\mathcal{R}$ consists of the rules

$$
x x^{-1} \rightarrow \varepsilon, \quad x^{-1} x \rightarrow \varepsilon, \quad y y^{-1} \rightarrow \varepsilon, \quad y^{-1} y \rightarrow \varepsilon .
$$

Let $\mathcal{A}=(\Sigma, X, E,\{1\},\{1\})$, where $\Sigma=\{1,2,3,4,5\}$ and $E$ is given by Table 4.4.1. Then $\mathcal{A}$ is a coset automaton relative to $\mathcal{R}$.

Proposition 4.1. For every subgroup $H$ of $F$ the automata $\mathcal{A}_{s}(H)$ and $\mathcal{A}_{I}(H)$ are coset automata.

Proof. Both $\mathcal{A}_{s}(H)$ and $\mathcal{A}_{I}(H)$ satisfy conditions (i) and (ii). Suppose that $(\sigma, x, \tau)$ is an edge of $\mathcal{A}_{s}(H)$. Then $\sigma[x]=\tau$, so $\sigma=\tau[x]^{-1}=\tau\left[x^{-1}\right]$. Thus $\left(\tau, x^{-1}, \sigma\right)$ is an edge of $\mathcal{A}_{s}(H)$. If $\sigma$ and $\tau$ are in $\Sigma_{I}(H)$, then $\left(\tau, x^{-1}, \sigma\right)$ is an edge of $\mathcal{A}_{I}(H)$.

Proposition 4.2. Let $\mathcal{A}$ be a coset automaton and suppose that ( $\rho, x, \tau$ ) and $(\sigma, x, \tau)$ are edges of $\mathcal{A}$. Then $\rho=\sigma$.

Proof. By condition (iii), both ( $\tau, x^{-1}, \rho$ ) and ( $\tau, x^{-1}, \sigma$ ) are edges of $\mathcal{A}$. Since $\mathcal{A}$ is deterministic, $\rho=\sigma$.

Corollary 4.3. Let $\mathcal{A}$ be a coset automaton and suppose that $P$ and $Q$ are paths in $\mathcal{A}$ with the same endpoint and the same signatures. Then $P$ and $Q$ are the same path.

Proof. We use Proposition 4.2 and induction on the length of $P$ and Q.

Proposition 4.4. Suppose that $\mathcal{A}$ is a coset automaton. If there is a path $P$ in $\mathcal{A}$ from $\sigma$ to $\tau$, then there is a path $Q$ in $\mathcal{A}$ from $\tau$ to $\sigma$ such that $\operatorname{Sg}(Q)=\operatorname{Sg}(P)^{-1}$.

Proof. Let $P$ consist of the edges $\left(\sigma_{i-1}, x_{i}, \sigma_{i}\right), 1 \leq i \leq s$. By condition (iii), the sequence $Q$ of edges $\left(\sigma_{s}, x_{s}^{-1}, \sigma_{s-1}\right), \ldots,\left(\sigma_{1}, x_{1}^{-1}, \sigma_{0}\right)$ is a path in $\mathcal{A}$, and $\operatorname{Sg}(Q)=\operatorname{Sg}(P)^{-1}$.

Corollary 4.5. Coset automata are trim.
Proof. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be a coset automaton and let $\sigma$ be in $\Sigma$. Since $\mathcal{A}$ is accessible, there is a path in $\mathcal{A}$ from $A$ to $\sigma$. By Proposition 4.4, there is a path from $\sigma$ to $A=\Omega$. Thus $\mathcal{A}$ is trim.

Proposition 4.6. Let $\mathcal{A}$ be a coset automaton. If $\sigma^{U}=\tau$ in $\mathcal{A}$, then $\sigma^{\bar{U}}=\tau$.
Proof. Let $P$ be the path in $\mathcal{A}$ from $\sigma$ to $\tau$ such that $\operatorname{Sg}(P)=U$. If $U$ is not in $\mathcal{C}$, then $U=S x y T$, where $x y$ is a left side in $\mathcal{R}$. Let the subpath of $P$ having signature $x y$ consist of the edges $(\nu, x, \tau)$ and $(\tau, y, \rho)$. Then $y=x^{-1}$, and, by condition (iii) and the fact that $\mathcal{A}$ is deterministic, it follows that $\nu=\rho$. Thus we may delete these two edges and have a path from $\sigma$ to $\tau$ with signature $S T$. Continuing in this way, we construct a path from $\sigma$ to $\tau$ with signature $\bar{U}$.

Corollary 4.7. Let $\mathcal{A}$ be a coset automaton and set $\mathcal{L}=L(\mathcal{A})$. Then $\mathcal{L}^{\prime}=\mathcal{L}$.
Proof. The proof of Proposition 4.6 actually shows that $\sigma^{V}=\tau$ for every word $V$ derivable from $U$ using $\mathcal{R}$. Taking both $\sigma$ and $\tau$ to be the element of A , we see that $\mathcal{L}^{\prime}=\mathcal{L}$.

For any automaton $\mathcal{A}$ with alphabet $X$, let $K(\mathcal{A})$ be $\{[U] \mid U \in L(\mathcal{A})\}$, the image of $L(\mathcal{A})$ under the natural map from $X^{*}$ to $F$.

Proposition 4.8. Suppose that $\mathcal{A}$ is a coset automaton relative to $\mathcal{R}$. Then $K(\mathcal{A})$ is a subgroup of $F$. If $\mathcal{A}$ is finite, then $K(\mathcal{A})$ is finitely generated.

Proof. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ and set $\mathcal{L}=L(\mathcal{A})$. Since $A=\Omega \neq \emptyset$, the empty word $\varepsilon$ is in $\mathcal{L}$ and $\mathcal{L} \mathcal{L} \subseteq \mathcal{L}$. Therefore $K(\mathcal{A})$ is a submonoid of $F$. By Proposition 4.4, $K(\mathcal{A})$ is a subgroup. If $\mathcal{A}$ is finite, then $\mathcal{L}$ is rational. Therefore $\mathcal{L}_{c}(K(\mathcal{A}))=\mathcal{L}^{\prime} \cap \mathcal{C}=\mathcal{L} \cap \mathcal{C}$ is rational. Thus $K(\mathcal{A})$ is finitely generated by Corollary 3.9.

If $\mathcal{A}$ is a coset automaton, then $\mathcal{A}$ is trim and $L(\mathcal{A})$ is contained in $L\left(\mathcal{A}_{s}(K(\mathcal{A}))\right)$. By Proposition 2.4, there is an expanding morphism from $\mathcal{A}$ to $\mathcal{A}_{s}(K(\mathcal{A}))$.

Proposition 4.9. Suppose that $\mathcal{A}$ is a coset automaton and $f$ is the expanding morphism from $\mathcal{A}$ to $\mathcal{A}_{s}(K(\mathcal{A})$ ). Then $f$ is one-to-one as a map on states, and the image of $f$ contains $\Sigma_{I}(K(\mathcal{A}))$. Every edge of $\mathcal{A}_{I}(K(\mathcal{A}))$ has the form $(f(\sigma), x, f(\tau))$ for some edge $(\sigma, x, \tau)$ of $\mathcal{A}$.

Proof. Let $\mathcal{A}=(\Sigma, X, E,\{\alpha\},\{\alpha\})$ and set $K=K(\mathcal{A})$. The image of $f$ contains $\Sigma_{I}(K)$ by Proposition 3.1. Suppose that $\sigma$ and $\tau$ are in $\Sigma$ and $f(\sigma)=f(\tau)$. Let $\sigma=\alpha^{U}$ and let $\tau=\alpha^{V}$. By Proposition 4.6, we may assume that $U$ and $V$ are in $\mathcal{C}$. Since $K[U]=f(\sigma)=f(\tau)=K[V]$, it follows that $\left[U V^{-1}\right]$ is in $K$.

Suppose first that $U V^{-1}$ is in $\mathcal{C}$. Then $U V^{-1}$ is in $\mathcal{L}_{c}(K) \subseteq L(\mathcal{A})$. Therefore there is a path $P$ in $\mathcal{A}$ from $\alpha$ to $\alpha$ such that $\operatorname{Sg}(P)=U V^{-1}$. Thus there is a path $Q$ in $\mathcal{A}$ from $\sigma$ to $\alpha$ such that $\operatorname{Sg}(Q)=V^{-1}$. But then, by Propositions 4.4 and 4.6, there is a path $R$ from $\alpha$ to $\sigma$ such that $\operatorname{Sg}(R)=V$. Therefore $\sigma=\tau$.

Now suppose that $U V^{-1}$ is not in $\mathcal{C}$. Then $U$ and $V$ end with the same element of $X$. Let $U=C x$ and $V=D x$ and set $\mu=\alpha^{C}$ and $\nu=\alpha^{D}$. Then $f(\mu)=K[C]=K[U][x]^{-1}=K[V][x]^{-1}=K[D]=f(\nu)$. By induction on $|U|, \mu=\nu$. Therefore $\sigma=\mu^{x}=\nu^{x}=\tau$.

Finally, let $(\varphi, x, \psi)$ be an edge of $\mathcal{A}_{I}(K(\mathcal{A}))$. By Corollary 3.4, there is a defining pair $(U, V)$ of $\varphi$ such that $V$ starts with $x$. Then $\alpha^{U V}=\alpha$ in $\mathcal{A}$, so $\sigma=\alpha^{U}$ and $\tau=\sigma^{x}$ are defined. Thus $(\sigma, x, \tau)$ is an edge of $\mathcal{A}$, and $f(\sigma)=\varphi$ and $f(\tau)=\psi$.

Now we are in a position to characterize the automata $\mathcal{A}_{I}(H)$, where $H$ is a finitely generated subgroup of $F$. Let $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ be a finite coset automaton. We shall say that $\mathcal{A}$ is reduced if for all states $\sigma$ in $\Sigma-A$ there are at least two edges in $E$ leaving $\sigma$.

Proposition 4.10. Let $\mathcal{A}$ be a finite coset automaton. Then $\mathcal{A}$ is isomorphic to $\mathcal{A}_{I}(K(\mathcal{A}))$ if and only if $\mathcal{A}$ is reduced.

Proof. Set $K=K(\mathcal{A})$. We shall first show that $\mathcal{A}_{I}(K)$ is reduced. Let $\sigma$ be an important coset of $K$ different from $\alpha=K$ and let $(S, T)$ be a defining pair for $\sigma$. Since $\sigma \neq \alpha$, the words $S$ and $T$ are not empty. Let $S=U x$ and $T=y V$, with $x$ and $y$ in $X$, and set $\rho=\alpha^{U}$ and $\tau=\sigma^{y}$. Then ( $\rho, x, \sigma$ ) and ( $\sigma, y, \tau$ ) are edges in $\mathcal{A}_{I}(K)$. But $\left(\sigma, x^{-1}, \rho\right)$ is also an edge and $y \neq x^{-1}$, since $S T=U x y V$ is in $\mathcal{L}_{c}(K)$. Therefore there are at least two edges leaving $\sigma$.

Now assume that $\mathcal{A}=(\Sigma, X, E,\{\beta\},\{\beta\})$ is reduced and let $f$ be the expanding morphism from $\mathcal{A}$ to $\mathcal{A}_{s}(K)$. Suppose that $\sigma$ is in $\Sigma$ and $\sigma=\beta^{U}$. If $\sigma=\beta$, then $f(\sigma)=K$ is important. Suppose $\sigma \neq \beta$. By Proposition 4.6, we may assume that $U$ is in $\mathcal{C}$. Since there are at least two edges in $E$ leaving $\sigma$, there is an element $x$ of $X$ such that $U x$ is reduced and $\tau=\sigma^{x}$ is defined. If $\tau=\beta$, then $(U, x)$ is a defining pair for $f(\sigma)=K[U]$ and $f(\sigma)$ is important. If $\tau \neq \beta$, then we can repeat this process and find a $y$ in $X$ such that $U x y$ is reduced and $\tau^{y}$ is defined. Continuing in this manner, either we find a word $V$ such that $U V$ is reduced and $\sigma^{V}=\beta$ or we produce arbitrarily long words $V$ such that $U V$ is reduced and $\sigma^{V}$ is defined in $\mathcal{A}$. In the first case, $(U, V)$ is a defining pair for $f(\sigma)$, so $f(\sigma)$ is important. In the second case, we use the trick in the proof of Proposition 3.12. We choose $V$ long enough so that for every $\rho$ in $\Sigma$ there is a word $W$ of length less than $|V|$ so that $\rho^{W}=\beta$. Taking $\rho$ to be $\sigma^{V}$, we see that $U$ is a prefix of $C=\overline{U V W}$. If $C=U D$, then $(U, D)$ is a defining pair for $f(\sigma)$. Thus in all cases $f(\sigma)$ is important, so $f$ maps $\Sigma$ into $\Sigma_{I}(K)$. By Proposition 4.9, $f$ is an isomorphism of $\mathcal{A}$ onto $\mathcal{A}_{I}(K)$.

The automaton $\mathcal{A}$ of Example 4.1 is not reduced since there is only one edge leaving 5 . If we remove the edges $\left(3, x^{-1}, 5\right)$ and $(5, x, 3)$, the result $\mathcal{B}$ is again a coset automaton. Since no path in $\mathcal{A}$ having a reduced signature involves either of the deleted edges, $\mathcal{L}_{c}(K(\mathcal{A}))=\mathcal{L}_{c}(K(\mathcal{B}))$. Therefore $K(\mathcal{B})=K(\mathcal{A})$. The automaton $\mathcal{B}$ is reduced. Hence $\mathcal{A}_{I}(K(\mathcal{A}))$ is isomorphic to $\mathcal{B}$. This reduction process can be applied to any finite coset automaton to produce a reduced coset automaton defining the same subgroup of $F$.

Procedure REDUCE $(\mathcal{A} ; \mathcal{B})$;
Input: $\mathcal{A}$ : a finite coset automaton;

Table 4.4.2

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 |  | 2 | 3 | 4 |
| 2 | 1 | 5 |  | 6 |
| 3 | 4 | 7 | 8 | 1 |
| 4 |  | 3 | 1 |  |
| 5 | 2 |  |  |  |
| 6 |  |  | 2 |  |
| 7 | 3 | 8 | 7 | 7 |
| 8 | 7 |  |  | 3 |

Output: $\mathcal{B} \quad$ : a finite, reduced coset automaton with $K(\mathcal{B})=K(\mathcal{A})$; Begin
$\mathcal{B}:=\mathcal{A}$;
While there is a noninitial state $\sigma$ in $\mathcal{B}$ such that there is only one edge ( $\sigma, x, \tau$ ) in $\mathcal{B}$ do begin
Delete the edges $(\sigma, x, \tau)$ and $\left(\tau, x^{-1}, \sigma\right)$ from $\mathcal{B}$;
Delete the state $\sigma$ from $\mathcal{B}$

## End

End.
For any given iteration of the While-loop in REDUCE there may be several choices for $\sigma$. However, the final automaton $\mathcal{B}$ consists of those states and edges of $\mathcal{A}$ which are involved in paths $P$ from the initial state to itself such that $\operatorname{Sg}(P)$ is in $\mathcal{C}$.

## Exercise

4.1. Assume that $X$ and $\mathcal{R}$ are as in Example 4.1. Let $\mathcal{A}=(\Sigma, X, E,\{1\},\{1\})$, where $\Sigma=$ $\{1, \ldots, 8\}$ and $E$ is given by Table 4.4.2. Show that $\mathcal{A}$ is a coset automaton. Apply the procedure REDUCE to $\mathcal{A}$ to produce an automaton isomorphic to $\mathcal{A}_{I}(K(\mathcal{A}))$. Use this automaton to construct generators for $K(\mathcal{A})$.

### 4.5 Basic coset enumeration

In its most general meaning, the term "coset enumeration" refers to the computation of $\mathcal{A}_{I}(H)$ for some subgroup $H$ of our free product $F=$ Mon $\langle X \mid \mathcal{R}\rangle$ of cyclic groups. If $F$ is a free group and $H$ has finite index in $F$, then every right coset of $H$ is important, so finding $\mathcal{A}_{I}(H)$ really does involve enumerating, or counting, the right cosets of $H$.

The first coset enumeration procedure was described in (Todd \& Coxeter 1936). This section is concerned only with a special case of the ToddCoxeter procedure. Various versions of the full procedure are discussed in Chapter 5. Alternatives to the Todd-Coxeter approach are considered in Section 4.10.

Suppose that $\mathcal{U}=\left\{U_{1}, \ldots, U_{m}\right\}$ is a finite subset of $X^{*}$ and $H=$ $\operatorname{Grp}\langle[U] \mid U \in \mathcal{U}\rangle$. For $0 \leq i \leq m$, let $H_{i}=\operatorname{Grp}\left\langle\left[U_{j}\right] \mid 1 \leq j \leq i\right\rangle$. Thus $H_{0}$ is trivial and $H_{m}=H$. To construct an automaton isomorphic to $\mathcal{A}_{I}(H)$ using the Todd-Coxeter method, we construct coset automata $\mathcal{A}_{0}, \ldots, \mathcal{A}_{m}$ such that $H_{i}=K\left(\mathcal{A}_{i}\right)$ and then apply the procedure REDUCE, defined at the end of the previous section, to $\mathcal{A}_{m}$. We start with $\mathcal{A}_{0}=(\{1\}, X, \emptyset,\{1\},\{1\})$.

This approach requires us to solve the following problem: Given a finite coset automaton $\mathcal{A}$ with respect to $\mathcal{R}$ and a word $U$ in $X^{*}$, construct a coset automaton $\mathcal{B}$ such that $K(\mathcal{B})=\operatorname{Grp}\langle K(\mathcal{A}),[U]\rangle$. For reasons of efficiency, it is desirable that $\mathcal{A}$ be modified "in place" to obtain $\mathcal{B}$, so that the overhead of making a copy of $\mathcal{A}$ is avoided. We shall solve our problem with the aid of several auxiliary procedures. In all of them, $\mathcal{R}$ and $\mathcal{A}=(\Sigma, X, E,\{1\},\{1\})$ will be available as global variables. States will be positive integers, and $n$ will be a global variable giving the largest integer used so far for a state. In order not to have to write out revised versions of these procedures later, a few statements have been included in some of the procedures which should be ignored for the time being. Most of the statements in question have the form

If save then push ( $\sigma, x$ ) onto the deduction stack;
The variable save is a global boolean variable, which should be assumed to be false for now. In the context of coset enumeration, a deduction is a pair $(\sigma, x)$ of a state and a generator such that $\sigma^{x}$ has recently been defined or changed. The use of save and the deduction stack is explained in Section 5.3. In the procedure DEFINE below, there is a reference to a global variable $p$, a vector indexed by positive integers. The significance of $p$ is described in the next section.

The procedure DEFINE adds new edges to $\mathcal{A}$ without changing the subgroup $K(\mathcal{A})$.

Procedure DEFINE $(\sigma, x)$;
Input: $\sigma \quad$ : a state in $\Sigma$;
$x \quad:$ an element of $X$ such that $\sigma^{x}$ is not defined in $\mathcal{A}$;
(* Adds two edges to $\mathcal{A}$ so that $\sigma^{x}$ is defined. *)
Begin
$n:=n+1 ; p[n]:=n$; Add $n$ to $\Sigma$;
Add $(\sigma, x, n)$ and $\left(n, x^{-1}, \sigma\right)$ to $E$;
If save then push ( $\sigma, x$ ) and ( $n, x^{-1}$ ) onto the deduction stack End.

The procedure DEFINE acts somewhat like an inverse to REDUCE. After DEFINE is executed, any path $P$ in $\mathcal{A}$ from 1 to 1 involving $n$ has ( $\sigma, x, n$ ) and ( $n, x^{-1}, \sigma$ ) as consecutive edges. Thus $\operatorname{Sg}(P)$ is not in $\mathcal{C}$. Therefore $L(\mathcal{A}) \cap \mathcal{C}$ is unchanged, and hence $K(\mathcal{A})$ remains the same.

The next procedure does change $K(\mathcal{A})$.

```
Procedure JOIN( }\sigma,x,\tau)
Input: }\sigma,\tau\quad:\mathrm{ states in }\Sigma\mathrm{ ;
    x : an element of X such that 洼 and \mp@subsup{\tau}{}{\mp@subsup{x}{}{-1}}\mathrm{ are not}
    defined;
(* Defines }\mp@subsup{\sigma}{}{x}\mathrm{ to be }\tau.*\mathrm{ )
Begin
    Add (\sigma,x,\tau) to E;
    If save then push ( }\sigma,x\mathrm{ ) onto the deduction stack;
    If (\sigma,x)}=(\tau,\mp@subsup{x}{}{-1})\mathrm{ then begin
        Add (\tau, x -1 ,\sigma) to E;
        If save then push ( }\tau,\mp@subsup{x}{}{-1}\mathrm{ ) onto the deduction stack
    End
```

End.

Before the execution of JOIN, let $H=K(\mathcal{A})$ and let $U$ and $V$ be words in $X^{*}$ such that $1^{U}=\sigma$ and $\tau^{V}=1$.

Proposition 5.1. After the execution of $\operatorname{JOIN}(\sigma, x, \tau), \quad K(\mathcal{A})=$ $\operatorname{Grp}\langle H,[U x V]\rangle$.

Proof. After execution of JOIN, $1^{U x V}=\sigma^{x V}=\tau^{V}=1$. Thus $U x V$ is in $L(\mathcal{A})$, and $K(\mathcal{A})$ contains $\operatorname{Grp}\langle H,[U x V]\rangle$. Now suppose that $1^{W}=1$ and let $P$ be the corresponding path. If none of the edges in $P$ is an edge added by JOIN, then $[W]$ is in $H$. We proceed by induction on the number of new edges contained in $P$. Suppose $P$ is the concatenation of $P_{1},(\sigma, x, \tau)$, and $P_{2}$, where $P_{1}$ is a path from 1 to $\sigma$ and $P_{2}$ is a path from $\tau$ to 1 . Let $W_{j}=\operatorname{Sg}\left(P_{j}\right), j=1,2$. Then $1^{W_{1} U^{-1}}=\sigma^{U^{-1}}=1$ and $1^{V^{-1} W_{2}}=\tau^{W_{2}}=1$. By induction, $\left[W_{1} U^{-1}\right]$ and $\left[V^{-1} W_{2}\right]$ are in $\operatorname{Grp}\langle H,[U x V]\rangle$. But then

$$
[W]=\left[W_{1} x W_{2}\right]=\left[W_{1} U^{-1}\right][U x V]\left[V^{-1} W_{2}\right]
$$

is in $\operatorname{Grp}\langle H,[U x V]\rangle$. A similar argument handles the case in which $P$ contains the edge $\left(\tau, x^{-1}, \sigma\right)$.

Example 5.1. Let $X=\left\{x, y, y^{-1}\right\}$, let $\mathcal{R}$ consist of the rules

$$
x^{2} \rightarrow \varepsilon, \quad y y^{-1} \rightarrow \varepsilon, \quad y^{-1} y \rightarrow \varepsilon
$$

and let $\mathcal{A}=(\Sigma, X, E,\{1\},\{1\})$, where $\Sigma=\{1,2,3\}$ and $E$ is given by the following coset table:

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 |  | 3 |
| 2 | 1 |  |  |
| 3 |  | 1 |  |

If $n=3$, then the call $\operatorname{DEFINE}\left(3, y^{-1}\right)$ adds 4 to $\Sigma$ and changes the table to

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 |  | 3 |
| 2 | 1 |  |  |
| 3 |  | 1 | 4 |
| 4 |  | 3 |  |

Note that $1^{x}=2$ and $4^{y^{2}}=1$. If at this point $\operatorname{JOIN}(2, y, 4)$ is executed, then the table becomes

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 |  | 3 |
| 2 | 1 | 4 |  |
| 3 |  | 1 | 4 |
| 4 |  | 3 | 2 |

and $\left[x y^{3}\right]$ is added to $K(\mathcal{A})$. The call $\operatorname{JOIN}(4, x, 4)$ yields the table

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 |  | 3 |
| 2 | 1 | 4 |  |
| 3 |  | 1 | 4 |
| 4 | 4 | 3 | 2 |

and adds $\left[x y x y^{-1} x\right]$ to $K(\mathcal{A})$.

The third procedure for modifying a coset table is more complicated than the first two. Before describing it, we must introduce the notion of a congruence on a coset automaton. Let $\mathcal{A}=(\Sigma, X, E,\{\alpha\},\{\alpha\})$ be a coset automaton. A congruence on $\mathcal{A}$ is an equivalence relation $\approx$ on $\Sigma$ such that whenever $(\sigma, x, \varphi)$ and $(\tau, x, \psi)$ are in $E$ and $\sigma \approx \tau$, then $\varphi \approx \psi$. The intersection of congruences is again a congruence. Thus given a subset $S$ of $\Sigma \times \Sigma$, we can speak of the congruence generated by $S$, the smallest congruence $\approx$ for which $\sigma \approx \tau$ for all $(\sigma, \tau)$ in $S$.

Suppose that $\approx$ is a congruence on $\mathcal{A}$. Let $\Lambda$ be the set of $\approx$-classes. For $\sigma$ in $\Sigma$ let $[\sigma]$ be the $\approx$-class containing $\sigma$. Put $D=\{([\sigma], x,[\tau]) \mid(\sigma, x, \tau) \in E\}$, $B=\{[\alpha]\}$, and $\mathcal{B}=(\Lambda, X, D, B, B)$.

Table 4.5.1

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 4 |
| 2 |  | 1 | 5 | 5 |
| 3 | 1 | 6 |  |  |
| 4 |  | 5 | 1 | 1 |
| 5 | 4 |  | 2 | 2 |
| 6 | 3 |  | 6 | 6 |

Proposition 5.2. Under the preceding hypothesis, $\mathcal{B}$ is a coset automaton and the map $\sigma \mapsto[\sigma]$ is an expanding morphism from $\mathcal{A}$ to $\mathcal{B}$.

Proof. If $(\sigma, x, \varphi)$ and $(\tau, x, \psi)$ are in $E$ and $[\sigma]=[\tau]$, then $[\varphi]=[\psi]$. Therefore there is at most one edge with a given label leaving $[\sigma]$. The remaining parts of the definition of a deterministic automaton are easily checked. If $(\sigma, x, \varphi)$ is in $E$, then so is $\left(\varphi, x^{-1}, \sigma\right)$. Thus $\left([\varphi], x^{-1},[\sigma]\right)$ is in $D$. If there is a path $P$ in $\mathcal{A}$ from $\sigma$ to $\tau$, then there is a path $Q$ in $\mathcal{B}$ from $[\sigma]$ to $[\tau]$ such that $\operatorname{Sg}(Q)=\operatorname{Sg}(P)$. Thus $\mathcal{B}$ is a coset automaton and $\sigma \mapsto[\sigma]$ is an expanding morphism.

We shall call $\mathcal{B}$ the quotient of $\mathcal{A}$ modulo $\approx$.
Example 5.2. Let $X=\{x, y\}^{ \pm}$and let $\mathcal{R}$ be the set of rules defining the free group on $\{x, y\}$. Suppose that $\mathcal{A}=(\Sigma, X, E,\{1\},\{1\})$, where $\Sigma=$ $\{1,2,3,4,5,6\}$ and $E$ is given by Table 4.5.1. The sets $\Lambda_{1}=\{1,4,6\}$ and $\Lambda_{2}=\{2,3,5\}$ are the equivalence classes of a congruence $\approx$ on $\mathcal{A}$. The edges of the quotient of $\mathcal{A}$ modulo $\approx$ are described by the table

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 2 | 1 | 1 |
| 2 | 1 | 1 | 2 | 2 |

where we have written $i$ for $\Lambda_{i}$.
The third procedure of this section replaces $\mathcal{A}$ by an automaton isomorphic to the quotient of $\mathcal{A}$ by the congruence generated by a single pair ( $\sigma, \tau$ ) of states.

Procedure COINCIDENCE $(\sigma, \tau)$;
Input: $\sigma, \tau \quad$ : states in $\Sigma$;
(* This is a preliminary version. See Section 4.6. *)
Begin
Let $\approx$ be the congruence on $\mathcal{A}$ generated by $(\sigma, \tau) ;$
(* For $\varphi$ in $\Sigma$ let $[\varphi]$ denote the $\approx$-class containing $\varphi . *$ )
Let $\mathcal{B}$ be the quotient of $\mathcal{A}$ modulo $\approx$;
Let $\Pi$ be the set of states in $\Sigma$ which are the smallest elements of their $\approx$-class;
Replace $E$ by the set of triples $(\varphi, x, \psi)$, where $\varphi$ and $\psi$ are in $\Pi$ and $([\varphi], x,[\psi])$ is an edge of $\mathcal{B}$;
Replace $\Sigma$ by $\Pi$
End.
The preceding listing is only an outline. The implementation of the coincidence procedure is the most challenging part of writing a coset enumeration program. The details depend heavily on the data structure used to store the edges in $E$ and to describe partitions of $\Sigma$. To avoid getting bogged down in these implementation details now, we defer to Section 4.6 a more complete discussion of the coincidence procedure. It is important to note here that the speed of the Todd-Coxeter approach to coset enumeration comes largely from the fact that COINCIDENCE can be implemented quite efficiently.

Example 5.3. Let $X, \mathcal{R}$, and $\mathcal{A}$ be as in Example 5.2 and let $\sigma=4$ and $\tau=6$. Here is one way to determine the set $\Lambda$ of equivalence classes of $\approx$ during the execution of COINCIDENCE(4,6). Initially, let $\Lambda$ consist of the following sets:

$$
\{1\}, \quad\{2\}, \quad\{3\}, \quad\{4,6\}, \quad\{5\}
$$

Comparing the edges in $\mathcal{A}$ leaving 4 and 6 , we find $(4, y, 1)$ and $(6, y, 6)$. Therefore we merge the first and fourth sets together to get:

$$
\{1,4,6\}, \quad\{2\}, \quad\{3\}, \quad\{5\} .
$$

Looking at the edges leaving 1 and 4 , we find $\left(1, x^{-1}, 3\right)$ and $\left(4, x^{-1}, 5\right)$. This causes us to merge the last two sets, forming

$$
\{1,4,6\}, \quad\{2\}, \quad\{3,5\} .
$$

Finally, because of the edges $(1, x, 2)$ and $(6, x, 3)$, the blocks containing 2 and 3 are merged. At this point $\Lambda$ consists of

$$
\{1,4,6\}, \quad\{2,3,5\} .
$$

As we saw in Example 5.2, these are the blocks of a congruence on $\mathcal{A}$.
Before the call COINCIDENCE $(\sigma, \tau)$, let $H=K(\mathcal{A})$ and let $S$ and $T$ be words such that $1^{S}=\sigma$ and $\tau^{T}=1$.

Proposition 5.3. After the call $\operatorname{COINCIDENCE}(\sigma, \tau)$ we have $K(\mathcal{A})=$ $\operatorname{Grp}\langle H,[S T]\rangle$.

Proof. Let $M=\operatorname{Grp}\langle H,[S T]\rangle$ and let $\mathcal{A}_{0}$ denote the automaton $\mathcal{A}$ before the call to COINCIDENCE. After the call, $\mathcal{A}$ is isomorphic to the quotient $\mathcal{B}$ of $\mathcal{A}_{0}$ modulo $\approx$. By Proposition 5.2, the map taking each state $\varphi$ of $\mathcal{A}_{0}$ to $[\varphi]$ is an expanding morphism from $\mathcal{A}_{0}$ to $\mathcal{B}$. Thus $K(\mathcal{B})$ contains $H$. In $\mathcal{A}_{0}, 1^{S}=\sigma$ and $\tau^{T}=1$. Then in $\mathcal{B}$ we have $[1]^{S}=[\sigma]$ and $[\tau]^{T}=[1]$. Since $[\sigma]=[\tau]$, it follows that $[1]^{S T}=[1]$ and $[S T]$ is contained in $K(\mathcal{B})$. Thus $K(\mathcal{B}) \supseteq M$.

By Proposition 2.4, there is an expanding morphism $g$ from $\mathcal{A}_{0}$ to $\mathcal{A}_{s}(M)$. For states $\varphi$ and $\psi$ of $\mathcal{A}_{0}$, let $\varphi \equiv \psi$ if $g(\varphi)=g(\psi)$. The relation $\equiv$ is a congruence on $\mathcal{A}_{0}$. Moreover, $g(\sigma)=M[S]=M[S T]^{-1}[S]=M\left[T^{-1} S^{-1} S\right]=$ $M\left[T^{-\mathbf{1}}\right]=g(\tau)$, so $\sigma \equiv \tau$. By definition, $\approx$ is the intersection of all congruences on $\mathcal{A}_{0}$ in which $\sigma$ and $\tau$ are in the same equivalence class. Therefore, if $\varphi \approx \psi$, then $\varphi \equiv \psi$. Thus there is a map $h$ from the set of states of $\mathcal{B}$ to the set of right cosets of $M$ such that $h([\varphi])=g(\varphi)$ for all states $\varphi$ of $\mathcal{A}_{0}$. It is not hard to check that $h$ is an expanding morphism from $\mathcal{B}$ to $\mathcal{A}_{s}(M)$. Thus $K(\mathcal{B}) \subseteq M$. Hence $K(\mathcal{B})=M$, and, since $\mathcal{A}$ is isomorphic to $\mathcal{B}$, the proposition follows.

The procedure TRACE of Section 3.2 relies on the fact that in a deterministic automaton a path is determined by its starting point and its signature. Because of Corollary 4.3 , in a coset automaton we can trace backward, starting at the endpoint of the path.

Procedure BACK_TRACE $(\mathcal{A}, \sigma, U ; \tau, B, D)$;
Input: $\mathcal{A} \quad$ : a coset automaton $(\Sigma, X, E, A, A)$;
$\sigma \quad:$ a state in $\Sigma$;
$U \quad:$ a word in $X^{*}$;
Output: $\tau \quad:$ a state in $\Sigma$;
$B, D \quad$ : words in $X^{*}$ such that $U=B D, \tau^{D}=\sigma$, and $|D|$ is as large as possible;
Begin
$\tau:=\sigma ; B:=U ; D:=\varepsilon ;$ done $:=$ false;
While $B \neq \varepsilon$ and not done do begin
Let $B=S x$, where $x$ is in $X$;
If there is no edge with label $x$ coming into $\tau$ then done $:=$ true
Else begin
Let $(\rho, x, \tau)$ be in $E ; \tau:=\rho ; B:=S ; D:=x D$ End
End
End.

At the heart of the Todd-Coxeter approach to coset enumeration is the concept of a two-sided trace. There are two types of two-sided traces, partial and full. Given a state $\sigma$ in $\mathcal{A}$ and a word $W$ in $\mathcal{C}$, the object of a two-sided trace is to modify $\mathcal{A}$, if necessary, so that $\sigma^{W}=\sigma$. More precisely, we want to modify $\mathcal{A}$ in such a way that there is an expanding morphism $f$ from the old $\mathcal{A}$ to the new $\mathcal{A}$ such that $f(\sigma)^{W}=f(\sigma)$. If the trace is partial, then $f$ must be surjective as a map on states.

Both types of two-sided traces start out the same way. We find words $S$, $T$, and $U$ and states $\mu$ and $\nu$ such that $W=S T U, \sigma^{S}=\mu, \nu^{U}=\sigma,|S|$ is as large as possible, and, subject to this, $|U|$ is as large as possible. If $T=\varepsilon$ and $\mu=\nu$, then $S=W$ and $\sigma^{W}=\sigma$ already. If $T=\varepsilon$ and $\mu \neq \nu$, then we identify $\mu$ and $\nu$ using COINCIDENCE. Suppose $|T|=1$, so $T=x$ is an element of $X$. Then we use JOIN to make $\mu^{x}=\nu$. If $|T|>1$, then a partial trace terminates unsuccessfully, without modifying $\mathcal{A}$. If $|T|>1$ and the trace is full, then DEFINE is used to add a new edge so the trace can be carried further.

Here is the complete description of a two-sided trace. All of the global variables defined earlier continue to be available.

```
Procedure TWO_SIDED_TRACE( \(\sigma, W, f u l l)\);
Input: \(\sigma \quad:\) a state in \(\Sigma\);
    \(W \quad:\) a word in \(\mathcal{C}\);
    full : a boolean variable, with true indicating a full trace
        and false indicating a partial trace;
```

Begin
$\operatorname{TRACE}(\mathcal{A}, \sigma, W ; \mu, S, C) ; \operatorname{BACK} \_\operatorname{TRACE}(\mathcal{A}, \sigma, C ; \nu, T, U)$;
If full then
While $|T|>1$ do begin
Let $T$ start with $x ; \operatorname{DEFINE}(\mu, x)$;
$\operatorname{TRACE}(\mathcal{A}, \sigma, W ; \mu, S, C) ;$ BACK_TRACE $(\mathcal{A}, \sigma, C ; \nu, T, U)$
End;
If $T=\varepsilon$ and $\mu \neq \nu$ then COINCIDENCE $(\mu, \nu)$
Else if $|T|=1$ then begin
Let $T$ be the element $x$ of $X ; \operatorname{JOIN}(\mu, x, \nu)$
End
End.

In a careful implementation of TWO_SIDED_TRACE, the forward and backward traces in the While-loop would not be repeated from the beginning but continued from the point at which they last stopped.

Before the call TWO_SIDED_TRACE $(\sigma, W$, full $)$, let $H=K(\mathcal{A})$ and let $L$ and $M$ be words such that $1^{L}=\sigma$ and $\sigma^{M}=1$.

Table 4.5.2

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 3 | 4 |
| 2 | 4 | 1 | 2 | 2 |
| 3 | 1 |  | 5 | 1 |
| 4 | 6 | 2 | 1 | 6 |
| 5 |  | 6 |  | 3 |
| 6 | 5 | 4 | 4 |  |

Proposition 5.4. After the call TWO_SIDED_TRACE( $\sigma, W$, full $)$, either $K(\mathcal{A})=\operatorname{Grp}\langle H,[L W M]\rangle$ or the trace was partial and terminated unsuccessfully.

Proof. Calls to DEFINE do not change $K(\mathcal{A})$ and are made only in full traces. If the call to COINCIDENCE is made, then just before the call we have $1^{L S}=\mu$ and $\nu^{U M}=1$. By Proposition 5.3, $K(\mathcal{A})=\operatorname{Grp}\langle H,[L W M]\rangle$ immediately after the call to COINCIDENCE, since LSUM $=$ LWM as $T=\varepsilon$. If the call to JOIN is made, then just after the call $K(\mathcal{A})=$ $\operatorname{Grp}\langle H,[L W M]\rangle$ by Proposition 5.1.

Proposition 5.5. If $\mathcal{A}$ is isomorphic to $\mathcal{A}_{I}(K(\mathcal{A}))$ before a call to TWO_SIDED_TRACE, then $\mathcal{A}$ is isomorphic to $\mathcal{A}_{I}(K(\mathcal{A}))$ after the call.

Proof. Exercise. (Show that the statement is false if $W$ is not required to be in $\mathcal{C}$.)

Example 5.4. Let us perform a few two-sided traces with $X$ and $\mathcal{R}$ as in Example 5.2 and $\mathcal{A}$ given by Table 4.5.2. First let us carry out a partial trace of $x^{-1} y x y x y^{3}$ at 1 . When tracing by hand, it is convenient to write the word without the use of exponents and place the starting state at the beginning and the end. In this case, we have

$$
x_{1}^{-1} y x y x y y y
$$

Now we work from left to right as far as we can and then work from right to left. Since $1^{x^{-1}}=3,3^{y}=5$, and $5^{x}$ is not defined, the results of the forward trace can be summarized as follows:

$$
\begin{gathered}
x^{-1} y x y x y y y \\
1
\end{gathered}
$$

To work from the right, we must find the state $\sigma$ such that $\sigma^{y}=1$. We could look down the column headed by $y$ until we found 1 , but there is an easier
way. Since $\mathcal{A}$ is a coset automaton, $\sigma^{y}=1$ if and only if $1^{y^{-1}}=\sigma$. Thus $\sigma$ must be $1^{y^{-1}}=4$. Similarly, $4^{y^{-1}}=6$, and $6^{y^{-1}}$ is not defined. Thus, after the forward and backward traces, we have reached the following configuration.

$$
\begin{gathered}
x^{x^{-1}} y x y x y y y \\
1 \\
35
\end{gathered}
$$

At this point we are "stuck". Since the trace is partial, we give up.
Now let us trace $x y^{-2} x^{-1} y$ at 2 . We start with

$$
2^{x y^{-1} y^{-1} x^{-1} y} 2
$$

The result of the forward trace is

$$
\begin{aligned}
& x y^{-1} y^{-1} x^{-1} y \\
& 24
\end{aligned}
$$

so we must trace $y^{-1} x^{-1} y$ backward from 2. Since $2^{y^{-1}}=2,2^{x}=4$, and $4^{y}=1$, we reach the state 1 , which "clashes" with the 6 . This situation is pictured as follows:

\[

\]

This is an example of the case in which $T=\varepsilon$ and $\mu \neq \nu$. The next step would be to call $\operatorname{COINCIDENCE}(6,1)$, but we shall not go any further with this trace.

The third trace will be a full trace of $y^{2} x y^{2} x^{-2} y^{2}$ at 1 . The first forward and backward traces leave a "gap" with $|T|$ of length 4.

$$
\begin{gathered}
y y x y y x^{-1} x^{-1} y y \\
135
\end{gathered}
$$

Since $\mu=5$ and $T$ starts with $x$, we make the call $\operatorname{DEFINE}(5, x)$. This changes the coset table as shown in Table 4.5.3. Both the forward and backward traces can now go further. We have

$$
\begin{aligned}
& y y x y y x^{-1} x^{-1} y y \\
& 1357 \quad 7 \quad 5 \quad 641 .
\end{aligned}
$$

Here $T=y^{2}$, so we execute $\operatorname{DEFINE}(7, y)$, changing the table as shown in

Table 4.5.3

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 3 | 4 |
| 2 | 4 | 1 | 2 | 2 |
| 3 | 1 |  | 5 | 1 |
| 4 | 6 | 2 | 1 | 6 |
| 5 | 7 | 6 |  | 3 |
| 6 | 5 | 4 | 4 |  |
| 7 |  | 5 |  |  |

Table 4.5.4

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 3 | 4 |
| 2 | 4 | 1 | 2 | 2 |
| 3 | 1 |  | 5 | 1 |
| 4 | 6 | 2 | 1 | 6 |
| 5 | 7 | 6 |  | 3 |
| 6 | 5 | 4 | 4 |  |
| 7 |  | 5 | 8 |  |
| 8 |  |  |  | 7 |

Table 4.5.5

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 3 | 4 |
| 2 | 4 | 1 | 2 | 2 |
| 3 | 1 |  | 5 | 1 |
| 4 | 6 | 2 | 1 | 6 |
| 5 | 7 | 6 |  | 3 |
| 6 | 5 | 4 | 4 |  |
| 7 |  | 5 | 8 | 8 |
| 8 |  |  | 7 | 7 |

Table 4.5.4. At this point, the traces stop with $T=y$, which we signal with an underscore:

$$
\begin{aligned}
& y y x y y x^{-1} x^{-1} y y \\
& 1357 \underline{8} \quad 5 \quad 641 .
\end{aligned}
$$

We call $\operatorname{JOIN}(8, y, 7)$, which changes the table as shown in Table 4.5.5. The two edges $(8, y, 7)$ and $\left(7, y^{-1}, 8\right)$ added by JOIN are said to be deduced from the trace. This is the origin of the use of the term "deduction" for a position in the table whose entry has recently been filled in.

Here is the basic coset enumeration procedure. As before, the reference to the vector $p$ should be ignored for now.

Procedure BASIC_CE $(X, \mathcal{R}, \mathcal{U} ; \mathcal{A})$
Input: $X \quad:$ a finite set;
$\mathcal{R} \quad$ : a classical niladic rewriting system on $X^{*}$;
$\mathcal{U} \quad:$ a finite subset of $X^{*}$;
Output: $\mathcal{A} \quad$ : a coset automaton isomorphic to $\mathcal{A}_{I}(H)$, where $H$ is the subgroup of $F=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ generated by $\{[U] \mid U \in \mathcal{U}\}$;
Begin

$$
n:=1 ; p[1]:=1 ; \mathcal{A}:=(\{1\}, X, \emptyset,\{1\},\{1\})
$$

For $U$ in $\mathcal{U}$ do begin
REWRITE $(\mathcal{R}, U ; V)$;
TWO_SIDED_TRACE $(1, V$, true $)$ (* A full trace *)
End
End.
The second argument of TWO_SIDED_TRACE is supposed to be an irreducible word. To be sure, we rewrite the elements of $\mathcal{U}$. The correctness of BASIC_CE is a direct consequence of Propositions 5.4 and 5.5. Each call to TWO_SIDED_TRACE adds one of the generators $[U]$ of $H$ to $K(\mathcal{A})$.

Example 5.5. Let us apply BASIC_CE to the group of Example 2.2, which was also discussed in Example 3.4. Here $X=\{x, y\}^{ \pm}, \mathcal{R}$ defines the free group on $\{x, y\}$, and $\mathcal{U}=\left\{x y x, x^{-2} y\right\}$. Initially, the coset table for $\mathcal{A}$ is

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 |  |  |  |  |

After the first trace, the states are 1,2 , and 3 , and the edges are given by

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 |  |  |
| 2 |  | 1 | 3 |  |
| 3 | 1 |  |  | 2 |

After the second trace, we have the table

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 |  | 4 |
| 2 |  | 1 | 3 |  |
| 3 | 1 | 4 |  | 2 |
| 4 | 3 |  | 1 |  |

This is the table quoted in Example 3.4. Suppose we add $x y^{2} x^{-1} y$ as a third element of $\mathcal{U}$. Performing the two-sided trace of $x y^{2} x^{-1} y$ at 1 results in the call COINCIDENCE $(2,3)$. The resulting automaton has states 1 and 2 and the following coset table:

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 2 | 1 | 1 |
| 2 | 1 | 1 | 2 | 2 |

The corresponding subgroup has index 2 in $F$.
The output of BASIC_CE is determined only up to isomorphism since the order in which the elements of $\mathcal{U}$ are processed is not specified. In general, it is a good idea to standardize the output of BASIC_CE to remove the ambiguity. Section 4.7 describes how to standardize a finite coset automaton in place.

## Exercises

5.1. Let $X$ and $\mathcal{R}$ be as in Example 5.1 and let $\mathcal{A}$ be the automaton $(\Sigma, X, E,\{1\},\{1\}$ ), where $\Sigma=\{1, \ldots, 8\}$ and $E$ is given by Table 4.5.6. Determine the congruence classes of the congruence on $\mathcal{A}$ generated by $(8,6)$. How would $\mathcal{A}$ be changed by the call COINCI$\operatorname{DENCE}(8,6)$ ?

Table 4.5.6

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 |
| 2 | 1 | 5 | 6 |
| 3 |  | 7 | 1 |
| 4 |  | 1 | 8 |
| 5 | 7 |  | 2 |
| 6 | 8 | 2 |  |
| 7 | 5 |  | 3 |
| 8 | 6 | 4 |  |

5.2. Let $X$ and $\mathcal{R}$ be as in Example 5.5. Starting with $\mathcal{A}=(\{1\}, X, \emptyset,\{1\},\{1\})$ and $n=1$, carry out the following sequence of operations:

$$
\operatorname{DEFINE}(1, x), \quad \operatorname{DEFINE}\left(1, y^{-1}\right), \quad \operatorname{JOIN}(2, x, 3)
$$

Now let $U=x^{-1} y x y$ and $V=x^{-1} y^{-1} x^{-1} y x$ and continue with the traces

$$
\text { TWO_SIDED_TRACE }(1, U, \text { true }), \quad \text { TWO_SIDED_TRACE }(3, V, \text { true }) .
$$

5.3. Apply BASIC_CE to the following input data:
(a) $X$ and $\mathcal{R}$ as in Example 5.1 and $\mathcal{U}=\left\{y x y^{-2} x, y x y^{-1}, y^{2} x y^{2}\right\}$.
(b) $X$ and $\mathcal{R}$ as in Example 5.5 and $\mathcal{U}=\left\{\left(x^{-1} y x y^{-1}\right)^{2},\left(y^{2} x\right)^{2}, x^{-1} y x y^{3} x\right\}$.

### 4.6 The coincidence procedure

The version of the coincidence procedure given in the previous section was very sketchy. The procedure can make substantial changes in a coset automaton, and it is not clear from the outline presented how time-consuming calls to COINCIDENCE can be. As the first step in studying these issues, we shall consider some data structures and procedures designed to facilitate the manipulation of partitions. These data structures and procedures are referred to collectively as the union-find procedure. Proofs will be omitted. They can be found in [Aho et al. 1974].

Let $n$ be a positive integer and let $\Sigma=\{1, \ldots, n\}$. A partition $\Pi$ of $\Sigma$ is defined conveniently by a vector $p$, indexed by the elements of $\Sigma$. The value of $p[\sigma]$ is set equal to the smallest element of the block of $\Pi$ which contains $\sigma$. Thus if $n=6$ and $\Pi$ consists of the blocks

$$
\{1,3,4\}, \quad\{2,6\}, \quad\{5\}
$$

then $p$ is the vector $(1,2,1,1,5,2)$. Partitions of $\Sigma$ are in one-to-one correspondence with integer vectors $p$ indexed by $\Sigma$ such that $1 \leq p[\sigma] \leq \sigma$ and $p[p[\sigma]]=p[\sigma]$ for all $\sigma$ in $\Sigma$.

It is useful to weaken the conditions on the vector $p$, although doing so destroys the one-to-one correspondence. The following conditions allow for a computationally effective description of a partition $\Pi$ :
(i) $p[\sigma]$ is some element of the block of $\Pi$ containing $\sigma$.
(ii) $p[\sigma]=\sigma$ for exactly one element $\sigma$ of each block.
(iii) For any $\sigma$ in $\Sigma$, the sequence $\sigma, p[\sigma], p[p[\sigma]], \ldots$ eventually becomes constant.

When (iii) holds, we shall denote by $p^{\infty}[\sigma]$ the value at which the sequence $\sigma, p[\sigma], p[p[\sigma]], \ldots$ stabilizes. If all three conditions hold, then two elements $\sigma$ and $\tau$ of $\Sigma$ are in the same block of $\Pi$ if and only if $p^{\infty}[\sigma]=p^{\infty}[\tau]$. The preceding partition $\Pi$ is described by the vector $p=(3,6,3,1,5,6)$.

To compute $p^{\infty}[\sigma]$, we compute the sequence $\sigma_{1}, \ldots, \sigma_{s}$, where $\sigma_{1}=\sigma$, $\sigma_{i+1}=p\left[\sigma_{i}\right]$, and $s$ is the first index such that $p\left[\sigma_{s}\right]=\sigma_{s}$. If $s \geq 3$, then we may save time later if we modify $p$ by redefining $p\left[\sigma_{i}\right]$ to be $\sigma_{s}$ for $1 \leq i \leq s-2$. This does not change the partition described by $p$. For example, with $p=(3,6,3,1,5,6)$ and $\sigma=4$, we have $\sigma_{1}=4, \sigma_{2}=1$, and $\sigma_{3}=3$. Thus we change $p[4]$ to 3 . This process is called path compression.

Suppose that we have to compute $p^{\infty}[\sigma]$ for $n$ not necessarily distinct elements $\sigma$ of $\Sigma$. Without path compression, the time required can be quadratic in $n$. For example, suppose that $p[1]=1$ and $p[\sigma]=\sigma-1$ for $2 \leq \sigma \leq n$. Then computing $p^{\infty}[\sigma]$ takes time proportional to $\sigma$. With path compression, the time to perform $n$ computations $p^{\infty}[\sigma]$ is linear in $n$.

Now suppose that we start with the trivial partition $\Pi$ whose blocks are the sets $\{\sigma\}$ with $\sigma$ in $\Sigma$. Next we are given pairs $(\sigma, \tau)$ of elements of $\Sigma$ and asked to do the following: If $\sigma$ and $\tau$ are in different blocks of $\Pi$, then combine those blocks into a single block. This is precisely what was done in Example 5.3 as we worked through the operation of COINCIDENCE.

Assume that there are going to be roughly $n$ of the pairs ( $\sigma, \tau$ ) and that one pair must be processed before the next pair is received. The bestknown procedure for carrying out this process maintains two vectors $p$ and $m$. The vector $p$ describes the current partition $\Pi$. For each $\sigma$ in $\Sigma$ such that $p[\sigma]=\sigma$, the value of $m[\sigma]$ is the size of the block containing $\sigma$. We initialize $p[\sigma]$ to $\sigma$ and $m[\sigma]$ to 1 for each $\sigma$ in $\Sigma$. Then for each pair ( $\sigma, \tau$ ) the following procedure is executed:

Procedure UNION $(\sigma, \tau)$;
Begin
$\mu:=p^{\infty}[\sigma] ;$ Perform path compression at $\sigma ;$
$\nu:=p^{\infty}[\tau] ;$ Perform path compression at $\tau ;$
If $\mu \neq \nu$ then
$\quad$ If $m[\nu] \leq m[\mu]$ then
$\quad \operatorname{Begin} p[\nu]:=\mu ; m[\mu]:=m[\mu]+m[\nu]$ end

Else

$$
\operatorname{Begin} p[\mu]:=\nu ; m[\nu]:=m[\mu]+m[\nu] \text { end }
$$

End.

If $\Gamma$ and $\Delta$ are the blocks of $\Pi$ containing $\sigma$ and $\tau$, respectively, and $\Gamma \neq$ $\Delta$, then we choose the representative for the new block $\Gamma \cup \Delta$ to be the representative for the larger of $\Gamma$ and $\Delta$. In this way the computation of $p^{\infty}[\rho]$ remains unchanged for $\rho$ in the larger of $\Gamma$ and $\Delta$.

The total time needed to perform $n$ calls to UNION is known not to be linear in $n$ in the worst case. However, the time is very nearly linear. Let $F$ be the function defined for nonnegative integers such that $F(0)=1$ and

$$
F(n)=2^{F(n-1)}, \quad n \geq 1
$$

Thus $F(1)=2, F(2)=4, F(3)=16, F(4)=2^{16}=65536$, and $F(5)=2^{65536}$. Let $G$ be the inverse function to $F$, so that $G(n)$ is the smallest integer $k$ such that $F(k) \geq n$. Although $G$ goes to infinity as $n$ goes to infinity, it does so very slowly, for $G(n) \leq 5$ if $n \leq 2^{65536}$. The total time required for $n$ calls to UNION is at most a constant times $n G(n)$, which is linear in $n$ for all practical purposes.

It is possible to dispense with the vector $m$, although there is a modest penalty in reduced execution speed. The test

If $m[\nu] \leq m[\mu]$ then
in UNION is replaced by
If $\mu<\nu$ then
In this way we choose the smaller of $\mu$ and $\nu$ to be the representative for the merged block. Now the total execution time for $n$ calls to UNION is at worst a constant times $n \log (n)$.

Traditionally the vector $m$ has not been used in coset enumeration coincidence procedures. There are several reasons for this:

- Space is usually at a premium in coset enumerations.
- The worst-case performance of $n \log (n)$ is rarely encountered in practice.
- It is more difficult to ensure termination of the coset enumeration procedures discussed in Chapter 5 if $p[\sigma]$ may be larger than $\sigma$.

To be consistent with current practice, the vector $m$ will not be used here.
The version of COINCIDENCE presented in this section uses two subroutines. The function ACTIVE computes $p^{\infty}[\sigma]$ and performs path compression.

```
Function ACTIVE( \(\sigma\) ): integer;
Input: \(\sigma\) : a positive integer not exceeding \(n\);
(* Returns the representative for the equivalence class containing \(\sigma . *\) )
Begin
    ( \(*\) Find \(p^{\infty}[\sigma] . *\) )
    \(\tau:=\sigma ; \rho:=p[\tau]\);
    While \(\rho \neq \tau\) do begin \(\tau:=\rho ; \rho:=p[\tau]\) end;
    ACTIVE \(:=\tau ; \mu:=\sigma ; \rho:=p[\mu]\);
    (* Perform path compression. *)
    While \(\rho \neq \tau\) do begin \(p[\mu]:=\tau ; \mu:=\rho ; \rho:=p[\mu]\) end
End.
```

Within COINCIDENCE, we maintain a list $\eta_{1}, \ldots, \eta_{k}$ of integers which have been deleted from $\Sigma$. This list is accessible to MERGE, which is a modified version of UNION.

Procedure MERGE $(\sigma, \tau)$;
Input: $\sigma, \tau \quad$ : positive integers not exceeding $n$;
Begin
$\varphi:=\operatorname{ACTIVE}(\sigma) ; \psi:=\operatorname{ACTIVE}(\tau) ;$
If $\varphi \neq \psi$ then begin
$\mu:=\min (\varphi, \psi) ; \nu:=\max (\varphi, \psi) ; p[\nu]:=\mu ;$
$k:=k+1 ; \eta_{k}:=\nu$
End
End.

Here is the complete description of COINCIDENCE:
Procedure COINCIDENCE $(\sigma, \tau)$;
Input: $\sigma, \tau \quad$ : elements of $\Sigma$;
Begin
$k:=0 ; \operatorname{MERGE}(\sigma, \tau) ; i:=1$;
While $i \leq k$ do begin
$\nu:=\eta_{i} ; E_{1}:=\emptyset ; i:=i+1 ;$
(* Remove all edges involving $\nu . *$ )
For $x$ in $X$ do
If there is an edge $(\nu, x, \varphi)$ in $E$ then begin
Delete ( $\nu, x, \varphi$ ) from $E$ and add it to $E_{1}$; If $\left(\varphi, x^{-1}\right) \neq(\nu, x)$ then delete $\left(\varphi, x^{-1}, \nu\right)$ from $E$
End;
(* Make sure that for each edge $e$ in $E_{1}$ there is an edge in $E$ equivalent to $e . *$ )

```
    For \((\nu, x, \varphi)\) in \(E_{1}\) do begin
    \(\mu:=\operatorname{ACTIVE}(\nu) ; \psi:=\operatorname{ACTIVE}(\varphi)\);
    If \(\mu^{x}\) is defined then \(\operatorname{MERGE}\left(\psi, \mu^{x}\right)\)
    Else if \(\psi^{x^{-1}}\) is defined then MERGE \(\left(\mu, \psi^{x^{-1}}\right)\)
    Else begin
        Add \((\mu, x, \psi)\) to \(E\);
        If save then push ( \(\mu, x\) ) onto the deduction stack;
    If \(\left(\psi, x^{-1}\right) \neq(\mu, x)\) then begin
        Add \(\left(\psi, x^{-1}, \mu\right)\) to \(E\);
        If save then push ( \(\psi, x^{-1}\) ) onto the deduction stack
            End
        End
        End
        End
    End.
```

As discussed in the previous section, references to the boolean variable save and to the deduction stack should be ignored for the time being.

In one of the comments in COINCIDENCE there is a reference to equivalent edges. If $\equiv$ is an equivalence relation on $\mathcal{A}$, we shall say that edges $e=(\nu, x, \varphi)$ and $f=(\mu, y, \psi)$ are equivalent if $x=y, \nu \equiv \mu$, and $\varphi \equiv \psi$. When this is the case, then the paired edges $e^{\prime}$ and $f^{\prime}$ are also equivalent.

We must show that COINCIDENCE does what it is supposed to do. Let $\mathcal{A}_{0}$ denote the current automaton just before a call to COINCIDENCE and let $\mathcal{A}$ denote the current automaton at the termination of the call. When an edge $e=(\nu, x, \varphi)$ is deleted from $E$, the edge $e^{\prime}$ is also deleted. When an edge $f=(\mu, x, \psi)$ is added to $E$, then $f^{\prime}$ is added also. Moreover, $f$ is not added unless both $\mu^{x}$ and $\psi^{x^{-1}}$ are not defined. Thus $\mathcal{A}$ is deterministic and its edge set is closed under the pairing operation.

For states $\beta$ and $\gamma$ of $\mathcal{A}_{0}$, write $\beta \equiv \gamma$ if $\operatorname{ACTIVE}(\beta)=\operatorname{ACTIVE}(\gamma)$, where ACTIVE uses the vector $p$ as it is at the termination of COINCIDENCE. Clearly $\equiv$ is an equivalence relation on the states of $\mathcal{A}_{0}$. Let $\approx$ be the congruence on $\mathcal{A}_{0}$ generated by $(\sigma, \tau)$. Whenever MERGE is called, its arguments are congruent with respect to $\approx$. Therefore $\beta \equiv \gamma$ implies $\beta \approx \gamma$.

If $e=(\nu, x, \varphi)$ is deleted, then the second For-loop makes sure that there is an edge $e_{1}$ such that $e$ is equivalent to $e_{1}$ with respect to $\equiv$. If $e_{1}$ is later deleted, then there will be an edge $e_{2}$ such that $e_{1}$ is equivalent to $e_{2}$ with respect to $\equiv$. But then $e$ is equivalent to $e_{2}$. Continuing in this way, we see that there is an edge $f$ in $\mathcal{A}$ such that $e$ is equivalent to $f$. Since no distinct states of $\mathcal{A}$ are equivalent with respect to $\equiv$, the edge $f$ must be (ACTIVE $(\nu), x, \operatorname{ACTIVE}(\varphi))$. Let us denote $f$ by $\bar{e}$. Every edge of $\mathcal{A}$ is $\bar{e}$ for some edge $e$ of $\mathcal{A}_{0}$.

Suppose now that $\beta$ and $\gamma$ are states of $\mathcal{A}_{0}$ such that $\beta \equiv \gamma$, and $(\beta, x, \varphi)$ and $(\gamma, x, \psi)$ are edges of $\mathcal{A}_{0}$. Then ( $\left.\operatorname{ACTIVE}(\beta), x, \operatorname{ACTIVE}(\varphi)\right)$
and $(\operatorname{ACTIVE}(\gamma), x, \operatorname{ACTIVE}(\psi))$ are edges of $\mathcal{A}$. Since $\operatorname{ACTIVE}(\beta)=$ $\operatorname{ACTIVE}(\gamma)$ and $\mathcal{A}$ is deterministic, we have $\operatorname{ACTIVE}(\varphi)=\operatorname{ACTIVE}(\psi)$ and hence $\varphi \equiv \psi$. Therefore $\equiv$ is a congruence on $\mathcal{A}_{0}$. Since $\sigma \equiv \tau$, it follows that $\equiv$ and $\approx$ are the same. Therefore $\mathcal{A}$ is isomorphic to the quotient of $\mathcal{A}_{0}$ by $\approx$.

As has been mentioned several times already, space is often a problem in coset enumeration. The vector $p$ used by COINCIDENCE takes a substantial amount of space. In (Beetham 1984) it was observed that with some data structures for the edge set $E$ no extra space is needed for $p$ or the sequence of $\eta_{j}$. If $|X|=2$, then during the execution of COINCIDENCE the quantity $k-i$ is bounded. (See Exercise 6.2.) Thus only a fixed amount of space is needed to store the sequence $\eta_{i}, \ldots, \eta_{k}$ and the entries in $p$ for these states. Once any edges involving $\eta_{i}$ have been removed and processed, there is room to store $p\left[\eta_{i}\right]$ and to link $\eta_{i}$ to $\eta_{i+1}$ in the space formerly used to store edges leaving $\eta_{i}$. In the general case, we choose a subset $Y$ of $X$ such that $|Y|=2$ and $Y$ is closed under the $\operatorname{map} x \mapsto x^{-1}$. Whenever MERGE finds two states which are equivalent, those two states are processed first by a special coincidence routine which looks only at edges with labels in $Y$. In the space released there is room to store both the values of $p$ and a linked list of the $\eta_{j}$. Then the procedure returns to processing the edges which involve the current $\eta_{i}$ and have labels in $X-Y$, as in COINCIDENCE. See the Appendix for more details.

## Exercises

6.1. Work through the coincidence of Exercise 5.1 by hand using the procedure COINCIDENCE of this section.
6.2. Suppose that $|X|=2$. Show that $k-i \leq 1$ at all times during the While-loop in COINCIDENCE.
6.3. Let the vector $p$ describe the partition of $\{1, \ldots, 10\}$ into 10 one-point blocks. Suppose UNION is called with the arguments ( $10, i$ ), with $i=9,8, \ldots, 1$, in that order. How many references to $p$ are made? What is the answer if no path compression is used?

### 4.7 Standardization in place

The output of BASIC_CE is determined only up to isomorphism. To remove this ambiguity, it is useful to standardize the output. This section describes how to standardize the coset automaton of BASIC_CE in place. The techniques involved will be used again in Section 5.4. The global variables $n, p$, and $\mathcal{A}=(\Sigma, X, E,\{1\},\{1\})$ are assumed to be available.

Standardization is accomplished through a sequence of transformations called switches. Fix two distinct integers $\sigma$ and $\tau$ greater than 1 and let $f$ be the permutation of the set $\mathbb{Z}^{+}$of positive integers which interchanges $\sigma$ and $\tau$ and leaves every other element of $\mathbb{Z}^{+}$fixed. To switch $\sigma$ and $\tau$ in $\mathcal{A}$
means to replace $\mathcal{A}$ by $f(\mathcal{A})=(f(\Sigma), X, f(E),\{1\},\{1\})$, where

$$
f(E)=\{(f(\varphi), x, f(\psi)) \mid(\varphi, x, \psi) \in E\} .
$$

Clearly the restriction of $f$ to $\Sigma$ is an isomorphism from $\mathcal{A}$ to $f(\mathcal{A})$. If $\{\sigma, \tau\} \cap \Sigma=\emptyset$, then $f(\mathcal{A})=\mathcal{A}$.

Switches will be performed by the procedure SWITCH described next. The function $F F$ defined within SWITCH implements the function $f$.

Procedure SWITCH $(\sigma, \tau)$;
Input: $\sigma, \tau \quad$ : distinct integers between 2 and $n$;
Function $F F(\rho)$ : positive integer;
Input: $\rho$ : a positive integer;
Begin
If $\rho=\sigma$ then $F F:=\tau$
Else if $\rho=\tau$ then $F F:=\sigma$
Else $F F:=\rho$
End;
Begin
Let $E_{1}$ be the set of edges $(\varphi, x, \psi)$ in $E$ such that $\{\varphi, \psi\} \cap\{\sigma, \tau\} \neq \emptyset ;$
$E:=E-E_{1}$;
For $(\varphi, x, \psi)$ in $E_{1}$ do begin
$\mu:=F F(\varphi) ; \nu:=F F(\psi) ;$ Add $(\mu, x, \nu)$ to $E$
End;
(* Make sure $p[\rho]=\rho$ if and only if $\rho$ is in $\Sigma . *$ )
$\varphi:=p[\sigma] ; \psi:=p[\tau] ;$
If $\varphi=\sigma$ then $p[\tau]:=\tau$
Else $p[\tau]:=0$;
If $\psi=\tau$ then $p[\sigma]:=\sigma$
Else $p[\sigma]:=0$
End.

We continue to leave open the manner in which $E$ is represented. The set $E_{1}$ has at most $4|X|$ elements. Normally this is quite small compared to $|E|$. In the following discussion we shall use the length-plus-lexicographic ordering of $X^{*}$ based on the given order of the generators. Other orderings could be used. The reader is encouraged to consider what changes would be necessary if a basic wreath-product ordering were used.

Example 7.1. Suppose that $X=\left\{x, y, y^{-1}\right\}$ and $\mathcal{R}$ consists of the rules

$$
x^{2} \rightarrow \varepsilon, \quad y y^{-1} \rightarrow \varepsilon, \quad y^{-1} y \rightarrow \varepsilon .
$$

Let $\mathcal{A}=(\Sigma, X, E,\{1\},\{1\})$, where $\Sigma=\{1,2,3,5,7\}$ and $E$ is given by

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 3 |  | 5 |
| 2 | 5 |  | 3 |
| 3 | 1 | 2 | 7 |
| 5 | 2 | 1 |  |
| 7 | 7 | 3 |  |

If we switch 2 and 3 in $\mathcal{A}$, then $\Sigma$ is unchanged and $E$ is now given by

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 |  | 5 |
| 2 | 1 | 3 | 7 |
| 3 | 5 |  | 2 |
| 5 | 3 | 1 |  |
| 7 | 7 | 2 |  |

After switching 3 and 5 , the table is

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 |  | 3 |
| 2 | 1 | 5 | 7 |
| 3 | 5 | 1 |  |
| 5 | 3 |  | 2 |
| 7 | 7 | 2 |  |

Switching 4 and 5 changes $\Sigma$ to $\{1,2,3,4,7\}$ and produces the table

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 |  | 3 |
| 2 | 1 | 4 | 7 |
| 3 | 4 | 1 |  |
| 4 | 3 |  | 2 |
| 7 | 7 | 2 |  |

After the switch of 7 and 5 we have $\Sigma=\{1,2,3,4,5\}$ and the table

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 |  | 3 |
| 2 | 1 | 4 | 5 |
| 3 | 4 | 1 |  |
| 4 | 3 |  | 2 |
| 5 | 5 | 2 |  |

At this point $\mathcal{A}$ is standard.

Table 4.7.1

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 4 | 3 | 5 |  |
| 2 | 5 |  |  | 4 |
| 3 | 1 |  |  | 7 |
| 4 |  | 1 | 2 |  |
| 5 | 7 | 2 |  | 1 |
| 7 |  | 5 | 3 |  |

Here is a formal description of the in-place standardization procedure illustrated in Example 7.1. The procedure is based on LENLEX_STND of Section 3.8 and is designed to be used as part of BASIC_CE as given in Section 4.5 .

```
Procedure STANDARDIZE;
(* Standardize the current automaton with respect to a
    length-plus-lexicographic ordering. *)
Begin
    \(\tau:=1 ; \sigma:=1\);
    While \(\sigma \leq \tau\) do begin
        For \(x\) in \(X\) do (* Elements of \(X\) are taken in \(\prec\)-order. \(*)\)
            If \(\sigma^{x}\) is defined then begin
            \(\rho:=\sigma^{x} ;\)
            If \(\rho>\tau\) then begin
                    \(\tau:=\tau+1 ;\)
                    If \(\rho>\tau\) then \(\operatorname{SWITCH}(\tau, \rho)\)
            End
            End;
        \(\sigma:=\sigma+1\)
    End
End.
```

At the termination of STANDARDIZE, the automaton $\mathcal{A}$ is standard with respect to the length-plus-lexicographic ordering of $X^{*}$ determined by the given ordering of $X$. The switches in Example 7.1 are the ones that STANDARDIZE performs as it standardizes the original automaton in that example, assuming that $x \prec y \prec y^{-1}$.

Example 7.2. Let $X=\{x, y\}^{ \pm}$, let $\mathcal{R}$ define the free group on $\{x, y\}$, and let $\mathcal{A}=(\Sigma, X, E,\{1\},\{1\})$, where $\Sigma=\{1,2,3,4,5,7\}$ and $E$ corresponds to Table 4.7.1. If we assume that $x \prec x^{-1} \prec y \prec y^{-1}$, then STANDARDIZE performs the following switches in standardizing $\mathcal{A}$. With $\sigma=1$, there is a switch of 2 and 4 followed by a switch of 4 and 5 . When $\sigma$ is 2 , there

Table 4.7.2

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 |  |
| 2 |  | 1 | 5 |  |
| 3 | 1 |  |  | 6 |
| 4 | 6 | 5 |  | 1 |
| 5 | 4 |  |  | 2 |
| 6 |  | 4 | 3 |  |

Table 4.7.3

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 9 |  |  | 6 |
| 2 |  | 7 | 4 |  |
| 4 | 7 |  | 6 | 2 |
| 6 |  | 9 | 1 | 4 |
| 7 | 2 | 4 |  |  |
| 9 | 6 | 1 | 9 | 9 |

are no switches. With $\sigma=3$, a switch of 6 and 7 occurs. At this point the automaton is standard. No further switches are carried out. The final coset table is Table 4.7.2.

The number of calls to SWITCH in STANDARDIZE is at most $|\Sigma|-1$, and, with any reasonable representation for $E$, the execution time for a single call to SWITCH should be at worst proportional to $|X|$. Thus the time to standardize should be at most a constant times $|X||\Sigma|$.

## Exercises

7.1. Show that $\sigma=p[\sigma]$ each time the For-loop in STANDARDIZE is executed. Thus $\sigma$ is always in $\Sigma$ until $\sigma>\tau$.
7.2. Assume that $X$ and $\mathcal{R}$ are as in Example 7.2. Standardize the coset automaton ( $\Sigma, X, E,\{1\},\{1\}$ ), where $E$ is given by Table 4.7.3.
7.3. Devise an in-place standardization procedure which uses the basic wreath-product ordering determined by a given ordering of the generators.

### 4.8 Computation with subgroups

Let $H$ be a finitely generated subgroup of our free product $F=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$. We have associated with $H$ three automata, $\mathcal{A}_{s}(H), \mathcal{A}_{c}(H)$, and $\mathcal{A}_{I}(H)$, and the languages they recognize, $\mathcal{L}_{s}(H), \mathcal{L}_{c}(H)$, and $\mathcal{L}_{I}(H)$. Each automaton is a minimal trim, deterministic automaton recognizing its language. The automaton $\mathcal{A}_{s}(H)$ is finite if and only if $H$ has finite index in $F$. The other automata are always finite (when $H$ is finitely generated).

An automaton isomorphic to $\mathcal{A}_{I}(H)$ is the preferred description of $H$. However, any finite coset automaton $\mathcal{A}$ such that $H=K(\mathcal{A})$ is almost as good. Given $\mathcal{A}$ and $\mathcal{R}$, we can decide membership in $H$, decide equality of cosets in $H$, and obtain a finite set $\mathcal{U}$ of words such that $\{[U] \mid U \in \mathcal{U}\}$ is a generating set for $H$. Conversely, given a finite generating set, we can construct an automaton isomorphic to $\mathcal{A}_{I}(H)$ using BASIC_CE.

We shall now look at some additional computations with subgroups of $F$. Suppose that we are given finite coset automata $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$. Let $H_{i}=$ $K\left(\mathcal{A}_{i}\right), i=1,2$. We shall first construct finite coset automata defining $\operatorname{Grp}\left\langle H_{1}, H_{2}\right\rangle$ and $H_{1} \cap H_{2}$.

One way to construct a coset automaton defining $M=\operatorname{Grp}\left\langle H_{1}, H_{2}\right\rangle$ is to use $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ to obtain finite sets $\mathcal{U}_{1}$ and $\mathcal{U}_{2}$ of words describing generators for $H_{1}$ and $H_{2}$, respectively, and then to use BASIC_CE with the set $\mathcal{U}_{1} \cup \mathcal{U}_{2}$, which describes a set of generators for $M$. However, it suffices to construct just $\mathcal{U}_{1}$ and then to perform two-sided traces of the elements of $\mathcal{U}_{1}$ at the initial state of $\mathcal{A}_{2}$. See Exercise 8.5 for an alternative approach.

The procedure for finding a coset automaton corresponding to $H_{1} \cap H_{2}$ is based on the following proposition.

Proposition 8.1. Let $H_{1}$ and $H_{2}$ be subgroups of $F$ and set $L=H_{1} \cap H_{2}$. Then
(a) $\mathcal{L}_{s}(L)=\mathcal{L}_{s}\left(H_{1}\right) \cap \mathcal{L}_{s}\left(H_{2}\right)$.
(b) $\mathcal{L}_{c}(L)=\mathcal{L}_{c}\left(H_{1}\right) \cap \mathcal{L}_{c}\left(H_{2}\right)$.

Proof. The first equality says that $[U]$ is in $L$ if and only if $[U]$ is in $H_{1}$ and in $H_{2}$. The second equality says the same thing for freely reduced words.

As a corollary, we get a result first proved in (Howson 1954).
Corollary 8.2 (Howson's theorem). If $H_{1}$ and $H_{2}$ are finitely generated subgroups of $F$, then $H_{1} \cap H_{2}$ is finitely generated.

Proof. This follows from Proposition 8.1 and Corollary 3.9.
Proposition 8.3. Let $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ be finite coset automata and let $\mathcal{A}$ be the result of applying the accessible intersection procedure to $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$. Then $\mathcal{A}$ is a coset automaton and $K(\mathcal{A})=K\left(\mathcal{A}_{1}\right) \cap K\left(\mathcal{A}_{2}\right)$.

Proof. Let $\mathcal{A}_{i}=\left(\Sigma_{i}, X, E_{i}, A_{i}, A_{i}\right), i=1,2$. The full intersection procedure forms $\mathcal{A}_{3}=\left(\Sigma_{3}, X, E_{3}, A_{3}, A_{3}\right)$, where $\Sigma_{3}=\Sigma_{1} \times \Sigma_{2}, A_{3}=A_{1} \times A_{2}$, and there is an edge in $E_{3}$ from $\left(\sigma_{1}, \sigma_{2}\right)$ to $\left(\tau_{1}, \tau_{2}\right)$ with label $x$ if and only if $\left(\sigma_{i}, x, \tau_{i}\right)$ is in $E_{i}$ for $i=1,2$. If this is the case, then for $i=1,2$ the triple ( $\tau_{i}, x^{-1}, \sigma_{i}$ ) is in $E_{i}$, and hence there is an edge labeled $x^{-1}$ from $\left(\tau_{1}, \tau_{2}\right)$ to ( $\left.\sigma_{1}, \sigma_{2}\right)$. Therefore $\mathcal{A}_{3}$ satisfies conditions (ii) and (iii) of the definition of a coset automaton. The automaton $\mathcal{A}$ is the accessible part of $\mathcal{A}_{3}$, so $\mathcal{A}$ satisfies condition (i) as well.

Now $L(\mathcal{A})=L\left(\mathcal{A}_{1}\right) \cap L\left(\mathcal{A}_{2}\right)$. Thus

$$
\begin{aligned}
\mathcal{L}_{c}(K(\mathcal{A})) & =L(\mathcal{A}) \cap \mathcal{C} \\
& =\left(L\left(\mathcal{A}_{1}\right) \cap \mathcal{C}\right) \cap\left(L\left(\mathcal{A}_{2}\right) \cap \mathcal{C}\right) \\
& =\mathcal{L}_{c}\left(K\left(\mathcal{A}_{1}\right)\right) \cap \mathcal{L}_{c}\left(K\left(\mathcal{A}_{2}\right)\right) \\
& =\mathcal{L}_{c}\left(K\left(\mathcal{A}_{1}\right) \cap K\left(\mathcal{A}_{2}\right)\right) .
\end{aligned}
$$

Table 4.8.1

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :--- | ---: | ---: | ---: | ---: |
| $(1,1) \leftrightarrow$ | 1 |  | 2 | 3 |
| $(3,2) \leftrightarrow$ | 2 | 1 |  |  |
| $(2,3) \leftrightarrow$ | 3 |  | 5 | 2 |
| $(4,2) \leftrightarrow$ | 4 | 6 |  | 1 |
| $(1,3) \leftrightarrow$ | 5 | 3 | 7 | 8 |
| $(4,1) \leftrightarrow$ | 6 |  | 4 | 5 |
| $(3,3) \leftrightarrow$ | 7 | 5 |  |  |
| $(2,2) \leftrightarrow$ | 8 |  |  | 10 |
| $(2,1) \leftrightarrow$ | 9 |  | 11 | 7 |
| $(3,1) \leftrightarrow 10$ |  |  | 11 |  |
| $(1,2) \leftrightarrow 11$ | 9 |  | 9 | 12 |
| $(4,3) \leftrightarrow 12$ | 12 | 12 | 11 |  |

Therefore $K(\mathcal{A})=K\left(\mathcal{A}_{1}\right) \cap K\left(\mathcal{A}_{2}\right)$.

Example 8.1. Let $X=\{x, y\}^{ \pm}$and let $\mathcal{R}$ be the set of defining rules for the free group on $\{x, y\}$. For $i=1,2$ let $\mathcal{A}_{i}=\left(\Sigma_{i}, X, E_{i},\{1\},\{1\}\right)$, where $\Sigma_{1}=\{1,2,3,4\}, \Sigma_{2}=\{1,2,3\}$, and $E_{1}$ and $E_{2}$ are given, respectively, by the following coset tables:

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 2 | 4 |
| 2 |  | 1 | 3 | 1 |
| 3 | 1 |  |  | 2 |
| 4 | 4 | 4 | 1 |  |$\quad$|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :--- | :---: | :---: | :---: | :---: |
| 1 |  | 2 | 3 | 2 |
| 2 | 1 |  | 1 | 3 |
| 3 | 3 | 3 | 2 | 1 |

Applying the accessible intersection construction to these automata, we get $\mathcal{A}=(\Sigma, X, E,\{1\},\{1\})$, where $\Sigma=\{1,2, \ldots, 12\}$ and $E$ is given by Table 4.8.1, which indicates the correspondence between $\Sigma$ and $\Sigma_{1} \times \Sigma_{2}$. Applying the procedure REDUCE described at the end of Section 4.4, we remove states 8 and 10 from $\mathcal{A}$ and find that $\mathcal{A}_{I}(K(\mathcal{A}))$ is isomorphic to the restriction of $\mathcal{A}$ to $\Sigma-\{8,10\}$.

Now let $\mathcal{A}=(\Sigma, X, E,\{\alpha\},\{\alpha\})$ be any finite coset automaton and let $H=K(\mathcal{A})$. Suppose $U$ is a word in $X^{*}$. The conjugate $M=[U]^{-1} H[U]$ is finitely generated and so can be described by a finite coset automaton. To find such an automaton, one could determine a generating set of $H$, conjugate that generating set by $[U]$, and then construct $\mathcal{A}_{I}(M)$ using BASIC_CE. However, there is an easier way, particularly if $\alpha^{U}$ is defined in $\mathcal{A}$.

Proposition 8.4. Let $\mathcal{A}=(\Sigma, X, E,\{\alpha\},\{\alpha\})$ be a coset automaton, let $U$ be a word in $X^{*}$, and suppose that $\alpha^{U}=\sigma$ in $\mathcal{A}$. Then $\mathcal{B}=$ $(\Sigma, X, E,\{\sigma\},\{\sigma\})$ is a coset automaton and $K(\mathcal{B})=[U]^{-1} K(\mathcal{A})[U]$.

Proof. Clearly $\mathcal{B}$ is deterministic and satisfies conditions (ii) and (iii) of the definition of a coset automaton. We must prove that $\mathcal{B}$ is accessible. By Proposition 4.4, there is a word $V$ such that $\sigma^{V}=\alpha$ and $[U]^{-1}=[V]$. Since $\mathcal{A}$ is accessible, we can get from $\alpha$ to any state by a path. Therefore we can get from $\sigma$ to any state and $\mathcal{B}$ is accessible.

Now suppose that $\sigma^{W}=\sigma$. Then $\alpha^{U W V}=\alpha$, so $[U W V]=[U][W][U]^{-1}$ is in $K(\mathcal{A})$, or $[W]$ is in $[U]^{-1} K(\mathcal{A})[U]$. Therefore $K(\mathcal{B}) \subseteq[U]^{-1} K(\mathcal{A})[U]$. Conversely, if $\alpha^{W}=\alpha$, then $\sigma^{V W U}=\sigma$, from which it follows that $K(\mathcal{B}) \supseteq$ $[U]^{-1} K(\mathcal{A})[U]$.

Example 8.2. Suppose that $X=\left\{x, y, y^{-1}\right\}$ and $\mathcal{R}$ consists of the rules

$$
x^{2} \rightarrow \varepsilon, \quad y y^{-1} \rightarrow \varepsilon, \quad y^{-1} y \rightarrow \varepsilon
$$

Let $\mathcal{A}=(\Sigma, X, E,\{1\},\{1\})$, where $\Sigma=\{1,2,3\}$ and $E$ is given by the following coset table:

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 2 |
| 2 | 3 | 1 | 1 |
| 3 | 2 | 3 | 3 |

Then $\mathcal{A}$ is a complete coset automaton, which is standard with respect to the length-plus-lexicographic ordering with $x \prec y \prec y^{-1}$. The subgroup $H=K(\mathcal{A})$ has index 3 in $F$. The conjugates of $H$ are $H$ and the groups $K\left(\mathcal{A}_{\sigma}\right), \sigma=2,3$, where $\mathcal{A}_{\sigma}=(\Sigma, X, E,\{\sigma\},\{\sigma\})$. The coset tables for the standard automata isomorphic to $\mathcal{A}_{2}$ and $\mathcal{A}_{3}$ are, respectively,

|  | $x$ | $y$ | $y^{-1}$ | and |  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 3 |  | 1 | 2 | 1 | 1 |
| 2 | 1 | 2 | 2 |  | 2 | 1 | 3 | 3 |
| 3 | 3 | 1 | 1 |  | 3 | 3 | 2 | 2 |

In general, new states and edges must be added as in DEFINE before Proposition 8.4 can be applied. Here is the general procedure for computing conjugates of finitely generated subgroups of $F$.

Procedure CONJUGATE $(\mathcal{A}, U ; \mathcal{D})$;
Input: $\mathcal{A} \quad$ : a coset automaton $(\Sigma, X, E,\{\alpha\},\{\alpha\})$;
$U \quad:$ a word in $X^{*}$;

Output: $\mathcal{D} \quad$ : a coset automaton such that $K(\mathcal{D})=[U]^{-1} K(\mathcal{A})[U]$;
Begin
$\mathcal{B}:=\mathcal{A} ; \operatorname{REWRITE}(X, \mathcal{R}, U ; V) ; \operatorname{TRACE}(\mathcal{B}, \alpha, V ; \sigma, B, D) ;$
Let $D=x_{1} \ldots x_{s}$;
For $i:=1$ to $s$ do begin
Let $\tau$ be an object which is not a state of $\mathcal{B}$;
Add $\tau$ to the set of states of $\mathcal{B}$ and add ( $\sigma, x_{i}, \tau$ ) and $\left(\tau, x_{i}^{-1}, \sigma\right)$ to the set of edges of $\mathcal{B} ;$
$\sigma:=\tau$
End;
Change the initial and terminal state of $\mathcal{B}$ to $\sigma$;
$\operatorname{REDUCE}(\mathcal{B} ; \mathcal{D})$
End.
Now let us turn to the problem of computing normalizers. The normalizer in $F$ of a subgroup $H$ of $F$ is the subgroup $N_{F}(H)$ of elements $u$ in $F$ such that $u^{-1} H u=H$. Since $H=u^{-1} H u$ if and only if $\mathcal{A}_{I}(H)$ is isomorphic to $\mathcal{A}_{I}\left(u^{-1} H u\right)$, we can decide membership in $N_{F}(H)$. But we can do more. If $H=1$, then $N_{F}(H)=F$. This special case can be handled trivially. Therefore let us assume that $H \neq 1$. Since $N_{F}\left(u^{-1} H u\right)=u^{-1} N_{F}(H) u$, we may replace $H$ temporarily by a conjugate if we wish.
Suppose that $\mathcal{A}=(\Sigma, X, E,\{\alpha\},\{\alpha\})$ is isomorphic to $\mathcal{A}_{I}(H)$. For $\sigma$ in $\Sigma$, let $\mathcal{A}_{\sigma}=(\Sigma, X, E,\{\sigma\},\{\sigma\})$ and $H_{\sigma}=K\left(\mathcal{A}_{\sigma}\right)$. By Proposition 8.4, $H_{\sigma}$ is a conjugate of $H$. Also, $\left|\Sigma_{I}\left(H_{\sigma}\right)\right| \leq|\Sigma|$. If $\left|\Sigma_{I}\left(H_{\sigma}\right)\right|<|\Sigma|$, then let us replace $H$ by $H_{\sigma}$. Continuing in this way, we may assume that $\left|\Sigma_{I}\left(H_{\sigma}\right)\right|=|\Sigma|$ for all $\sigma$ in $\Sigma$. When this condition holds, we shall say that $\mathcal{A}$ is cyclically reduced.

Proposition 8.5. Suppose that $\mathcal{A}=(\Sigma, X, E,\{\alpha\},\{\alpha\})$ is a finite, cyclically reduced coset automaton such that $H=K(\mathcal{A})$ is nontrivial. If $U$ is an element of $\mathcal{C}$ such that $[U]$ is in $N_{F}(H)$, then $\alpha^{U}$ is defined in $\mathcal{A}$.

Proof. Suppose that $\alpha^{U}$ is not defined. Perform the operation CON$\operatorname{JUGATE}(\mathcal{A}, U ; \mathcal{B})$. Let $\mathcal{B}=(\Lambda, X, Q,\{\sigma\},\{\sigma\})$. The state $\sigma$ was added in the last iteration of the For-loop of CONJUGATE. At the termination of CONJUGATE, there was only one edge leaving $\sigma$. The procedure REDUCE only removes edges, so there is at most one edge leaving $\sigma$ in $\mathcal{B}$. However, $K(\mathcal{B})=K(\mathcal{A})$ is nontrivial, so there is exactly one edge $(\sigma, x, \tau)$ in $\mathcal{B}$. Moreover, $\tau \neq \sigma$ and $\left(\tau, x^{-1}, \sigma\right)$ is the only edge coming into $\sigma$. Now $\mathcal{B}$ must be isomorphic to $\mathcal{A}$, so there are edges $(\alpha, x, \beta)$ and $\left(\beta, x^{-1}, \alpha\right)$ in $\mathcal{A}$, where $\beta \neq \alpha$, and these are the only two edges in $\mathcal{A}$ involving $\alpha$. But in $\mathcal{A}_{\beta}=(\Sigma, X, E,\{\beta\},\{\beta\})$ the state $\alpha$ is nonterminal and has only one edge

Table 4.8.2

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 3 | 4 | 5 |
| 2 |  | 1 | 6 |  |
| 3 | 1 |  |  | 7 |
| 4 | 7 |  |  | 1 |
| 5 |  | 6 | 1 |  |
| 6 | 5 | 8 | 9 | 2 |
| 7 | 10 | 4 | 3 | 11 |
| 8 | 6 |  |  | 12 |
| 9 | 12 |  |  | 6 |
| 10 |  | 7 | 12 |  |
| 11 |  | 12 | 7 |  |
| 12 | 11 | 9 | 8 | 10 |

leaving it. Therefore $\mathcal{A}_{\beta}$ is not reduced, contradicting the assumption that $\mathcal{A}$ is cyclically reduced. Hence $\alpha^{U}$ is defined in $\mathcal{A}$.

Corollary 8.6. If $H$ is a nontrivial, finitely generated subgroup of $F$, then $H$ has finite index in $N_{F}(H)$.

Proof. We may assume that $H=K(\mathcal{A})$, where $\mathcal{A}$ is a finite, cyclically reduced coset automaton. By Proposition 8.5, every right coset of $H$ in $N_{F}(H)$ is important, and $H$ has only finitely many important cosets.

Example 8.3. Let $X$ and $\mathcal{R}$ be as in Example 8.1, and let $\mathcal{A}=$ ( $\Sigma, X, E,\{1\},\{1\}$ ), where $\Sigma=\{1,2, \ldots, 12\}$ and $E$ is given by Table 4.8.2. Since two edges leave every state, it follows that $\mathcal{A}_{I}\left(H_{\sigma}\right)$ is isomorphic to $\mathcal{A}_{\sigma}$ for every $\sigma$ in $\Sigma$. Thus if $H=K(\mathcal{A})$, then $\left|N_{F}(H): H\right|$ is the number of states $\sigma$ in $\Sigma$ such that $\mathcal{A}_{\sigma}$ is isomorphic to $\mathcal{A}$. Now four edges leave 1 , so if $\mathcal{A}$ and $\mathcal{A}_{\sigma}$ are isomorphic, then four edges must leave $\sigma$. Thus $\sigma$ must be one of $1,6,7$, and 12 . Standardizing $\mathcal{A}_{6}, \mathcal{A}_{7}$, and $\mathcal{A}_{12}$ with respect to the order $x \prec x^{-1} \prec y \prec y^{-1}$ gives $\mathcal{A}$ in each case. Therefore $\left|N_{F}(H): H\right|=4$. Since $1^{x y}=6,1^{x^{-1} y^{-1}}=7$, and $1^{x y x^{-1} y^{-1}}=12$, the elements $1=[\varepsilon],[\mathrm{x} \mathrm{y}]$, $\left[x^{-1} y^{-1}\right]$, and $\left[x y x^{-1} y^{-1}\right]$ are coset representatives for $H$ in $N_{F}(H)$. In fact $N_{F}(H)=\operatorname{Grp}\left\langle H,[x y],\left[x^{-1} y^{-1}\right]\right\rangle$.

## Exercises

8.1. Explain why it is useful in CONJUGATE to rewrite $U$ before executing TRACE.
8.2. Suppose that $\mathcal{A}=(\Sigma, X, E,\{\alpha\},\{\alpha\})$ is a cyclically reduced coset automaton with at least one edge. Show that there is a nonempty, cyclically reduced word $U$ such that $\alpha^{U}=\alpha$.
8.3. Let $X$ and $\mathcal{R}$ be as in Example 8.1. Suppose $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are the standard coset automata defined by the following tables:

Table 4.8.3

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 |  |  |  |
| 2 | 3 | 1 | 4 |  |
| 3 |  | 2 | 3 | 3 |
| 4 | 5 | 5 |  | 2 |
| 5 | 4 | 4 |  | 6 |
| 6 | 7 |  | 5 |  |
| 7 |  | 6 | 7 | 7 |


|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 |  |
| 2 | 3 | 1 |  | 4 |
| 3 | 1 | 2 |  |  |
| 4 |  |  | 2 | 1 |


|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 2 |
| 2 |  | 1 | 1 | 4 |
| 3 | 1 | 4 |  |  |
| 4 | 3 |  | 2 | 1 |

Determine the important-coset automaton for $K\left(\mathcal{A}_{1}\right) \cap K\left(\mathcal{A}_{2}\right)$.
8.4. Continuing with $X$ and $\mathcal{R}$ as in Example 8.1, let $\mathcal{A}=(\Sigma, X, E,\{1\},\{1\})$, where $\Sigma=$ $\{1, \ldots, 7\}$ and $E$ is given by Table 4.8.3. Set $H=K(\mathcal{A})$. Determine $\left|N_{F}(H): H\right|$ and find a word $U$ such that $N_{F}(H)=\operatorname{Grp}\langle H,[U]\rangle$.
8.5. Let $X$ be a finite set and let $\mathcal{R}$ be a classical niladic rewriting system on $X^{*}$. For $i=1,2$ let $\mathcal{A}_{i}$ be a finite coset automaton with respect to $\mathcal{R}$. Show that the procedure CA_JOIN described below returns a coset automaton $\mathcal{A}$ such that $K(\mathcal{A})=\operatorname{Grp}\left\langle K\left(\mathcal{A}_{1}\right), K\left(\mathcal{A}_{2}\right)\right\rangle$. A function $f$ from states of $\mathcal{A}_{1}$ to states of $\mathcal{A}$ is built up. The subroutine FORCE, which is a version of the coincidence procedure, assumes that $\mathcal{A}$ and $f$ are global variable and takes two states from $\mathcal{A}$ as arguments.

Procedure FORCE $(\mu, \nu)$;
Begin
Let $\mathcal{A}^{\prime}$ be the quotient of $\mathcal{A}$ modulo the congruence generated by ( $\mu, \nu$ ) and let $g$ be the expanding morphism from $\mathcal{A}$ to $\mathcal{A}^{\prime}$;
Replace $\mathcal{A}$ by $\mathcal{A}^{\prime}$ and $f$ by $f \circ g$
End.

Procedure CA_JOIN $\left(\mathcal{A}_{1}, \mathcal{A}_{2} ; \mathcal{A}\right)$;
Begin

$$
\mathcal{A}:=\mathcal{A}_{2}
$$

Let $\gamma_{1}$ be the initial state of $\mathcal{A}_{1}$;
Define $f\left(\gamma_{1}\right)$ to be the initial state of $\mathcal{A}$;
$s:=1 ; \Gamma:=\left\{\gamma_{1}\right\} ; i:=1$;
While $i \leq s$ do
For $x$ in $X$ do
If $\gamma_{i}^{x}$ is defined in $\mathcal{A}_{1}$ then begin

$$
\begin{aligned}
& \varphi:=\gamma_{i}^{x} ; \sigma:=f\left(\gamma_{i}\right) ; \\
& \text { If } \varphi \in \Gamma \text { then begin } \\
& \quad \psi:=f(\varphi) ;
\end{aligned}
$$

```
            If \(\sigma^{x}\) is defined in \(\mathcal{A}_{1}\) then
                \(\operatorname{FORCE}\left(\sigma^{x}, \psi\right)\)
            Else if \(\psi^{x^{-1}}\) is defined in \(\mathcal{A}\) then
                \(\operatorname{FORCE}\left(\psi^{x^{-1}}, \sigma\right)\)
            Else add the edges \((\sigma, x, \psi)\) and \(\left(\psi, x^{-1}, \sigma\right)\)
                to \(\mathcal{A}\)
    End
    Else begin
        \(s:=s+1 ; \gamma_{s}:=\varphi ;\) Add \(\varphi\) to \(\Gamma ;\)
        If \(\sigma^{x}\) is defined in \(\mathcal{A}\) then
                \(\tau:=\sigma^{x}\)
            Else add to \(\mathcal{A}\) a new state \(\tau\) and edges \((\sigma, x, \tau)\)
                and ( \(\tau, x^{-1}, \sigma\) );
            \(f(\varphi):=\tau\)
        End
    End
End.
```


### 4.9 Standard coset tables

Section 3.8 sketched a procedure which can be used to list representatives for the isomorphism classes of accessible, deterministic automata with alphabet $X$ and at most a given number $n$ of states. The process involves choosing a reduction ordering $\prec$ on $X^{*}$ and constructing transition matrices $T(\mathcal{A})$ corresponding to the accessible, deterministic automata $\mathcal{A}$ which are standard with respect to $\prec$. The matrices are produced in the precedence order defined by $\prec$.

Among the finite, accessible, deterministic automata with alphabet $X$ are the finite coset automata with respect to $\mathcal{R}$. A standard coset automaton $\mathcal{A}$ is determined by $T(\mathcal{A})$. We can use the precedence ordering of these matrices to define an ordering of finitely generated subgroups of $F$. Given a finitely generated subgroup $H$, we associate with $H$ the standard automaton $\mathcal{B}(H)$ isomorphic to $\mathcal{A}_{I}(H)$. If $K$ is another finitely generated subgroup of $F$, then $H$ comes before $K$ if $T(\mathcal{B}(H))$ comes before $T(\mathcal{B}(K))$.

In this section we shall consider the following problems:
(1) List all standard coset tables with at most $n$ rows.
(2) List all standard, reduced coset tables with at most $n$ rows.
(3) List all complete, standard coset tables with at most $n$ rows.
(4) List the complete, standard coset tables which correspond to subgroups $H$ of $F$ such that $|F: H| \leq n$ and $H$ is first in its conjugacy class.

Problem (2) is equivalent to finding all subgroups of $F$ with at most $n$ important cosets, problem (3) is equivalent to finding all subgroups of $F$ with index at most $n$, and problem (4) is equivalent to finding representatives
for the conjugacy classes of such subgroups. The techniques developed here will be incorporated into the low-index subgroup algorithm of Section 5.6.

Perhaps the most obvious way to solve problem (1) is to use the procedure of Section 3.8 to list all transition matrices with at most $n$ rows and delete those matrices which do not correspond to coset automata with respect to $\mathcal{R}$. However, only a very small fraction of transition matrices define coset automata with respect to $\mathcal{R}$, so it is more efficient to build the definition of a coset automaton into the backtrack search.

Let $x_{1}, \ldots, x_{r}$ be the elements of $X$ in $\prec$-order. In the search procedure of Section 3.8, nodes of the search tree correspond to certain incomplete transition matrices. In our search for standard coset automata, the nodes will correspond to incomplete transition matrices $T$ which satisfy the following condition: If $T[\sigma, i]$ is a positive integer $\tau$ and $x_{i}^{-1}=x_{j}$, then $T[\tau, j]=\sigma$.

The root of the tree is again the 1-by- $r$ matrix all of whose entries are '?'. Suppose that $T$ is an $m$-by- $r$ transition matrix which is a node in the tree. If there is no word $W$ such that $1^{W}$ is unspecified, then $T$ is one of the desired transition matrices. Otherwise, let $W$ be the first word with respect to $\prec$ such that $1^{W}$ is unspecified. Then $W$ has the form $U x_{i}$, where $\sigma=1^{U}$ is defined. Let $x_{i}^{-1}=x_{j}$ and let $C$ be the set of indices $\tau$ such that $T[\tau, j]$ is unspecified. Let $D$ consist of 0 , the elements in $C$, and, if $m<n$, also $m+1$. For each $k$ in $D$ we get a descendant of $T$ by the following steps:

$$
\begin{aligned}
& T[\sigma, i]:=k \\
& \text { If } k=m+1 \text { then add a } k \text {-th row of question marks; } \\
& \text { if } k \neq 0 \text { then } T[k, j]:=\sigma ;
\end{aligned}
$$

As in Section 3.8, if the tree is examined in a depth-first search, then the transition matrices are produced in order of precedence.

Example 9.1. Let $X=\{x, y\}^{ \pm}$, let $\mathcal{R}$ define the free group on $\{x, y\}$, and let $\prec$ be the length-plus-lexicographic ordering of $X^{*}$ with $x \prec x^{-1} \prec y \prec y^{-1}$. Assume that $n \geq 3$. The root of the search tree is [?? ? ?] and the descendants of the root are

$$
\left[\begin{array}{lll}
0 & ? & ?
\end{array}\right], \quad\left[\begin{array}{llll}
1 & 1 & ? & ?
\end{array}\right], \quad\left[\begin{array}{llll}
2 & ? & ? & ? \\
? & 1 & ? & ?
\end{array}\right]
$$

With the first and third of these matrices, $W=x^{-1}$, while with the second, $W=y$. The descendants of [0 ? ? ?] are

$$
\left[\begin{array}{llll}
0 & 0 & ? & ?
\end{array}\right], \quad\left[\begin{array}{llll}
0 & 2 & ? & ? \\
1 & ? & ? & ?
\end{array}\right]
$$

The descendants of [11ll? are

$$
\left[\begin{array}{llll}
1 & 1 & 0 & ?
\end{array}\right], \quad\left[\begin{array}{llll}
1 & 1 & 1 & 1
\end{array}\right], \quad\left[\begin{array}{llll}
1 & 1 & 2 & ? \\
? & ? & ? & 1
\end{array}\right]
$$

The descendants of $\left[\begin{array}{lll}2 & ? & ? \\ ? & 1 & ? \\ l\end{array}\right]$ ? $]$ are

$$
\left[\begin{array}{llll}
2 & 0 & ? & ? \\
? & 1 & ? & ?
\end{array}\right], \quad\left[\begin{array}{llll}
2 & 2 & ? & ? \\
1 & 1 & ? & ?
\end{array}\right], \quad\left[\begin{array}{llll}
2 & 3 & ? & ? \\
? & 1 & ? & ? \\
1 & ? & ? & ?
\end{array}\right]
$$

If we take $\prec$ to be the basic wreath-product ordering with $x \prec x^{-1} \prec y \prec y^{-1}$, then the root and its descendants are the same. However, with $\left[\begin{array}{ll}2 & ? \\ ? & 1\end{array}\right\} ?$ now $W=x^{2}$, and the descendants are

$$
\left[\begin{array}{llll}
2 & ? & ? & ? \\
0 & 1 & ? & ?
\end{array}\right], \quad\left[\begin{array}{llll}
2 & 2 & ? & ? \\
1 & 1 & ? & ?
\end{array}\right], \quad\left[\begin{array}{llll}
2 & ? & ? & ? \\
3 & 1 & ? & ? \\
? & 2 & ? & ?
\end{array}\right]
$$

Example 9.2. Let $X=\left\{x, y, y^{-1}\right\}$, let $\prec$ be the length-plus-lexicographic ordering of $X^{*}$ with $x \prec y \prec y^{-1}$, and let $\mathcal{R}$ consist of

$$
x^{2} \rightarrow \varepsilon, \quad y y^{-1} \rightarrow \varepsilon, \quad y^{-1} y \rightarrow \varepsilon
$$

The root of the search tree is [? ? ?] and its descendants are

$$
\left[\begin{array}{lll}
0 & ? & ?
\end{array}\right], \quad[1 \quad ? \quad ?], \quad\left[\begin{array}{lll}
2 & ? & ? \\
1 & ? & ?
\end{array}\right]
$$

If $n=2$, then a total of 23 coset automata are produced.
The 23 automata of Example 9.2 are not all reduced and so do not correspond to 23 different subgroups of $F$. For example, four of the automata correspond to the trivial subgroup. To produce only reduced automata, we must modify our search criteria slightly. If $\sigma>1, T[\sigma, i]$ is the only '?' in the $\sigma$-th row, and this row contains only one positive entry, then 0 is not allowed to be in $D$. If in Example 9.2 we make this change, then 17 standard, reduced automata are produced.

In a search for standard, complete coset automata, 0 is never allowed to be in $D$. Let $X$ and $\mathcal{R}$ be as in Example 9.2, let $\prec$ be the length-pluslexicographic ordering with $x \prec y \prec y^{-1}$, and take $n=3$. Then 11 complete,
standard automata are produced. The transition matrices are

$$
\left.\begin{array}{c}
{\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right],\left[\begin{array}{lll}
1 & 2 & 2 \\
2 & 1 & 1
\end{array}\right],\left[\begin{array}{lll}
1 & 2 & 2 \\
3 & 1 & 1 \\
2 & 3 & 3
\end{array}\right],\left[\begin{array}{lll}
1 & 2 & 3 \\
2 & 3 & 1 \\
3 & 1 & 2
\end{array}\right]} \\
{\left[\begin{array}{lll}
1 & 2 & 3 \\
3 & 3 & 1 \\
2 & 1 & 2
\end{array}\right],}
\end{array}\right]\left[\begin{array}{lll}
2 & 1 & 1 \\
1 & 2 & 2
\end{array}\right]\left[\begin{array}{lll}
2 & 1 & 1 \\
1 & 3 & 3 \\
3 & 2 & 2
\end{array}\right],\left[\begin{array}{lll}
2 & 2 & 2 \\
1 & 1 & 1
\end{array}\right], ~\left[\begin{array}{lll}
2 & 2 & 3 \\
1 & 3 & 1 \\
3 & 1 & 2
\end{array}\right],\left[\begin{array}{lll}
2 & 3 & 2 \\
1 & 1 & 3 \\
3 & 2 & 1
\end{array}\right],\left[\begin{array}{lll}
2 & 3 & 3 \\
1 & 2 & 2 \\
3 & 1 & 1
\end{array}\right] .
$$

From this list of matrices we see that the free product $F$ of $\mathbb{Z}_{2}$ and $\mathbb{Z}$ has one subgroup of index 1 , three subgroups of index 2 , and seven subgroups of index 3.

If we only want to know the number of subgroups of $F$ of index at most $n$, then we can proceed in a manner analogous to Exercises 8.6 to 8.8 in Chapter 3. The columns of a complete standard coset table with $m$ rows are permutations of $\{1, \ldots, m\}$, and the columns headed $x$ and $x^{-1}$ are inverses of each other. Thus these columns define a homomorphism $f$ of $F$ into the symmetric group $\operatorname{Sym}(m)$. The first thing to do is to count these homomorphisms. If $x \neq x^{-1}$, then we may choose the image $f(x)$ arbitrarily and map $x^{-1}$ to $f(x)^{-1}$. If $x^{2}$ is a left side in $\mathcal{R}$, then we must map $x$ to an element of order 1 or 2 in $\operatorname{Sym}(m)$.

Proposition 9.1. Given positive integers $e$ and $n$, let $g(e, n)$ be the number of elements $u$ in $\operatorname{Sym}(n)$ such that $u^{e}=1$. Then

$$
g(e, n)=\sum_{d \mid e} g(e, n-d)(n-1) \cdots(n-d+1)
$$

Proof. Exercise.
Using Proposition 9.1, we can compute as many values of $g(2, n)$ as we need. For example, the values for $n=1,2, \ldots, 5$ are $1,2,4,10$, and 26 , respectively. Let $X$ have $s$ elements $x$ such that $x^{-1}=x$, and write $|X|$ as $s+2 t$. Then the number of homomorphisms $f$ of $F$ into $\operatorname{Sym}(n)$ is

$$
(n!)^{t} g(2, n)^{s}
$$

Given $f$, we can form the automaton $\mathcal{B}=(\Sigma, X, E,\{1\},\{1\})$, where $\Sigma=$ $\{1,2, \ldots, n\}$ and $E$ consists of the triples $\left(\sigma, x, \sigma^{f(x)}\right)$. We can then define $\mathcal{A}$ to be the standard automaton isomorphic to the accessible part of $\mathcal{B}$. It is easy to check that $\mathcal{A}$ is a complete coset automaton.

Proposition 9.2. If $\mathcal{A}$ has $m$ states, then the number of homomorphisms $f$ which produce $\mathcal{A}$ is

$$
(n-1) \ldots(n-m+1)[(n-m)!]^{t} g(2, n-m)^{s}
$$

Proof. Exercise.
Let $h(n)$ denote the number of complete, standard coset tables with $n$ rows relative to $\mathcal{R}$.

Proposition 9.3. The values of $h$ are given by the following recursive formula:

$$
\begin{aligned}
h(n)=\frac{1}{(n-1)!}[ & {\left[(n!)^{t} g(2, n)^{s}\right.} \\
& \left.-\sum_{m=1}^{n-1} h(m)(n-1) \ldots(n-m+1)[(n-m)!]^{t} g(2, n-m)^{s}\right]
\end{aligned}
$$

Proof. As in Exercise 8.7 of Chapter 3, the equality

$$
(n!)^{t} g(2, n)^{s}=\sum_{m=1}^{n} h(m)(n-1) \ldots(n-m+1)\left[(n-m)!^{t} g(2, n-m)^{s}\right.
$$

counts the homomorphisms of $F$ into $\operatorname{Sym}(n)$ in two ways. We have only to solve for $h(n)$.

In Example 9.2 we have $s=t=1$. In this case, the formula of Proposition 9.3 gives the following values: $h(1)=1, h(2)=3, h(3)=7, h(4)=23$, $h(5)=71$.

Solving the fourth problem stated at the beginning of this section involves a more complicated use of backtracking. The following example shows the reason.

Example 9.3. Assume that $X, \prec$, and $\mathcal{R}$ are as in Example 9.2. Suppose that $n \geq 4$ and that the first two rows of $T(\mathcal{A})$ are

$$
\left[\begin{array}{lll}
2 & 3 & 4 \\
1 & 2 & 2
\end{array}\right]
$$

No standard coset automaton with $T(\mathcal{A})$ of this form corresponds to a subgroup of finite index in $F$ which is first in its conjugacy class, for if we change the initial and terminal state to 2 and standardize, then the resulting automaton $\mathcal{B}$ corresponds to a conjugate of $K(\mathcal{A})$, and the first row of $T(\mathcal{B})$ will be $\left[\begin{array}{lll}2 & 1 & 1\end{array}\right]$. Any such matrix comes lexicographically before one whose first row is $\left[\begin{array}{lll}2 & 3 & 4\end{array}\right]$.

Suppose in our search for standard, complete automata we are considering a transition matrix $T$ in the tree and its possible extensions. We may be able to use the ideas of Example 9.3 to show that no standard, complete coset automaton associated with a descendant of $T$ can correspond to a subgroup of finite index in $F$ which is first in its conjugacy class. Let $\mathcal{A}$ be the coset automaton with initial state 1 obtained by taking as edges the triples $\left(\sigma, x_{i}, \tau\right)$ with $T[\sigma, i]=\tau \neq ' ?$ ' and let $m$ be the number of rows of $T$. For $2 \leq i \leq m$, let $\mathcal{A}_{i}$ be the result of changing the initial and terminal state in $\mathcal{A}$ to $i$ and standardizing the result. The matrices $T$ and $T\left(\mathcal{A}_{i}\right)$ will in general have some entries which are '?'. Let $W$ be the first word at which $f_{\mathcal{A}}$ and $f_{\mathcal{A}_{i}}$ differ. Suppose that $f_{\mathcal{A}_{i}}(W)$ and $f_{\mathcal{A}}(W)$ are both defined, that $f_{\mathcal{A}_{i}}(W)<f_{\mathcal{A}}(W)$, and that $1^{V}$ is determined in both $\mathcal{A}$ and $\mathcal{A}_{i}$ for all words $V \prec W$. Then no descendant of $T$ can correspond to a subgroup of finite index in $F$ which is first in its conjugacy class.

Implementing the test just described is somewhat involved. However, the test plays an important part in the low-index subgroup algorithm of Section 5.6, so we give a detailed version of it for the case of a length-pluslexicographic ordering. In computing $\mathcal{A}_{i}$, we change the initial and terminal state to $i$ and then arrange the states $1, \ldots, m$ as $i=\sigma_{1}, \sigma_{2}, \ldots$, ordered according to the first word which is the signature of a path in $\mathcal{A}$ from $i$ to $\sigma_{j}$. In FIRST_CONJ, listed below, $\sigma_{j}$ is stored as new $[j]$, and old[new $\left.[j]\right]$ is set equal to $j$. The arrays new and old allow us to go back and forth between $\mathcal{A}$ and $\mathcal{A}_{i}$. There is an edge ( $\sigma, x, \tau$ ) in $\mathcal{A}_{i}$ if and only if (new $[\sigma], x$, new $[\tau]$ ) is an edge of $\mathcal{A}$. The value returned by FIRST_CONJ is false if the test shows that $\mathcal{A}$ cannot be extended to a complete automaton describing a subgroup first in its conjugacy. Otherwise, FIRST_CONJ returns true.

```
Function FIRST_CONJ \((T)\) : boolean;
(* This procedure assumes that \(\prec\) is a length-plus-lexicographic
    ordering. *)
Begin
    For \(i:=1\) to \(m\) do new \([i]:=0\);
    For \(i:=2\) to \(m\) do begin
        \(s:=1 ;\) old \([1]:=i ;\) new \([i]:=1\);
        For \(u:=1\) to \(m\) do
        For \(y:=1\) to \(r\) do begin
```

$\mathrm{a}:=T[u, y] ; b:=T[\operatorname{old}[u], y] ;$
If $a=$ '?' or $b=$ '?' then goto 98; (* Test at $i$ is inconclusive. *)
If new $[b]=0$ then begin

$$
s:=s+1 ; \text { old }[s]:=b ; \text { new }[b]:=s
$$

End;
$c:=$ new $[b]$;
If $c<a$ then
Begin FIRST_CONJ := false; goto 99 end
Else if $c>a$ then goto 98
End;
(* Reset new for the next iteration of the loop on $i . *$ )
98: For $t:=1$ to $s$ do new[old $[t]]:=0$
End;
FIRST_CONJ :=true;
99:End.
One way to solve problem (4) stated at the beginning of this section is to incorporate FIRST_CONJ into our search criteria. That is, in the new search tree, only transition matrices on which FIRST_CONJ returns true are permitted as nodes. If this is done, then with $X$ and $\mathcal{R}$ as in Example 9.2 and $n=3$ the following transition matrices are produced:

$$
\begin{aligned}
& {\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right],\left[\begin{array}{lll}
1 & 2 & 2 \\
2 & 1 & 1
\end{array}\right],\left[\begin{array}{lll}
1 & 2 & 2 \\
3 & 1 & 1 \\
2 & 3 & 3
\end{array}\right],\left[\begin{array}{lll}
1 & 2 & 3 \\
2 & 3 & 1 \\
3 & 1 & 2
\end{array}\right],} \\
& {\left[\begin{array}{lll}
1 & 2 & 3 \\
3 & 3 & 1 \\
2 & 1 & 2
\end{array}\right], \quad\left[\begin{array}{lll}
2 & 1 & 1 \\
1 & 2 & 2
\end{array}\right], \quad\left[\begin{array}{lll}
2 & 2 & 2 \\
1 & 1 & 1
\end{array}\right] .}
\end{aligned}
$$

Thus $F$ has one conjugacy class of subgroups of index 1 , three classes of subgroups of index 2 , and three classes of subgroups of index 3 .

## Exercises

9.1. Determine the answers to problems (1) to (4) stated at the beginning of this section in the following cases:
(a) $X=\{x, y\}, \mathcal{R}=\left\{x^{2} \rightarrow \varepsilon, y^{2} \rightarrow \varepsilon\right\}, n=5$.
(b) $X=\{x, y\}^{ \pm}, \mathcal{R}=\operatorname{FGRel}(\{x, y\}), n=3$.
9.2. Determine the number of subgroups of index $n, 1 \leq n \leq 5$, in a free group of rank 2 .
9.3. Devise a version of FIRST_CONJ which uses a basic wreath-product ordering. Use the procedure WREATH_STND of Section 3.8 as a guide.
9.4. Using the techniques of Section 1.8, construct a procedure for estimating the size of the search tree associated with the solution to problem (4) stated at the beginning of the section.

## *4.10 Other methods

Let $H$ be a subgroup of $F$ given by a finite generating set. Using BASIC_CE, we can construct a coset automaton isomorphic to $\mathcal{A}_{I}(H)$. However, there are at least two other methods for constructing such an automaton. One method is based on more or less standard techniques in automata theory, and the other is based on Nielsen reduction, an application of the Knuth-Bendix procedure discussed in Section 2.8. The purpose of this section is to sketch these other approaches to determining $\mathcal{A}_{I}(H)$. By comparing these three methods, one can gain insight into the relationships among coset enumeration, the Knuth-Bendix procedure for strings, and constructions of automata theory. Proofs will be omitted.
Let $\mathcal{U}$ be a finite set of words defining generators for $H$. The procedure CANON outlined at the end of Section 4.2 produces a trim, deterministic automaton $\mathcal{A}_{1}=\left(\Sigma_{1}, X, E_{1}, A_{1}, \Omega_{1}\right)$ recognizing $\mathcal{L}_{c}(H)$. The expanding morphism $f$ from $\mathcal{A}_{1}$ to $\mathcal{A}_{I}(H)$ of Proposition 3.13 actually maps $\Sigma_{1}$ onto $\Sigma_{I}(H)$ and $E_{1}$ onto $E_{i}(H)$. Thus all we need to do is decide when $f(\sigma)=$ $f(\tau)$ for $\sigma$ and $\tau$ in $\Sigma_{1}$. Let $\alpha^{U}=\sigma$ and $\alpha^{V}=\tau$, where $A_{1}=\{\alpha\}$. Then $f(\sigma)=f(\tau)$ if and only if $H[U]=H[V]$. By Proposition 2.8, this can be decided. Let us write $\sigma \approx \tau$ if $f(\sigma)=f(\tau)$ and denote the equivalence classes of $\approx$ by $\Lambda_{1}, \ldots, \Lambda_{s}$, where $\alpha$ is in $\Lambda_{1}$. Let $\Sigma_{2}=\{1, \ldots, s\}$ and define $g: \Sigma_{1} \rightarrow \Sigma_{2}$ so that $\sigma$ is in $\Lambda_{q(\sigma)}$. Set $E_{2}$ equal to the set of triples $(g(\sigma), x, g(\tau)$ ) such that ( $\sigma, x, \tau)$ is in $E_{1}$. Then ( $\Sigma_{2}, X, E_{2},\{1\},\{1\}$ ) is isomorphic to $\mathcal{A}_{I}(H)$.

Example 10.1. Let us apply the preceding construction to the group $H$ of Example 2.2. Here $F$ is the free group on $\{x, y\}$ and $\mathcal{A}_{1}$ has $\Sigma_{1}=$ $\{1,2, \ldots, 11\}, A_{1}=\{1\}, \Omega_{1}=\{1,9,10,11\}$, and $E_{1}$ given by Table 4.10.1. Since states $1,9,10$, and 11 are terminal states, they must all map to $H$ under $f$. Now $2=1^{x}, 7=1^{x^{-1} y^{-1}}$, and $1^{x^{-1} y^{-1} x^{-1}}=7^{x^{-1}}=11$ is terminal. Thus $\left[x^{-1} y^{-1} x^{-1}\right]$ is in $H$, so $H[x]=H\left[x^{-1} y^{-1}\right]$. Therefore $f(2)=f(7)$. In this way we find that the $\approx$-classes are

$$
\Lambda_{1}=\{1,9,10,11\}, \quad \Lambda_{2}=\{2,7\}, \quad \Lambda_{3}=\{3,5,8\}, \quad \Lambda_{4}=\{4,6\} .
$$

Therefore $\mathcal{A}_{I}(H)$ is isomorphic to ( $\{1,2,3,4\}, X, E_{2},\{1\},\{1\}$ ), where $E_{2}$ is given by

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 |  | 4 |
| 2 |  | 1 | 3 |  |
| 3 | 1 | 4 |  | 2 |
| 4 | 3 |  | 1 |  |

This agrees with the result of Example 5.2.

The problem with this approach to constructing $\mathcal{A}_{I}(H)$ is that we might have to look at all possible pairs $(\sigma, \tau)$ in order to determine $\approx$. There are ways to speed up the computation of the sets $\Lambda_{i}$, but these techniques tend to make the method look like coset enumeration. The best way to handle partitions is with the union-find procedure, which is central to the coincidence procedure.

Now let us turn to the Knuth-Bendix procedure as a means of constructing $\mathcal{A}_{I}(H)$. As described in Section 2.8, we choose an object \# not in $X$, set $Y=X \cup\{\#\}$, and select a reduction ordering $\prec$ on $Y^{*}$. We also set $\mathcal{T}=\{(\# U, \#) \mid U \in \mathcal{U}\}$. Given the input $Y, \prec$, and $\mathcal{T} \cup \mathcal{R}$, the KnuthBendix procedure for strings terminates. Let $\mathcal{V}$ be the reduced, confluent rewriting system thus obtained. The canonical forms for elements in \# $X^{*}$ correspond to the right cosets of $H$ in $F$. Given words $V$ and $W$ in $X^{*}$, the words $\# V$ and $\# W$ can be reduced to the same canonical form using $\mathcal{V}$ if and only if $H[V]=H[W]$. Let $\mathcal{W}$ be the set of pairs $(B, C)$ such that $(\# B, \# C)$ is in $\mathcal{V}$ and let $\mathcal{P}$ be the set of proper prefixes of the left sides in $\mathcal{W}$. Then $\mathcal{P}$ gives a set of representatives for the important right cosets of $H$. To get the edges of $\mathcal{A}_{I}(H)$, we take each $P$ in $\mathcal{P}$ and each $x$ in $X$ and rewrite $\# P x$ using $\mathcal{V}$. Let $\# Q$ be the result. If $Q$ is in $\mathcal{P}$, then form the edge ( $P, x, Q$ ). If $E$ is the set of edges thus constructed, then $(\mathcal{P}, X, E,\{\varepsilon\},\{\varepsilon\})$ is isomorphic to $\mathcal{A}_{I}(H)$.

Example 10.2. We shall apply the Knuth-Bendix approach to the group of Example 10.1. The set $\mathcal{U}$ is $\left\{x y x, x^{-2} y\right\}$. Let us use the length-pluslexicographic ordering of $Y^{*}$ in which $\# \prec x \prec x^{-1} \prec y \prec y^{-1}$. The input set of rules for the Knuth-Bendix procedure is

$$
\begin{gathered}
x x^{-1} \rightarrow \varepsilon, \quad x^{-1} x \rightarrow \varepsilon, \quad y y^{-1} \rightarrow \varepsilon, \quad y^{-1} y \rightarrow \varepsilon \\
\# x y x \rightarrow \#, \quad \# x^{-2} y \rightarrow \#
\end{gathered}
$$

The reduced, confluent rewriting system $\mathcal{V}$ returned consists of the rules in $\mathcal{R}$ together with

$$
\# x y \rightarrow \# x^{-1}, \quad \# x^{-2} \rightarrow \# y^{-1}, \quad \# x^{-1} y^{-1} \rightarrow \# x, \quad \# y^{-1} x \rightarrow \# x^{-1}
$$

Table 4.10.1

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| ---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 |  | 4 |
| 2 |  |  | 5 |  |
| 3 |  | 6 |  | 7 |
| 4 | 8 |  |  |  |
| 5 | 9 | 6 |  |  |
| 6 |  |  | 10 |  |
| 7 |  | 11 |  |  |
| 8 | 9 |  |  | 4 |
| 9 | 2 |  |  | 4 |
| 10 | 2 | 3 |  | 4 |
| 11 |  |  |  | 4 |

Thus $\mathcal{P}$ consists of $S_{1}=\varepsilon, S_{2}=x, S_{3}=x^{-1}$, and $S_{4}=y^{-1}$. Rewriting $\# S_{2} y$ gives $\# S_{3}$, so we form the edge $\left(S_{2}, y, S_{3}\right)$. Writing $i$ for $S_{i}$, the edges turn out to be exactly the same as those obtained in Example 10.1.

## *4.11 General niladic systems

In Proposition 1.2 we classified all confluent, reduced, niladic rewriting systems which define groups. However, since that time we have considered only classical niladic rewriting systems. Most of the main results about subgroups of groups defined by classical niladic rewriting systems carry over to subgroups of groups defined by general confluent, niladic rewriting systems, although the details are somewhat more complicated. There is not sufficient space here to give the proper generalizations of all the results in Sections 4.1 to 4.10 for groups defined by general confluent, niladic rewriting systems. This section presents some of the main ideas. With a little effort, interested readers can work out the rest for themselves.

Let us fix a confluent, reduced, niladic rewriting system $\mathcal{R}$ on $X^{*}$ defining a group $F$. Then $F$ is a free product of cyclic groups. By changing the generating set, we could assume that all left sides in $\mathcal{R}$ were of the form $x^{m}$ or $x y$ with $x \neq y$. However, we shall not make this assumption. As before, $\sim$ will denote the congruence on $X^{*}$ generated by $\mathcal{R},[U]$ will be the $\sim$-class containing $U, \bar{U}$ will denote the irreducible word in $[U]$, and $\mathcal{C}$ will be the set of all irreducible words.

We begin by reviewing the main results of Section 4.1. For each $x$ in $X$, there are unique elements $y$ and $z$ of $X$ such that $x y$ and $z x$ are subwords of a left side in $\mathcal{R}$. Let us denote $y$ by $\dot{x}$ and $z$ by $\ddot{x}$. Note that $x=\ddot{y}=\dot{z}$. If $U_{x}$ is the irreducible word in $[x]^{-1}$, then $U_{x}$ starts with $\dot{x}$ and ends with $\ddot{x}$. For any word $W=x_{1} \ldots x_{s}$ in $X^{*}$, define $W^{-1}$ to be $U_{x_{s}} \ldots U_{x_{1}}$ and $W^{\diamond}$ to be $\overline{W^{-1}}$. Normally we shall only consider $W^{\diamond}$ when $W$ is in $\mathcal{C}$. If $\mathcal{R}$ is classical and $W$ is in $\mathcal{C}$, then $W^{\diamond}=W^{-1}$. Let $A$ and $B$ be in $\mathcal{C}$. We shall
say that $(A, B)$ is susceptible to cancellation if both $A$ and $B$ are nonempty and, for some $x$ in $X$, the word $A$ ends with $x$ and $B$ starts with $\dot{x}$. If ( $A, B$ ) is not susceptible to cancellation, then $A B$ is in $\mathcal{C}$.

Every word $U$ in $X^{*}$ can be written as $U_{1} \ldots U_{s}$, where each $U_{i}$ is a nonempty subword of a left side in $\mathcal{R}$. If $s$ is as small as possible, then $U_{1}$, $\ldots, U_{s}$ is a minimal decomposition of $U$. An important result is that an element $U$ of $\mathcal{C}$ has a unique minimal decomposition $U_{1}, \ldots, U_{s}$ and $U_{s}^{\diamond}$, $\ldots, U_{1}^{\diamond}$ is the minimal decomposition of $U^{\diamond}$. The number $s$ will be denoted $\|U\|$. Thus $\|U\|=1$ if and only if $U$ is a proper, nonempty subword of a left side.

Proposition 1.3 and Corollary 1.4 remain true, but Proposition 1.5 must be modified to say that $U$ and $W$ have a common prefix of length at least $|U|-(k-1)|V|$, where $k$ is the maximum length of a left side in $\mathcal{R}$. Proposition 1.6 and its corollaries continue to hold. Proposition 1.9 must be changed slightly. The words $A B^{-1}$ and $B^{-1} A$ must be replaced by $A B^{\diamond}$ and $B^{\diamond} A$. Proposition 1.10 requires that both $(A, B)$ and $(B, C)$ not be susceptible to cancellation. The derivation construction is still valid. In proving results about coset automata in the general case, we need a fairly technical lemma describing the circumstances under which one can have words $U$ and $V$ in $\mathcal{C}$ such that $U$ is a prefix of $V^{\diamond}$ and $V$ is a suffix of $U^{\diamond}$. This lemma is stated as Exercise 11.1.

The definitions of $\mathcal{L}_{s}(H), \mathcal{A}_{s}(H)$, and $\mathcal{L}_{c}(H)$ are unchanged, and the main results of Section 4.2 carry over essentially without modification. The definitions of important coset, $\mathcal{L}_{I}(H)$, and $\mathcal{A}_{I}(H)$ remain the same. The results of Section 4.3 are still correct, but the proofs of some, such as Proposition 3.3, are more complicated.

When we come to Section 4.4, some definitions must be changed. Condition (iii) of the definition of a coset automaton relative to $\mathcal{R}$ should now read as follows:
(iii) If $(\sigma, x, \tau)$ is in $E$, then there is a path $P$ in $\mathcal{A}$ from $\tau$ to $\sigma$ such that $\operatorname{Sg}(P)=U_{x}$.

The definition of a reduced coset automaton must also be modified if Proposition 4.10 is to continue to be true. Let $\mathcal{A}$ be a coset automaton and let $P$ be a path in $\mathcal{A}$ such that $\operatorname{Sg}(P)$ is a left side in $\mathcal{R}$. Then $P$ begins and ends at the same state and so has the form

$$
\left(\sigma_{0}, x_{1}, \sigma_{1}\right),\left(\sigma_{1}, x_{2}, \sigma_{2}\right), \ldots,\left(\sigma_{s-1}, x_{s}, \sigma_{0}\right)
$$

The automaton $\mathcal{A}$ is reduced if for every such path $P$ one of the following holds:

$$
\begin{equation*}
\left|\left\{\sigma_{0}, \ldots, \sigma_{s-1}\right\}\right|<s \tag{1}
\end{equation*}
$$

(2) At least two distinct $\sigma_{i}$ have two edges leaving them.
(3) Some $\sigma_{i}$ is the initial state of $\mathcal{A}$ and some other $\sigma_{j}$ has at least two edges leaving it.

In the revised version of REDUCE, whenever a path $P$ is found in $\mathcal{A}$ such that $\operatorname{Sg}(P)$ is a left side in $\mathcal{R}$ and none of these three conditions is satisfied, then all the edges of $P$ are deleted along with any states that are no longer accessible.

Basic coset enumeration is a little more involved. Let $x_{1} \ldots x_{s}$ be a left side in $\mathcal{R}$ with $x_{1}=x$. The call $\operatorname{DEFINE}(\sigma, x)$ must add $s-1$ states $\tau_{1}, \ldots, \tau_{s-1}$ and edges $\left(\tau_{i-1}, x_{i}, \tau_{i}\right), 1 \leq i \leq s$, where $\tau_{0}=\tau_{s}=\sigma$. The procedure JOIN becomes much more complicated. First of all, the second argument can be any nonempty, proper subword of a left side in $\mathcal{R}$. The call $\operatorname{JOIN}(\sigma, U, \tau)$ still modifies the current automaton so that $\sigma^{U}=\tau$, but some interesting things can happen. Suppose that $(a b)^{10}$ is a left side in $\mathcal{R}, U=(a b)^{4}$, and $\sigma=\tau$. Then $\sigma^{(a b)^{4}}$ and $\sigma^{(a b)^{10}}$ must both equal $\sigma$. This implies that $\sigma^{(a b)^{2}}=\sigma$. Here is the new definition of JOIN:

Procedure JOIN $(\sigma, U, \tau)$;
Input: $\sigma, \tau \quad:$ states in $\Sigma$;
$U \quad: \quad$ a nonempty, proper subword of a left side in $\mathcal{R}$ such that there is no edge leaving $\sigma$ with label $x$ and no edge coming into $\tau$ with label $y$, where $U$ starts with $x$ and ends with $y$;
Begin
Let $U V$ be a left side in $\mathcal{R}$;
Let $U=x_{1} \ldots x_{s}$ and $V=y_{1} \ldots y_{t}$;
If $\sigma=\tau$ and $x_{1}=y_{1}$ then begin $s:=\operatorname{gcd}(s, t) ; t:=0$
End;
$\rho:=\sigma ;$
For $i:=1$ to $s-1$ do begin $n:=n+1 ; p[n]:=n ;$ Add $\left(\rho, x_{i}, n\right)$ to $E ; \rho:=n$
End;
Add $\left(\rho, x_{s}, \tau\right)$ to $E$;
If $t>0$ then begin
$\rho:=\tau ;$
For $i:=1$ to $t-1$ do begin

$$
n:=n+1 ; p[n]:=n ; \text { Add }\left(\rho, y_{i}, n\right) \text { to } E ; \rho:=n
$$

End;
Add $\left(\rho, y_{t}, \sigma\right)$ to $E$
End
End.

The sketch of the coincidence procedure given in Section 4.5 is still valid. However, the implementation details change significantly.

```
Procedure COINCIDENCE \((\sigma, \tau)\);
Input: \(\sigma, \tau \quad\) : elements of \(\Sigma\);
Begin
    \(k:=0 ; \operatorname{MERGE}(\sigma, \tau) ; i:=1\);
    While \(i \leq k\) do begin
        \(\nu:=\eta_{i}\);
        For \(x\) in \(X\) do
            If \(\nu^{x}\) is defined then begin
                Let \(L=x_{1} \ldots x_{s}\) be the left side in \(\mathcal{R}\) with \(x_{1}=x\);
                Let \(L=W^{r}\) where \(W\) is not a proper power;
                \(\nu_{0}:=\nu ; \mu_{0}:=\operatorname{ACTIVE}\left(\nu_{0}\right)\);
                For \(j:=1\) to \(s\) do begin
                    \(\nu_{j}:=\nu_{j-1}^{x_{j}} ; \mu_{j}:=\operatorname{ACTIVE}\left(\nu_{j}\right)\)
                End;
                Delete all edges \(\left(\nu_{j-1}, x_{j}, \nu_{j}\right), 1 \leq j \leq s\), from \(E\);
                If \(\mu_{j^{-1}}^{x_{j}}\) is defined for some \(j\) then begin
                    Choose one such \(j\);
                    Let \(\varphi_{0}, \ldots, \varphi_{s}\) be states such that \(\varphi_{j-1}=\mu_{j-1}\) and
                    \(\varphi_{m-1}^{x_{m}}=\varphi_{m}, 1 \leq m \leq s ;\)
                    For \(m:=1\) to \(s\) do \(\operatorname{MERGE}\left(\mu_{m}, \varphi_{m}\right)\)
                End
                    Else begin
                    Let \(\equiv\) be the smallest equivalence relation on \(\left\{\varphi_{0}, \ldots\right.\),
                    \(\left.\varphi_{s-1}\right\}\) such that whenever \(\varphi_{a-1} \equiv \varphi_{b-1}\) and \(x_{a}=x_{b}\) then
                    \(\varphi_{a} \equiv \varphi_{b} ;\)
                    Let \(t\) be the smallest multiple of \(|W|\) such that \(\varphi_{0} \equiv \varphi_{t}\);
                    For \(m:=t\) to \(s\) do \(\operatorname{MERGE}\left(\varphi_{m-t}, \varphi_{m}\right)\);
                    For \(m:=0\) to \(t\) do \(\psi_{m}:=\operatorname{ACTIVE}\left(\varphi_{m}\right)\);
                    For \(m:=1\) to \(t\) do add \(\left(\psi_{m-1}, x_{m}, \psi_{m}\right)\) to \(E\)
                    End
        End
    End
End.
```

It is assumed that the left sides in $\mathcal{R}$ are not long, so the variable $s$ will have a small value. Thus the equivalence relation $\equiv$ will not be difficult to determine.

The procedure BACK_TRACE remains the same. It is more difficult to decide whether a two-sided trace can be done without defining new states. The "clause" in TWO_SIDED_TRACE beginning

Else if $|T|=1$ then
is changed to the following:

```
Else if \(T\) is a subword of a left side in \(\mathcal{R}\) then begin
    Let \(T V\) be a left side in \(\mathcal{R}\);
    (* Since \(W\) is in \(\mathcal{C}\), the word \(V\) is nonempty. *)
    If full or
        \((|T|=|V|=1)\) or
        ( \((\mu=\nu)\) and ( \(T V\) has the form \(x^{m}\) ) and
        \((\operatorname{gcd}(|T|,|V|)=1))\)
        then \(\operatorname{JOIN}(\mu, T, \nu)\)
End
```

The condition

```
( \(|T|=|V|=1\) ) or
( \((\mu=\nu)\) and \(\left(T V\right.\) has the form \(\left.x^{m}\right)\) and
    \((\operatorname{gcd}(|T|,|V|)=1))\)
```

describe the situation in which JOIN does not add any new states.
It is still possible to do all the computations with subgroups of $F$ described in Section 4.8.

## Exercise

11.1. Suppose that $U$ and $V$ are words in $\mathcal{C}$ such that $U$ is a prefix of $V^{\diamond}$ and $V$ is a suffix of $U^{\diamond}$. Show that $\|U\|=\|V\|$. Let $U_{1}, \ldots, U_{s}$ and $V_{1}, \ldots, V_{s}$ be the minimal decompositions of $U$ and $V$, respectively. Prove that $V_{i}=U_{j}^{\diamond}$, where $2 \leq i \leq s$ and $j=s+1-i$, and that $V_{1} U_{s}$ is a subword of a left side.

## 5

## Coset enumeration

Chapter 4 dealt with finitely generated subgroups of a free product $F$ of cyclic groups. The basic coset enumeration procedure presented in Sections 4.5 and 4.6 allows us to compute the important-coset automaton $\mathcal{A}_{I}(H)$ for such a subgroup $H$ described by a finite generating set. In general, coset enumeration is a procedure for trying to find $\mathcal{A}_{I}(H)$, where $H$ is a subgroup of $F$ which is finitely generated modulo a normal subgroup $N$ of $F$. When $N$ is the normal closure of a finite set and $H$ has finite index in $F$, we can compute $\mathcal{A}_{I}(H)$, and as we shall see in Chapter 6, we can find a finite presentation for $H / N$.

The notation established in Sections 4.1 to 4.10 remains in effect. Thus $X$ is a finite set and $\mathcal{R}$ is a classical niladic rewriting system on $X^{*}$. The congruence on $X^{*}$ generated by $\mathcal{R}$ is $\sim$, and $\mathcal{C}$ is the set of canonical forms for $\sim$. If $U$ is in $X^{*}$, then $[U]$ is the $\sim$-class containing $U$ and $\bar{U}$ is the unique element of $[U] \cap \mathcal{C}$. If $x$ is in $X$, then $x^{-1}$ is the element of $X$ representing the inverse of $[x]$. If $U=x_{1} \ldots x_{s}$, then $U^{-1}=x_{s}^{-1} \ldots x_{1}^{-1}$. If $|X|=1$, then $F$ is cyclic of order 2 and we have no trouble studying its subgroups. Therefore we shall assume that $|X| \geq 2$.

### 5.1 The general case

Let $N$ be a normal subgroup of $F$ and let $K$ be a subgroup of $F / N$. The inverse image $H$ of $K$ under the natural homomorphism from $F$ to $F / N$ is a subgroup of $F$. The map $K \mapsto H$ is a one-to-one correspondence between the subgroups of $F / N$ and the subgroups of $F$ which contain $N$. The index of $H$ in $F$ is the same as the index of $K$ in $F / N$. If $K$ is finitely generated, then $H$ may not be finitely generated, but there is a finite subset $Y$ of $F$ such that $H=\operatorname{Grp}\langle Y, N\rangle$. If in addition $N$ is the normal closure of a finite subset $Z$ of $F$, then the pair $(Y, Z)$ provides a finite description of $H$. If $H$ has finite index in $F$, then $H$ is finitely generated by Proposition 3.5 in Chapter 4. If $N \neq 1$ and $H$ has infinite index in $F$, then $H$ is not finitely generated by Proposition 3.18 in Chapter 4.

In the general case of coset enumeration, we are given two finite subsets $\mathcal{U}$ and $\mathcal{V}$ of $X^{*}$. Let $H$ be the subgroup of $F$ generated by $\{[U] \mid U \in \mathcal{U}\}$ and the normal closure $N$ of $\{[V] \mid V \in \mathcal{V}\}$. Thus $H$ is generated by $\{[W] \mid W \in \mathcal{W}\}$, where

$$
\mathcal{W}=\mathcal{U} \cup\left\{S V S^{-1} \mid S \in X^{*}, V \in \mathcal{V}\right\}
$$

To simplify the exposition, we shall sometimes assume that $\mathcal{U}$ is a subset of $\mathcal{C}$ and that the elements of $\mathcal{V}$ are cyclically reduced. That is, all cyclic permutations of the elements of $\mathcal{V}$ are in $\mathcal{C}$. Given any finite subsets $\mathcal{U}$ and $\mathcal{V}$, reducing the elements of $\mathcal{U}$ and cyclically reducing the elements of $\mathcal{V}$ does not change $H$.

We would like to be able to decide whether $H$ has finite index in $F$, and if so, to determine that index. Unfortunately, there is no algorithmic solution to this problem. If there were an algorithm which could decide whether $H$ has finite index in $F$, then we could apply that algorithm to the case in which $\mathcal{U}=\emptyset$. Then $H=N$ would be normal in $F$, and we would be able to decide whether the finitely presented group $F / N$ was finite. As discussed in Section 1.5, this is one of the questions known not to be answerable algorithmically.

Although we cannot decide whether $H$ has finite index in $F$, if the index is finite, then we can verify that fact and determine the index. The first observation in this regard is that we can decide whether a subgroup of finite index in $F$ contains $N$. Let us say that a complete coset automaton $\mathcal{A}$ is compatible with $\mathcal{V}$ if $\sigma^{V}=\sigma$ in $\mathcal{A}$ for all states $\sigma$ and all $V$ in $\mathcal{V}$.

Proposition 1.1. Let $L$ be a subgroup of $F$. Then $N \subseteq L$ if and only if $\sigma[V]=\sigma$ for each right coset $\sigma$ of $L$ and each word $V$ in $\mathcal{V}$.

Proof. We shall have $N \subseteq L$ if and only if $L$ contains all conjugates of the elements $[V]$ with $V$ in $\mathcal{V}$. Let $V$ be in $\mathcal{V}$ and let $W$ be in $X^{*}$. Then $[W][V][W]^{-1}$ is in $L$ if and only if $L[W][V][W]^{-1}=L$ or, equivalently, $L[W][V]=L[W]$.

Proposition 1.1 can be restated as follows: $N \subseteq L$ if and only if $\mathcal{A}_{s}(L)$ is compatible with $\mathcal{V}$.

Example 1.1. Let $X=\{a, b\}^{ \pm}$, let $\mathcal{R}$ define the free group $F$ on $\{a, b\}$, and let $\mathcal{V}=\left\{(a b)^{2}\right\}$. Suppose $\mathcal{A}=(\Sigma, X, E,\{1\},\{1\})$, where $\Sigma=\{1,2,3,4,5,6\}$ and $E$ is given by Table 5.1.1. Then $\mathcal{A}$ is a coset automaton, $L=K(\mathcal{A})$ has index 6 in $F$, and $\mathcal{A}$ is isomorphic to $\mathcal{A}_{s}(L)=\mathcal{A}_{I}(L)$. Let $V=(a b)^{2}$. Then $1^{V}=1$ and $2^{V}=2$ in $\mathcal{A}$, but $3^{V}=6$. Therefore $L$ does not contain the normal closure of $[V]$ in $F$.

Table 5.1.1

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 2 | 3 |
| 2 | 3 | 4 | 3 | 1 |
| 3 | 4 | 2 | 1 | 2 |
| 4 | 2 | 3 | 5 | 6 |
| 5 | 5 | 5 | 6 | 4 |
| 6 | 6 | 6 | 4 | 5 |

Let us return to our subgroup $H$ generated by $\{[W] \mid W \in \mathcal{W}\}$. Assume that $H$ has finite index in $F$. The automata $\mathcal{A}_{I}(H)$ and $\mathcal{A}_{s}(H)$ are the same. Since $H$ is finitely generated, by Proposition 3.2 in Chapter 1 there is a finite subset $\mathcal{W}^{\prime}$ of $\mathcal{W}$ such that $H=\operatorname{Grp}\left\langle[W] \mid W \in \mathcal{W}^{\prime}\right\rangle$. Suppose that we have chosen a sequence $\mathcal{W}_{0}, \mathcal{W}_{1}, \ldots$ of finite subsets of $\mathcal{W}$ such that
(i) $\mathcal{U} \subseteq \mathcal{W}_{i} \subseteq \mathcal{W}_{i+1}, i \geq 0$.
(ii) $\bigcup_{i=0}^{\infty} \mathcal{W}_{i}=\mathcal{W}$.

Let $L_{i}=\operatorname{Grp}\left\langle[W] \mid W \in \mathcal{W}_{i}\right\rangle$. Then $\mathcal{W}^{\prime} \subseteq \mathcal{W}_{i}$ for some $i$ and $H=L_{i}$. Suppose that we begin computing $\mathcal{A}_{I}\left(L_{1}\right), \mathcal{A}_{I}\left(L_{2}\right), \ldots$ using BASIC_CE. At some point $\mathcal{A}_{I}\left(L_{i}\right)$ will be complete and compatible with $\mathcal{V}$. When this happens, we shall know that $H=L_{i}$. Of course, if $H$ does not have finite index, then we shall go on computing coset automata forever.

There are many ways to choose a sequence of subsets $\mathcal{W}_{i}$. We could take, for example,

$$
\begin{gathered}
\mathcal{U} \cup\left\{S V S^{-1}\left|S \in X^{*}, V \in \mathcal{V},|S| \leq i\right\}\right. \\
\mathcal{U} \cup\left\{S V S^{-1}\left|S \in X^{*}, V \in \mathcal{V},|S V| \leq i\right\}\right.
\end{gathered}
$$

or

$$
\mathcal{U} \cup\left\{S V S^{-1}\left|S \in X^{*}, V \in \mathcal{V},\left|S V S^{-1}\right| \leq i\right\}\right.
$$

The following procedure uses the first of these choices.
Procedure GENERAL_CE $(X, \mathcal{R}, \mathcal{U}, \mathcal{V} ; \mathcal{A})$;
Input: $X \quad$ : a finite set with at least two elements;
$\mathcal{R} \quad$ : a classical niladic rewriting system on $X^{*}$;
$\mathcal{U}, \mathcal{V} \quad$ : finite subsets of $X^{*} ;$
Output: $\mathcal{A} \quad$ : a coset automaton isomorphic to $\mathcal{A}_{I}(H)$, where $H$ is the subgroup of $\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$ generated by $\{[U] \mid U \in \mathcal{U}\}$ and the normal closure of $\{[V] \mid V \in \mathcal{V}\} ;$

## (* WARNING - TERMINATION DOES NOT OCCUR IF $H$ DOES NOT HAVE FINITE INDEX. *)

Begin
$i:=0 ;$ done $:=$ false;
While not done do begin
$\mathcal{T}=\mathcal{U} \cup\left\{S V S^{-1}\left|S \in X^{*}, V \in \mathcal{V},|S| \leq i\right\} ;\right.$
BASIC_CE $(X, \mathcal{R}, \mathcal{T} ; \mathcal{A})$
If $\mathcal{A}$ is complete and $\mathcal{A}$ is compatible with $\mathcal{V}$ then done := true; $i:=i+1$
End.
End.

The output of GENERAL_CE is determined only up to isomorphism, since we do not specify the order in which the words in $\mathcal{T}$ are to be processed by BASIC_CE. In the following examples, we shall assume that BASIC_CE standardizes its output automaton using STANDARDIZE, with the elements of $X$ taken in the order they are listed. The value of the automaton $\mathcal{A}$ at the end of the While-loop for a particular value of $i$ will be denoted $\mathcal{A}_{i}$.

Example 1.2. Let $X=\left\{x, y, y^{-1}\right\}$, let $\mathcal{R}$ consist of the rules

$$
x^{2} \rightarrow \varepsilon, \quad y y^{-1} \rightarrow \varepsilon, \quad y^{-1} y \rightarrow \varepsilon
$$

and let $\mathcal{U}=\{x\}$ and $\mathcal{V}=\left\{y^{3},(x y)^{3}\right\}$. The coset table for $\mathcal{A}_{0}$ is

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 |
| 2 | 4 | 3 | 1 |
| 3 | 5 | 1 | 2 |
| 4 | 2 | 5 |  |
| 5 | 3 |  | 4 |

The coset table of $\mathcal{A}_{1}$ is

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 |
| 2 | 4 | 3 | 1 |
| 3 | 5 | 1 | 2 |
| 4 | 2 | 5 | 6 |
| 5 | 3 | 7 | 4 |
| 6 | 7 | 4 |  |
| 7 | 6 |  | 5 |

For $\mathcal{A}_{2}$ we get

Table 5.1.2

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 2 |
| 2 | 3 | 1 | 1 | 4 |
| 3 | 1 | 2 |  |  |
| 4 | 5 | 6 | 2 | 1 |
| 5 |  | 4 |  | 6 |
| 6 | 4 |  | 5 |  |

Table 5.1.3

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| ---: | ---: | ---: | ---: | :---: |
| 1 | 2 | 3 | 4 | 2 |
| 2 | 3 | 1 | 1 | 4 |
| 3 | 1 | 2 | 5 | 6 |
| 4 | 7 | 8 | 2 | 1 |
| 5 | 9 | 6 | 6 | 3 |
| 6 | 5 | 10 | 3 | 5 |
| 7 | 8 | 4 | 10 | 8 |
| 8 | 4 | 7 | 7 | 9 |
| 9 |  | 5 | 8 |  |
| 10 | 6 |  |  | 7 |

Table 5.1.4

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 2 |
| 2 | 3 | 1 | 1 | 4 |
| 3 | 1 | 2 | 5 | 6 |
| 4 | 7 | 8 | 2 | 1 |
| 5 | 9 | 6 | 6 | 3 |
| 6 | 5 | 9 | 3 | 5 |
| 7 | 8 | 4 | 9 | 8 |
| 8 | 4 | 7 | 7 | 9 |
| 9 | 6 | 5 | 8 | 7 |


|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 3 |
| 2 | 4 | 3 | 1 |
| 3 | 5 | 1 | 2 |
| 4 | 2 | 5 | 6 |
| 5 | 3 | 6 | 4 |
| 6 | 6 | 4 | 5 |

The procedure terminates with $\mathcal{A}=\mathcal{A}_{2}$.

Let us interpret what we have done as a result about the group $G=$ $\operatorname{Grp}\left\langle x, y \mid x^{2}=y^{3}=(x y)^{3}=1\right\rangle$. If $F$ is the free product defined by $\mathcal{R}$ and $N$ is the normal closure of (the image of) $\mathcal{V}$ in $F$, then $G$ is isomorphic to $F / N$. Let $K$ be the subgroup of $G$ generated by $x$. Then $|G: K|=|F: H|=6$. Because of the relation $x^{2}=1$, the order of $K$ is at most 2 . The columns of the final coset table satisfy the defining relations of $G$. Therefore there is a homomorphism of $G$ onto the group $M$ generated by these columns. The column headed $x$ is the permutation $(1)(2,4)(3,5)(6)$, which has order 2. Thus the order of $K$ must be 2 . Hence the order of $G$ is $6 \cdot 2=12$.

Example 1.3. Let $X=\{x, y\}^{ \pm}$, let $\mathcal{R}$ define the free group on $\{x, y\}$, let $\mathcal{U}=\{x y\}$, and let $\mathcal{V}=\left\{x^{3}, y^{3},(x y)^{3},\left(x y^{-1}\right)^{3}\right\}$. Tables 5.1.2 to 5.1.4 are the coset tables for $\mathcal{A}_{0}, \mathcal{A}_{1}$, and $\mathcal{A}_{2}$, respectively. The automaton $\mathcal{A}_{2}$ is compatible with $\mathcal{V}$, so termination occurs with $\mathcal{A}=\mathcal{A}_{2}$.

Let $G=\operatorname{Grp}\left\langle x, y \mid x^{3}=y^{3}=(x y)^{3}=\left(x y^{-1}\right)^{3}=1\right\rangle$ and let $K$ be the subgroup of $G$ generated by $x y$. Our enumeration shows that $|G: K|=9$, and the relation $(x y)^{3}=1$ says that $K$ has order at most 3 . The product of the permutations given by the columns headed $x$ and $y$ in the final coset table is $(1)(2,5,8)(3,4,9)(6)(7)$, which has order 3 . Therefore $|K|=3$ and $|G|=9 \cdot 3=27$.

Table 5.1.5

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 2 | 3 |
| 2 | 2 | 2 | 4 | 1 |
| 3 | 3 | 3 | 1 | 5 |
| 4 | 4 | 4 | 6 | 2 |
| 5 | 5 | 5 | 2 | 7 |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $2 i-2$ | $2 i-2$ | $2 i-2$ | $2 i$ | $2 i-3$ |
| $2 i-1$ | $2 i-1$ | $2 i-1$ | $2 i-3$ | $2 i+1$ |
| $2 i$ | $2 i$ | $2 i$ |  | $2 i-2$ |
| $2 i+1$ | $2 i+1$ | $2 i+1$ | $2 i-2$ |  |

Example 1.4. Let $X$ and $\mathcal{R}$ be as in Example 1.3, and let $\mathcal{U}=\emptyset$ and $\mathcal{V}=$ $\{x\}$. Then in GENERAL_CE the coset tables for $\mathcal{A}_{0}, \mathcal{A}_{1}$, and $\mathcal{A}_{2}$ are, respectively,

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 |  |  |


|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 2 | 3 |
| 2 | 2 | 2 |  | 1 |
| 3 | 3 | 3 | 1 |  |


|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 2 | 3 |
| 2 | 2 | 2 | 4 | 1 |
| 3 | 3 | 3 | 1 | 5 |
| 4 | 4 | 4 |  | 2 |
| 5 | 5 | 5 | 3 |  |

In general, the coset table for $\mathcal{A}_{i}, i \geq 1$, looks like Table 5.1.5. Thus GENERAL_CE loops forever.

The procedure GENERAL_CE has a number of weaknesses. Two of the main ones are the following:

- The size of the set $\mathcal{T}$ grows exponentially with $i$.
- During a given iteration of the Repeat-loop, all work done on previous iterations is ignored.

Let us see how we can address these problems.
Suppose that $\mathcal{A}=(\Sigma, X, E,\{\alpha\},\{\alpha\})$ is a coset automaton. A sufficient condition for $K(\mathcal{A})$ to contain $\left[S V S^{-1}\right]$ is that $\alpha^{S}=\sigma$ for some state $\sigma$ and that $\sigma^{V}=\sigma$. (This condition is not necessary since $S V S^{-1}$ may not be in $\mathcal{C}$.) Thus for $K(\mathcal{A})$ to contain all elements $\left[S V S^{-1}\right]$ with $V$ in $\mathcal{V}$ and $|S| \leq i$, the following conditions are sufficient:
(i) $\alpha^{S}$ is defined in $\mathcal{A}$ for all $S$ in $X^{*}$ such that $|S| \leq i$.
(ii) $\sigma^{V}=\sigma$ for every state $\sigma$ which can be reached from $\alpha$ by a path of length at most $i$.

Let us define a class of procedures which we shall call coset enumeration procedures. The arguments are to be the same as in GENERAL_CE, except that we shall assume that the words in $\mathcal{U}$ are reduced and the words in $\mathcal{V}$ are cyclically reduced. The same global variables as in BASIC_CE are maintained and the procedures DEFINE, JOIN, COINCIDENCE, TRACE, BACK_TRACE, and TWO_SIDED_TRACE are used. The first four statements of any coset enumeration procedure are essentially the same as those of BASIC_CE:
$n:=1 ; p[1]:=1 ; E:=\emptyset$;
For $U$ in $\mathcal{U}$ do TWO_SIDED_TRACE( $1, U$, true)
At this point, the procedure carries out a sequence of operations of the following types:
(1) Choose $\sigma$ in $\Sigma$ and $x$ in $X$ such that $\sigma^{x}$ is not defined, and execute $\operatorname{DEFINE}(\sigma, x)$.
(2) Choose $\sigma$ in $\Sigma$ and $V$ in $\mathcal{V}$ and call TWO_SIDED_TRACE $(\sigma, V$, full), where full is true or false. Thus either full or partial traces can be performed.
(3) If $\mathcal{A}$ is complete and compatible with $\mathcal{V}$, then stop.

The sequence of operations is subject to two conditions: First, if termination is possible, then it must occur. Second, for every integer $\sigma$ which is ever in $\Sigma$, one of the following holds:
(a) At some time $p[\sigma]$ becomes less than $\sigma$, so $\sigma$ is deleted from $\Sigma$.
(b) Eventually $\sigma^{x}$ is defined for all $x$ in $X$, and $\sigma^{V}=\sigma$ for all $V$ in $\mathcal{V}$.

Let $X, \mathcal{R}, \mathcal{U}$, and $\mathcal{V}$ be as in GENERAL_CE, let $H$ be the subgroup of $F$ generated by the image of $\mathcal{U}$ and the normal closure $N$ of the image of $\mathcal{V}$, and let CE be a coset enumeration procedure.

Proposition 1.2. If the call $\mathrm{CE}(X, \mathcal{R}, \mathcal{U}, \mathcal{V} ; \mathcal{A})$ terminates, then $H=K(\mathcal{A})$.
Proof. After the first four statements, $K(\mathcal{A})=\operatorname{Grp}\langle[U] \mid U \in \mathcal{U}\rangle$. Calls to DEFINE do not change $K(\mathcal{A})$ and by Proposition 4.5.4, calls of the form TWO_SIDED_TRACE $(\sigma, V$, full $)$ either leave $\mathcal{A}$ unchanged or add $\left[S V S^{-1}\right]$ to $K(\mathcal{A})$, where $1^{S}=\sigma$. Thus at all times $K(\mathcal{A}) \subseteq H$. If CE terminates, then $\mathcal{A}$ is compatible with $\mathcal{V}$, so $K(\mathcal{A}) \supseteq N$ by Proposition 1 . Hence $K(\mathcal{A})=H$.

Proposition 1.3. If $H$ has finite index in $F$, then $\operatorname{CE}(X, \mathcal{R}, \mathcal{U}, \mathcal{V} ; \mathcal{A})$ terminates.

Proof. Suppose that the procedure does not terminate.
Lemma 1.4. For every word $S$ in $X^{*}$, eventually $1^{S}$ is defined in $\mathcal{A}$.
Proof. We proceed by induction on $|S|$. Note that 1 is always in $\Sigma$. Thus $1^{\varepsilon}$ is always defined and is equal to 1 . Suppose that $S=T x$ with $x$ in $X$. By induction, $1^{T}$ is eventually defined. Once it is defined, it remains defined, but the value may change due to the action of COINCIDENCE. However, if $1^{T}$ changes, then the new value is positive and less than the old value. Therefore eventually $\sigma=1^{T}$ remains constant. Therefore $p[\sigma]$ remains equal to $\sigma$, so by (b) above, $\sigma^{x}=\left(1^{T}\right)^{x}=1^{S}$ eventually is defined.

Lemma 1.5. For every $S$ in $X^{*}$ and every $V$ in $\mathcal{V}$, eventually $K(\mathcal{A})$ contains $\left[S V S^{-1}\right]$.

Proof. By Lemma 1.4 and its proof, $1^{S}=\sigma$ eventually is defined and remains constant. By (b), eventually $\sigma^{V}=\sigma$, so $K(\mathcal{A})$ contains $\left[S V S^{-1}\right]$.

Since the index of $H$ in $F$ is finite, $H$ is generated by the image of the elements of $\mathcal{U}$ and a finite number of conjugates of the images of elements of $\mathcal{V}$. Thus eventually $K(\mathcal{A})=H$. But then $\mathcal{A}$ is complete and compatible with $\mathcal{V}$, so termination is forced.

There is a great deal of freedom in designing a coset enumeration procedure. In the next few sections we shall discuss several strategies which have been proposed. However, we shall not have much to say about doing coset enumeration by hand, although for nearly 20 years, before the first computer implementation, long enumerations were carried out by hand, sometimes with subgroups of index several hundred. The reader can find extensive discussions of coset enumeration by hand in [Coxeter \& Moser 1980], (Leech 1984), and (Neubüser 1982). No computer implementation of coset enumeration quite captures these methods.

We close this section with a slight digression. In most of our discussions, we have not considered the possibility that memory may be limited. In the real world this is very often the case. When a coset enumeration program is run, there is a fixed amount of memory available. When that memory is filled, the program must stop without producing a result. This raises the question of how long a coset enumeration can run as a function of the memory available to it. We do not have a good answer to this question. However, there is some evidence that the worst-case running time may not be bounded by a polynomial function of memory size.

The evidence referred to comes from looking at a rather artificial version of the problem. We consider sequences of coset automata $\mathcal{A}_{0}, \mathcal{A}_{1}, \ldots, \mathcal{A}_{s}$
such that $\mathcal{A}_{0}=(\{1\}, X, \emptyset,\{1\},\{1\})$ and for $1 \leq i<s$ the automaton $\mathcal{A}_{i+1}$ is obtained from $\mathcal{A}_{i}$ by an operation of one of the following two types:
(i) Execution of $\operatorname{DEFINE}(\sigma, x)$, where $\sigma$ is a state in $\mathcal{A}_{i}, x$ is in $X$, and $\sigma^{x}$ is not defined in $\mathcal{A}_{i}$.
(ii) Execution of $\operatorname{COINCIDENCE}(\sigma, \tau)$, where $\sigma$ and $\tau$ are distinct states of $\mathcal{A}_{i}$.

Assume that $X$ and $\mathcal{R}$ are fixed. Given a positive integer $M$, what is the longest such sequence in which each $\mathcal{A}_{i}$ has at most $M$ states? We shall sketch a proof that the answer is not bounded above by a polynomial function of $M$ as long as $F$ is not abelian.

Let $X=\{x, y\}^{ \pm}$and let $\mathcal{R}$ define the free group on $\{x, y\}$. For $r \geq 1$, let $\mathcal{B}_{r}$ be the coset automaton $\left(\Sigma_{r}, X, E_{r},\{1\},\{1\}\right)$, where $\Sigma_{r}=\{1,2, \ldots, 2 r\}$ and $E_{r}$ consists of the edges $(2 i-1, y, 2 i),\left(2 i-1, y^{-1}, 2 i\right),(2 i, y, 2 i-1)$, and $\left(2 i, y^{-1}, 2 i-1\right), 1 \leq i \leq r$, and the edges $(2 i, x, 2 i+1)$, and $\left(2 i+1, x^{-1}, 2 i\right)$, $1 \leq i<r$. The coset tables for $\mathcal{B}_{1}, \mathcal{B}_{2}$, and $\mathcal{B}_{3}$ are, respectively,

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 |  |  | 2 | 2 |
| 2 |  |  | 1 | 1 |


|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 |  |  | 2 | 2 |
| 2 | 3 |  | 1 | 1 |
| 3 |  | 2 | 4 | 4 |
| 4 |  |  | 3 | 3 |


|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 |  |  | 2 | 2 |
| 2 | 3 |  | 1 | 1 |
| 3 |  | 2 | 4 | 4 |
| 4 | 5 |  | 3 | 3 |
| 5 |  | 4 | 6 | 6 |
| 6 |  |  | 5 | 5 |

Suppose that $r$ and $M$ are positive integers. Let $h(r, M)=s$, where $\mathcal{A}_{0}, \mathcal{A}_{1}, \ldots, \mathcal{A}_{s}$ is a sequence of coset automata of maximal length such that $\mathcal{A}_{0}$ is trivial, $\mathcal{A}_{s}$ is isomorphic to $\mathcal{B}_{r}$, and $\mathcal{A}_{i+1}$ is obtained from $\mathcal{A}_{i}$ by an operation of type (i) or (ii), $1 \leq i<s$, and none of the automata has more than $M$ states. If no such sequence exists, set $h(r, M)=0$. If $M \geq 3$, then the following statements construct $\mathcal{B}_{1}$ using only operations of types (i) and (ii) in such a manner that no more than $M$ states are ever active at one time.
$n:=1 ; p[1]:=1 ; E:=\emptyset ;$
For $i:=1$ to $M-1$ do $\operatorname{DEFINE}(i, y)$;
COINCIDENCE $(1,3)$
This construction uses $M-1$ operations of type (i) and one operation of type (ii). Thus $h(1, M) \geq M$ if $M \geq 3$. It is easy to show that $h(1,1)=h(1,2)=0$ and $h(1,3)=3$.

We shall now present a procedure BUILD which constructs $\mathcal{B}_{r}$ using a long sequence of operations of types (i) and (ii) such that there are never more than $M$ active states. The basic idea of this construction arose out of conversations between the author and C. M. Hoffmann. The bulk of the
work is done by the subroutine ATTACH, which "attaches" a copy of $\mathcal{B}_{r}$ to the current automaton. The standard global variables $n$ and $p$ are used.

Procedure ATTACH $(r, M, \rho)$;
Input: $r, M \quad$ : positive integers;
$\rho \quad:$ an active state such that $\rho^{y}$ and $\rho^{y^{-1}}$ are not defined;
(* A copy of $\mathcal{B}_{r}$ is attached to the current automaton at $\rho$. No existing state is removed and no more than $M-1$ new states are ever active at one time. *)
Begin
$m:=1 ; \sigma:=\rho ;$
If $r=1$ then $k:=1$
Else $k:=2 r$;
While $M-m \geq k$ do begin
DEFINE $(\sigma, y)$;
If $r>1$ then begin
$\tau:=n ; \operatorname{DEFINE}(\tau, x) ; \varphi:=n ; \operatorname{ATTACH}(r-1, M-m-1, \varphi) ;$ $\operatorname{DEFINE}(\tau, y) ; m:=m+2 r$
End
Else $m:=m+1$;
$\sigma:=n$
End;
$\sigma:=\rho^{y^{2}} ; \operatorname{COINCIDENCE}(\rho, \sigma)$
End.
The procedure BUILD simply initializes the automaton and calls ATTACH.

Procedure BUILD $(r, M)$;
Input: $r, M$ : positive integers;
(* Builds a copy of $\mathcal{B}_{r}$ in such a way that no more than $M$ states are
active at one time. *)
Begin
$n:=1 ; p[1]:=1 ; E:=\emptyset ;$
$\operatorname{ATTACH}(r, M, 1)$
End.
Let $N_{d}$ and $N_{c}$ denote the number of calls to DEFINE and COINCIDENCE, respectively, during one execution of BUILD. Table 5.1.6 shows some sample results. It is left to the reader to experiment further with BUILD, to analyze its performance, and to prove the following proposition.

Proposition 1.6. For each positive integer $r$ there is a positive constant $c_{r}$ such that $h(r, M) \geq c_{r} M^{r}$ if $M \geq 2 r+1$.

Table 5.1.6

| $r$ | $M$ | $N_{d}$ | $N_{c}$ |
| :---: | ---: | ---: | ---: |
| 2 | 10 | 16 | 3 |
| 2 | 20 | 56 | 5 |
| 2 | 40 | 216 | 10 |
| 3 | 50 | 1028 | 57 |
| 3 | 100 | 7576 | 217 |

## Exercises

1.1. Let $\mathcal{R}$ be a classical niladic rewriting system on $X^{*}$ and suppose that $t$ is an object not in $X$. Set $Y=X \cup\{t\}$ and $\mathcal{S}=\mathcal{R} \cup\left\{t^{2} \rightarrow \varepsilon\right\}$ and let $\mathcal{T}$ be the set of words of the form txtytx $x^{-1} t y^{-1}$ with $x$ and $y$ in $X$. Suppose CE is a coset enumeration procedure and $\mathcal{V}$ is a finite subset of $X^{*}$. Let $\mathcal{W}$ consist of the elements of $\mathcal{V}$ together with $t$ and all words of the form $x t x$ with $x$ in $X$. Prove that the call $\operatorname{CE}(X, \mathcal{R}, \emptyset, \mathcal{V} ; \mathcal{A})$ terminates if and only if the call $\operatorname{CE}(Y, \mathcal{S}, \mathcal{W}, \mathcal{T} ; \mathcal{B})$ terminates. Given $\mathcal{B}$, show how to get $\mathcal{A}$. Conclude that for a specific pair $(X, \mathcal{R})$ we may build a machine for enumerating cosets of the trivial subgroup in which the relations are "hardwired". (Hint: The group Mon $\langle Y \mid \mathcal{S}\rangle$ acts faithfully as a group of permutations of the elements of $F=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$, where an element $x$ of $X$ acts as right multiplication by $[x]$ and $t$ acts as the inverse map. See also Exercise 3.9 in Chapter 1.)
1.2. Suppose that an enumeration of the right cosets of a subgroup $H$ in a finitely presented group $G$ produces a coset automaton ( $\Sigma, X, E,\{\alpha\},\{\alpha\}$ ). Let $\sigma$ be a state in $\Sigma$ and assume that $\sigma^{U}=\sigma$ for all words $U$ defining generators of $H$. Suppose that $W$ is a word such that $\alpha^{W}=\sigma$. Show that $W$ defines an element $g$ of $G$ such that $g^{-1} H g=H$.
1.3. Coset enumeration may sometimes be effective in studying groups which are not finitely presented. The most common examples are groups satisfying a finite exponent condition. These are groups in which the $n$-th power of every element is known to be trivial for some positive integer $n$. Let $G$ be a group defined by a finite number of relators and the condition that $G$ has exponent dividing $n$. Let $H$ be a subgroup of $G$ generated by the images of a finite set $\mathcal{U}$ of words. Our desire is to prove that $|G: H|$ is finite. We take a finite set of words containing the ordinary relators of $G$ and some number of $n$-th powers. We then invoke $\operatorname{CE}(X, \mathcal{R}, \mathcal{U}, \mathcal{V} ; \mathcal{A})$ for some coset enumeration procedure CE. Suppose during the enumeration we find a state $\sigma \neq 1$ such that $\sigma^{U}=\sigma$ for all $U$ in $\mathcal{U}$. Prove that we may force $\sigma=1$ by a call to the coincidence procedure without affecting the eventual termination of the enumeration.

### 5.2 The HLT strategy

The HLT strategy for coset enumeration described in this section grew out of work by Haselgrove, Leech, and Trotter. It is discussed at length in (Cannon et al. 1973). The idea of the HLT strategy is easy to state. It consists of executing the following statements:

$$
\sigma:=1
$$

While $\sigma \leq n$ do begin
For each $V$ in $\mathcal{V}$ perform a full two-sided trace of $V$ at $\sigma$;
For each $x$ in $X$ do if $\sigma^{x}$ is not defined then $\operatorname{DEFINE}(\sigma, x)$;

$$
\begin{aligned}
& \sigma:=\sigma+1 \\
& \text { End; }
\end{aligned}
$$

Recall that $n$ is the largest integer used so far as a state. This simple description does not allow for the possibility that states may be removed by COINCIDENCE. The full procedure must consider this eventuality. A positive integer $\sigma$ not exceeding $n$ is currently a state if and only if $p[\sigma]=\sigma$.

```
Procedure \(\operatorname{HLT}(X, \mathcal{R}, \mathcal{U}, \mathcal{V} ; \mathcal{A})\);
(* A coset enumeration procedure. *)
Begin
    \(n:=1 ; p[1]:=1 ; E:=\emptyset ;\)
    For \(U\) in \(\mathcal{U}\) do TWO_SIDED_TRACE \((1, U\), true \()\);
    \(\sigma:=1\);
    While \(\sigma \leq n\) do begin
        If \(p[\sigma]=\sigma\) then begin
            For \(V\) in \(\mathcal{V}\) do begin
                TWO_SIDED_TRACE \((\sigma, V\), true \()\);
                If \(p[\sigma] \neq \sigma\) then break
            End;
            If \(p[\sigma]=\sigma\) then for \(x\) in \(X\) do if \(\sigma^{x}\) is not defined then
                \(\operatorname{DEFINE}(\sigma, x)\)
    End;
    \(\sigma:=\sigma+1\)
End;
STANDARDIZE
End.
```

The standardization step is not logically necessary, but it facilitates the comparison of the output from different coset enumeration procedures with the same input data.

The procedure HLT clearly satisfies the definition of a coset enumeration procedure. Thus Propositions 1.3 and 1.4 apply to HLT. The operation of HLT is dependent on the order in which $U, V$, and $x$ are taken in the three For-loops. In the following examples, the order given in the descriptions of $\mathcal{U}, \mathcal{V}$, and $X$ will be used.

Example 2.1. Let $X=\{a, b\}^{ \pm}$and let $\mathcal{R}$ define the free group $F$ on $\{a, b\}$. Suppose that $\mathcal{U}=\{U\}$ and $\mathcal{V}=\left\{V_{1}, V_{2}, V_{3}\right\}$, where $U=b, V_{1}=a^{3}, V_{2}=b^{4}$, and $V_{3}=(a b)^{2}$. After the trace of $U$ at 1 , we have the following coset table:

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 |  |  | 1 | 1 |

Next we trace $V_{1}$ at 1 , which yields

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 1 |
| 2 | 3 | 1 |  |  |
| 3 | 1 | 2 |  |  |

Tracing $V_{2}$ at 1 produces no changes. After $V_{3}$ is traced at 1 , we have

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 1 |
| 2 | 3 | 1 | 3 |  |
| 3 | 1 | 2 |  | 2 |

Since $1^{x}$ is defined for all $x$ in $X$, we begin tracing the elements of $\mathcal{V}$ at 2. Tracing $V_{1}$ does not give anything new, but the trace of $V_{2}$ produces

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 1 |
| 2 | 3 | 1 | 3 | 5 |
| 3 | 1 | 2 | 4 | 2 |
| 4 |  |  | 5 | 3 |
| 5 |  |  | 2 | 4 |

After $V_{3}$ is traced, we have

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 1 |
| 2 | 3 | 1 | 3 | 5 |
| 3 | 1 | 2 | 4 | 2 |
| 4 | 5 |  | 5 | 3 |
| 5 |  | 4 | 2 | 4 |

No more changes occur until we begin to trace the elements of $\mathcal{V}$ at 4 . When $V_{1}$ is traced at 4 , the table becomes

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 1 |
| 2 | 3 | 1 | 3 | 5 |
| 3 | 1 | 2 | 4 | 2 |
| 4 | 5 | 6 | 5 | 3 |
| 5 | 6 | 4 | 2 | 4 |
| 6 | 4 | 5 |  |  |

The next change occurs when $V_{3}$ is traced at 5 . This gives

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 1 |
| 2 | 3 | 1 | 3 | 5 |
| 3 | 1 | 2 | 4 | 2 |
| 4 | 5 | 6 | 5 | 3 |
| 5 | 6 | 4 | 2 | 4 |
| 6 | 4 | 5 | 6 | 6 |

The table is now complete and compatible with $\mathcal{V}$, so no more changes are made and $|F: H|$ is 6 . The final standardization produces the following table:

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 1 |
| 2 | 3 | 1 | 3 | 4 |
| 3 | 1 | 2 | 5 | 2 |
| 4 | 6 | 5 | 2 | 5 |
| 5 | 4 | 6 | 4 | 3 |
| 6 | 5 | 4 | 6 | 6 |

If $G=\operatorname{Grp}\left\langle a, b \mid a^{3}=b^{4}=(a b)^{2}=1\right\rangle$, then the subgroup $K$ of $G$ generated by $b$ has index 6 in $G$. Clearly $|K|$ is at most 4 . Since the column headed $b$ in the final coset table defines the permutation $(1)(2,3,5,4)(6)$, which has order 4 , the order of $G$ is 24 .

Example 2.2. Let $X=\left\{x, y, y^{-1}\right\}$ and let $\mathcal{R}$ consist of the rules

$$
x^{2} \rightarrow \varepsilon, \quad y y^{-1} \rightarrow \varepsilon, \quad y^{-1} y \rightarrow \varepsilon
$$

Suppose that $\mathcal{U}=\emptyset$ and $\mathcal{V}=\left\{V_{1}, V_{2}, V_{3}\right\}$, where $V_{1}=y^{3}, V_{2}=x y x y^{-1}$, and $V_{3}=(x y)^{7}$. Tracing $V_{1}$ at 1 , we have

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 |  | 2 | 3 |
| 2 |  | 3 | 1 |
| 3 |  | 1 | 2 |

After the trace of $V_{2}$ at 1 , the table is

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 4 | 2 | 3 |
| 2 | 5 | 3 | 1 |
| 3 |  | 1 | 2 |
| 4 | 1 | 5 |  |
| 5 | 2 |  | 4 |

Now tracing $V_{3}$ at 1 gives

|  | $x$ | $y$ | $y^{-1}$ |
| ---: | ---: | ---: | ---: |
| 1 | 4 | 2 | 3 |
| 2 | 5 | 3 | 1 |
| 3 | 6 | 1 | 2 |
| 4 | 1 | 5 |  |
| 5 | 2 |  | 4 |
| 6 | 3 | 7 | 12 |


|  | $x$ | $y$ | $y^{-1}$ |
| ---: | ---: | :---: | :---: |
| 7 | 8 |  | 6 |
| 8 | 7 | 9 |  |
| 9 | 10 |  | 8 |
| 10 | 9 | 11 |  |
| 11 | 12 |  | 10 |
| 12 | 11 | 6 |  |

Tracing $V_{1}$ at 2 produces no change. Tracing $V_{2}$ at 2 causes states 5 and 12 to be identified. After the call to COINCIDENCE, states $9,10,11$, and 12 are no longer in $\Sigma$ and the coset table is

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 4 | 2 | 3 |
| 2 | 5 | 3 | 1 |
| 3 | 6 | 1 | 2 |
| 4 | 1 | 5 | 8 |


|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 5 | 2 | 6 | 4 |
| 6 | 3 | 7 | 5 |
| 7 | 8 |  | 6 |
| 8 | 7 | 4 |  |

Tracing $V_{3}$ at 2 and $V_{1}$ at 3 produces no change. Tracing $V_{2}$ at 3 causes states 8 and 1 to be identified. At this point the table collapses to

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 |

Therefore the group $\operatorname{Grp}\left\langle x, y \mid x^{2}=y^{3}=x y x y^{-1}=(x y)^{7}=1\right\rangle$ is trivial.
It has been found that the HLT strategy as described does not perform as well as one would like when memory is restricted. We shall now consider an extension to the HLT strategy which makes it work significantly better with limited memory.

One memory issue which arises in connection with all coset enumeration procedures is the possibility of reusing integers for labeling elements of $\Sigma$. In the procedure DEFINE of Section 4.5, whenever a new state is needed, the variable $n$ is incremented and the new value of $n$ is used as the new state. This is done even when there are positive integers less than $n$ which have been deleted from $\Sigma$ and could be used. With some data structures for storing $E$, there is considerable space savings to be realized if these inactive state labels are reused.

Even when this is done, there can still be problems with the HLT approach. To address these problems, a "lookahead phase" may be added to the HLT strategy. Suppose at some point during the execution of the While-loop in HLT there is no more space available to process a full trace at
$\sigma$ or to execute a call $\operatorname{DEFINE}(\sigma, x)$. In its simplest version, the lookahead phase consists of carrying out the following loop:

```
\(\tau:=\sigma ;\)
While \(\tau \leq n\) do begin
        If \(p[\tau]=\tau\) then
            For \(V\) in \(\mathcal{V}\) do begin
                TWO_SIDED_TRACE \((\tau, V\), false \() ; ~(*\) A partial trace. \(*)\)
                If \(p[\tau] \neq \tau\) then break
            End
        \(\tau:=\tau+1\)
End;
```

Here partial two-sided traces are performed in the hope that COINCIDENCE will be called and will free up space for new states. A number of variations of lookahead have been suggested. Several may be found in (Cannon et al. 1973) and (Leon 1980b).

Even though enough space is released by a lookahead pass to resume the primary or "defining" phase of the HLT strategy, it may be necessary to invoke lookahead again if memory runs low. Repeated lookahead passes can become time-consuming and result in only small amounts of space being made available. Typically, the enumeration is abandoned when the space released falls below some preset threshold.

## Exercises

2.1. Let $X, \mathcal{R}$, and $\mathcal{V}$ be as in Example 2.1 and set $\mathcal{U}=\{a\}$. Execute $\operatorname{HLT}(X, \mathcal{R}, \mathcal{U}, \mathcal{V} ; \mathcal{A})$.
2.2. Redo the enumeration in Example 2.2 with $V_{2}=\left(x y x y^{-1}\right)^{2}$.
2.3. Find the index of $\operatorname{Grp}\langle a b\rangle$ in $\operatorname{Grp}\left\langle a, b \mid a^{2}=b^{3}=(a b)^{5}=1\right\rangle$.

### 5.3 The Felsch strategy

This section describes a strategy for coset enumeration first suggested in (Felsch 1961). It differs substantially from the HLT strategy. In outline, the Felsch strategy is as follows:
(1) Use only partial traces with elements of $\mathcal{V}$.
(2) Do not invoke DEFINE while it is possible to make a change in the current automaton by a partial two-sided trace of an element of $\mathcal{V}$.
(3) When a call DEFINE $(\sigma, x)$ is made, choose $\sigma$ as small as possible, and for that $\sigma$ choose $x$ as early as possible in some fixed ordering of $X$.

The goal of the Felsch strategy is to limit the size of $\Sigma$ by obtaining as much information as possible before defining new states. Although the
strategy is often successful, there are cases where other coset enumeration procedures perform better.

The main difficulty in implementing the Felsch strategy is finding an efficient way to fulfill the second statement in the outline. The obvious approach would be to run the following loop repeatedly until no change in the automaton occurs:

```
\(\sigma:=1 ;\)
While \(\sigma \leq n\) do begin
    If \(p[\sigma]=\sigma\) then
            For \(V\) in \(\mathcal{V}\) do begin
                    TWO_SIDED_TRACE ( \(\sigma, V\), false \()\);
                    If \(p[\sigma] \neq \sigma\) then break
        End;
        \(\sigma:=\sigma+1\)
End;
```

However, this would be very time-consuming.
Suppose that we have reached a point where the preceding loop produces no changes in the current automaton $\mathcal{A}$. If we now make a call $\operatorname{DEFINE}(\sigma, x)$, then which calls TWO_SIDED_TRACE $(\rho, V$, false) could cause a change in $\mathcal{A}$ ? Clearly the trace must involve one or both of the new edges $(\sigma, x, \tau)$ and $\left(\tau, x^{-1}, \sigma\right)$ created by DEFINE. Thus either $V$ has the form $A x B$, where $\rho^{A}=\sigma$, or $V$ has the form $C x^{-1} D$, where $\sigma^{D}=\rho$. If $V$ has the first form, then the call TWO_SIDED_TRACE $(\sigma, x B A$, false $)$ will produce the same result as the call TWO_SIDED_TRACE $(\rho, V$, false $)$. If $V$ has the second form, then calling TWO_SIDED_TRACE $\left(\tau, x^{-1} D C\right.$, false) accomplishes the same thing as calling TWO_SIDED_TRACE $(\rho, V$, false).

Let $\mathcal{W}$ denote the set of cyclic permutations of the elements of $\mathcal{V}$. The previous discussion can be summarized as follows: After a call DEFINE $(\sigma, x)$ we only need to carry out traces of the form TWO_SIDED_TRACE $(\sigma, W$, false) or TWO_SIDED_TRACE $(\tau, W$, false $)$, where $W$ is in $\mathcal{W}$ and in the first case $W$ starts with $x$ and in the second case $W$ starts with $x^{-1}$ and $\tau=\sigma^{x}$.

It is quite possible that one of these calls to TWO_SIDED_TRACE will cause a change in $\mathcal{A}$, which will make it necessary to perform other traces. Changes in $\mathcal{A}$ resulting from a call to TWO_SIDED_TRACE occur either in JOIN or COINCIDENCE. Suppose the call JOIN $(\sigma, x, \tau)$ now makes it possible for TWO_SIDED_TRACE $(\rho, V$, false $)$ to change $\mathcal{A}$. Then the trace of $V$ at $\rho$ must involve an edge introduced by JOIN. If COINCIDENCE deletes states and edges from $\mathcal{A}$, then we shall need to try all traces TWO_SIDED_TRACE $(\varphi, W$, false $)$, where $W$ is in $\mathcal{W}, W$ starts with $y$, and $\varphi^{y}$ was defined or changed by COINCIDENCE. Recall that a
deduction is a pair ( $\rho, x$ ) for which $\rho^{x}$ has recently been defined. When COINCIDENCE changes the value of $\rho^{x}$, the original edge $(\rho, x, \varphi)$ is removed, so $\rho^{x}$ is temporarily undefined. Then a new edge ( $\rho, x, \psi$ ) is added and so ( $\rho, x$ ) becomes a deduction. To satisfy the second point in the outline of the Felsch strategy it suffices to save deductions and to trace cyclic permutations of the elements of $\mathcal{V}$ whenever the first edge of the forward trace corresponds to a deduction.

Most implementations of the Felsch strategy maintain a list of deductions. When a pair ( $\sigma, x$ ) is placed on the list, then the program performs all calls TWO_SIDED_TRACE $(\sigma, W$, false), where $W$ is in $\mathcal{W}$ and $W$ starts with $x$, unless at some point before or during the processing of this deduction $\sigma$ is removed from $\Sigma$. Pairs get put on the list in DEFINE, JOIN, and COINCIDENCE. Instructions to accomplish this have already been included in the listings of these procedures presented in Sections 4.5 and 4.6. In these procedures, the list is maintained as a stack, referred to as the deduction stack. (A queue or other structure would also work.) When the global variable save is set to true, the necessary pairs are pushed onto the deduction stack.

The following procedure removes pairs from the deduction stack and performs the appropriate traces. For each $x$ in $X$ the set $\mathcal{W}_{x}$ is the set of words in $\mathcal{W}$ which start with $x$.

```
Procedure PROCESS_DEDUCTIONS;
Begin
    While the deduction stack is not empty do begin
        Pop ( \(\sigma, x\) ) off the deduction stack;
        If \(p[\sigma]=\sigma\) then
        For \(W\) in \(\mathcal{W}_{x}\) do begin
            TWO_SIDED_TRACE ( \(\sigma, W\), false);
            If \(p[\sigma] \neq \sigma\) then break
        End
        End
End.
```

It is possible for one pair $(\sigma, x)$ to be on the deduction stack more than once. When ( $\sigma, x$ ) is popped off the stack, it would be valid to delete immediately all other occurrences of ( $\sigma, x$ ) on the stack. However, the stack data structure does not make such an operation easy. In practice, processing redundant deductions does not seem to cause significant problems. To save space, whenever ( $\sigma, x$ ) is pushed on the stack, the pair ( $\sigma^{x}, x^{-1}$ ) is usually assumed to be pushed as well, but not actually stored. The procedure PROCESS_DEDUCTIONS must be changed accordingly.

The complete Felsch strategy is described by the following procedure:

```
\(\operatorname{Procedure} \operatorname{FELSCH}(X, \mathcal{R}, \mathcal{U}, \mathcal{V} ; \mathcal{A})\);
(* A coset enumeration procedure. *)
Begin
    Let \(\mathcal{W}\) be the set of cyclic permutations of the elements of \(\mathcal{V}\);
    For \(x\) in \(X\) do let \(\mathcal{W}_{x}\) be the set of elements of \(\mathcal{W}\) which start with \(x\);
    \(n:=1 ; p[1]:=1 ; E:=\emptyset ;\) save \(:=\) true; Clear the deduction stack;
    For \(U\) in \(\mathcal{U}\) do begin
        TWO_SIDED_TRACE \((1, U\), true \()\); PROCESS_DEDUCTIONS
    End;
    \(\sigma:=1 ;\)
    While \(\sigma \leq n\) do begin
        If \(p[\sigma]=\sigma\) then
            For \(x\) in \(X\) do
                    If \(\sigma^{x}\) is not defined then begin
                    DEFINE \((\sigma, x)\); PROCESS_DEDUCTIONS;
                    If \(p[\sigma] \neq \sigma\) then break
                    End;
                \(\sigma:=\sigma+1\)
    End;
    STANDARDIZE
End.
```

To completely specify the operation of FELSCH, the order of the elements in each of the sets $\mathcal{W}_{x}$ must be given. Unless there is a statement to the contrary, the order used in the examples is obtained as follows: The elements of $\mathcal{V}$ are taken in the order given. For each $V$ in $\mathcal{V}$ the cyclic permutations of $V$ are formed by cyclicly permuting $V$ to the left one step at a time. This gives an order for $\mathcal{W}$, and the order for $\mathcal{W}_{x}$ is the one inherited from $\mathcal{W}$.

Let us follow FELSCH through the enumerations of Examples 2.1 and 2.2.
Example 3.1. Let $X=\{a, b\}^{ \pm}$and let $\mathcal{R}$ define the free group on $\{a, b\}$. Set $\mathcal{U}=\{U\}$ and $\mathcal{V}=\left\{V_{1}, V_{2}, V_{3}\right\}$, where $U=b, V_{1}=a^{3}, V_{2}=b^{4}$, and $V_{3}=$ $(a b)^{2}$. Then $\mathcal{W}=\left\{W_{1}, W_{2}, W_{3}, W_{4}\right\}$, where $W_{1}=V_{1}, W_{2}=V_{2}, W_{3}=V_{3}$, and $W_{4}=(b a)^{2}$. The first step in the enumeration is to make a full trace of $U$ at 1 . This gives

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 |  |  | 1 | 1 |

Now we call DEFINE $(1, a)$, which produces

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 |  |  | 1 |
| 2 |  | 1 |  |  |

The deductions $(1, a)$ and $\left(2, a^{-1}\right)$ are pushed onto the stack but no changes are made as the stack is cleared.

Next comes the call DEFINE ( $1, a^{-1}$ ). This makes the table

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 1 |
| 2 |  | 1 |  |  |
| 3 | 1 |  |  |  |

The deductions $\left(1, a^{-1}\right)$ and $(3, a)$ are pushed onto the stack, and then ( $3, a$ ) is popped off. The call TWO_SIDED_TRACE $\left(3, W_{1}\right)$ results in $\operatorname{JOIN}(2, a, 3)$. Tracing $W_{3}$ at 3 leads to $\operatorname{JOIN}(2, b, 3)$. No further changes occur as the stack is cleared. The table is now

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 1 |
| 2 | 3 | 1 | 3 |  |
| 3 | 1 | 2 |  | 2 |

Now DEFINE $\left(2, b^{-1}\right)$ extends the table to

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 1 |
| 2 | 3 | 1 | 3 | 4 |
| 3 | 1 | 2 |  | 2 |
| 4 |  |  | 2 |  |

This time PROCESS_DEDUCTIONS does not add any more edges, so DEFINE $(3, b)$ is called. This gives

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 1 |
| 2 | 3 | 1 | 3 | 4 |
| 3 | 1 | 2 | 5 | 2 |
| 4 |  |  | 2 |  |
| 5 |  |  |  | 3 |

Tracing $W_{2}$ at 3 leads to $\operatorname{JOIN}(5, b, 4)$ and tracing $W_{4}$ at 3 results in JOIN(5,a,4). Clearing the stack does not produce any more changes. At this point the table is

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 1 |
| 2 | 3 | 1 | 3 | 4 |
| 3 | 1 | 2 | 5 | 2 |
| 4 |  | 5 | 2 | 5 |
| 5 | 4 |  | 4 | 3 |

The next definition is $\operatorname{DEFINE}(4, a)$, which gives us

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 1 |
| 2 | 3 | 1 | 3 | 4 |
| 3 | 1 | 2 | 5 | 2 |
| 4 | 6 | 5 | 2 | 5 |
| 5 | 4 |  | 4 | 3 |
| 6 |  | 4 |  |  |

Tracing $W_{1}$ at 4 causes $\operatorname{JOIN}(6, a, 5)$. Then tracing $W_{3}$ at 4 results in $\operatorname{JOIN}(6, b, 6)$. The table is now complete, and no coincidences are produced as the remaining deductions on the stack are processed. The current table is

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 1 |
| 2 | 3 | 1 | 3 | 4 |
| 3 | 1 | 2 | 5 | 2 |
| 4 | 6 | 5 | 2 | 5 |
| 5 | 4 | 6 | 4 | 3 |
| 6 | 5 | 4 | 6 | 6 |

This table is standard, so the final standardization step does not modify the table. This table is the same one obtained in Example 2.1 using HLT.

Example 3.2. Let $X=\left\{x, y, y^{-1}\right\}$ and let $\mathcal{R}$ consist of the rules

$$
x^{2} \rightarrow \varepsilon, \quad y y^{-1} \rightarrow \varepsilon, \quad y^{-1} y \rightarrow \varepsilon .
$$

Suppose that $\mathcal{U}=\emptyset$ and $\mathcal{V}=\left\{V_{1}, V_{2}, V_{3}\right\}$, where $V_{1}=y^{3}, V_{2}=x y x y^{-1}$, and $V_{3}=(x y)^{7}$. Then $\mathcal{W}=\left\{W_{1}, \ldots, W_{7}\right\}$, where $W_{1}=V_{1}, W_{2}=V_{2}, W_{3}=$ $y x y^{-1} x, W_{4}=x y^{-1} x y, W_{5}=y^{-1} x y x, W_{6}=V_{3}$, and $W_{7}=(y x)^{7}$. After the first two calls to DEFINE, no modifications to the table result from the calls to PROCESS_DEDUCTIONS. At this point the table is

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 3 |  |
| 2 | 1 |  |  |
| 3 |  |  | 1 |

The next definition is made by $\operatorname{DEFINE}\left(1, y^{-1}\right)$, which sets $1^{y^{-1}}=4$ and $4^{y}=1$ and pushes $\left(1, y^{-1}\right)$ and ( $4, y$ ) onto the stack. Then ( $4, y$ ) is popped off the stack. The call TWO_SIDED_TRACE ( $4, W_{1}$, false) leads to $\operatorname{JOIN}(3, y, 4)$, which sets $3^{y}=4$ and $4^{y^{-1}}=3$. No further changes occur as the stack is cleared. The table is now

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 |
| 2 | 1 |  |  |
| 3 |  | 4 | 1 |
| 4 |  | 1 | 3 |

Next DEFINE $(2, y)$ makes $2^{y}=5$ and $5^{y^{-1}}=2$. Then TWO_SIDED_ $\operatorname{TRACE}\left(5, W_{5}\right.$, false $)$ results in $\operatorname{JOIN}(3, x, 5)$, which sets $3^{x}=5$ and $5^{x}=3$. These actions produce the following table:

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 |
| 2 | 1 | 5 |  |
| 3 | 5 | 4 | 1 |
| 4 |  | 1 | 3 |
| 5 | 3 |  | 2 |

At this point $\operatorname{DEFINE}\left(2, y^{-1}\right)$ defines $2^{y^{-1}}=6$ and $6^{y}=2$. Then TWO_SIDED_TRACE $\left(6, W_{1}\right.$, false) results in $\operatorname{JOIN}(5, y, 6)$, which makes $5^{y}=6$ and $6^{y^{-1}}=5$. After this, TWO_SIDED_TRACE $\left(6, W_{3}\right.$, false $)$ leads to $\operatorname{JOIN}(4, x, 6)$, which sets $4^{x}=6$ and $6^{x}=4$. The table is now complete.

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 |
| 2 | 1 | 5 | 6 |
| 3 | 5 | 4 | 1 |
| 4 | 6 | 1 | 3 |
| 5 | 3 | 6 | 2 |
| 6 | 4 | 2 | 5 |

The stack is not yet clear. The elements of $\mathcal{W}_{y}$ are still being traced at 6. The call TWO_SIDED_TRACE $\left(6, W_{7}\right.$, false $)$ causes 1 and 6 to be identified. The result is

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 |

which is consistent with Example 2.2.

In designing an implementation of the Felsch strategy, one should carefully consider the amount of memory to be reserved for the deduction stack. Experimental evidence suggests that the average size of the stack is quite small, although it can be large, especially after a massive collapse produced by COINCIDENCE. The idea of having the stack is that at any given moment there are usually only a few places where two-sided traces could lead to change, and these places should be recorded to save looking for them. However, if the stack has become very large, then there is really no need for the stack, and it may be more efficient to trace each element of $\mathcal{V}$ at each element of $\Sigma$ rather than invoke PROCESS_DEDUCTIONS to clear the stack.

The HLT strategy has its lookahead variation, and it should come as no surprise that the Felsch strategy has variations too. One proposed by G. Havas is called the small-gap strategy. Suppose we are executing the procedure FELSCH and TWO_SIDED_TRACE( $\sigma, W$, false) has been called by PROCESS_DEDUCTIONS. After the call to BACK_TRACE, the word $T$ measures the "gap" in the tracing of $W$ at $\sigma$. If $T$ is short in some sense, then it is reasonable to ask that the arguments in the next call to DEFINE be chosen so that this gap is shortened. Thus, as the stack is being cleared, we keep track of short gaps which are encountered. When the stack is empty and it is time to call DEFINE, then this is done in a way that shortens one or more of the listed gaps. Care should be exercised in implementing this approach. Followed strictly, it does not define a coset enumeration procedure in the sense of Section 5.1.

## Exercises

3.1. Does the procedure FELSCH work correctly if $\mathcal{V}$ contains elements of $X$ ?
3.2. Carry out the enumerations in Exercises 2.1 to 2.3 using FELSCH instead of HLT.
3.3. Suppose that memory for the coset table is limited. Prove that adding extra or redundant relations in a Felsch enumeration cannot hurt, in the sense that if the enumeration completed before the addition, it will complete after the addition. Show by example that adding extra relators can hurt in an HLT enumeration.

### 5.4 Standardizing strategies

In both HLT and FELSCH, the last step in the enumeration is standardization, the primary purpose of which is to make the output independent of the order chosen for the subgroup generators in $\mathcal{U}$ and the relators in $\mathcal{V}$. However, there are coset enumeration strategies in which partial standardization plays a central role and is performed throughout the procedure. This has the effect of making the operation of the procedure as a whole, not just the final output, less dependent on the order used for $\mathcal{U}$ and $\mathcal{V}$. It also sometimes results in better performance.

Standardization with respect to a length-plus-lexicographic ordering can be incorporated easily into HLT and FELSCH. Both procedures involve a loop of the following form:

```
\(\sigma:=1 ;\)
While \(\sigma \leq n\) do begin
    If \(p[\sigma]=\sigma\) then begin
    End;
    \(\sigma:=\sigma+1\)
End;
```

Suppose that during some iteration of this loop $p[\sigma]=\sigma$, so $\sigma$ is in $\Sigma$. Let $P$ be a word of minimal length such that $1^{P}=\sigma$, and suppose that $Q$ is a word such that $|Q|<|P|$. It may happen that $1^{Q}$ is not defined or that $1^{Q}>1^{P}$. In tracing an element $V$ of $\mathcal{V}$ at $\sigma$, we are trying to make sure that $\left[P V P^{-1}\right]$ is in the subgroup $H$ defined by the current automaton. It is plausible that it would be a good idea to add such elements with $|P|$ small before adding those with $|P|$ large. This can be arranged very easily by performing a partial standardization of the coset automaton within the basic loop. The corresponding strategies will be called the standardizing HLT and Felsch strategies, respectively.

The main loop of STANDARDIZE is also a loop over the states. To implement the standardizing strategies, we combine the main loop of STANDARDIZE with the main loop in HLT or FELSCH. The result has the following form:

```
\(\sigma:=1 ; \tau:=1 ;\)
While \(\sigma \leq n\) do Begin
    If \(p[\sigma]=\sigma\) then begin
        If \(p[\sigma]=\sigma\) then
            For \(x\) in \(X\) do begin
                \(\rho:=\sigma^{x} ;\)
                If \(\rho>\tau\) then begin
                    \(\tau:=\tau+1 ;\)
                    If \(\rho>\tau\) then \(\operatorname{SWITCH}(\rho, \tau)\)
                End
            End
        End;
        \(\sigma:=\sigma+1\)
End;
```

Table 5.4.1

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 5 | 4 | 2 | 7 |
| 2 | 3 |  | 6 | 1 |
| 3 |  | 2 |  | 4 |
| 4 | 1 | 5 | 3 |  |
| 5 | 4 | 1 | 8 |  |
| 6 |  |  | 7 | 2 |
| 7 |  | 8 | 1 | 6 |
| 8 | 7 |  |  | 5 |

Table 5.4.2

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 4 | 5 | 7 |
| 2 | 4 | 1 | 8 |  |
| 3 |  | 5 |  | 4 |
| 4 | 1 | 2 | 3 |  |
| 5 | 3 |  | 6 | 1 |
| 6 |  |  | 7 | 5 |
| 7 |  | 8 | 1 | 6 |
| 8 | 7 |  |  | 2 |

Table 5.4.3

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 1 | 8 |  |
| 3 | 1 | 2 | 7 |  |
| 4 | 7 |  | 6 | 1 |
| 5 |  | 8 | 1 | 6 |
| 6 |  |  | 5 | 4 |
| 7 |  | 4 |  | 3 |
| 8 | 5 |  |  | 2 |

The statements indicated by dots are the same as the statements in the body of the main loop of HLT or FELSCH.

Let us apply the standardizing HLT and Felsch strategies to a sample problem. Suppose that $X=\{a, b\}^{ \pm}, \mathcal{R}$ defines the free group on $\{a, b\}$, $\mathcal{U}=\{U\}$, and $\mathcal{V}=\left\{V_{1}, V_{2}, V_{3}\right\}$, where $U=b a b^{-1} a, V_{1}=a^{3}, V_{2}=b^{4}$, and $V_{3}=$ $(a b)^{2}$. The tracing of the elements of $\mathcal{U}$ is the same for all coset enumeration procedures. After the full trace of $U$ at 1 , the coset table is

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 |  | 4 | 2 |  |
| 2 | 3 |  |  | 1 |
| 3 |  | 2 |  | 4 |
| 4 | 1 |  | 3 |  |

At this point, the HLT and Felsch strategies diverge. Let us follow the standardizing HLT strategy first. After full traces of $V_{1}, V_{2}$, and $V_{3}$ at 1 , we have Table 5.4.1. Now we standardize the first row. First 2 and 5 are switched, giving Table 5.4.2. Then, in turn, the pairs 3 and 4, 4 and 5 , and 5 and 7 are switched. We now have Table 5.4.3.

Two-sided traces of the elements of $\mathcal{V}$ at 2 produce Table 5.4.4. To standardize the second row, we first switch 6 and 8 , and then 7 and 10. The result is Table 5.4.5.

Tracing the elements of $\mathcal{V}$ at 3 introduces two new states, 11 and 12 , but they are found to be coincident with previous states by the trace of $V_{3}$. To standardize row 3 we switch 8 and 10 . We now have Table 5.4.6.

Tracing the elements of $\mathcal{V}$ at 4 and standardizing the fourth row gives Table 5.4.7.

The traces at 5 introduce two new states. In many implementations, the state labels 11 and 12 would be reused. However, the version of DEFINE in Section 4.5 gives them new numbers, 13 and 14. The switch of 10 and 13 is needed to standardize the fifth row. The coset table is now Table 5.4.8.

Table 5.4.4

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| ---: | :---: | :---: | ---: | ---: |
| 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 1 | 8 | 10 |
| 3 | 1 | 2 | 7 |  |
| 4 | 7 |  | 6 | 1 |
| 5 |  | 8 | 1 | 6 |
| 6 |  |  | 5 | 4 |
| 7 | 10 | 4 |  | 3 |
| 8 | 5 |  | 9 | 2 |
| 9 |  |  | 10 | 8 |
| 10 |  | 7 | 2 | 9 |

Table 5.4.6

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| ---: | :---: | :---: | ---: | ---: |
| 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 1 | 6 | 7 |
| 3 | 1 | 2 | 8 | 8 |
| 4 | 8 |  | 10 | 1 |
| 5 |  | 6 | 1 | 10 |
| 6 | 5 |  | 9 | 2 |
| 7 |  | 8 | 2 | 9 |
| 8 | 7 | 4 | 3 | 3 |
| 9 |  |  | 7 | 6 |
| 10 |  |  | 5 | 4 |

Table 5.4.8

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 1 | 6 | 7 |
| 3 | 1 | 2 | 8 | 8 |
| 4 | 8 | 7 | 9 | 1 |
| 5 | 10 | 6 | 1 | 9 |
| 6 | 5 | 10 | 13 | 2 |
| 7 | 4 | 8 | 2 | 13 |
| 8 | 7 | 4 | 3 | 3 |
| 9 |  | 14 | 5 | 4 |
| 10 | 6 | 5 | 14 |  |
| 13 |  |  | 7 | 6 |
| 14 | 9 |  |  | 10 |

Table 5.4.5

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 1 | 6 | 7 |
| 3 | 1 | 2 | 10 |  |
| 4 | 10 |  | 8 | 1 |
| 5 |  | 6 | 1 | 8 |
| 6 | 5 |  | 9 | 2 |
| 7 |  | 10 | 2 | 9 |
| 8 |  |  | 5 | 4 |
| 9 |  |  | 7 | 6 |
| 10 | 7 | 4 |  | 3 |

Table 5.4.7

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| ---: | :---: | :---: | ---: | ---: |
| 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 1 | 6 | 7 |
| 3 | 1 | 2 | 8 | 8 |
| 4 | 8 | 7 | 9 | 1 |
| 5 |  | 6 | 1 | 9 |
| 6 | 5 |  | 10 | 2 |
| 7 | 4 | 8 | 2 | 10 |
| 8 | 7 | 4 | 3 | 3 |
| 9 |  |  | 5 | 4 |
| 10 |  |  | 7 | 6 |

Table 5.4.9

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 1 | 6 | 7 |
| 3 | 1 | 2 | 8 | 8 |
| 4 | 8 | 7 | 9 | 1 |
| 5 | 10 | 6 | 1 | 9 |
| 6 | 5 | 10 | 11 | 2 |
| 7 | 4 | 8 | 2 | 11 |
| 8 | 7 | 4 | 3 | 3 |
| 9 |  | 14 | 5 | 4 |
| 10 | 6 | 5 | 14 |  |
| 11 |  |  | 7 | 6 |
| 14 | 9 |  |  | 10 |

Table 5.4.10

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 1 | 6 | 7 |
| 3 | 1 | 2 | 8 | 8 |
| 4 | 8 | 7 | 9 | 1 |
| 5 | 10 | 6 | 1 | 9 |
| 6 | 5 | 10 | 11 | 2 |
| 7 | 4 | 8 | 2 | 11 |
| 8 | 7 | 4 | 3 | 3 |
| 9 | 11 | 12 | 5 | 4 |
| 10 | 6 | 5 | 12 |  |
| 11 | 12 | 9 | 7 | 6 |
| 12 | 9 | 11 |  | 10 |

Table 5.4.11

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 1 | 6 | 7 |
| 3 | 1 | 2 | 8 | 8 |
| 4 | 8 | 7 | 9 | 1 |
| 5 | 10 | 6 | 1 | 9 |
| 6 | 5 | 10 | 11 | 2 |
| 7 | 4 | 8 | 2 | 11 |
| 8 | 7 | 4 | 3 | 3 |
| 9 | 11 | 12 | 5 | 4 |
| 10 | 6 | 5 | 12 | 12 |
| 11 | 12 | 9 | 7 | 6 |
| 12 | 9 | 11 | 10 | 10 |

Traces at 6 produce no changes. To standardize the sixth row, we switch 11 and 13. This is done even though prior to the switch 11 is not in $\Sigma$. At this point we have Table 5.4.9.

Traces at 7 add two more edges. No further changes occur until the traces at 9 , which add two edges. Standardization of row 9 requires that 12 and 14 be switched. This produces Table 5.4.10.

Traces at 10 introduce two new states labeled 15 and 16 , but they are immediately found to be coincident with 10 and 12 , respectively. The table is now Table 5.4.11. No further changes occur.

Let us return to the point immediately after the trace of $U$ at 1 and follow the standardizing Felsch strategy through this enumeration. The trace of $U$ placed eight deductions on the stack. As these deductions are processed, two more edges are added. The table is now

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 |  | 4 | 2 |  |
| 2 | 3 |  |  | 1 |
| 3 |  | 2 | 4 | 4 |
| 4 | 1 |  | 3 | 3 |

After the definition of 5 as $1^{a}$, we find that $5^{a}=4$. Defining $1^{b^{-1}}=6$ does not lead to any new edges. Currently, we have Table 5.4.12. Standardizing the first row produces Table 5.4.13.

Defining $2^{b}$ to be 7 leads to two more edges as the stack is cleared. The definition of 8 as $2^{b^{-1}}$ yields four more edges. After the second row is standardized, we have Table 5.4.14.

The next definition is $4^{b}=9$ and this yields another pair of edges. The definition $10=5^{a}$ leads to $10^{a}=6$. No switches are needed to standardize either row 4 or row 5. At this point we have Table 5.4.15.

Table 5.4.12

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 5 | 4 | 2 | 6 |
| 2 | 3 |  |  | 1 |
| 3 |  | 2 | 4 | 4 |
| 4 | 1 | 5 | 3 | 3 |
| 5 | 4 | 1 |  |  |
| 6 |  |  | 1 |  |

Table 5.4.13

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 1 |  |  |
| 3 | 1 | 2 | 6 | 6 |
| 4 | 6 |  |  | 1 |
| 5 |  |  | 1 |  |
| 6 |  | 4 | 3 | 3 |

Table 5.4.14

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 1 | 6 | 7 |
| 3 | 1 | 2 | 8 | 8 |
| 4 | 8 | 7 |  | 1 |
| 5 |  | 6 | 1 |  |
| 6 | 5 |  |  | 2 |
| 7 | 4 | 8 | 2 |  |
| 8 | 7 | 4 | 3 | 3 |

Table 5.4.15

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 1 | 6 | 7 |
| 3 | 1 | 2 | 8 | 8 |
| 4 | 8 | 7 | 9 | 1 |
| 5 | 10 | 6 | 1 | 9 |
| 6 | 5 | 10 |  | 2 |
| 7 | 4 | 8 | 2 |  |
| 8 | 7 | 4 | 3 | 3 |
| 9 |  |  | 5 | 4 |
| 10 | 6 | 5 |  |  |

Table 5.4.16

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 1 | 6 | 7 |
| 3 | 1 | 2 | 8 | 8 |
| 4 | 8 | 7 | 9 | 1 |
| 5 | 10 | 6 | 1 | 9 |
| 6 | 5 | 10 | 11 | 2 |
| 7 | 4 | 8 | 2 | 11 |
| 8 | 7 | 4 | 3 | 3 |
| 9 | 11 | 12 | 5 | 4 |
| 10 | 6 | 5 | 12 | 12 |
| 11 | 12 | 9 | 7 | 6 |
| 12 | 9 | 11 | 10 | 10 |

The definitions $11=6^{b}$ and $12=9^{a^{-1}}$ produce enough additional edges to complete the table. No coincidences are found and the enumeration is finished. The final automaton is the same as the one obtained earlier, namely, Table 5.4.16.

In general, the table produced by one of the standardizing strategies is not completely standard. The states $\sigma$ are in order according to the first word $W$ such that $1^{W}=\sigma$, but $\Sigma$ may not consist of the integers from 1 to $|\Sigma|$. Thus a final standardizing pass may still be necessary. More examples using standardizing strategies are discussed in the next section.

## Exercises

4.1. Carry out the enumerations in Exercises 2.1 to 2.3 using the standardizing HLT and Felsch strategies.
4.2. Under what circumstances might it be useful to use a standardizing strategy based on a basic wreath-product ordering? Develop such strategies for both the HLT and Felsch approaches.

Table 5.5.1

| Number | Type | save | Standardize |
| :---: | :--- | :--- | :---: |
| 1 | HLT | false | No |
| 2 | HLT | false | Yes |
| 3 | HLT | true | No |
| 4 | HLT | true | Yes |
| 5 | CHLT | false | No |
| 6 | CHLT | false | Yes |
| 7 | CHLT | true | No |
| 8 | CHLT | true | Yes |
| 9 | Felsch | true | No |
| 10 | Felsch | true | Yes |

### 5.5 Ten versions

This section describes a procedure TEN_CE which implements ten different coset enumeration strategies. These ten have been chosen because they fit together nicely in a single procedure. There are many other strategies which have been investigated and found useful. However, space does not permit giving an exhaustive catalog. Comparing the ten versions of this section will provide a good introduction to the issues involved in choosing an enumeration procedure for a particular application.

A strategy is selected within TEN_CE by specifying three things: its type, the value of the boolean variable save, and whether or not standardization is to be used. The type can be Felsch, HLT, or CHLT. The acronym CHLT stands for "cyclic HLT". In strategies of this type, full twosided traces of all cyclic permutations of the elements of $\mathcal{V}$ are performed at the states in $\Sigma$. The set $\mathcal{W}$ of these cyclic permutations must be available for the Felsch strategies, so there is very little extra work needed to include the strategies of type CHLT.

The use of the deduction stack was introduced as part of the Felsch strategy. However, it can be used with HLT and CHLT strategies as well. Such combinations may be considered as alternatives to lookahead variations of the HLT strategy. The use of lookahead is controlled by the amount of memory available. An HLT strategy using the deduction stack will perform the same way with any amount of memory above the minimum needed for the enumeration to complete. This has considerable theoretical advantages as we attempt to analyze running times. Also, there can be practical advantages in enumerations which would require repeated lookahead phases.

There are three possible types and two possible values for save. However, with enumeration of the Felsch type, save must be true, so there are only five valid combinations. With each of these five, standardization may or may not be used. The ten strategies available in TEN_CE will be numbered from 1 to 10 as in Table 5.5.1.

In addition to the normal arguments of a coset enumeration procedure, TEN_CE has an input argument $m$ which specifies the strategy number.

Procedure TEN_CE $(X, \mathcal{R}, \mathcal{U}, \mathcal{V}, m ; \mathcal{A})$;
(* Ten coset enumeration procedures. The strategy used is determined by the value of $m . *$ )
Begin
Let $h l t$ be true if and only if $m$ is in $\{1,2,3,4\}$;
Let chlt be true if and only if $m$ is in $\{5,6,7,8\}$;
Let save be true if and only if $m$ is in $\{3,4,7,8,9,10\}$;
Let $s t n d$ be true if and only if $m$ is in $\{2,4,6,8,10\}$;
Let $\mathcal{W}$ be the set of cyclic permutations of the elements of $\mathcal{V}$;
For $x$ in $X$ do let $\mathcal{W}_{x}$ be the set of elements of $\mathcal{W}$ which start with $x$;
$n:=1 ; p[1]:=1 ; E:=\emptyset ;$
If save then clear the deduction stack;
For $U$ in $\mathcal{U}$ do begin
TWO_SIDED_TRACE ( $1, U$, true $)$;
If save then PROCESS_DEDUCTIONS
End;
If hlt then $\mathcal{D}:=\mathcal{V}$
Else if chlt then $\mathcal{D}:=\mathcal{W}$;
$\sigma:=1$;
If $\operatorname{stnd}$ then $\tau:=1$;
While $\sigma \leq n$ do begin
If $p[\sigma]=\sigma$ then begin
If hlt or chlt then
For $D$ in $\mathcal{D}$ do begin
TWO_SIDED_TRACE $(\sigma, D$, true);
If save then PROCESS_DEDUCTIONS;
If $p[\sigma] \neq \sigma$ then goto 99
End;
For $x$ in $X$ do
If $\sigma^{x}$ is not defined then begin
DEFINE $(\sigma, x)$;
If save then PROCESS_DEDUCTIONS;
If $p[\sigma] \neq \sigma$ then goto 99
End;
If $\operatorname{stn} d$ then
For $x$ in $X$ do begin
$\rho:=\sigma^{x} ;$
If $\rho>\tau$ then begin
$\tau:=\tau+1 ;$

$$
\begin{aligned}
& \text { If } \rho>\tau \text { then } \operatorname{SWITCH}(\rho, \tau) \\
& \text { End } \\
& \text { End } \\
& \text { End; } \quad(* \text { If } p[\sigma]=\sigma *)
\end{aligned}
$$

99: $\sigma:=\sigma+1$
End; (* While $\sigma \leq n *$ )
STANDARDIZE
End.

To completely determine the operation of TEN_CE, one must specify the order of the elements in $X, \mathcal{U}, \mathcal{V}$, and $\mathcal{W}$.

It is not a simple matter to decide how the ten strategies in TEN_CE should be compared and evaluated. Since we have not specified how the edge set $E$ is to be stored, we cannot talk in detail about running times. Moreover, giving a worst-case or average run-time analysis is currently beyond our ability. In fact, there is no common agreement on what a "random presentation" is, so we cannot even define the average running time.

About all we can do is to look at specific examples. But how should these examples be chosen? They could be generated randomly using some scheme for choosing sets of words. However, such presentations tend not to look like the ones that arise "naturally" in mathematics. In group presentations that arise in the course of research in group theory, topology, and other fields of mathematics, powers and commutators occur much more frequently than they do in randomly generated presentations. (See Section 9.1 for the definition of commutators.)

If we choose as our test problems various presentations which have appeared in the literature, then what will our comparisons mean? Do we have any confidence that observations made about these problems will be applicable to problems researchers may encounter in the future?

If an enumeration terminates, then we can record the total number of states used, which is the value of $n$ at the end, and the maximum number of states active at any one time. If these numbers are small, this is a favorable outcome. But suppose an enumeration does not terminate, either because the subgroup has infinite index or memory is exhausted before the index can be determined. Does it make any sense to say one strategy is better than another in such cases? Comparisons with strategies involving lookahead are even more difficult, since performance depends on the amount of memory available.

The preceding comments should make it clear that we shall not be able to study enough examples here to come to any firm conclusions about the relative performance of the ten strategies in TEN_CE. Nevertheless, a few examples will provide some useful insight. The performance quoted is for

Table 5.5.2

| Strategy | Total | Max. Active |
| :---: | :---: | :---: |
| 1 | 66 | 64 |
| 2 | 66 | 62 |
| 3 | 60 | 60 |
| 4 | 60 | 60 |
| 5 | 78 | 66 |
| 6 | 66 | 62 |
| 7 | 60 | 60 |
| 8 | 60 | 60 |
| 9 | 60 | 60 |
| 10 | 60 | 60 |

Table 5.5.3

| Strategy | Total | Max. Active |
| :---: | ---: | :---: |
| 1 | 1550 | 1502 |
| 2 | 1548 | 1458 |
| 3 | 673 | 673 |
| 4 | 393 | 393 |
| 5 | 1864 | 1808 |
| 6 | 1473 | 1413 |
| 7 | 620 | 620 |
| 8 | 592 | 590 |
| 9 | 588 | 588 |
| 10 | 588 | 588 |

one particular implementation of TEN_CE. Some variation is possible, depending on the order used for $X, \mathcal{U}, \mathcal{V}$, and $\mathcal{W}$. Most of the sample problems are taken from (Cannon et al. 1973). The first few have $\mathcal{U}=\emptyset$.

Example 5.1. Let us start with a simple enumeration. Suppose that $X=$ $\left\{x, y, y^{-1}\right\}$ and $\mathcal{R}$ consists of the rules

$$
x^{2} \rightarrow \varepsilon, \quad y y^{-1} \rightarrow \varepsilon, \quad y^{-1} y \rightarrow \varepsilon .
$$

Let $\mathcal{U}=\emptyset$ and let $\mathcal{V}=\left\{y^{3},(x y)^{5}\right\}$. If $N$ is the normal closure of the image of $\mathcal{V}$ in $F$, then $G=F / N$ has order 60 , and the map $x \mapsto(1,2)(3,4)$ and $y \mapsto(1)(2,3,5)(4)$ defines an isomorphism of $G$ with the alternating group $\operatorname{Alt}(5)$. Table 5.5 .2 summarizes the results of determining the order of $G$ using each of the ten strategies in TEN_CE. For each strategy the total number of states used and the maximum active at any one time are tabulated.

Example 5.2. Suppose that $X=\{r, s, t\}^{ \pm}$and $\mathcal{R}$ defines the free group on $\{r, s, t\}$. Let $\mathcal{U}=\emptyset$ and let $\mathcal{V}=\left\{t^{-1} r t r^{-2}, r^{-1} s r s^{-2}, s^{-1} t s t^{-2}\right\}$. In this case, $G=F / N$ is trivial. Table 5.5 .3 shows the results of verifying this using TEN_CE.

Example 5.3. The group $G_{k}=\operatorname{Grp}\left\langle x, y \mid x^{2}=y^{3}=(x y)^{7}=\left(x y x y^{-1}\right)^{k}=1\right\rangle$ is finite for $k \leq 8$. The orders of $G_{1}, \ldots, G_{8}$ are $1,1,1,168,1,1092,1092$, and 10752 , respectively. Table 5.5 .4 summarizes the performance of TEN_CE in determining the orders of $G_{k}, 4 \leq k \leq 8$. Here $X$ and $\mathcal{R}$ are as in Example 5.1, $\mathcal{U}=\emptyset$, and $\mathcal{V}=\left\{y^{3},(x y)^{7},\left(x y x y^{-1}\right)^{k}\right\}$. The two entries in the table for each strategy and each value of $k$ are the total number of states and the maximum number of active states.

Now let us look at some enumerations with $\mathcal{U} \neq \emptyset$.

Table 5.5.4

| Strategy | $k$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 4 | 5 | 6 | 7 | 8 |
|  | $292 / 208$ | $698 / 490$ | $2650 / 1514$ | $8746 / 6258$ | $128562 / 87254$ |
| 2 | $274 / 230$ | $730 / 562$ | $2234 / 1474$ | $4418 / 3674$ | $110902 / 80744$ |
| 3 | $168 / 168$ | $266 / 266$ | $1122 / 1092$ | $1960 / 1934$ | $32320 / 31678$ |
| 4 | $168 / 168$ | $310 / 310$ | $1120 / 1092$ | $2170 / 2150$ | $39528 / 38942$ |
| 5 | $324 / 228$ | $874 / 558$ | $3334 / 1808$ | $15326 / 7792$ | $178620 / 99632$ |
| 6 | $274 / 230$ | $730 / 562$ | $2234 / 1474$ | $4418 / 3675$ | $110902 / 80744$ |
| 7 | $168 / 168$ | $296 / 296$ | $1172 / 1092$ | $2748 / 2684$ | $31365 / 30108$ |
| 8 | $168 / 168$ | $316 / 316$ | $1120 / 1092$ | $2170 / 2150$ | $39534 / 38948$ |
| 9 | $168 / 168$ | $336 / 336$ | $1092 / 1092$ | $1644 / 1490$ | $39745 / 39745$ |
| 10 | $168 / 168$ | $336 / 336$ | $1092 / 1092$ | $1644 / 1490$ | $39745 / 39745$ |

Table 5.5.5

| Strategy | Total | Max. Active |
| :---: | :---: | :---: |
| 1 | 2635 | 2174 |
| 2 | 2662 | 2136 |
| 3 | 1212 | 1199 |
| 4 | 1492 | 1454 |
| 5 | 2619 | 2213 |
| 6 | 2027 | 1773 |
| 7 | 1284 | 1258 |
| 8 | 1518 | 1488 |
| 9 | 1306 | 1302 |
| 10 | 1306 | 1302 |

Example 5.4. The group $G=\operatorname{Grp}\left\langle a, b \mid a^{8}=b^{7}=(a b)^{2}=\left(a^{-1} b\right)^{3}=1\right\rangle$ has order 10752 and the subgroup $K$ generated by the images of $a^{2}$ and $a^{-1} b$ has index 448 in $G$. Table 5.5 .5 shows the results of computing $|G: K|$. Here $X=\{a, b\}^{ \pm}, \mathcal{R}$ defines the free group on $\{a, b\}, \mathcal{U}=\left\{a^{2}, a^{-1} b\right\}$, and $\mathcal{V}=$ $\left\{a^{8}, b^{7},(a b)^{2},\left(a^{-1} b\right)^{3}\right\}$.

Example 5.5. Let $n$ be an integer greater than 1 and let $B_{n}=\operatorname{Grp}\langle x, y|$ $\left.x^{n}=y, y^{n}=x\right\rangle$. In $B_{n}$,

$$
x^{n^{2}}=\left(x^{n}\right)^{n}=y^{n}=x .
$$

Clearly $B_{n}$ is generated by $x$, and therefore $B_{n}$ is cyclic of order dividing $n^{2}-$ 1. For $u$ in $\mathbb{Z}$, let $[u]$ denote the congruence class of $u$ modulo $n^{2}-1$. The map $x \mapsto[1]$ and $y \mapsto[n]$ defines a homomorphism of $B_{n}$ onto the additive group of integers modulo $n^{2}-1$. Therefore $\left|B_{n}\right|=n^{2}-1$.

Table 5.5.6

| Strategy | $n$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 10 | 12 | 14 | 15 | 16 |
|  | $170 / 163$ | $252 / 243$ | $350 / 339$ | $405 / 393$ | $464 / 451$ |
| 2 | $166 / 135$ | $247 / 198$ | $344 / 273$ | $401 / 316$ | $457 / 360$ |
| 3 | $99 / 99$ | $143 / 143$ | $195 / 195$ | $224 / 224$ | $255 / 255$ |
| 4 | $99 / 99$ | $143 / 143$ | $195 / 195$ | $224 / 224$ | $255 / 255$ |
| 5 | $99 / 99$ | $143 / 143$ | $195 / 195$ | $224 / 224$ | $255 / 255$ |
| 6 | $99 / 99$ | $143 / 143$ | $195 / 195$ | $224 / 224$ | $255 / 255$ |
| 7 | $99 / 99$ | $143 / 143$ | $195 / 195$ | $224 / 224$ | $255 / 255$ |
| 8 | $99 / 99$ | $143 / 143$ | $195 / 159$ | $224 / 224$ | $255 / 255$ |
| 9 | $406 / 243$ | $1205 / 729$ | $3597 / 2187$ | $6393 / 4374$ | $10768 / 6561$ |
| 10 | $406 / 243$ | $1205 / 729$ | $3597 / 2187$ | $6393 / 4374$ | $10768 / 6561$ |

Table 5.5.7

| Strategy | Total | Max. Active |
| :---: | ---: | :---: |
| 1 | 1204 | 575 |
| 2 | 72742 | 43242 |
| 3 | 272 | 257 |
| 4 | 288 | 255 |
| 5 | 255 | 255 |
| 6 | 255 | 255 |
| 7 | 255 | 255 |
| 8 | 255 | 255 |
| 9 | 10768 | 6561 |
| 10 | 10768 | 6561 |

Table 5.5.8

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| ---: | ---: | ---: | :---: | :---: |
| 1 | 10 | 6 | 7 | 2 |
| 2 | 3 |  | 1 |  |
| 3 | 4 | 2 |  |  |
| 4 | 5 | 3 |  |  |
| 5 | 6 | 4 |  |  |
| 6 | 1 | 5 |  |  |
| 7 |  |  | 8 | 1 |
| 8 |  |  | 9 | 7 |
| 9 |  |  | 10 | 8 |
| 10 |  | 1 |  | 9 |

Using the strategies in TEN_CE to confirm the order for particular values of $n$ provides some interesting results. Let $X=\{x, y\}^{ \pm}$, let $\mathcal{R}$ define the free group on $\{x, y\}$, let $\mathcal{U}=\emptyset$, and let $\mathcal{V}=\left\{x^{n} y^{-1}, y^{n} x^{-1}\right\}$. Table 5.5.6 shows the statistics on total states used and maximum number of active states for selected values of $n$.

The statistics depend on the choice of the words in $\mathcal{V}$. If we replace the words by cyclic permutations, we get different results. For example, suppose that $n=16$ and $\mathcal{V}=\left\{x^{8} y^{-1} x^{8}, y^{8} x^{-1} y^{8}\right\}$, then the statistics are as shown in Table 5.5.7.

All of the results tabulated here were obtained using the ordering on $\mathcal{W}$ described in Section 5.3. With different orderings of $\mathcal{W}$, some of the CHLT strategies can define redundant states. For example, suppose that $n=4$ and we are following strategy 5 . If we first trace $y^{-1} x^{4}$ at 1 and then trace $y^{4} x^{-1}$, the coset table is as shown in Table 5.5.8. If we now trace $x y^{-1} x^{3}$ at 1 , then states 4 and 9 are identified.

It is not hard to show that the number of states used by strategies 9 and 10 to find the order of $B_{n}$ is exponential in $n$. The number of states used by strategies 6 and 8 is bounded above by a cubic polynomial in $n$, no matter what ordering $\mathcal{W}$ is chosen. The proofs of these statements and further investigation of the asymptotic behavior of strategies 1 to 10 on this family of examples are left as exercises.

## Exercises

5.1. Suppose that TEN_CE is run with $\mathcal{U}=\emptyset$. Show that strategies 9 and 10 are identical.
5.2. Suppose that $|X| \geq 3, \mathcal{U}=\emptyset$, and every element of $\mathcal{V}$ has length at least $r$. Prove that the execution time for TEN_CE using either strategy 9 or 10 is bounded below by an exponential function of $r$. (If termination does not occur, then the execution time is considered to be infinite.) Conclude that Felsch strategies are not a good choice for presentations like $\mathcal{B}_{n}$.
*5.3. Let $\mathcal{A}$ be a complete coset automaton with respect to $\mathcal{R}$ such that $K(\mathcal{A})$ is normal in $F=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$. Given two states $\sigma$ and $\tau$ of $\mathcal{A}$ and a word $W$, the state $\sigma^{W}$ is equal to $\sigma$ if and only if $\tau^{W}$ is equal to $\tau$. Suppose memory is limited and a coset enumeration with $\mathcal{U}=\emptyset$ terminates unsuccessfully, returning an incomplete coset automaton $\mathcal{B}$. Is it possible that there are states $\sigma$ and $\tau$ of $\mathcal{B}$ and a word $W$ such that $\sigma^{W}=\sigma$ but that a two-sided trace of $W$ at $\tau$ would lead to a coincidence? How hard would it be to test for the existence of such a triple $(\sigma, \tau, W)$ ?

### 5.6 Low-index subgroups

Let $G$ be a group given by a finite presentation. One of the first things we would like to know about $G$ is whether or not $G$ is trivial. If $G$ is trivial, then it is possible to verify this using coset enumeration or the Knuth-Bendix procedure. However, there is no algorithmic way to verify nontriviality. In particular cases, one can show that $G$ is nontrivial by exhibiting a nontrivial homomorphic image of $G$. This is normally done by producing elements in some well understood group which satisfy the defining relations of $G$ and are not all trivial. Chapter 11 discusses methods for finding nontrivial solvable quotients of $G$. (See Section 9.2 for the definition of a solvable group.) This section may be viewed as describing methods for finding nontrivial finite permutation groups which are homomorphic images of $G$.

If there is a nontrivial permutation group $M$ on a finite set $\Omega$ such that $M$ is a homomorphic image of $G$, then $M$ has an orbit $\Gamma$ of size greater than 1 and the permutation group induced on $\Gamma$ by $M$ is a nontrivial homomorphic image of $M$ and hence also a nontrivial homomorphic image of $G$. Thus, if our goal is to show that $G$ is nontrivial, we may assume that $M$ is transitive on $\Omega$. In this case, $M$ is determined up to permutation isomorphism by the conjugacy class of the subgroups $G_{\alpha}$, where $\alpha$ is in $\Omega$ and $G_{\alpha}$ is the set of elements in $G$ whose images in $M$ fix $\alpha$. The index of $G_{\alpha}$ in $G$ is $|\Omega|$. Thus the problem of deciding whether such an $M$ exists with $|\Omega|$ not exceeding some bound $n$ is equivalent to deciding whether $G$ has any proper subgroups of index not exceeding $n$.

Let us assume that $G$ is given as $F / N$, where $F$ is the free product of cyclic groups defined by a classical niladic rewriting system $\mathcal{R}$ and $N$ is the normal closure of the image in $F$ of a finite set $\mathcal{V}$ of cyclically reduced words in $X^{*}$. Given a reduction ordering $\prec$ on $X^{*}$, subgroups of finite index in $G$ are in one-to-one correspondence with the finite, standard, complete coset automata with respect to $\mathcal{R}$ which are compatible with $\mathcal{V}$. In Section 4.9 we learned how to generate the standard, complete coset automata which have at most a given number $n$ of states. If we test each of these automata for compatibility with $\mathcal{V}$, then the automata which pass describe the subgroups $K$ of $G$ with $|G: K| \leq n$. It is likely that very few of the tests will be successful. Therefore it is reasonable to try to incorporate compatibility with $\mathcal{V}$ some way into the backtrack criteria. The set of subgroups of $G$ with index at most $n$ is closed under conjugation. Thus it suffices to find one representative from each conjugacy class of subgroups. In some applications we may not be interested in all subgroups of $G$ with small index, but only those which contain a given finitely generated subgroup.

In this section we shall consider the following problem: Let $\mathcal{U}$ and $\mathcal{V}$ be finite subsets of $X^{*}$ and let $G$ be the group $F / N$, where $N$ is the normal closure of the image of $\mathcal{V}$ in $F$. We shall assume that the elements of $\mathcal{U}$ are reduced and the elements of $\mathcal{V}$ are cyclically reduced. Given a positive integer $n$, find subgroups $H_{1}, \ldots, H_{s}$ of $G$ such that each $H_{i}$ contains the image of $\mathcal{U}$ in $G,\left|G: H_{i}\right| \leq n$, and if $H$ is any subgroup of $G$ containing the image of $\mathcal{U}$ and having index at most $n$, then $H$ is conjugate to exactly one of the $H_{i}$.

The techniques currently available to solve this problem are limited. The best we can hope for in general is to produce a solution when $n$ and $|X|$ are fairly small. For this reason, the methods of this section are usually referred to as the low-index subgroup algorithm. Continued research is needed and the procedures described here should be viewed as models for further investigation.

Fix a reduction ordering $\prec$ on $X^{*}$. We shall have a solution to our problem if we can list the standard, complete coset automata $\mathcal{A}=$ ( $\Sigma, X, E,\{1\},\{1\}$ ) with respect to $\mathcal{R}$ satisfying the following conditions:
(i) $\mathcal{A}$ has at most $n$ states.
(ii) $\mathcal{A}$ is compatible with $\mathcal{V}$.
(iii) $1^{U}=1$ in $\mathcal{A}$ for all $U$ in $\mathcal{U}$.
(iv) Let $\sigma$ be a state in $\mathcal{A}$ such that $\sigma^{U}=\sigma$ for all $U$ in $\mathcal{U}$ and let $\mathcal{A}_{\sigma}=$ $(\Sigma, X, E,\{\sigma\},\{\sigma\})$. Then the $\mathcal{A}$ is the same as or precedes the standard coset automaton isomorphic to $\mathcal{A}_{\sigma}$.

The subgroups of $G$ corresponding to the subgroups $K(\mathcal{A})$ of $F$ defined by the automata $\mathcal{A}$ satisfying conditions (i) to (iv) give us our solution. The
low-index subgroup procedure lists the transition matrices for the coset automata satisfying these conditions.

The simplest low-index procedure is obtained by adding conditions (ii) to (iv) above to the backtrack criteria in the search described in Section 4.9 for representatives of the conjugacy classes in $F$ of subgroups of index at most $n$. Whenever a pair of edges is added to the current automaton, a check is made to see whether there is a state $\sigma$ and an element $V$ of $\mathcal{V}$ such that $\sigma^{V}$ is defined and unequal to $\sigma$, or whether there is a word $U$ in $\mathcal{U}$ such that $1^{U}$ is defined and unequal to 1 . Condition (iv) is tested by a modification of the technique described in Section 4.9. For example, if $\prec$ is a length-plus-lexicographic ordering, then the loop

For $i:=2$ to $m$ do begin

End;
in FIRST_CONJ is changed to
For $i:=2$ to $m$ do
If $i^{U}=i$ for all $U$ in $\mathcal{U}$ then begin

End;
Unfortunately, this straightforward approach is not efficient enough to be of much use. To get a practical procedure, we need to incorporate ideas from coset enumeration, such as the deduction stack and two-sided traces. Also, if $\mathcal{V}$ contains a very long word $V$, then $\sigma^{V}$ may almost never be defined except when the automaton is complete. To avoid wasting time in fruitless traces, it is probably a good idea to divide $\mathcal{V}$ into two sets, $\mathcal{V}_{1}$ and $\mathcal{V}_{2}$. The set $\mathcal{V}_{1}$ contains the shorter words, and compatibility with $\mathcal{V}_{1}$ is made part of the backtrack criteria. Compatibility with $\mathcal{V}_{2}$ is checked only when the table is complete as a filter on the output.

Suppose that $W$ is a cyclic permutation of an element of $\mathcal{V}_{1}$ and $\sigma$ is a state in the current automaton. It might happen that a partial two-sided trace of $W$ at $\sigma$ would lead to JOIN being called to add a new edge. If the current set of edges is part of a solution to our problem, then the new edge must be part of that same solution. Thus we should add the edge immediately. Adding this edge may make it possible to deduce further edges with other partial two-sided traces. If a two-sided trace would lead to a call to COINCIDENCE, then no way of extending the current edge set could produce an automaton which is compatible with $\mathcal{V}_{1}$. We can also perform partial two-sided traces of the elements of $\mathcal{U}$ at 1 to see if any further edges are forced or incompatibilities are found.

As in Section 4.9, let $x_{1}, \ldots, x_{r}$ be the elements of $X$ in $\prec$-order, let $\mathcal{V}_{1}$, $\mathcal{V}_{2}$, and $\mathcal{U}$ be given, and let $n$ be an upper bound for the index of subgroups being sought. The root of our search tree is the 1-by- $r$ incomplete transition matrix all of whose entries are '?'. Suppose $T$ is an $m$-by- $r$ transition matrix which is a node in the tree. If all entries of $T$ are positive integers, then we check whether the corresponding automaton $\mathcal{A}$ is compatible with $\mathcal{V}_{2}$. If $\mathcal{A}$ is compatible with $\mathcal{V}_{2}$, then $T$ is one of the transition matrices we are looking for. If $\mathcal{A}$ is not compatible with $\mathcal{V}_{2}$, then $T$ is not one of the desired matrices and $T$ has no descendants in the search tree. Now suppose that $T$ has at least one entry which is '?'. There is a word $W$ such that $1^{W}$ is unspecified. Let $W$ be the first such word. Then $W=U x_{i}$ where $\sigma=1^{U}$ is defined. Let $x_{i}^{-1}$ be $x_{j}$ and let $D$ be the set of indices $\tau$ such that $T[\tau, j]$ is equal to '?'. If $m<n$, then add $m+1$ to $D$. For each $k$ in $D$ we carry out the following steps:
$S:=T ;$
$S[\sigma, i]:=k ;$ Push ( $\sigma, x_{i}$ ) onto the deduction stack;
If $k=m+1$ then add a $k$-th row to $S$ consisting of all question marks;
If $(k, j) \neq(\sigma, i)$ then begin
$S[k, j]:=\sigma$; Push $\left(k, x_{j}\right)$ onto the deduction stack
End;
While the deduction stack is not empty do begin
Process deductions as in the Felsch strategy of coset enumeration by performing partial two-sided traces of elements of $\mathcal{V}_{1}$;
If further deductions are found then make the corresponding entries in $S$;
If at any time a coincidence is discovered then abandon processing of this value of $k$;
Perform partial two-sided traces of the elements of $\mathcal{U}$ at 1 abandoning this value of $k$ if a coincidence is found and adding any deductions discovered to the deduction stack
End;
Perform the first in conjugacy class check as discussed above;
If $S$ passes the check then $S$ is a descendant of $T$ in the search tree;
The search procedure just outlined will be referred to as LOW_INDEX. The output from LOW_INDEX depends only on $\mathcal{V}_{1} \cup \mathcal{V}_{2}$. However, the running time will depend on the division of the words between the two sets $\mathcal{V}_{1}$ and $\mathcal{V}_{2}$. In a given case, it is difficult to predict which division of the relators will yield the fastest execution time.

Example 6.1. Suppose we have the following data: $X=\{x, y\}^{ \pm}, \prec$ is the length-plus-lexicographic ordering with $x \prec x^{-1} \prec y \prec y^{-1}, \mathcal{R}$ defines the free
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group on $\{x, y\}, \mathcal{V}=\mathcal{V}_{1}=\left\{x^{3}, y^{3},(x y)^{2}\right\}, \mathcal{V}_{2}=\mathcal{U}=\emptyset$, and $n=4$. Figure 5.6 .1 shows the entire search tree.

Let us verify the determination of descendants at some of the nodes of this tree. If $T$ is $\left[\begin{array}{lll}1 & 1 & 2\end{array}\right]$ setting $S[1,4]$ equal to 2 leads to an incompatibility with the relator $y^{3}$. If $k=3$, then a two-sided trace of $y^{3}$ at 1 leads to the deductions $2^{y}=3$ and $3^{y^{-1}}=2$. Then tracing $(x y)^{2}$ at 1 produces the deductions $2^{x}=3$ and $3^{x^{-1}}=2$. Thus $T$ has exactly one descendant, as shown.

Now suppose that $T$ is

$$
\left[\begin{array}{llll}
2 & 3 & ? & ? \\
3 & 1 & ? & ? \\
1 & 2 & ? & ?
\end{array}\right]
$$

In this case, $W=y$ and $D=\{1,2,3,4\}$. With $k=1$, a two-sided trace of $(x y)^{2}$ yields the deductions $2^{y}=3$ and $3^{y^{-1}}=2$. Taking $k=2$ results in the deduction $3^{y}=3$. But now the first in conjugacy class test fails, since changing the initial state to 3 and standardizing produces a transition matrix whose first row is $\left[\begin{array}{llll}2 & 3 & 1 & 1\end{array}\right]$, and any such matrix precedes $S$. No further deductions are made when $k=3$ or $k=4$.

Finally, suppose that $T$ is

$$
\left[\begin{array}{llll}
2 & 3 & 1 & 1 \\
3 & 1 & 3 & ? \\
1 & 2 & ? & 2
\end{array}\right]
$$

Here $W=x y^{-1}$ and $D=\{3,4\}$. If $k=3$, then an incompatibility with $y^{3}$ is found. When we take $k=4$, we get the deductions $3^{y}=4$ and $4^{y^{-1}}=3$ from $y^{3}$ and then $4^{x}=4$ from $(x y)^{2}$. But now the first in conjugacy-class test fails, since changing the initial state to 4 and standardizing leads to a matrix whose first row is $\left[\begin{array}{llll}1 & 1 & 2 & 3\end{array}\right]$.

Example 6.2. Let $X=\left\{a, b, b^{-1}\right\}$, let $\mathcal{R}$ consist of the rules

$$
a^{2} \rightarrow \varepsilon, \quad b b^{-1} \rightarrow \varepsilon, \quad b^{-1} b \rightarrow \varepsilon
$$

and let $\prec$ be the length-plus-lexicographic ordering with $a \prec b \prec b^{-1}$. Set $\mathcal{U}=\left\{a b a b^{-1}\right\}, \mathcal{V}=\left\{b^{3},(a b)^{7}\right\}$, and $n=10$. The following transition matrices are produced by LOW_INDEX.

$$
\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right],\left[\begin{array}{lll}
1 & 2 & 3 \\
2 & 3 & 1 \\
4 & 1 & 2 \\
3 & 5 & 6 \\
5 & 6 & 4 \\
7 & 4 & 5 \\
6 & 7 & 7
\end{array}\right], \quad\left[\begin{array}{lll}
1 & 2 & 3 \\
2 & 3 & 1 \\
4 & 1 & 2 \\
3 & 5 & 6 \\
7 & 6 & 4 \\
6 & 4 & 5 \\
5 & 7 & 7
\end{array}\right] .
$$

Therefore $\operatorname{Grp}\left\langle a, b \mid a^{2}=b^{3}=(a b)^{7}=1\right\rangle$ has only two conjugacy classes of proper subgroups of index at most 10 which contain a conjugate of the element $a b a b^{-1}$. With $\mathcal{V}_{1}=\mathcal{V}$, the search tree has 24 nodes.

There are several ideas used in LOW_INDEX which come from coset enumeration. It is possible to use coset enumeration even more in an effort to prune the search tree further. Sometimes this is effective, but it may happen that the extra time required per node of the search tree is not offset by the fact that fewer nodes are examined.

Example 6.3. Suppose that we are asked to study the group $G=$ $\operatorname{Grp}\left\langle r, s, t \mid t^{-1} r t=r^{2}, r^{-1} s r=s^{2}, s^{-1} t s=t^{2}\right\rangle$ of Example 5.2, but we are not told that the group is trivial. A reasonable first step would be to look for subgroups of small index in $G$. Let $X=\{r, s, t\}^{ \pm}$, let $\mathcal{R}$ define the
free group on $\{r, s, t\}$, let $\prec$ be the length-plus-lexicographic ordering with $r \prec r^{-1} \prec s \prec s^{-1} \prec t \prec t^{-1}$, let $\mathcal{V}_{1}=\left\{t^{-1} r t r^{-2}, r^{-1} s r s^{-2}, s^{-1} t s t^{-2}\right\}$, and let $\mathcal{V}_{2}=\mathcal{U}=\emptyset$. With $n=8$, LOW_INDEX examines a search tree with 548 nodes and reports finding only $G$. With $n=12$, the tree has 8179 nodes. At this point the running times are beginning to be noticeable. A coset enumeration of the trivial subgroup in $G$ shows that $|G|=1$, so trying larger values of $n$ is clearly a waste of time.

Coset enumeration can be used at any node of the search tree being examined by LOW_INDEX. One takes the current automaton to be the result of tracing the subgroup generators and proceeds with any enumeration strategy using $\mathcal{V}$ as the set of relators. Let $\Sigma$ denote the set of states at the start of the enumeration. If the enumeration produces a coincidence among states in $\Sigma$, then the current node can be abandoned. If no coincidence is encountered, then the enumeration is interrupted at some point and the search resumed with the restriction to $\Sigma$ of the coset automaton produced by the enumeration. Unfortunately, we do not have good heuristics on how long to let the enumeration run as we look for a coincidence among the states in $\Sigma$ or for more edges connecting two of these states.

As implemented in LOW_INDEX, the conjugacy testing is not as efficient as it could be. Let $\mathcal{A}$ be an automaton representing a node in the search tree and let $\mathcal{B}$ be an immediate descendant of $\mathcal{A}$. Every state of $\mathcal{A}$ is a state of $\mathcal{B}$. Suppose that $\sigma$ is a state in $\mathcal{A}$ such that $\sigma^{U}=\sigma$ for all $U$ in $\mathcal{U}$. If the conjugacy testing in $\mathcal{A}$ showed that the standard coset table corresponding to $\mathcal{A}(\sigma)$ comes after $\mathcal{A}$, then the standard coset table corresponding to $\mathcal{B}(\sigma)$ comes after $\mathcal{B}$, so no conjugacy testing at $\sigma$ is necessary in $\mathcal{B}$.

Even with all the extensions discussed so far, the low-index subgroup algorithm can be defeated fairly easily. In (Havas \& Kovács 1984), some computations are described in which it was necessary to locate subgroups of index 13 in two groups, each of which was defined by a presentation on three generators with two relators of length roughly 50 . Only by using detailed information about the groups available from other considerations was it possible to find the desired subgroups.

Up to now we have used length-plus-lexicographic orderings with LOW_INDEX. However, sometimes other orderings produce more efficient searches.

Example 6.4. Let $H=\operatorname{Grp}\left\langle a, b \mid a^{11}=b^{5}=b a b^{-1} a^{-3}=1\right\rangle$. It is easy to see that $H$ is finite and has order 55. By Sylow's theorem there are only two conjugacy classes of proper, nontrivial subgroups in $H$. Thus there are four classes altogether, consisting of subgroups of index $1,5,11$, and 55 . Let $X=$ $\{a, b\}^{ \pm}$, let $\mathcal{R}$ define the free group on $\{a, b\}$, let $\mathcal{V}_{1}=\left\{a^{11}, b^{5}, b a b^{-1} a^{-3}\right\}$, let
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$\mathcal{V}_{2}=\mathcal{U}=\emptyset$, and let $n=11$. If we take $\prec$ to be the length-plus-lexicographic ordering with $a \prec a^{-1} \prec b \prec b^{-1}$, then the LOW_INDEX search tree has 244 nodes. However, if $\prec$ is the basic wreath product ordering with the same restriction to $X$, then the tree has only 18 nodes. Let us look at this tree. There are only two descendants of the root. They are

$$
\left[\begin{array}{llll}
1 & 1 & ? & ?
\end{array}\right], \quad\left[\begin{array}{llll}
2 & ? & ? & ? \\
? & 1 & ? & ?
\end{array}\right]
$$

The subtree rooted at [ $\left.11 \begin{array}{ll}1 & ?\end{array}\right]$ is shown in Figure 5.6.2.
The only descendant of $\left[\begin{array}{ll}2 & ? \\ ? & 1\end{array}\right) ? ?$

$$
\left[\begin{array}{llll}
2 & ? & ? & ? \\
3 & 1 & ? & ? \\
? & 2 & ? & ?
\end{array}\right]
$$

The only descendant of this is

$$
\left[\begin{array}{llll}
2 & ? & ? & ? \\
3 & 1 & ? & ? \\
4 & 2 & ? & ? \\
? & 3 & ? & ?
\end{array}\right]
$$

We continue in this way with each node having only one descendant until we reach

$$
\left[\begin{array}{cccc}
2 & 11 & 1 & 1 \\
3 & 1 & 5 & 4 \\
4 & 2 & 9 & 7 \\
5 & 3 & 2 & 10 \\
6 & 4 & 6 & 2 \\
7 & 5 & 10 & 5 \\
8 & 6 & 3 & 8 \\
9 & 7 & 7 & 11 \\
10 & 8 & 11 & 3 \\
11 & 9 & 4 & 6 \\
1 & 10 & 8 & 9
\end{array}\right] .
$$

The reason that the wreath-product ordering produces a much smaller search tree is that with this ordering an orbit of Grp $\langle a\rangle$ is completed before the next image under $b$ is considered. Since $a$ has order 11, orbits of Grp $\langle a\rangle$ have length 1 or 11 . Thus there are very few possibilities for the action of $a$. Given $a$ on a union of orbits of $\operatorname{Grp}\langle a\rangle$, the possibilities for $b$ are very restricted.

The phenomenon observed in Example 6.4 is even more apparent in the following example.

Example 6.5. The group $\operatorname{Grp}\langle a, b, c| a^{11}=b^{5}=c^{4}=(a c)^{3}=c^{-1} b c b^{-2}=$ $\left.b a b^{-1} a^{-3}=1\right\rangle$ is the first Mathieu simple group $M_{11}$ of order 7920, which contains the group $H$ of Example 6.4. In $M_{11}$ there are three conjugacy classes of subgroups of index at most 12. These subgroups have index 1, 11, and 12. Let $X=\{a, b, c\}^{ \pm}$, let $\mathcal{R}$ define the free group on $\{a, b, c\}$, let $\mathcal{V}=\mathcal{V}_{1}$ consist of the six relators for $M_{11}$, let $\mathcal{U}=\emptyset$, and let $n=12$. If we take $\prec$ to be the basic wreath product ordering with $a \prec a^{-1} \prec b \prec b^{-1} \prec c \prec c^{-1}$, then the search tree has 54 nodes. However, if $\prec$ is the length-plus-lexicographic ordering with the same restriction to $X$, then the tree has 82928 nodes. (This number can be reduced using coset enumeration, as discussed earlier.)

The reason for the superiority of the wreath-product ordering is that it allows orbits of $H$ to be built up completely before images under $c$ are considered. Since $H$ has very few permutation representations and when the procedure is working on an orbit of $H$ it uses the efficient search of Example 6.4, the entire search tree is quite small.

Sometimes, when a systematic search for subgroups of small index in a finitely presented group fails to turn up any proper subgroups, the following probabilistic procedure is able to find such a subgroup. We start by enumerating as many cosets of the trivial subgroup as we can conveniently manage. Then two states are chosen at random, and the coincidence routine is called to force them to represent the same coset. This has the effect of adding a random element to the subgroup whose cosets are being enumerated. The enumeration is then resumed until either termination occurs or space is again used up. In the latter case, another random coincidence is made and the process repeated. It is likely that, when a subgroup of finite index is found, the subgroup is the whole group. To find proper subgroups of finite index, it may be necessary to repeat the entire procedure a number of times, making different choices for the coincidences in each run.

## Exercises

6.1. Use LOW_INDEX to find the conjugacy classes of subgroups of index at most 4 in $\left\langle x, y \mid x^{3}=y^{3}=(x y)^{3}=1\right\rangle$.
6.2. Find representatives for the conjugacy classes of subgroups $H$ of index at most 4 in $\left\langle a, b \mid a^{4}=b^{4}=(a b)^{3}=1\right\rangle$ such that $H$ contains a conjugate of $a b$.
6.3. Let $X, \mathcal{R}, \mathcal{U}, \mathcal{V}$, and $G$ be as defined at the beginning of this section, and let $H$ be the subgroup of $G$ generated by the image of $\mathcal{U}$. How should LOW_INDEX be modified to construct representatives for the conjugacy classes under the action of $N_{G}(H)$ of the subgroups of $G$ which contain $H$ and have index at most $n$ ?
6.4. Devise a way of using the technique of Knuth described in Section 1.8 to estimate the size of the search tree to be examined by LOW_INDEX.

### 5.7 Other applications

Coset enumeration and ideas related to it have a number of applications. The low-index subgroup procedure of Section 5.6 is one important application. This section sketches three more. In the first, we are given a finitely presented group $G$ and a finite, complete coset automaton $\mathcal{A}$ which is compatible with the defining relations of $G$, so that $K(\mathcal{A})$ describes a subgroup $H$ of $G$ with finite index. We are asked to find a "small" generating set for $H$.

Example 7.1. Let $X=\{x, y\}^{ \pm}$, let $\mathcal{R}$ be the classical niladic rewriting system defining the free group on $\{x, y\}$, and let $G=F / N$, where $N$ is the normal

Table 5.7.1

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 3 | 4 |
| 2 | 3 | 1 | 5 | 6 |
| 3 | 1 | 2 | 4 | 1 |
| 4 | 7 | 8 | 1 | 3 |
| 5 | 9 | 6 | 6 | 2 |
| 6 | 5 | 9 | 2 | 5 |
| 7 | 8 | 4 | 9 | 8 |
| 8 | 4 | 7 | 7 | 9 |
| 9 | 6 | 5 | 8 | 7 |

closure in $F$ of the image of $\mathcal{V}=\left\{x^{3}, y^{3},(x y)^{3}\right\}$. The coset automaton $\mathcal{A}=(\Sigma, X, E,\{1\},\{1\})$ defined by Table 5.7 .1 is compatible with $\mathcal{V}$. Thus $K(\mathcal{A})$ contains $N$ and $K(\mathcal{A}) / N$ is a subgroup $H$ of $G$ of index 9. By Proposition 3.7 in Chapter $4, K(\mathcal{A})$ is generated as a group by $1+9(2-1)=$ 10 Schreier generators, and the images of these generators in $G$ generate $H$. However, it is plausible that $H$ can be generated by considerably fewer than 10 elements.

In general, we are given $X$, a classical niladic rewriting system $\mathcal{R}$ on $X^{*}$, a finite set $\mathcal{V}$ of cyclically reduced words, and a finite, complete coset automaton $\mathcal{A}$ which is compatible with $\mathcal{V}$. It is useful to assume that $\mathcal{A}$ is standard. Let $F$ be the free product of cyclic groups defined by $X$ and $\mathcal{R}$ and let $G=F / N$, where $N$ is the normal closure of the image of $\mathcal{V}$ in $F$. Our goal is to find as small a generating set as we can for $H=K(\mathcal{A}) / N$.

There is no algorithm which can be guaranteed to find a generating set for $H$ of minimal cardinality. We can always take the set of Schreier generators, but that set is usually too large to work with conveniently. If we work a little harder, often we can find smaller generating sets, but we must always consider the possibility that with just a little more effort we could reduce the number of generators even further. The procedure to be described returns a subset of the Schreier generators. It is quite possible that by considering more general elements one could find a smaller generating set.

Let CE be a standardizing Felsch coset enumeration procedure which has been modified to allow the user to specify a fifth input argument $M$, the maximum number of active states to be allowed. If more than $M$ states are needed at some point to continue the enumeration, then the procedure halts, reports its failure, and returns the current coset table, which we shall assume is standard. Let $n$ be the number of states in $\mathcal{A}$ and let $M$ be any integer not less than $n$. Fix an ordering of $X$. Let $\mathcal{U}$ be the set of words found so far which define elements of $H$. Initially, $\mathcal{U}$ is the empty set. We call $\mathrm{CE}(X, \mathcal{R}, \mathcal{U}, \mathcal{V}, M ; \mathcal{B})$. Since $K(\mathcal{B})$ is a subgroup of $K(\mathcal{A})$, the number of states of $\mathcal{B}$ is at least $n$. If $\mathcal{B}$ is complete and has exactly $n$ states, then

Table 5.7.2

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| ---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 5 |
| 2 | 3 | 1 | 6 | 7 |
| 3 | 1 | 2 | 8 | 9 |
| 4 | 10 |  | 5 | 1 |
| 5 |  |  | 1 | 4 |
| 6 |  |  | 7 | 2 |
| 7 |  |  | 2 | 6 |
| 8 |  |  | 9 | 3 |
| 9 |  |  | 3 | 8 |
| 10 |  | 4 |  |  |

Table 5.7.3

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 3 | 3 | 4 |
| 2 | 3 | 1 | 5 | 6 |
| 3 | 1 | 2 | 4 | 1 |
| 4 | 7 | 8 | 1 | 3 |
| 5 | 9 | 10 | 6 | 2 |
| 6 |  |  | 2 | 5 |
| 7 | 8 | 4 |  |  |
| 8 | 4 | 7 |  |  |
| 9 | 10 | 5 | 8 |  |
| 10 | 5 | 9 |  |  |

$\mathcal{B}$ is $\mathcal{A}$ and $\mathcal{U}$ defines a set of generators for $H$. Otherwise, let $(\sigma, x)$ be the lexicographically first pair such that either $\sigma^{x}$ is not defined in $\mathcal{B}$ or $\sigma^{x}$ is defined in $\mathcal{B}$ but has a different value from its value in $\mathcal{A}$. Let $U$ be the first word in the length-plus-lexicographic ordering of $X^{*}$ such that $1^{U}=\sigma$ in $\mathcal{A}$. Then $1^{U}=\sigma$ in $\mathcal{B}$. (Why?) Let $V$ be the first word such that $1^{V}=\sigma^{x}$ in $\mathcal{A}$ and set $W=U x V^{-1}$. Add $W$ to $\mathcal{U}$ and redo the enumeration.

We shall refer to the procedure just defined as GENERATORS. There are many questions which remain to be considered. Does GENERATORS always terminate? Do we have to use a Felsch coset enumeration procedure? Does it have to be a standardizing procedure? The elements of $\mathcal{U}$ are traced in CE in a particular order. Does it make any difference when the new element $W$ is traced on the next iteration? Finding the answers to these questions will be left as an exercise. To make the task a little easier, we shall describe the operation of GENERATORS with the data of Example 7.1.

Let us take $M=10$. Normally one would take $M$ somewhat larger in comparison to $n$, but the coset tables would take too much space if we did that here. Initially $\mathcal{U}$ is empty. The enumeration produces an automaton $\mathcal{B}$ with the coset table as in Table 5.7.2. The first place that $\mathcal{A}$ and $\mathcal{B}$ differ is in the value of $1^{y}$, which is 3 in $\mathcal{A}$ and 4 in $\mathcal{B}$. Since $3=1^{x^{-1}}$ in $\mathcal{A}$, the new generator $W$ is $y\left(x^{-1}\right)^{-1}=y x$.

The preceding description says to redo the enumeration with $\mathcal{U}=\{y x\}$. A careful implementation would simply force the coincidence of 4 and 3 in $\mathcal{B}$ and resume the enumeration. In either case, the new table for $\mathcal{B}$ is Table 5.7.3. Now the first place at which $\mathcal{A}$ and $\mathcal{B}$ differ is in the value of $5^{x^{-1}}$. Since in $\mathcal{A}$ we have $5^{x^{-1}}=6,1^{x y}=5$, and $1^{x y^{-1}}=6$, our next generator is $W=x y x^{-1} y x^{-1}$, and we add $W$ to $\mathcal{U}$. After the next enumeration, $\mathcal{B}$ agrees with $\mathcal{A}$. Thus $H$ is generated by two elements, the images of $y x$ and $x y x^{-1} y x^{-1}$.

The idea behind GENERATORS can be used to look for a small set of words whose normal closure is a given normal subgroup $N$ of finite index in $F$. This time we assume that $\mathcal{A}$ is a finite, standard, complete coset au-
tomaton such that $N=K(\mathcal{A})$ is normal in $F$. To find a set $\mathcal{V}$ of words such that $N$ is the normal closure of the image of $\mathcal{V}$, we initialize $\mathcal{V}$ to the empty set and choose an integer $M$ greater than or equal to the index of $N$ in $F$. We then iterate the following steps. First we call $\operatorname{CE}(X, \mathcal{R}, \emptyset, \mathcal{V}, M ; \mathcal{B})$. If $\mathcal{B}$ agrees with $\mathcal{A}$, then we are done. If $\mathcal{B}$ is not the same as $\mathcal{A}$, then we find the first place where they differ and construct a word $W$ as in GENERATORS. However, now before we add $W$ to $\mathcal{V}$ and loop, we cyclically reduce $W$. Let us call this procedure NORMAL_GENS.

In Section 6.4, various techniques for simplifying presentations are discussed. One of these techniques is based on NORMAL_GENS. Other approaches use Tietze transformations or the Knuth-Bendix procedure.

The last application of coset enumeration will be to the problem of determining the order of a finite permutation group defined by a set of generators. The approach to be described here is called the Schreier-ToddCoxeter method, and was first described in (Leon 1980b). Suppose that $X$ is a set of permutations on $\Omega=\{1, \ldots, n\}$ and $X$ is closed under taking inverses. Let $G$ be the group generated by $X$. We shall also think of $X$ as a set of "abstract generators" and consider the classical niladic rewriting system $\mathcal{R}$ consisting of all rules of the form $x x^{-1} \rightarrow \varepsilon$ with $x$ in $X$. Let $Y$ be the subset of $X$ consisting of those permutations which fix 1 and let $H$ be the subgroup of $G$ generated by $Y$. We assume by induction on the degree that we know the order of $H$ and a presentation $(Y, \mathcal{S})$ for $H$ in terms of the generators in $Y$. Moreover, we assume that, given a permutation $f$ of $\Omega$ which fixes 1 , we can decide whether $f$ is in $H$ and, if it is, express $f$ as a word in $Y^{*}$.

Now let $\Gamma$ be the orbit of $G$ containing 1. The order of $G$ is $|\Gamma|\left|G_{1}\right|$ and $H$ is contained in $G_{1}$. Thus if we could show that $|G: H|=|\Gamma|$, we would know that $H=G_{1}$ and $|G|=|\Gamma||H|$. Let $\mathcal{A}_{0}$ be the coset automaton $(\Gamma, X, E,\{1\},\{1\})$, where $E$ is the set of triples $\left(\gamma, x, \gamma^{x}\right)$ with $\gamma$ in $\Gamma$ and $x$ in $X$, and let $\mathcal{A}$ be the standard automaton isomorphic to $\mathcal{A}_{0}$. Let $\mathcal{T}$ be the set of relators currently known to be satisfied by the permutations in $X$. Initially $\mathcal{T}$ is $\mathcal{S}$. Choose an integer $M \geq|\Gamma|$ and execute $\operatorname{CE}(X, \mathcal{R}, Y, \mathcal{T}, M ; \mathcal{B})$. The number of states of $\mathcal{B}$ will be at least $|\Gamma|$. If $\mathcal{A}$ and $\mathcal{B}$ agree, then we know the order of $G$. If $\mathcal{A}$ and $\mathcal{B}$ do not agree, then we can find a word $W$ as before which describes a Schreier generator of $K(\mathcal{A})$ which is not in $K(\mathcal{B})$. If we consider the terms of $W$ to be permutations on $\Omega$, then we can multiply these permutations together to get a permutation $f$ which fixes 1 . If $f$ is in $H$, then we can express $f$ as a word $U$ in $Y^{*}$. In this case, we add $W U^{-1}$ to $\mathcal{T}$ and repeat the enumeration. If $f$ is not in $H$, then we must add $f$ and $f^{-1}$ to $X$ and $Y$ and then redetermine $H$. When we come back to the problem of deciding whether or not $|G: H|$ is $|\Gamma|$, we can retain the relations in $\mathcal{T}$. Eventually we shall have added enough Schreier generators to $Y$ so that $H$ is $G_{1}$, and we shall have found enough relators satisfied by the elements of $X$ to prove
by coset enumeration that $H=G_{1}$. At that point we shall know the order of $G$.

All of the applications discussed in this section involve performing a coset enumeration, which may be unsuccessful, examining the output of the enumeration, and then performing a closely related enumeration. To obtain efficiency, it is useful to have implementations of coset enumeration which can be stopped and then resumed with slightly modified data, such as an additional subgroup generator, an additional relator, or more memory for the coset automaton. The design of such a "restartable" coset enumeration procedure depends greatly on the strategy adopted and on the data structure used to represent edges.

## Exercises

7.1. Let $G=\left\langle x, y \mid x^{3}=y^{3}=(x y)^{3}=1\right\rangle$. The permutations $x=(1,2,3)(4,7,8)(5,6,9)$ and $y=(1)(2,4,5)(3,6,7)(8)(9)$ satisfy the defining relations for $G$. Thus there is a homomorphism from $G$ onto the group generated by these permutations. Let $H$ be the subgroup of $G$ consisting of those elements whose images fix 1. Find a small set of words in $\{x, y\}^{ \pm *}$ which defines a generating set for $H$.
7.2. The permutations $a=(1,2,6,3)(4,9,5,10)(7,11,8,12)(13,16,14,15)$ and $b=(1,4,6,5)$ $(2,7,3,8)(9,13,10,14)(11,15,12,16)$ generate a group $P$ of order 16. Find a presentation for $P$ in terms of $a$ and $b$.

### 5.8 A comparison with the Knuth-Bendix procedure

So far in this chapter we have considered only the Todd-Coxeter approach to coset enumeration. However, in Section 4.10 it was pointed out that KnuthBendix techniques can also be used to compute important-coset automata. It is time to take a look at the possibility of using the Knuth-Bendix procedure to do coset enumeration. This section discusses a nontrivial example in which the Knuth-Bendix approach is superior to the other available coset enumeration methods.

In Examples 5.2 and 6.3 we studied the group $G=\operatorname{Grp}\langle r, s, t| t^{-1} r t r^{-2}=$ $\left.r^{-1} s r s^{-2}=s^{-1} t s t^{-2}=1\right\rangle$ and showed that $G$ is trivial. This presentation was first studied in (Higman 1951). B. H. Neumann used this presentation to construct an infinite set of presentations for the trivial group. Let

$$
R_{1}=t^{-1} r t r^{-2}, \quad S_{1}=r^{-1} s r s^{-2}, \quad T_{1}=s^{-1} t s t^{-2}
$$

The second presentation in the set is obtained by substituting $R_{1}, S_{1}$, and $T_{1}$ for $r, s$, and $t$ in $R_{1}, S_{1}$, and $T_{1}$. This gives

$$
\begin{aligned}
R_{2} & =T_{1}^{-1} R_{1} T_{1} R_{1}^{-2}=t^{2} s^{-1} t^{-1} s t^{-1} r t r^{-2} s^{-1} t s t^{-2} r^{2} t^{-1} r^{-1} t r^{2} t^{-1} r^{-1} t \\
S_{2} & =R_{1}^{-1} S_{1} R_{1} S_{1}^{-2}=r^{2} t^{-1} r^{-1} t r^{-1} s r s^{-2} t^{-1} r t r^{-2} s^{2} r^{-1} s^{-1} r s^{2} r^{-1} s^{-1} r \\
T_{2} & =S_{1}^{-1} T_{1} S_{1} T_{1}^{-2}=s^{2} r^{-1} s^{-1} r s^{-1} t s t^{-2} r^{-1} s r s^{-2} t^{2} s^{-1} t^{-1} s t^{2} s^{-1} t^{-1} s
\end{aligned}
$$

In $G_{2}=\operatorname{Grp}\left\langle r, s, t \mid R_{2}=S_{2}=T_{2}=1\right\rangle$, the elements defined by $R_{1}, S_{1}$, and $T_{1}$ are trivial by the computations in Example 5.2. But then by the same computations, $G_{2}$ is trivial. More complicated presentations of the trivial subgroup can be generated by repeating this construction.

In attempting to enumerate the cosets of the trivial subgroup in $G_{2}$, each of the coset enumeration procedures available in TEN_CE defines more than 100,000 states without finding a single coincidence. It is not known how much memory is necessary to allow one of these procedures to show that $G_{2}$ is trivial. However, a slightly modified version of KBS_2 is able to prove this result fairly easily. The modification referred to is the addition of a fourth input argument $m$, which is a positive integer, and the replacement of the statement

Push $\left(A Q_{j}, Q_{i} C\right)$ onto the stack
in OVERLAP_2 by the statement

$$
\text { If }|A|+|B|+|C| \leq m \text { then push }\left(A Q_{j}, Q_{i} C\right) \text { onto the stack }
$$

Thus $m$ sets a bound on the length of the overlaps $A B C$ which are to be processed.

Let $X=\{r, s, t\}^{ \pm}$and let $\mathcal{R}$ define the free group on $\{r, x, t\}$. Let $\prec$ be the length-plus-lexicographic ordering of $X^{*}$ with $r \prec r^{-1} \prec s \prec s^{-1} \prec t \prec t^{-1}$ and let $\mathcal{S}$ consist of the rules in $\mathcal{R}$ together with the rules

$$
R_{2} \rightarrow \varepsilon, \quad S_{2} \rightarrow \varepsilon, \quad T_{2} \rightarrow \varepsilon
$$

After KBS_2 $(X, \prec, \mathcal{S}, 26 ; \mathcal{T})$, the rewriting system $\mathcal{T}$ consists of the six rules

$$
r \rightarrow \varepsilon, \quad r^{-1} \rightarrow \varepsilon, \quad s \rightarrow \varepsilon, \quad s^{-1} \rightarrow \varepsilon, \quad t \rightarrow \varepsilon, \quad t^{-1} \rightarrow \varepsilon
$$

Because overlaps are not processed if they have length greater than 26, a great deal of information is thrown away. Despite this, the procedure is able to conclude that $G_{2}$ is trivial. During the computation, 8388 rules are generated, with a maximum of 2522 active at one time. Since the left and right sides of these rules have lengths at most 26 , the total length of the active rules never exceeds $2522 \cdot 52=131144$. Thus 150,000 bytes is enough to store the active rules. In order to get a good execution time, additional memory must be used for an index structure. Even with an index, the total amount of memory used is well under a megabyte. This is much better than any known traditional coset enumeration procedure.

In examples like this one, where the final answer is small but long words are involved at intermediate stages of the verification, the use of the KnuthBendix procedure should be considered seriously.

## Exercises

8.1. As described in this chapter, the Todd-Coxeter approach to coset enumeration appears to be associated with length-plus-lexicographic orderings on free monoids. Are there useful Todd-Coxeter coset enumeration procedures which make use of other reduction orderings, such as wreath product orderings?
8.2. We have seen that the Knuth-Bendix procedure can be used to perform coset enumeration. It is also possible to use coset enumeration to construct confluent rewriting systems. Suppose that $\mathcal{A}$ is a finite, standard, complete coset automaton with respect to $\mathcal{R}$ such that $K(\mathcal{A})$ is normal in $F=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$. Show how to construct a reduced, confluent rewriting system which defines $F / K(\mathcal{A})$.

### 5.9 Historical notes

Coset enumeration as a formal procedure originated with (Todd \& Coxeter 1936). However, there are arguments in Chapter XIII of [Dickson 1958], originally published in 1901, which have the feel of coset enumerations. The first efforts to produce a computer implementation of coset enumeration were by Haselgrove in 1953, but computer memories were too small at that time for useful results to be obtained. More information about early implementations can be found in (Leech 1963). Important papers in the development of the HLT strategy are (Trotter 1964), (Cannon et al. 1973), and (Leon 1980b). The Felsch strategy was proposed in (H. Felsch 1961). The paper (Atkinson 1981) was the first to suggest special treatment for generators of finite order greater than 2.

In connection with the study of finite simple groups one sometimes encounters a coset enumeration of a very special type. The group is $G=$ $\operatorname{Grp}\langle X \mid \mathcal{R}\rangle$ and the subgroup whose cosets are to be enumerated is generated by $X-\{z\}$ for some element $z$ of $X$. Moreover, the relations in $\mathcal{R}$ which do not involve $z$ define a finite group $H$ and we know how to compute efficiently in $H$ with elements and subgroups, for example, because we know a faithful permutation representation of $H$ of small degree. Finally, among the relations involving $z$ are some which show that $z$ normalizes a large subgroup of (the image of) $H$. Given all this information, it is possible to define a specialized coset enumeration procedure called enumeration of double cosets. One version of this procedure is described in (Linton 1991a).

An implementation of the low-index subgroup procedure was developed by the author during the period 1964-5. This program emphasized the use of coset enumeration in a manner similar to the procedure GENERATORS of Section 5.7. Independently, students of Joachim Neubüser developed a somewhat different approach. Conversations on this topic took place at the Oxford conference of 1967. The work of Neubüser's students reported in (Dietze \& Schaps 1974) placed emphasis on the backtrack search approach. Procedures analogous to coset enumeration can be defined whenever one has a class of algebraic structures for which there are free objects. If $G$ is a group and $K$ is a field, then the class of $G$-modules defined over $K$ has free
objects. An analogue of the low-index subgroup procedure can be used to determine, for a finitely presented group $G$, all $G$-modules of dimension not exceeding a prescribed bound over a given finite field. An implementation of this technique is discussed in (Linton 1991b).

## The Reidemeister-Schreier procedure

In Proposition 3.5 of Chapter 4, we proved that subgroups of finite index in finitely generated groups are finitely generated. In this chapter we shall give a constructive proof that subgroups of finite index in finitely presented groups are finitely presented. The algorithm developed as part of the proof is the last of the major tools available for studying subgroups of finitely presented groups. This algorithm is usually referred to as the ReidemeisterSchreier procedure.

Let $G$ be a group given by a presentation and let $H$ be a subgroup of $G$. In order to obtain a presentation for $H$, we need to determine some additional information about $H$ and the way $H$ is embedded in $G$. Section 6.1 describes the data needed, demonstrates how to get the presentation from that data, and shows how to derive the data in a special case. Section 6.2 gives some examples showing how to derive the data in the general case using coset enumeration. Section 6.3 formalizes the procedure. The initial presentations of subgroups are often unpleasant. Section 6.4 discusses ways of simplifying these presentations.

### 6.1 Presentations of subgroups

For the time being we shall work with monoid presentations. Let $G=$ $\operatorname{Mon}\langle X \mid S\rangle$ and assume that $G$ is a group. The image in $G$ of a word $U$ in $X^{*}$ will be denoted $[U]$, and $\equiv$ will be the congruence on $X^{*}$ generated by $\mathcal{S}$. Let $H$ be a subgroup of $G$. Our goal is to find a set $Y$ and a subset $\mathcal{T}$ of $Y^{*} \times Y^{*}$ such that $H$ is isomorphic to $\operatorname{Mon}\langle Y \mid \mathcal{T}\rangle$. Eventually we shall assume that $X$ and $\mathcal{S}$ are finite and that $H$ has finite index in $G$. In this case we shall want $Y$ and $\mathcal{T}$ to be finite.

Suppose that $Y$ is a set and $g: Y^{*} \rightarrow X^{*}$ is a monoid homomorphism. We can define a monoid homomorphism $h: Y^{*} \rightarrow G$ by $h(A)=[g(A)]$. Let us assume that $h$ maps $Y^{*}$ onto $H$. To save a little space as we construct a presentation for $H$ relative to $h$ we shall write $\langle A\rangle$ for $g(A)$ if $A$ is in $Y^{*}$.

The cosets of $H$ in $G$ are described by the Schreier automaton $\mathcal{A}_{s}$ for $G$ relative to $H$. However, we shall need more information than is contained in $\mathcal{A}_{s}$. Let $\mathcal{A}=(\Sigma, X, E,\{\alpha\},\{\alpha\})$ be any automaton isomorphic to $\mathcal{A}_{s}$. Then $H=\left\{[U] \mid U \in X^{*}, \alpha^{U}=\alpha\right\}$. For each $\sigma$ in $\Sigma$ let $W_{\sigma}$ be a word in $X^{*}$ such that $\alpha^{W_{\sigma}}=\sigma$. The elements $\left[W_{\sigma}\right]$ with $\sigma$ in $\Sigma$ form a set of right coset representatives for $H$ in $G$. We shall always assume that $W_{\alpha}=\varepsilon$. If $(\sigma, x, \tau)$ is in $E$, then $H\left[W_{\sigma} x\right]=H\left[W_{\tau}\right]$, so $\left[W_{\sigma} x\right]\left[W_{\tau}\right]^{-1}$ is in $H$. By our assumption concerning $g$, there is a word $P$ in $Y^{*}$ such that $[\langle P\rangle]=\left[W_{\sigma} x\right]\left[W_{\tau}\right]^{-1}$, or, equivalently, $W_{\sigma} x \equiv\langle P\rangle W_{\tau}$. The word $P$ is not unique. For each edge $(\sigma, x, \tau)$ in $E$ choose one such $P$ and let $D$ be the set of quadruples $(\sigma, x, P, \tau)$ so obtained. The quintuple $\mathcal{E}=(\Sigma, X, Y, D,\{\alpha\})$ will be called an extended Schreier automaton for $G$ relative to $g$ and the choice of the words $W_{\sigma}$. An element $e=(\sigma, x, P, \tau)$ in $D$ will still be called an edge. The generator $x$ is the primary label of $e$, and $P$ is the secondary label. A path in $\mathcal{E}$ now has two signatures: the primary signature, which is the product of the primary labels on the edges of the path, and the secondary signature, which is the product of the secondary labels. For any word $U$ in $X^{*}$ and any $\sigma$ in $\Sigma$, there is a unique path $Q$ in $\mathcal{E}$ which starts at $\sigma$ and has $U$ as its primary signature. The secondary signature of $Q$ will be denoted $P(\sigma, U)$. The endpoint of $Q$ will continue to be written $\sigma^{U}$. If $(\sigma, x, P, \tau)$ is in $D$, then $P=P(\sigma, x)$.

Proposition 1.1. Suppose that $\sigma$ is in $\Sigma$ and $U$ and $V$ are in $X^{*}$. Let $\tau=\sigma^{U}$. Then $P(\sigma, U V)=P(\sigma, U) P(\tau, V)$ and $W_{\sigma} U \equiv\langle P(\sigma, U)\rangle W_{\tau}$.

Proof. The first equation simply says that the secondary signature of the concatenation of two paths is the product of the signatures. Suppose that $U=x_{1} \ldots x_{s}$ with each $x_{i}$ in $X$. Let the path from $\sigma$ to $\tau$ with primary signature $U$ consist of the edges $\left(\sigma_{i-1}, x_{i}, P_{i}, \sigma_{i}\right), 1 \leq i \leq s$. Thus $\sigma_{0}=\sigma$, $\sigma_{s}=\tau$, and $P(\sigma, U)=P_{1} \ldots P_{s}$. Then

$$
\begin{aligned}
W_{\sigma} U & =W_{\sigma_{0}} x_{1} \ldots x_{s} \equiv\left\langle P_{1}\right\rangle W_{\sigma_{1}} x_{2} \ldots x_{s} \equiv\left\langle P_{1}\right\rangle\left\langle P_{2}\right\rangle W_{\sigma_{2}} x_{3} \ldots x_{s} \\
& \equiv\left\langle P_{1}\right\rangle \ldots\left\langle P_{s}\right\rangle W_{\sigma_{s}}=\left\langle P_{1} \ldots P_{s}\right\rangle W_{\tau}=\langle P(\sigma, U)\rangle W_{\tau} .
\end{aligned}
$$

An extended Schreier automaton $\mathcal{E}=(\Sigma, X, Y, D,\{\alpha\})$ has an extended transition table. As with ordinary transition tables, the rows are indexed by $\Sigma$ and the columns by $X$. The entry in row $\sigma$ and column $x$ contains $P(\sigma, x)$ followed by $\sigma^{x}$, normally written without separators or delimiters. If $P(\sigma, x)=\varepsilon$, then the entry consists of $\sigma^{x}$ alone. (The term "extended transition table" is used rather than "extended coset table" because at this point we are not assuming that $\mathcal{S}$ contains a classical niladic rewriting system.)

Example 1.1. Probably the simplest possible extended tables occur when $H=G, Y=X$, and $g$ is the identity map. If $\Sigma=\{1\}$, then for each $x$ in $X$ we can take $P(1, x)$ to be $x$. For example, if $X=\{x, y, z\}$, then the following is an extended transition table:

|  | $x$ | $y$ | $z$ |
| :---: | :---: | :---: | :---: |
| 1 | $x 1$ | $y 1$ | $z 1$ |

Example 1.2. Suppose that $G$ is a finite cyclic group generated by an element $x$ of order divisible by 3 and $H$ is the unique subgroup of $G$ of index 3. Let $X=\left\{x, x^{-1}\right\}, Y=\left\{y, y^{-1}\right\}, g(y)=x^{3}$, and $g\left(y^{-1}\right)=x^{-3}$. If $\Sigma=\{1,2,3\}$ and $\alpha=1$, then an extended table for $G$ relative to $g$ and the choice $W_{1}=\varepsilon$, $W_{2}=x, W_{3}=x^{2}$ is

|  | $x$ | $x^{-1}$ |
| ---: | ---: | ---: |
| 1 | 2 | $y^{-1} 3$ |
| 2 | 3 | 1 |
| 3 | $y 1$ | 2 |

To check the $(3, x)$-entry, we note that $\left[W_{3} x\right]=\left[x^{2} x\right]=\left[x^{3}\right]=\left[\langle y\rangle W_{1}\right]$. If $W_{3}$ is changed to $x^{-1}$, then one possible extended transition table is

|  | $x$ | $x^{-1}$ |
| ---: | ---: | ---: |
| 1 | 2 | 3 |
| 2 | $y 3$ | 1 |
| 3 | 1 | $y^{-1} 2$ |

Let $\mathcal{E}=(\Sigma, X, Y, D,\{\alpha\})$ be an extended Schreier automaton for $G$ relative to $g$ and a choice of coset representatives. Suppose that $U$ and $V$ are words in $X^{*}$ such that $U \equiv V$ and suppose that $\sigma$ is in $\Sigma$. Then $[U]=[V]$, so $\sigma^{U}=\sigma^{V}=\tau$, say. Then

$$
\langle P(\sigma, U)\rangle W_{\tau} \equiv W_{\sigma} U \equiv W_{\sigma} V \equiv\langle P(\sigma, V)\rangle W_{\tau}
$$

Since $G$ is a group, this implies that $\langle P(\sigma, U)\rangle \equiv\langle P(\sigma, V)\rangle$. Thus the relation $P(\sigma, U)=P(\sigma, V)$ holds in $H$ with respect to the homomorphism $h$.

Now suppose that $y$ is in $Y$. Then $\langle y\rangle$ defines an element of $H$, so $\alpha^{\langle y\rangle}=\alpha$. Therefore

$$
\langle y\rangle=W_{\alpha}\langle y\rangle \equiv\langle P(\alpha,\langle y\rangle)\rangle W_{\alpha}=\langle P(\alpha,\langle y\rangle)\rangle .
$$

Hence the relation $y=P(\alpha,\langle y\rangle)$ also holds in $H$ with respect to $h$.
Let $\mathcal{T}_{1}$ be the subset of $Y^{*} \times Y^{*}$ consisting of the pairs ( $P(\sigma, S), P(\sigma, T)$ ), where $\sigma$ ranges over $\Sigma$ and $(S, T)$ ranges over $\mathcal{S}$. Let $\mathcal{T}_{2}$ be the set of pairs
$(y, P(\alpha,\langle y\rangle))$ with $y$ in $Y$. Set $\mathcal{T}=\mathcal{T}_{1} \cup \mathcal{T}_{2}$ and let $\approx$ be the congruence on $Y^{*}$ generated by $\mathcal{T}$.

Proposition 1.2. The pair $(Y, \mathcal{T})$ is a monoid presentation for $H$ relative to $h$.

Proof. Let $Q$ and $R$ be words in $Y^{*}$. We want to show that $[\langle Q\rangle]=[\langle R\rangle]$ if and only if $Q \approx R$. But $[\langle Q\rangle]=[\langle R\rangle]$ if and only if $\langle Q\rangle \equiv\langle R\rangle$. Thus we need to prove that $\langle Q\rangle \equiv\langle R\rangle$ if and only if $Q \approx R$. The preceding arguments show that $\langle B\rangle \equiv\langle C\rangle$ for all $(B, C)$ in $\mathcal{T}$. The condition $\langle Q\rangle \equiv\langle R\rangle$ defines a congruence on $Y^{*}$ which contains $\approx$. Therefore, if $Q \approx R$, then $\langle Q\rangle \equiv\langle R\rangle$. It remains to prove the reverse implication.

Lemma 1.3. If $U$ and $V$ are words in $X^{*}$ such that $U \equiv V$, then $P(\sigma, U) \approx$ $P(\sigma, V)$ for all $\sigma$ in $\Sigma$.

Proof. Suppose that $U \equiv V$. There exists a sequence of words $U=U_{0}$, $U_{1}, \ldots, U_{s}=V$ such that $U_{i+1}$ is obtained from $U_{i}$ by replacing a subword $S$ by a word $T$, where either $(S, T)$ or $(T, S)$ is in $\mathcal{S}$. A simple induction argument shows that we need only consider the case $s=1$. Thus we may assume that $U=A S B, V=A T B$, and $(S, T)$ is in $\mathcal{S}$. By Proposition 1.1,

$$
P(\sigma, U)=P(\sigma, A) P(\rho, S) P(\tau, B)
$$

where $\rho=\sigma^{A}$ and $\tau=\rho^{S}$. But $S \equiv T$, so $\tau=\rho^{T}$ as well. Therefore

$$
P(\sigma, V)=P(\sigma, A) P(\rho, T) P(\tau, B)
$$

Now $P(\rho, S) \approx P(\rho, T)$ by the definition of $\approx$. Since $\approx$ is a congruence, $P(\sigma, U) \approx P(\sigma, V)$.

Lemma 1.4. If $Q$ is in $Y^{*}$, then $Q \approx P(\alpha,\langle Q\rangle)$.
Proof. Let $Q=y_{1} \ldots y_{s}$ with each $y_{i}$ in $Y$. Then $\langle Q\rangle=\left\langle y_{1}\right\rangle \ldots\left\langle y_{s}\right\rangle$ and

$$
P(\alpha,\langle Q\rangle)=P\left(\sigma_{1},\left\langle y_{1}\right\rangle\right) P\left(\sigma_{2},\left\langle y_{2}\right\rangle\right) \ldots P\left(\sigma_{s},\left\langle y_{s}\right\rangle\right),
$$

where $\sigma_{1}=\alpha$ and $\sigma_{i+1}=\sigma_{i}^{\left\langle y_{i}\right\rangle}, 1 \leq i<s$. But $\left\langle y_{i}\right\rangle$ defines an element of $H$, so $\sigma_{1}=\sigma_{2}=\cdots=\sigma_{s}=\alpha$. Since $y_{i} \approx P\left(\alpha,\left\langle y_{i}\right\rangle\right)$ for each $i$, it follows that $Q \approx P(\alpha,\langle Q\rangle)$.

Now suppose that $\langle Q\rangle \equiv\langle R\rangle$ for two elements $Q$ and $R$ of $Y^{*}$. Then by Lemmas 1.3 and 1.4,

$$
Q \approx P(\alpha,\langle Q\rangle) \approx P(\alpha,\langle R\rangle) \approx R
$$

To apply Proposition 1.2 , we need the presentation $(X, \mathcal{S})$, the homomorphism $g$, and an extended Schreier automaton $\mathcal{E}=(\Sigma, X, Y, D,\{\alpha\})$. The words $W_{\sigma}$ do not play a role in the construction of $\mathcal{T}$, but their existence is part of the definition of an extended Schreier automaton. It is tempting to try to give an axiomatic treatment for objects one might call complete extended coset automata similar to the axiomatic treatment of coset automata given in Section 4.4. However, there are serious difficulties connected with such an attempt. Given $X, \mathcal{S}$, and $\mathcal{E}$, it is not obvious how to decide whether $\mathcal{E}$ really is an extended Schreier automaton for the subgroup of all elements $[U]$ of $G$ such that $\alpha^{U}=\alpha$. In order to know that $\mathcal{E}$ is an extended Schreier automaton, it appears that we have to know how $\mathcal{E}$ was constructed.

It is useful to give a name to the procedure for constructing the set $\mathcal{T}$ of Proposition 1.2. Let us call the procedure RS_BASIC. It is invoked as follows: RS_BASIC $(X, \mathcal{S}, Y, g, \mathcal{E} ; \mathcal{T})$. The input arguments are the presentation for $G$, the set $Y$, the homomorphism $g$, and the extended Schreier automaton. The output is the set of defining relations for $H$.

The easiest way to get data which can correctly be fed into RS_BASIC is to start with a monoid presentation $(X, \mathcal{S})$ which is known to define a group $G$ and a homomorphism $f$ of $G$ into the symmetric group on a finite set $\Sigma$ such that the image of $G$ is transitive. If $\alpha$ is in $\Sigma$ and $H$ is the stabilizer of $\alpha$ in $G$, then we can get a presentation for $H$ in terms of Schreier generators.

Procedure RS_SGEN $(X, \mathcal{S}, \Sigma, f, \alpha ; Y, g, \mathcal{T})$;
Input: $X$ : a finite set;
$\mathcal{S} \quad: \quad$ a finite subset of $X^{*} \times X^{*}$ such that $G=\operatorname{Mon}\langle X \mid \mathcal{S}\rangle$ is a group;
$\Sigma \quad:$ a finite set;
$f \quad:$ a map from $X$ to $\operatorname{Sym}(\Sigma)$ such that the permutations $f(x)$ with $x$ in $X$ satisfy the relations in $\mathcal{S}$ and generate a transitive group;
$\alpha \quad:$ an element of $\Sigma$;
Output: $Y \quad:$ a finite set;
$g \quad:$ a homomorphism from $Y^{*}$ to $X^{*}$;
$\mathcal{T} \quad: \quad$ a finite subset of $Y^{*} \times Y^{*}$ such that $(Y, \mathcal{T})$ is a monoid presentation for the stabilizer $H$ of $\alpha$ in $G$ relative to the composition $h$ of $g$ and the map $U \mapsto[U]$;
Begin
Let $E$ be the set of triples ( $\sigma, x, \tau$ ) with $\sigma$ and $\tau$ in $\Sigma$ and $x$ in
$X$ such that $\tau$ is the image of $\sigma$ under $f(x)$;
$\mathcal{A}:=(\Sigma, X, E,\{\alpha\},\{\alpha\}) ; \quad(* \mathcal{A}$ is a trim automaton. $*)$
For $\sigma$ in $\Sigma$ do let $W_{\sigma}$ be a word in $X^{*}$ such that $\alpha^{W_{\sigma}}=\sigma$ and let $V_{\sigma}$ be a word in $X^{*}$ representing the inverse of $\left[W_{\sigma}\right]$ in $G$;
(* The words $W_{\alpha}$ and $V_{\alpha}$ are taken to be $\varepsilon . *$ )
Let $Y$ be a set in one-to-one correspondence with $E$;
$D:=\emptyset$;
For $\sigma$ in $\Sigma$ do
For $x$ in $X$ do begin
Let $y$ in $Y$ correspond to $(\sigma, x, \tau)$ in $E$;
$g(y):=W_{\sigma} x V_{\tau}$;
Add $(\sigma, x, y, \tau)$ to $D$
End;
$\mathcal{E}:=(\Sigma, X, Y, D,\{\alpha\}) ; \operatorname{RS} \_B A S I C(X, \mathcal{S}, Y, g, \mathcal{E} ; \mathcal{T})$
End.
Our requirement that $G$ in RS_SGEN be a group includes the assumption that we can compute inverses. That is, given a word $W$ in $X^{*}$, we can find a word $V$ representing the inverse of $[W]$. Since $G$ acts transitively on $\Sigma$, the right cosets of $H$ in $G$ correspond to the elements of $\Sigma$. Therefore $\mathcal{A}$ is isomorphic to the Schreier automaton of $G$ relative to $H$. In Lemma 3.6 of Chapter 4 we proved that the Schreier generators $\left[W_{\sigma} x V_{\tau}\right]$ with $(\sigma, x, \tau)$ in $E$ do in fact generate $H$. Thus $g$ maps $Y$ onto a set of words whose image in $G$ generates $H$. Moreover, if $(\sigma, x, y, \tau)$ is in $D$, then

$$
W_{\sigma} x \equiv W_{\sigma} x V_{\tau} W_{\tau}=\langle y\rangle W_{\tau}
$$

since $V_{\tau} W_{\tau} \equiv \varepsilon$. Therefore $\mathcal{E}$ is an extended Schreier automaton for $G$ relative to $g$ and the choice of the $W_{\sigma}$. Hence RS_BASIC returns a set of defining relations for $H$.

Example 1.3. The monoid $G=\operatorname{Mon}\left\langle u, v \mid u^{4}=v^{4}=(u v)^{4}=1\right\rangle$ is obviously a group, since $[u]^{-1}$ and $[v]^{-1}$ can be taken to be $\left[u^{3}\right]$ and $\left[v^{3}\right]$, respectively. Let $\Sigma=\{1,2\}$ and $\alpha=1$. Suppose that $f$ takes $u$ to $(1,2)$ and $v$ to the identity (1)(2). The input assumptions of RS_SGEN are satisfied. The set $E$ is defined by the following table:

|  | $u$ | $v$ |
| :--- | :--- | :--- |
| 1 | 2 | 1 |
| 2 | 1 | 2 |

A set of coset representatives is given by $W_{1}=\varepsilon$ and $W_{2}=u$, and we can take $V_{1}$ and $V_{2}$ to be $\varepsilon$ and $u^{3}$, respectively. Let $Y=\{a, b, c, d\}$, where the extended edges are given by

|  | $u$ | $v$ |
| :---: | :---: | :---: |
| 1 | $a 2$ | $b 1$ |
| 2 | $c 1$ | $d 2$ |

Now $\langle a\rangle=g(a)=W_{1} u V_{2}=\varepsilon u u^{3}=u^{4}$. Similarly, $g(b)=v, g(c)=u^{2}$, and $g(d)=u v u^{3}$. There are three relations in $\mathcal{S}$, so RS_BASIC produces six relations for $H$ of the type $P(\sigma, S)=P(\sigma, T)$ with $(S, T)$ in $\mathcal{S}$. These relations are

$$
\begin{aligned}
P\left(1, u^{4}\right) & =(a c)^{2}=1, \\
P\left(2, u^{4}\right) & =(c a)^{2}=1, \\
P\left(1, v^{4}\right) & =b^{4}=1 \\
P\left(2, v^{4}\right) & =d^{4}=1 \\
P\left(1,(u v)^{4}\right) & =(a d c b)^{2}=1, \\
P\left(2,(u v)^{4}\right) & =(c b a d)^{2}=1 .
\end{aligned}
$$

There are four elements of $Y$ and hence there are four relations $y=P(1,\langle y\rangle)$. They are

$$
\begin{aligned}
a & =P\left(1, u^{4}\right)=(a c)^{2} \\
b & =P(1, v)=b \\
c & =P\left(1, u^{2}\right)=a c \\
d & =P\left(1, u v u^{3}\right)=a d c a c .
\end{aligned}
$$

Since $a=(a c)^{2}=1$, we can eliminate $a$ from the presentation using a Tietze transformation. A few more simple transformations lead to the presentation $H \cong \operatorname{Mon}\left\langle b, c, d \mid b^{4}=c^{2}=d^{4}=(d c b)^{2}=1\right\rangle$.

The presentations obtained using RS_SGEN will usually be simpler if we make the following assumptions:
(i) $\mathcal{S}$ contains a classical niladic rewriting system $\mathcal{R}$ on $X^{*}$.
(ii) The word $W_{\sigma}$ is the first word with respect to some fixed reduction ordering of $X^{*}$ such that $\alpha^{W_{\sigma}}=\sigma$.
(iii) The word $V_{\sigma}$ is $W_{\sigma}^{-1}$, which is defined using $\mathcal{R}$.

Let us assume that these conditions are satisfied. Suppose that ( $\sigma, x, a, \tau$ ) and $\left(\tau, x^{-1}, b, \sigma\right)$ are in $D$. Then the relations $P\left(\sigma, x x^{-1}\right)=1$ and $P\left(\tau, x^{-1} x\right)=1$ yield $a b=b a=1$, so $a$ and $b$ define inverse elements of $H$. It is possible that $g(a)=W_{\sigma} x W_{\tau}^{-1}$ can be rewritten to $\varepsilon$ using $\mathcal{R}$. Since $W_{\sigma}$ and $W_{\tau}$ are irreducible with respect to $\mathcal{R}$, this can happen only when $W_{\tau}=W_{\sigma} x$ or $W_{\sigma}=W_{\tau} x^{-1}$. In this case, both $a$ and $b$ define the identity of $H$ and can be removed from the presentation by a Tietze transformation. Thus we can take $Y$ to be a set in one-to-one correspondence with the subset $E_{1}$ of $E$
consisting of those edges ( $\sigma, x, \tau$ ) such that $W_{\sigma} x W_{\tau}^{-1}$ cannot be rewritten to $\varepsilon$ using $\mathcal{R}$, and we define $D$ to consist of the quadruples ( $\sigma, x, a, \tau$ ), where $a$ in $Y$ corresponds to $(\sigma, x, \tau)$ in $E_{1}$, together with the quadruples $(\sigma, x, \varepsilon, \tau)$ with $(\sigma, x, \tau)$ in $E-E_{1}$. Let $\mathcal{Q}$ be the set of pairs $(a b, \varepsilon)$, where $a$ in $Y$ corresponds to $(\sigma, x, \tau)$ in $E_{1}$ and $b$ corresponds to $\left(\tau, x^{-1}, \sigma\right)$. Then $\mathcal{Q}$ is a classical niladic rewriting system on $Y^{*}$, the relations in $\mathcal{Q}$ are satisfied in $H$, and all relations $P\left(\sigma, x x^{-1}\right)=1$ are consequences of $\mathcal{Q}$.

Suppose that $\sigma$ is in $\Sigma$. By induction on the length of $W_{\sigma}$ it is easy to show that $P\left(\alpha, W_{\sigma}\right)=\varepsilon=P\left(\sigma, W_{\sigma}^{-1}\right)$. If $a$ in $Y$ corresponds to $(\sigma, x, \tau)$ in $E_{1}$, then

$$
P(\alpha,\langle a\rangle)=P\left(\alpha, W_{\sigma} x W_{\tau}^{-1}\right)=P\left(\alpha, W_{\sigma}\right) P(\sigma, x) P\left(\tau, W_{\tau}^{-1}\right)=\varepsilon a \varepsilon=a
$$

Therefore the relation $a=P(\alpha,\langle a\rangle)$ reduces to the identity $a=a$ and can be ignored. Thus $H$ is defined by the relations in $\mathcal{Q}$ together with the relations $P(\sigma, S)=P(\sigma, T)$, where $(S, T)$ ranges over $\mathcal{S}-\mathcal{R}$. This version of RS_SGEN will be called RS_SGEN2.

The preceding discussion provides the proof of the following result.

Proposition 1.5. Let $H$ be a subgroup of index $n$ in a group $G$ defined by a group presentation with $r$ generators and $s$ relations. Then $H$ has a group presentation with $1+n(r-1)$ generators and ns relations.

Example 1.4. Let $M=\operatorname{Grp}\left\langle x, y \mid\left(x y x^{-1} y^{-1}\right)^{2}=1\right\rangle$. The map $x \mapsto(1,2,3)$ and $y \mapsto(2,3,4)$ defines a homomorphism from $M$ to $\operatorname{Sym}(4)$, whose image is transitive. We shall find a presentation for the stabilizer $H$ in $M$ of $\alpha=1$. To get a monoid presentation, we add generators $x^{-1}$ and $y^{-1}$ and the relations $x x^{-1}=x^{-1} x=y y^{-1}=y^{-1} y=1$. The set $E$ of edges in the automaton $\mathcal{A}$ of RS_SGEN is given by the following table.

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 1 | 1 |
| 2 | 3 | 1 | 3 | 4 |
| 3 | 1 | 2 | 4 | 2 |
| 4 | 4 | 4 | 2 | 3 |

Using the length-plus-lexicographic ordering with $x \prec x^{-1} \prec y \prec y^{-1}$, we get the coset representatives $W_{1}=\varepsilon, W_{2}=x, W_{3}=x^{-1}$, and $W_{4}=x y^{-1}$. The set $E_{1}$ has cardinality 10. There are no pairs of the form $\left(a^{2}, \varepsilon\right)$ in $\mathcal{Q}$. Thus it is reasonable to take $Y=\{a, b, c, d, e\}^{ \pm}$and to associate the elements of $Y$ with Schreier generators so that the edges of $\mathcal{E}$ are given by the following extended table:

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 3 | $a 1$ | $a^{-1} 1$ |
| 2 | $b 3$ | 1 | $c 3$ | 4 |
| 3 | 1 | $b^{-1} 2$ | $d 4$ | $c^{-1} 2$ |
| 4 | $e 4$ | $e^{-1} 4$ | 2 | $d^{-1} 3$ |

The map $g$ is defined by
$g(a)=y, \quad g(b)=x^{3}, \quad g(c)=x y x, \quad g(d)=x^{-1} y^{2} x^{-1}, \quad g(e)=x y^{-1} x y x^{-1}$,
and $g\left(a^{-1}\right)=g(a)^{-1}, \ldots, g\left(e^{-1}\right)=g(e)^{-1}$. The relations in $\mathcal{Q}$ define the free group on $\{a, b, c, d, e\}$. The subgroup $H$ is defined by $\mathcal{Q}$ and the four relations $P\left(\sigma,\left(x y x^{-1} y^{-1}\right)^{2}\right)=1$. These relations are

$$
c b^{-1} e a^{-1}=e a^{-1} c b^{-1}=b d e^{-1} d^{-1} a c^{-1}=d^{-1} a c^{-1} b d e^{-1}=1 .
$$

The first two relators and the last two relators are cyclic permutations of each other. We may use the first relator to find that $e=b c^{-1} a$ and then apply a Tietze transformation to get $H=\operatorname{Grp}\langle a, b, c, d| b d a^{-1} c b^{-1} d^{-1} a c^{-1}=$ 1).

## Exercises

1.1. Suppose that $\mathcal{R}$ is a classical niladic rewriting system on $X^{*}$ and $H$ is a subgroup of $F=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$. Let $\Sigma$ be the set of right cosets of $H$ in $F$ and for $x$ in $X$ let $f(x)$ be the permutation of $\Sigma$ induced by right multiplication by $[x]$. Show that it makes sense to invoke RS_SGEN2 even if $\Sigma$ is infinite and that the set $\mathcal{T}$ of relations produced is a classical niladic rewriting system on $Y^{*}$. What does this say about the structure of subgroups of $F$ ? In particular, what does it say about subgroups of free groups?
1.2. Suppose in RS_SGEN2 that $\mathcal{S}=\mathcal{R} \cup \mathcal{V}$, where $\mathcal{R}$ is a classical niladic rewriting system on $X^{*}$ and $\mathcal{R} \cap \mathcal{V}=\emptyset$. Let $\mathcal{Q}$ be the niladic rewriting system on $Y^{*}$ consisting of the relations $P(\alpha, L)=1$, where $L$ is a left side in $\mathcal{R}$. Let $\sigma$ be in $\Sigma$ and let $\left(V^{m}, \varepsilon\right)$ be in $\mathcal{V}$. Show that the words $P\left(\sigma, V^{m}\right)$ and $P\left(\sigma^{V}, V^{m}\right)$ are cyclic permutations of each other. Thus, in the presence of the relations in $\mathcal{Q}$, each of these two relators implies the other. Conclude that we only need to form the relators $P\left(\sigma, V^{m}\right)$ as $\sigma$ ranges over a set of representatives for the cycles of $V$ acting on $\Sigma$.
1.3. There is a homomorphism of $G=\operatorname{Grp}\left\langle x, y \mid x^{3}=y^{3}=(x y)^{3}=1\right\rangle$ into $\operatorname{Sym}(7)$ in which $x$ maps to $(1)(2,4,5)(3,6,7)$ and $y$ maps to $(1,2,3)(4,7,6)(5)$. Find a presentation for the stabilizer $H$ of 1 in $G$ in terms of Schreier generators.

### 6.2 Examples of extended coset enumeration

In Section 6.1 we learned how to find a finite presentation for a subgroup $H$ of finite index in a finitely presented group $G$ when the generators for $H$ are taken to be Schreier generators. However, we may need to have a presentation for $H$ in terms of other generators. As an important special
case, we may have a second generating set for $G$, and we would like to have a presentation for $G$ in terms of these generators.

In this section we shall look at some examples of a procedure called extended coset enumeration, which produces the extended Schreier automata needed to get presentations of subgroups of finite index in terms of specific sets of generators. (Other authors have referred to this procedure as modified or generalized coset enumeration.) In Section 6.3, a formal description will be given of an extended coset enumeration procedure based on the HLT strategy of coset enumeration. Any coset enumeration procedure can be modified to obtain an extended procedure. The HLT procedure will be used because it is the simplest to describe.

The input arguments $X, \mathcal{R}$, and $\mathcal{V}$ of a coset enumeration procedure are retained in the extended procedure. Thus $X$ is a finite set, $\mathcal{R}$ is a classical niladic rewriting system on $X^{*}$, and $\mathcal{V}$ is a finite subset of $X^{*}$ giving defining relators for $G$ as a quotient of the $\operatorname{group} F=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$. The set $\mathcal{U}$ of words defining group generators for $H$ is replaced by three new input arguments: a finite set $Y$, a classical rewriting system $\mathcal{Q}$ on $Y^{*}$, and a homomorphism $g: Y^{*} \rightarrow X^{*}$ which defines a homomorphism of $\operatorname{Mon}\langle Y \mid \mathcal{Q}\rangle$ onto $H$. As before, we shall usually write $\langle Q\rangle$ for $g(Q)$.

Given the set $\mathcal{U}$, we can construct one triple $Y, \mathcal{Q}, g$ as follows: Replace $\mathcal{U}$ by $\mathcal{U} \cup \mathcal{U}^{-1}$, if necessary, so that $\mathcal{U}=\mathcal{U}^{-1}$. Take $Y$ to be a set with $|\mathcal{U}|$ elements, choose a bijection $g: Y \rightarrow \mathcal{U}$, and extend $g$ to a homomorphism from $Y^{*}$ to $X^{*}$. Let $\mathcal{Q}$ consist of the pairs $(a b, \varepsilon)$ with $a$ and $b$ in $Y$ and $g(b)=g(a)^{-1}$.

Example 2.1. Let $G=\operatorname{Grp}\left\langle x, y \mid x^{2}=y^{3}=(x y)^{4}=1\right\rangle$ and let $H$ be the subgroup of $G$ generated by the images of $x y x$ and $y x y^{-1}$. The obvious choice is to take $X=\left\{x, y, y^{-1}\right\}$ and let $\mathcal{R}$ consist of the rules $x^{2} \rightarrow \varepsilon$, $y y^{-1} \rightarrow \varepsilon, y^{-1} y \rightarrow \varepsilon$. A simple coset enumeration shows that $|G: H|=4$ and produces the following coset table:

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 |
| 2 | 1 | 2 | 2 |
| 3 | 3 | 4 | 1 |
| 4 | 4 | 1 | 3 |

To do the corresponding extended enumeration, we must first choose $Y$, $g$, and $\mathcal{Q}$. Since $\left(y x y^{-1}\right)^{-1}=y x y^{-1}$, we can take $Y=\left\{u, u^{-1}, v\right\}$, define $g(u)=x y x, g\left(u^{-1}\right)=x y^{-1} x$, and $g(v)=y x y^{-1}$, and let $\mathcal{Q}$ consist of the rules $u u^{-1} \rightarrow \varepsilon, u^{-1} u \rightarrow \varepsilon, v^{2} \rightarrow \varepsilon$.

As we build the extended coset automaton $\mathcal{E}=(\Sigma, X, Y, D,\{1\})$, we must construct words $W_{\sigma}$ which give coset representatives. Initially, $\Sigma=\{1\}$ and
$W_{1}=\varepsilon$. When a new state $\tau$ is defined as $\sigma^{z}$ for some $z$ in $X$, then $W_{\tau}$ is defined to be $W_{\sigma} z$. Edges ( $\sigma, z, \varepsilon, \tau$ ) and ( $\tau, z^{-1}, \varepsilon, \sigma$ ) are added to $D$.
The first step in the enumeration is to perform full two-sided traces of the subgroup generators at 1 . The first generator is $g(u)=x y x$. In the trace, we define 2 to be $1^{x}$ and $W_{2}$ to be $x$. This adds the edges ( $1, x, \varepsilon, 2$ ) and $(2, x, \varepsilon, 1)$ to $D$. Now we conclude that $2^{y}=2$, so there is an edge $(2, y, Q, 2)$ in $D$ for some word $Q$ in $Y^{*}$. Among the defining relations to be constructed for $H$ is the relation $u=P(1,\langle u\rangle)=P(1, x y x)$. Let us diagram the trace of $x y x$ at 1 , including the secondary labels on the edges:

$$
\begin{gathered}
x y x \\
1221 \\
\varepsilon Q \varepsilon
\end{gathered}
$$

The primary labels are written above and between the states encountered, and the secondary labels are written below the corresponding primary labels. Thus $P(1, x y x)=\varepsilon Q \varepsilon=Q$. The relation $u=P(1,\langle u\rangle)$ means that the elements of $H$ represented by $u$ and $Q$ are the same. Thus we should take $Q$ to be $u$ and add $(2, y, u, 2)$ to $D$. We must also add an edge $\left(2, y^{-1}, Q_{1}, 2\right)$ to $D$. Another relation for $H$ is $P\left(1, y y^{-1}\right)=P(1, \varepsilon)$. The trace of $y y^{-1}$ at 2 is

$$
\begin{gathered}
y y^{-1} \\
22^{2} \\
u Q_{1}
\end{gathered}
$$

Hence $u Q_{1}$ must represent the trivial element of $H$, so we take $Q_{1}$ to be $u^{-1}$. At this point $D$ has four edges as described by the following extended table:

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 |  |  |
| 2 | 1 | $u 2$ | $u^{-1} 2$ |

Now we trace $y x y^{-1}$ at 1 . After defining $1^{y}$ to be 3 and $W_{3}$ to be $y$, we conclude that $3^{x}$ is 3 . To determine the secondary label $Q$ on the $(3, x)$ entry in the table, we look again at the trace of $y x y^{-1}$ at 1 , this time including the secondary labels.

$$
\begin{gathered}
y x y^{-1} \\
133^{1} \\
\varepsilon Q \varepsilon
\end{gathered}
$$

Since the relation $v=P\left(1, y x y^{-1}\right)=\varepsilon Q \varepsilon$ must hold in $H$, we take $Q=v$. The extended table is now

|  | $x$ | $y$ | $y^{-1}$ |
| ---: | ---: | ---: | ---: |
| 1 | 2 | 3 |  |
| 2 | 1 | $u 2$ | $u^{-1} 2$ |
| 3 | $v 3$ |  | 2 |

At this point we start tracing the relators at the states in $\Sigma$, starting with $y^{3}$ at 1 . The definition $4=3^{y}$ is made and then $4^{y}=1$ is deduced. Therefore there is an edge $(4, y, Q, 1)$ in $D$. The trace of $y^{3}$ with both primary and secondary labels is

$$
\begin{gathered}
y y y \\
1341 . \\
\varepsilon Q \varepsilon
\end{gathered}
$$

Since $y^{3}$ is trivial in $G$, it follows that $P\left(\sigma, y^{3}\right)=Q$ represents the identity element of $H$. Hence we take $Q=\varepsilon$. This gives the following table:

|  | $x$ | $y$ | $y^{-1}$ |
| ---: | ---: | ---: | ---: |
| 1 | 2 | 3 | 4 |
| 2 | 1 | $u 2$ | $u^{-1} 2$ |
| 3 | $v 3$ | 4 | 1 |
| 4 |  | 1 | 3 |

The trace of $(x y)^{4}$ at 1 leads to the deduction $4^{x}=4$, but again we must determine the secondary label $Q$ on the edge $(4, x, Q, 4)$. The trace is

$$
\begin{gathered}
\begin{array}{llllllll}
x & y & x & y & x & y & x & y \\
1 & 2 & 2 & 1 & 3 & 3 & 4 & 4
\end{array} \\
\\
u
\end{gathered}
$$

This time empty secondary labels have been omitted. Since $P\left(1,(x y)^{4}\right)$ must represent the identity element of $H$, we take $Q=v u^{-1}$. Our extended table is now complete:

|  | $x$ | $y$ | $y^{-1}$ |
| :--- | ---: | ---: | ---: |
| 1 | 2 | 3 | 4 |
| 2 | 1 | $u 2$ | $u^{-1} 2$ |
| 3 | $v 3$ | 4 | 1 |
| 4 | $v u^{-1} 4$ | 1 | 3 |

The defining relations for $H$ can be read off using the table. We know that $H$ is a quotient group of $L=\operatorname{Mon}\langle Y \mid \mathcal{Q}\rangle$, so we start with the relations in $\mathcal{Q}$. The relations $u=P(1,\langle u\rangle)$ and $v=P(1,\langle v\rangle)$ were used in the construction of the table. They give the identities $u=u$ and $v=v$. The only
relation of the form $P\left(\sigma, x^{2}\right)=1$ to yield anything new is obtained by taking $\sigma=4$. This gives $\left(v u^{-1}\right)^{2}=1$, which with the relation $v^{2}=1$ is equivalent to $(u v)^{2}=1$. The relations $P\left(\sigma, y y^{-1}\right)=1$ and $P\left(\sigma, y^{-1} y\right)=1$ provide no new information. The only nontrivial relation $P\left(\sigma, y^{3}\right)=1$ is $P\left(2, y^{3}\right)=u^{3}=1$. The words $P\left(\sigma,(x y)^{4}\right)$ are all cyclic permutations of $u v v u^{-1}$, which are all trivial in $L$. Thus $H$ is $\operatorname{Grp}\left\langle u, v \mid u^{3}=v^{2}=(u v)^{2}=1\right\rangle$.

The extended enumeration of Example 2.1 is relatively easy since no coincidences were encountered. As should be expected, the handling of coincidences in an extended enumeration is fairly complicated.

Example 2.2. Let $G=\operatorname{Grp}\left\langle a, b \mid a^{4}=b^{4}=\left(a^{2} b\right)^{2}=(a b)^{4}=1\right\rangle$ and let $H$ be the subgroup of $G$ generated by the images of $a$ and $b^{2}$. Here we take $X=\{a, b\}^{ \pm}$and let $\mathcal{R}$ define the free group on $\{a, b\}$. An ordinary coset enumeration shows that $|G: H|=4$ and gives the following coset table:

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 2 | 2 |
| 2 | 3 | 3 | 1 | 1 |
| 3 | 2 | 2 | 4 | 4 |
| 4 | 4 | 4 | 3 | 3 |

We can choose $Y$ and $\mathcal{Q}$ to be the same as in Example 2.1, since $\left(b^{2}\right)^{2}$ is trivial in $H$. The homomorphism $g$ maps $u, u^{-1}$, and $v$ to $a, a^{-1}$, and $b^{2}$, respectively. As before, we start the extended enumeration with $\Sigma=\{1\}$ and $W_{1}=\varepsilon$. The two-sided trace of the first subgroup generator $g(u)=a$ at 1 yields $1^{a}=1$. Since $u=P(1,\langle u\rangle)$ in $H$, the secondary label for the ( $1, a$ )-entry in the extended table is taken to be $u$. The secondary label on the paired entry is $u^{-1}$. Thus at the end of the trace the extended table is

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $u 1$ | $u^{-1} \mathbf{1}$ |  |  |

The trace of $b^{2}$ at 1 first defines 2 as $1^{b}$ and sets $W_{2}=b$. Next the deduction $2^{b}=1$ is made. Since $P\left(1, b^{2}\right)$ and $v$ must represent the same element in $H$, the secondary label on the $(2, b)$-entry should be $v$, and the secondary label on the ( $1, b^{-1}$ ) entry should also be $v$. This gives

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| ---: | :---: | :---: | ---: | ---: |
| 1 | $u 1$ | $u^{-1} 1$ | 2 | $v 2$ |
| 2 |  |  | $v 1$ | 1 |

Now we start the traces of the relators of $G$. We already have $1^{a^{4}}=1^{b^{4}}=1$. We could get some relations for $H$ by looking at the secondary signatures

Table 6.2.1

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| ---: | ---: | :---: | ---: | ---: |
| 1 | $u 1$ | $u^{-1} 1$ | 2 | $v 2$ |
| 2 | 3 | $v u^{-2} 3$ | $v 1$ | 1 |
| 3 | $u^{-2} v 2$ | 2 | 4 | $u^{-1} 5$ |
| 4 | 5 |  |  | 3 |
| 5 |  | 4 | $u 3$ |  |

of the corresponding paths, but this will be done later. To complete the trace of $\left(a^{2} b\right)^{2}$ at 1 , we must define $2^{a}$ to be 3 and set $W_{3}=b a$. Next the deduction $3^{a}=2$ is made, so there is an edge of the form (3, $a, Q, 2$ ) in $D$. The trace of $\left(a^{2} b\right)^{2}$ at 1 with secondary labels is

$$
\begin{gathered}
\begin{array}{ccccc}
a & a & b & a & a \\
1 & b \\
1 & 1 & 2 & 3 & 2
\end{array} \\
u
\end{gathered}
$$

Again empty labels have been omitted. Since $P\left(1,\left(a^{2} b\right)^{2}\right)$ must represent the identity element of $H$, we take $Q=u^{-2} v$ to make $u^{2} Q v$ the identity in $L=\operatorname{Mon}\langle Y \mid \mathcal{Q}\rangle$. The label on the paired edge is $v u^{2}$. At this point the table is

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| ---: | ---: | :---: | :---: | :---: |
| 1 | $u 1$ | $u^{-1} 1$ | 2 | $v 2$ |
| 2 | 3 | $v u^{2} 3$ | $v 1$ | 1 |
| 3 | $u^{-2} v 2$ | 2 |  |  |

The trace of $(a b)^{4}$ at 1 causes $3^{b}$ to be defined to be 4 and $4^{a}$ to be defined to be 5 . The coset representatives $W_{4}$ and $W_{5}$ are $b a b$ and $b a b a$, respectively. The deduction $5^{b}=3$ is then made. If $Q$ is the secondary label on the $(5, b)$-entry in the table, then the trace of $(a b)^{4}$ at 1 is

$$
\begin{aligned}
& a b a b a b \quad a \quad b \\
& 112345321 . \\
& u \quad Q u^{-2} v v
\end{aligned}
$$

Now $P\left(1,(a b)^{4}\right)=u Q u^{-2} v v$ must be the identity element in $H$. If we take $Q$ to be $u$, then $P\left(1,(a b)^{4}\right)$ is the identity element in $L$. The secondary label on the $\left(3, a^{-1}\right)$-entry should be $u^{-1}$. When the new edges are entered, we have Table 6.2.1.

None of the traces at 2 produces any change in the table. Neither does the trace of $a^{4}$ at 3 . However, the trace of $b^{4}$ at 3 results in the definitions $6=4^{b}$ and $W_{6}=b a b^{2}$, and the deduction $6^{b}=5$. If $Q$ is the secondary label

Table 6.2.2

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| ---: | :---: | :---: | ---: | ---: |
| 1 | $u 1$ | $u^{-1} 1$ | 2 | $v 2$ |
| 2 | 3 | $v u^{2} 3$ | $v 1$ | 1 |
| 3 | $u^{-2} v 2$ | 2 | 4 | $u^{-1} 5$ |
| 4 | 5 |  | 6 | 3 |
| 5 |  | 4 | $u 3$ | $u 6$ |
| 6 |  |  | $u^{-1} 5$ | 4 |

on the $(6, b)$-entry, then the trace of $b^{4}$ at 3 is

$$
\begin{gathered}
b b b \quad b \\
34653 \\
Q u
\end{gathered}
$$

Since the product of the secondary labels must represent the identity in $H$, we take $Q$ to be $u^{-1}$. The label on the paired entry is $u$. This gives Table 6.2.2.

Looking only at the primary labels, the result of tracing $\left(a^{2} b\right)^{2}$ at 3 is the following:

$$
\begin{gathered}
a a_{l} b a l \\
3244 \\
4
\end{gathered}
$$

Thus we have found a coincidence. States 4 and 5 correspond to the same right coset of $H$. However, we must interpret the coincidence not merely as an equality of cosets but as an equality of elements. Our representative $W_{5}=b a b a$ defines an element in the coset represented by $W_{4}=b a b$. Thus there must be a word $Q$ in $Y^{*}$ such that $W_{5}$ and $\langle Q\rangle W_{4}$ define the same element of $H$. It is necessary to find one such word $Q$. To do so, we look at the forward trace at 4 of the word $(a b a)^{2}$, which is a cyclic permutation of $\left(a^{2} b\right)^{2}$ and so is the identity in $G$. This trace, including the secondary edges, is

$$
\begin{gathered}
a b \quad a \quad a b a \\
453 \quad 2345 . \\
\\
4 u^{-2} v
\end{gathered}
$$

This means that

$$
W_{4} \equiv W_{4}(a b a)^{2} \equiv\left\langle u u^{-2} v\right\rangle W_{5}=\left\langle u^{-1} v\right\rangle W_{5}
$$

or

$$
W_{5} \equiv\left\langle u^{-1} v\right\rangle^{-1} W_{4} \equiv\langle v u\rangle W_{4}
$$

Now that we have interpreted the coincidence of 4 and 5 as an equality of elements, we must see if any further coincidences follow, and interpret them as equalities of elements. Looking at the entries in column $b$, we see that the coincidence of 4 and 5 implies the coincidence of 6 and 3 . At the level of words, the $(4, b)$-entry says that $W_{4} b \equiv W_{6}$. The ( $5, b$ )-entry says that $W_{5} b \equiv\langle u\rangle W_{3}$. Using the preceding result about $W_{5}$, we have

$$
W_{6} \equiv W_{4} b \equiv\left\langle u^{-1} v\right\rangle W_{5} b \equiv\left\langle u^{-1} v\right\rangle\langle u\rangle W_{3}=\left\langle u^{-1} v u\right\rangle W_{3} .
$$

No further coincidences are found. The ( $4, a^{-1}$ )-entry can now be deduced. Since $W_{5} a^{-1} \equiv W_{4}$, we have $\langle v u\rangle W_{4} a^{-1} \equiv W_{4}$, or $W_{4} a^{-1} \equiv\left\langle u^{-1} v\right\rangle W_{4}$. After we insert this entry, replace all 5's in the table by $v u 4$ and all 6 's by $u^{-1} v u 3$, and delete 5 and 6 as states, we have the following extended table:

|  | $a$ | $a^{-1}$ | $b$ | $b^{-1}$ |
| ---: | ---: | :---: | ---: | ---: |
| 1 | $u 1$ | $u^{-1} 1$ | 2 | $v 2$ |
| 2 | 3 | $v u^{2} 3$ | $v 1$ | 1 |
| 3 | $u^{-2} v 2$ | 2 | 4 | $u^{-1} v u^{4} 4$ |
| 4 | $v u 4$ | $u^{-1} v 4$ | $u^{-1} v u 3$ | 3 |

The final step of applying RS_BASIC and obtaining the presentation for $H$ is left as an exercise.

## Exercises

2.1. Finish Example 2.2 by deriving the presentation for $H$.
2.2. Let $X$ and $\mathcal{R}$ be given and let $Y, \mathcal{Q}$, and $g$ be constructed as described in the text. Show that $\langle Q\rangle^{-1} \equiv\left\langle Q^{-1}\right\rangle$ for every word $Q$ in $Y^{*}$, where the first inverse is with respect to $\mathcal{R}$ and the second is with respect to $\mathcal{Q}$.
2.3. Carry out an extended coset enumeration with the following input data: $X=\{x, y\}^{ \pm}, \mathcal{R}=$ $\operatorname{FGRel}(\{x, y\}), \mathcal{V}=\left\{x^{3}, y^{3},(x y)^{3}\right\}, Y=\{u, v\}^{ \pm}, \mathcal{Q}=\operatorname{FGRel}(\{u, v\}), g(u)=x, g\left(u^{-1}\right)=$ $x^{-1}, g(v)=y x y^{-1}, g\left(v^{-1}\right)=y x^{-1} y^{-1}$.

### 6.3 An extended HLT enumeration procedure

In the previous section we worked through two examples of extended coset enumeration based on the HLT strategy. In this section, we shall give a formal description of an extended HLT coset enumeration procedure. The procedure has the following input arguments:
$\mathcal{R} \quad$ : a classical niladic rewriting system on $X^{*}$.
$\mathcal{V} \quad:$ a finite set of words in $X^{*}$ defining relators for a group $G$ as a quotient of $F=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$.
$Y \quad:$ a finite set.
$\mathcal{Q} \quad:$ a classical niladic rewriting system on $Y^{*}$.
$g \quad:$ a homomorphism from $Y^{*}$ to $X^{*}$ which defines a homomorphism from $L=\operatorname{Mon}\langle Y \mid \mathcal{Q}\rangle$ onto a subgroup $H$ of finite index in $G$.

The output argument is an extended Schreier automaton $\mathcal{E}=(\Sigma, X, Y$, $D,\{1\}$ ) for $G$ relative to $g$ and a particular choice of coset representatives. The coset representatives $W_{\sigma}$ are not explicitly constructed, although they are frequently referred to in the discussion which follows. They are defined implicitly as new states are defined.

For words in $X^{*}$, inversion and reduction are with respect to $\mathcal{R}$. For words in $Y^{*}$, these operations are with respect to $\mathcal{Q}$. If $S$ and $T$ are in $X^{*}$, then $S \equiv T$ means that $S$ and $T$ represent the same element of $G$. Thus $\equiv$ is the congruence generated by $\mathcal{R}$ and the pairs $(V, \varepsilon)$ with $V$ in $\mathcal{V}$. If $Q$ is in $Y^{*}$, then $g(Q)$ is written $\langle Q\rangle$.

The global variable $n$ will again denote the largest integer used so far to label a state in $\mathcal{E}$, and the vector $p$ will be used to record the fact that a state has become coincident with an earlier state. However, since now coincidences must be described by equalities of elements of $G$, we shall need to store some additional information about coincidences. If $\sigma>p[\sigma]=$ $\tau$, then $S_{\sigma}$ will be a word in $Y^{*}$ such that $W_{\sigma} \equiv\left\langle S_{\sigma}\right\rangle W_{\tau}$. To keep the description as simple as possible, we shall not use path compression when computing $p^{\infty}[\sigma]$. Because an HLT strategy is being used, there will be no references to the boolean variable save or to the deduction stack.

The procedure HLT of Section 5.2 calls directly or indirectly eight subprocedures: DEFINE, JOIN, ACTIVE, MERGE, COINCIDENCE, TRACE, BACK_TRACE, and TWO_SIDED_TRACE. The extended procedure, which will be called HLT_X, will need versions of all eight of the subprocedures. They will be discussed in the order given, and the names of the new procedures will be formed by adding _ X to the original names.

The procedure DEFINE_X is very similar to DEFINE, which is discussed in Section 4.5.

Procedure DEFINE_X $(\sigma, x)$;
Input: $\sigma$ : a state;
$x \quad:$ an element of $X$ such that $\sigma^{x}$ is not defined;
(* A new state is defined as $\sigma^{x} . *$ )
Begin

$$
n:=n+1 ; p[n]:=n ; \text { Add }(\sigma, x, \varepsilon, n) \text { and }\left(n, x^{-1}, \varepsilon, \sigma\right) \text { to } D
$$

End.

However, JOIN_X is more complicated than JOIN, since JOIN_X must handle elements of $G$, not just cosets.

Procedure JOIN_X $(A, \sigma, x, B, \tau)$;
Input: $A, B \quad$ : words in $Y^{*}$; $\sigma, \tau \quad$ : states;
$x \quad:$ an element of $X$ such that neither $\sigma^{x}$ nor $\tau^{x^{-1}}$ is defined;
(* Adds edges to $D$ which imply that $\langle A\rangle W_{\sigma} x \equiv\langle B\rangle W_{\tau} .^{*}$ )
Begin
$\operatorname{REWRITE}\left(Y, \mathcal{Q}, A^{-1} B ; Q\right) ;$ Add $(\sigma, x, Q, \tau)$ to $D$;
If $(\sigma, x) \neq\left(\tau, x^{-1}\right)$ then add $\left(\tau, x^{-1}, Q^{-1}, \sigma\right)$ to $D$
End.
The procedure ACTIVE_X not only computes $\tau=p^{\infty}[\sigma]$ but also finds a word $A$ in $Y^{*}$ such that $W_{\sigma} \equiv\langle A\rangle W_{\tau}$. Because two objects are returned, ACTIVE_X is not written as a function.

Procedure ACTIVE_X $(\sigma ; A, \tau)$;
Input: $\sigma \quad$ : an integer between 1 and $n$ representing a possibly inactive state;
Output: $A \quad:$ a word in $Y^{*}$;
$\tau \quad$ : an active state such that $W_{\sigma} \equiv\langle A\rangle W_{\tau} ;$
Begin
$\tau:=\sigma ; B:=\varepsilon ; \rho:=p[\tau] ;$
If $\rho \neq \tau$ then begin $B:=B S_{\tau} ; \tau:=\rho ; \rho:=p[\tau]$
End;
$\operatorname{REWRITE}(Y, \mathcal{Q}, B ; A)$
End.
There is no logical necessity in JOIN_X and ACTIVE_X to rewrite words using $\mathcal{Q}$. However, without any rewriting, the secondary labels on edges in $D$ could get very long. The approach adopted here is to rewrite frequently.

The procedure MERGE_X must "merge" two elements of $G$, not just two cosets of $H$. Recall that $\eta_{1}, \ldots, \eta_{k}$ are the states found to be coincident with earlier states so far during the current call to the coincidence procedure.

Procedure MERGE_X $(A, \sigma, B, \tau)$;
Input: $A, B \quad:$ words in $Y^{*}$;
$\sigma, \tau \quad:$ integers between 1 and $n ;$
(* Note the coincidence $\langle A\rangle W_{\sigma} \equiv\langle B\rangle W_{\tau} . *$ )
Begin

ACTIVE_X $(\sigma ; P, \varphi) ;$ ACTIVE_X $(\tau ; Q, \psi) ;$
If $\varphi \neq \psi$ then begin
$k:=k+1$;
If $\varphi<\psi$ then begin
$p[\psi]:=\varphi ; \eta_{k}:=\psi ; \operatorname{REWRITE}\left(Y, \mathcal{Q}, Q^{-1} B^{-1} A P ; S_{\psi}\right)$ end
Else begin

$$
p[\varphi]:=\psi ; \eta_{k}:=\varphi ; \operatorname{REWRITE}\left(Y, \mathcal{Q}, P^{-1} A^{-1} B Q ; S_{\varphi}\right)
$$

End
End
End.
The coincidence procedure also processes coincidences of elements of $G$.
Procedure COINCIDENCE_X $(A, \sigma, B, \tau)$;
Input: $A, B \quad:$ words in $Y^{*}$; $\sigma, \tau \quad:$ integers between 1 and $n$;
(* Process the coincidence $\langle A\rangle W_{\sigma} \equiv\langle B\rangle W_{\tau}$ and any consequences of it. *)
Begin

```
k:=0; MERGE_X (A,\sigma,B,\tau); i:= 1;
```

While $i \leq k$ do begin

$$
\nu:=\eta_{i} ; \quad D_{1}:=\emptyset ;
$$

For $x$ in $X$ do
If there is an edge $(\nu, x, Q, \varphi)$ in $D$ then begin
Delete $(\nu, x, Q, \varphi)$ from $D$ and add it to $D_{1}$;
If $\left(\varphi, x^{-1}\right) \neq(\nu, x)$ then delete $\left(\varphi, x^{-1}, Q^{-1}, \nu\right)$ from $D$

## End;

For $(\nu, x, Q, \varphi)$ in $D_{1}$ do begin
ACTIVE_X $(\nu ; T, \mu) ;$ ACTIVE_X $(\varphi ; U, \psi)$;
If there is an edge $(\mu, x, P, \beta)$ in $D$ then MERGE_X $(Q U, \psi, T P, \beta)$
Else if there is an edge $\left(\psi, x^{-1}, R, \gamma\right)$ in $D$ then MERGE_X $\left(Q^{-1} T, \mu, U R, \gamma\right)$
Else begin
REWRITE $\left(Y, \mathcal{Q}, T^{-1} Q U ; P\right)$; Add $(\mu, x, P, \psi)$ to $D$;
If $(\mu, x) \neq\left(\psi, x^{-1}\right)$ then add $\left(\psi, x^{-1}, P^{-1}, \mu\right)$ to $D$

## End

End;
$i:=i+1$
End
End.

The procedures TRACE of Section 3.2 and BACK_TRACE of Section 4.5 must be modified to compute secondary signatures. In both, the extended automaton $\mathcal{E}$ will be a global variable.

```
Procedure TRACE_X ( }\sigma,U;\tau,B,C,P)
Input: \sigma : a state;
    U : a word in X*;
Output: \tau : a state;
```



```
    as big as possible;
    P : a word in Y}\mp@subsup{Y}{}{*}\mathrm{ , the secondary signature P( }\sigma,B)
```


## Begin

```
\(\tau:=\sigma ; B:=\varepsilon ; C:=U ; Q:=\varepsilon ;\) done \(:=\) false;
While \(C \neq \varepsilon\) and not done do begin
Let \(C=x T\) with \(x\) in \(X\);
If \(\tau^{x}\) is not defined then done \(:=\) true
Else begin
Let \((\tau, x, K, \rho)\) be in \(D ; B:=B x ; C:=T ; Q:=Q K ; \tau:=\rho\) End
End;
\(\operatorname{REWRITE}(Y, \mathcal{Q}, Q ; P)\)
End.
```

Procedure BACK_TRACE_X $(\sigma, U ; \tau, B, C, P)$;
Input: $\sigma$ : a state;
$U \quad:$ a word in $X^{*}$;
Output: $\tau \quad:$ a state;
$B, C \quad:$ words in $X^{*}$ such that $U=B C, \tau^{C}=\sigma$, and $|C|$ is as big as possible;
$P \quad:$ a word in $Y^{*}$, the secondary signature $P(\tau, C)$;

## Begin

$\tau:=\sigma ; B:=U ; C:=\varepsilon ; Q:=\varepsilon ;$ done $:=$ false;
While $B \neq \varepsilon$ and not done do begin
Let $B=T x$ with $x$ in $X$;
If $\tau^{x^{-1}}$ is not defined then done $:=$ true
Else begin
Let $(\rho, x, K, \tau)$ be in $D ; B:=T ; C:=x C ; Q:=K Q ; \tau:=\rho$
End
End;
REWRITE $(Y, \mathcal{Q}, Q ; P)$
End.

Since we are using the HLT strategy, all two-sided traces are full traces. Thus we do not need the argument full of TWO_SIDED_TRACE. In its place, we put a word $P$ in $Y^{*}$. The object of the trace now is to make sure that $W_{\sigma} V \equiv\langle P\rangle W_{\sigma}$. When $V$ is a relator, $P$ will be empty. If $\sigma=1$ and $V$ is the subgroup generator $g(y)$, then $P$ will be $y$.

```
Procedure TWO_SIDED_TRACE_X \((\sigma, V, P)\);
Input: \(\sigma\) : a state;
    \(V \quad:\) a word in \(X^{*}\);
    \(P \quad:\) a word in \(Y^{*} ;\)
Begin
    TRACE_X \((\sigma, V ; \mu, S, C, Q) ;\) BACK_TRACE_X \((\sigma, C ; \nu, T, U, R)\);
    While \(|T|>1\) do begin
        Let \(T\) start with \(x\); DEFINE_X \((\mu, x)\);
        TRACE_X \((\sigma, V ; \mu, S, C, Q) ;\) BACK_TRACE_X \((\sigma, C ; \nu, T, U, R)\)
    End;
    If \(T=\varepsilon\) and \(\mu \neq \nu\) then COINCIDENCE_X \(\left(P^{-1} Q, \mu, R^{-1}, \nu\right)\)
    Else begin
```

        Let \(T\) be the element \(x\) of \(X\); JOIN_X \(\left(P^{-1} Q, \mu, x, R^{-1}, \nu\right)\)
    End
    End.

Now we can define HLT_X.
Procedure HLT_X $(X, \mathcal{R}, \mathcal{V}, Y, \mathcal{Q}, g ; \mathcal{E})$;
(* An extended HLT coset enumeration procedure. The arguments are explained at the beginning of this section. *)
Begin
$n:=1 ; p[1]:=1 ; D:=\emptyset ;$
For $y$ in $Y$ do TWO_SIDED_TRACE_X $(1, g(y), y)$;
$\sigma:=1$;
While $\sigma \leq n$ do begin
If $p[\sigma]=\sigma$ then begin
For $V$ in $\mathcal{V}$ do begin
TWO_SIDED_TRACE_X $(\sigma, V, \varepsilon)$;
If $p[\sigma] \neq \sigma$ then goto 99
End;
For $x$ in $X$ do if $\sigma^{x}$ is not defined then DEFINE_X $(\sigma, x)$
End;
99: $\sigma:=\sigma+1$
End;
Let $\Sigma$ be the set of integers $\sigma$ with $1 \leq \sigma \leq n$ and $p[\sigma]=\sigma$; $\mathcal{E}:=(\Sigma, X, Y, D,\{1\}) ;$ Standardize $\mathcal{E}$
End.

An extended Schreier automaton is standard if the corresponding ordinary Schreier automaton is standard. To standardize $\mathcal{E}$ in HLT_X, only trivial modifications of the procedure STANDARDIZE of Section 4.7 are required.

Example 3.1. Let $G=\operatorname{Grp}\left\langle x, y \mid x^{2}=y^{3}=(x y)^{7}=1\right\rangle$. The words $x y$ and $y x$ define generators of $G$. Let us find a presentation for $G$ in terms of these generators. The first step is to call HLT_X with the following input arguments:

$$
\begin{aligned}
X & :\left\{x, y, y^{-1}\right\} \\
\mathcal{R} & :\left\{x^{2} \rightarrow \varepsilon, y y^{-1} \rightarrow \varepsilon, y^{-1} y \rightarrow \varepsilon\right\} \\
\mathcal{V} & :\left\{y^{3},(x y)^{7}\right\} \\
Y & :\{u, v\}^{ \pm}, \\
\mathcal{Q} & : \text { FGRel }(\{u, v\}), \\
g & : \text { the homomorphism defined by } g(u)=x y, g\left(u^{-1}\right)=y^{-1} x, \\
& g(v)=y x, g\left(v^{-1}\right)=x y^{-1} .
\end{aligned}
$$

Let us follow the operation of HLT_X. First the subgroup generators are traced at 1 . The trace of $g(u)$ produces the following table:

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 |  | $u^{-1} 2$ |
| 2 | 1 | $u 1$ |  |

After $g(v)$ is traced, we have

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 | $v 2$ | $u^{-1} 2$ |
| 2 | 1 | $u 1$ | $v^{-1} 1$ |

Now let us observe what happens in the call TWO_SIDED_TRACE_ $\mathrm{X}\left(1, y^{3}, \varepsilon\right)$. After TRACE_X $\left(1, y^{3} ; \mu, S, C, Q\right)$ we have

$$
\mu=2, \quad S=y^{3}, \quad C=\varepsilon, \quad Q=v u v .
$$

The call BACK_TRACE_X $(1, \varepsilon ; \nu, T, U, R)$ produces

$$
\nu=1, \quad T=U=R=\varepsilon .
$$

Thus we invoke COINCIDENCE_X $(v u v, 2, \varepsilon, 1)$. The call to MERGE_X makes $p[2]=1, S_{2}=v^{-1} u^{-1} v^{-1}$, and $\eta_{1}=2$. When $\eta_{1}$ is processed, all edges are removed from $D$ and the three edges leaving 2 are put in $D_{1}$. When $(2, x, \varepsilon, 1)$ is processed, the edge $(1, x, v u v, 1)$ is put into $D$. When $(2, y, u, 1)$
is processed, the edges $\left(1, y,(v u)^{2}, 1\right)$ and $\left(1, y^{-1},\left(u^{-1} v^{-1}\right)^{2}, 1\right)$ are put in $D$. Thus the final extended coset table is

|  | $x$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | $v u v 1$ | $(v u)^{2} 1$ | $\left(u^{-1} v^{-1}\right)^{2} 1$ |

The relation $u=P(1,\langle u\rangle)$ is $u=v u v v u v u$, which is equivalent to $\left(u v^{2}\right)^{2}=$ 1. The relation $v=P(1,\langle v\rangle)$ is $v=v u v u v u v$, which is equivalent to $(u v)^{3}=$

1. The relation $P\left(1, x^{2}\right)=1$ is $(v u v)^{2}=1$, which is equivalent to $\left(u v^{2}\right)^{2}=1$ and can be dropped. The relations $P\left(1, y y^{-1}\right)=1$ and $P\left(1, y^{-1} y\right)=1$ are trivial. From $P\left(1, y^{3}\right)=1$ we get $(v u)^{6}=1$, which is a consequence of $(u v)^{3}=1$ and can be omitted. Finally, from $P\left(1,(x y)^{7}\right)=1$ we have $(v u v v u v u)^{7}=1$. Given $(u v)^{3}=1$, this is equivalent to $\left(v u v u^{-1} v^{-1}\right)^{7}=1$, which in turn is equivalent to $v^{7}=1$. Thus a presentation of $G$ on $u$ and $v$ is $\left(u v^{2}\right)^{2}=(u v)^{3}=v^{7}=1$.

## Exercise

3.1. Let $P=\operatorname{Grp}\left\langle a, b \mid a^{5}=b^{5}=(a b)^{5}=1\right\rangle$. Show that the normal closure $N$ in $P$ of the image of $a$ has index 5 in $P$ and is generated by $b^{i} a b^{-i}, 0 \leq i \leq 3$. Find a presentation for $N$ in terms of these generators.

### 6.4 Simplifying presentations

Presentations obtained using the Reidemeister-Schreier procedure frequently are difficult to work with. The presentations in terms of Schreier generators, described in Section 6.1, have a great many generators and relations. For example, if $H$ is a subgroup of index 100 in a group defined by five relations on two generators, then the presentation for $H$ will have 101 generators and 500 relations. If we know a small set $\mathcal{U}$ of generators for our subgroup $H$, then extended coset enumeration can be used to produce an extended Schreier automaton from which we can read off a set of defining relations for $H$ in terms of the elements of $\mathcal{U}$. This can get the number of generators down to a reasonable level, but the number of relations is still large. Moreover, the secondary labels on the edges of the extended automaton can be quite long. If this is the case, then the relators obtained may be extremely long. In order to be useful, presentations constructed with the Reidemeister-Schreier procedure must be cleaned up or simplified in some manner. It may be enough just to remove relators which are cyclic permutations of other relators. However, usually more drastic methods must be employed.

There is no universal agreement as to when one presentation is simpler than another. Usually it is considered good if the number of generators
can be reduced or the total length of the relators can be made smaller. If relators must be long, then high powers of short words are preferable. Eliminating a generator normally causes the total length of the relators to increase. A decrease in the total length often can be achieved by adding a generator to stand for a word which occurs frequently as a subword of the relators. The real challenge is to reduce both the number of generators and the total length of the presentation.

This section describes techniques which can be used to try to simplify any finite monoid presentation $(X, \mathcal{S})$ which obviously defines a group. To simplify the exposition, we shall assume that for each $x$ in $X$ either there is a relation of the form $x^{m}=1, m>0$, or there are relations $x x^{-1}=x^{-1} x=$ 1 , where $x \neq x^{-1}$. The techniques used for simplification involve Tietze transformations from Section 1.4, the Knuth-Bendix procedure for strings, and coset enumeration methods similar to those discussed in Section 5.7. We start with Tietze transformations.

Suppose first that $\mathcal{S}$ contains a relation $S=1$, where some generator $x$ occurs exactly once in $S$, and $x^{-1}$, if it exists, does not occur at all in $S$. By taking a cyclic permutation of the relator $S$, if necessary, we may assume that $S=x A$. Using Tietze transformations, we can eliminate the generator $x$ (and $x^{-1}$ if it is present) by replacing $x$ by $A^{-1}$ and $x^{-1}$ by $A$ in all relations. Now suppose that $\mathcal{S}$ contains distinct relations $S=1$ and $T=1$, where some cyclic permutation of $S$ has the form $U V^{-1}$, where $|U|>|V|$, and some cyclic permutation of $T$ has the form $A U B$. Then $T=1$ may be replaced by $A V B=1$, thus decreasing the total length of the relations. These two steps can be iterated to achieve further simplifications.

It is possible to automate the use of Tietze transformations, but the best results frequently are obtained when the user controls the process interactively. This is particularly important if Tietze transformations are used to add generators. Such a step may temporarily make the presentation worse, but it can lead eventually to a much nicer presentation. An implementation of this approach is described in (Havas et al. 1984).

There is an approach to simplification based on the Knuth-Bendix procedure which may be viewed as a generalization of the technique just described. Now we think of our set $\mathcal{S}$ as a rewriting system and run the Knuth-Bendix procedure for a while. It is probably not realistic to hope that a finite, confluent rewriting system will be found. Our goal is to try to discover simple rules which are implied by our given ones. Our presentation will grow in size as the Knuth-Bendix procedure runs. At some point we run out of space or decide that we have tried long enough to find simple consequences of our original relations. Let $\mathcal{T}$ be the rewriting system produced by the Knuth-Bendix procedure. We now start the second phase of our process. We pick the simplest rule $(S, T)$ in $\mathcal{T}$, using whatever criterion of simplicity is appropriate for our group. Let $\mathcal{U}=\mathcal{V}=\{(S, T)\}$. We apply the

Knuth-Bendix procedure to the system $\mathcal{U}$ for a while to determine as many consequences of it as convenient. Let the rewriting system produced again be called $\mathcal{U}$. We now go back to $\mathcal{T}$. If all rules in $\mathcal{T}$ are consequences of $\mathcal{U}$, then we stop with $\mathcal{V}$ as our simplified presentation. Otherwise, we look for the simplest rule in $\mathcal{T}$ which is not implied by $\mathcal{U}$. This rule is added both to $\mathcal{U}$ and to $\mathcal{V}$, and then the Knuth-Bendix procedure is restarted on $\mathcal{U}$. The process continues until $\mathcal{V}$ consists of those rules $(S, T)$ in $\mathcal{T}$ which are not obvious consequences of the rules in $\mathcal{T}$ which are simpler than $(S, T)$.

If the goal of the simplification is to reduce the total length of the rules, then a length-plus-lexicographic ordering should be used. However, if the goal is to eliminate a particular generator $x$ along with $x^{-1}$, if it is present, then one should use an ordering which gives preference to words with few occurrences of $x$ and $x^{-1}$. One could order words first by the number of occurrences of $x$ and $x^{-1}$, and then use some other ordering to break ties. An alternative would be to use a basic wreath-product ordering in which $x$ and $x^{-1}$ come last, or the wreath product of some reduction ordering on $\left(X-\left\{x, x^{-1}\right\}\right)^{*}$ with the length-plus-lexicographic ordering of $\left\{x, x^{-1}\right\}^{*}$.

The third approach to simplification is a variation of the second, with coset enumeration substituted for the Knuth-Bendix procedure. It is very close to the procedure NORMAL_GENS of Section 5.7. We enumerate the cosets of the trivial subgroup in the group $\operatorname{Mon}\langle X \mid \mathcal{S}\rangle$ until we run out of space. It is probably best to use the Felsch strategy. Let the coset automaton produced be $\mathcal{A}$. Now we let $\mathcal{V}$ consist of just those relations in $\mathcal{S}$ which make the presentation obviously define a group. We start a second enumeration of the cosets of the trivial subgroup in $\operatorname{Mon}\langle X \mid \mathcal{V}\rangle$. After the enumeration has run for a while, we stop it. Let $\mathcal{B}$ be the coset automaton which results. We now find the first place in which $\mathcal{A}$ and $\mathcal{B}$ differ. This process is discussed in Section 5.7. It amounts to finding the lexicographically first pair $(U, V)$ of reduced words such that $U$ occurs later in the length-plus-lexicographic ordering of $X^{*}, 1^{U}=1^{V}$ in $\mathcal{A}$ but $1^{U} \neq 1^{V}$ in $\mathcal{B}$. Here, "reduced" means not containing any relators as subwords. The word $U V^{-1}$ is cyclically reduced to give a word $S$, and the relation $S=1$ is added to $\mathcal{V}$. The enumeration using $\mathcal{B}$ is restarted with this new relation, and the process is repeated until no more pairs $(U, V)$ are found. The output presentation is $\mathcal{V}$, which consists of those relations apparent in $\mathcal{A}$ which are not implied by simpler relations holding in $\mathcal{A}$.

Given a subgroup $H$ of finite index in a finitely presented group $G$, we have at least two ways to go about obtaining a nice presentation for $H$. We could construct a presentation in terms of Schreier generators and then simplify that presentation using the techniques of this section. We could also use the methods of Section 5.7 to find a small generating set for $H$, then apply extended coset enumeration followed by the Reidemeister-Schreier procedure to get a presentation in terms of those generators. This presentation would then be simplified. In the latter case the simplification would
not have to involve removing redundant generators. At this point, we do not have enough experience to be able to tell which if either approach is more likely to prove successful.

Example 4.1. This example is based on one in (Havas et al. 1984). The Mathieu group $M_{11}$ of order 7920 is defined by the presentation

$$
\operatorname{Grp}\left\langle a, b, c \mid a^{11}=b^{5}=c^{4}=(a c)^{3}=b^{2} c^{-1} b^{-1} c=a^{3} b a^{-1} b^{-1}=1\right\rangle
$$

The subgroup $H$ of $M_{11}$ generated by a, $b$, and $c^{2}$ is isomorphic to the simple group PSL $(2,11)$ and has order 660 . Thus $\left|M_{11}: H\right|=12$. Using an extended coset enumeration procedure based on the Felsch strategy and the Reidemeister-Schreier procedure, we obtain a presentation for $H$ on generators $u=a, v=b$, and $w=c^{2}$ with the following relations:

$$
\begin{gathered}
u^{11}=1, \quad v^{5}=1, \quad v^{10}=1, \quad w^{2}=1, \quad\left(u w v^{2}\right)^{3}=1, \\
u^{3} v u^{-1} v^{-1}=1, \quad v^{4} w^{-1} v^{-1} w=1, \quad\left(u w v^{2} w^{-1} u^{-1} v^{6} u w v^{-2}\right)^{2}=1, \\
\left(u w v^{2} w^{-1} u^{-1} v^{4} w^{-1} u^{-1} v^{-4} u w v^{-2}\right)^{3}=1, \\
\left(u w u w v^{-2} w^{-1} u^{-1} v^{2} w^{-1} u^{-1} v^{4}\right)^{3}=1, \quad\left(u w v^{2} w^{-1} u^{-1} v^{-4} u w v^{-2}\right)^{2}=1, \\
u w v^{4} w^{-1} u^{-1} v^{-4} u w v^{-2} u w v^{2} w^{-1} u^{-1} v^{4} w^{-1} u^{-1} v^{2} w^{-1} u^{-1} v^{2}=1, \\
u w v^{2} w^{-1} u^{-1} v^{6} u w v^{-2} u w v^{2} w^{-1} u^{-1} v^{-4} u w v^{-2}=1
\end{gathered}
$$

Actually, this presentation has already been cleaned up somewhat since relators which are cyclic permutations of other relators or their inverses have been deleted. Because of the relation $w^{2}=1$, it seems reasonable to remove $w^{-1}$ as a monoid generator. Thus we take as our starting point the monoid presentation on generators $u, u^{-1}, v, v^{-1}$, and $w$ consisting of the relations

$$
u u^{-1}=1, \quad u^{-1} u=1, \quad v v^{-1}=1, \quad v^{-1} v=1, \quad w^{2}=1
$$

together with the relations obtained by replacing $w^{-1}$ by $w$ in the preceding relations.

Let us apply the Knuth-Bendix approach to presentation simplification with two choices of orderings on words. In each case a rule ( $S, T$ ) will be considered simpler than another rule $(U, V)$ if $S T^{-1}$ comes before $U V^{-1}$ in the chosen ordering. First we take the length-plus-lexicographic ordering with $u \prec u^{-1} \prec v \prec v^{-1} \prec w$. Using a Knuth-Bendix implementation which keeps the set of rules reduced and balanced, employs the heuristics described in Section 2.7, and processes all overlaps of length at most 5 , we obtain a rewriting system $\mathcal{T}$ with 353 rules, all of whose left sides have lengths at most 7. In trying to determine the rules which are not consequences of
earlier rules, it is probably a good idea to push the Knuth-Bendix process a little harder than we did initially. Thus we form overlaps of length up to 7 in processing the set $\mathcal{U}$. In this case, the final set $\mathcal{V}$ consists of the five rules giving the inverses of the generators plus the following rules:
$w v \rightarrow v^{-1} w, \quad v^{3} \rightarrow v^{-2}, \quad u^{3} v \rightarrow v u, \quad u^{4} \rightarrow v^{-1} u v, \quad u^{2} w u^{-1} v^{-1} \rightarrow w u w v$.
This gives us the description of $H$ as

$$
\begin{aligned}
\operatorname{Grp}\langle u, v, w| w^{2} & =(w v)^{2}=v^{5}=u^{3} v u^{-1} v^{-1}=u^{4} v^{-1} u^{-1} v \\
& \left.=u^{2} w u^{-1} v^{-2} w u^{-1} w=1\right\rangle
\end{aligned}
$$

When we use the ordering which has the generators in the same order as before but which is the wreath product of length-plus-lexicographic orderings on $\left\{u, u^{-1}\right\}^{*},\left\{v, v^{-1}\right\}^{*}$, and $\{w\}^{*}$, we get a quite different presentation. Excluding the rules giving the inverses of the generators, the set $\mathcal{V}$ consists of the following rules:

$$
u^{6} \rightarrow u^{-5}, \quad u v \rightarrow v u^{4}, \quad v^{3} \rightarrow v^{-2}, \quad v w \rightarrow w v^{-1}, \quad w u w \rightarrow u^{2} v^{2} w u^{2}
$$

The corresponding group presentation of $H$ can be written

$$
\operatorname{Grp}\left\langle u, v, w \mid u^{11}=u v u^{-4} v^{-1}=v^{5}=(v w)^{2}=w u w u^{-2} w v^{-2} u^{-2}=1\right\rangle
$$

With this ordering, the entire confluent rewriting system for $H$ consists of only 45 rules.

If a relator is considered simple if it is a power of a short word, then we can experiment with sets of relators drawn from our various presentations for $H$ to obtain the following nice presentation:

$$
H=\operatorname{Grp}\left\langle u, v, w \mid u^{11}=v^{5}=w^{2}=(v w)^{2}=\left(u w v^{2}\right)^{3}=u^{3} v u^{-1} v^{-1}=1\right\rangle
$$

## Exercise

4.1. Find simple presentations for the following subgroups $H$ :
(a) $H=\left\langle a b a, b a b^{-1}\right\rangle$ in $\operatorname{Grp}\left\langle a, b \mid a^{2}=b^{3}=(a b)^{7}=\left(a b a b^{-1}\right)^{4}=1\right\rangle$.
(b) $H=\left\langle a, b^{2} a b^{-1}\right\rangle$ in $\operatorname{Grp}\left\langle a, b \mid a^{5}=b^{5}=(a b)^{2}=\left(a^{-1} b\right)^{4}=1\right\rangle$.

### 6.5 Historical notes

The original versions of the Reidemeister-Schreier procedure are described in (Reidemeister 1926) and (Schreier 1927). The presentations obtained are in terms of Schreier generators. Procedures for giving presentations of
subgroups of finite index in terms of arbitrary generators were developed in (Mendelsohn 1970) and (McLain 1977). The first computer implementation of the Reidemeister-Schreier procedure is described in (Havas 1974a), which contains a discussion of presentation simplification. An alternative approach to managing the data in an extended coset enumeration is given in (Arrell \& Robertson 1984).

## Generalized automata

The discussion in this chapter is motivated by an observation concerning the nature of coset tables in the early stages of HLT enumerations. Suppose we are performing an HLT coset enumeration and Table 7.0.1 describes our current automaton. Assume that our next step is to perform a full twosided trace of $(x y)^{7}$ at 1 . After the initial forward and backward traces, we have the following situation:

$$
\begin{gathered}
x y x y x y x y x y x y x y \\
1224
\end{gathered}
$$

To complete the trace, we shall define eight more states and enter 18 edges into the automaton. With most data structures for edges, we shall need to reserve space for 32 new edges, since eventually 4 edges will leave each of the newly created states. However, at the completion of the trace, only half of these edges are defined. If there were more generators, a much larger fraction of the reserved space would be unused. This approach seems wasteful. It is quite common for an HLT enumeration involving a substantial number of generators to terminate unsuccessfully with only $10 \%$ of the memory available to store the coset table or equivalent data structure actually used. In our example, we are simply trying to record the facts that $4^{T}=5$ and $5^{T^{-1}}=4$, where $T=y x y x y x y x y$. This information could be stored with no new states and only two new edges if the labels on edges could be words of arbitrary length. In this case we would like to add "edges"

$$
(4, y x y x y x y x y, 5) \quad \text { and } \quad\left(5, y^{-1} x^{-1} y^{-1} x^{-1} y^{-1} x^{-1} y^{-1} x^{-1} y^{-1}, 4\right) .
$$

Clearly more space will be needed to store two edges like this than two ordinary edges, but it seems likely that these two edges can be stored in much less space than must be reserved for 32 ordinary edges.

Table 7.0.1

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 |  |  | 3 |
| 2 | 4 | 1 | 2 | 2 |
| 3 | 5 |  | 1 |  |
| 4 |  | 2 |  | 5 |
| 5 |  | 3 | 4 |  |

This chapter pursues the idea of using generalized automata, automata whose edges are labeled by words of any length, to do coset enumeration, primarily using the HLT strategy. The techniques presented have not been subjected to extensive experimentation. They are presented as objects for further study in the hope of encouraging other suggestions for saving space in coset enumerations.

## *7.1 Definitions

This section provides the appropriate generalizations of the definitions and results about automata from Chapter 3. A generalized automaton is a quintuple $\mathcal{A}=(\Sigma, X, E, A, \Omega)$, where $\Sigma$ and $X$ are sets, $\mathcal{A}$ and $\Omega$ are subsets of $\Sigma$, and $E$ is a subset of $\Sigma \times X^{*} \times \Sigma$. An element $e=(\sigma, U, \tau)$ in $E$ is called an edge, and $U$ is the label of $e$. In this context, if all labels have length at most 1 , so that $\mathcal{A}$ is an automaton according to the definition in Section 3.2, we shall say that $\mathcal{A}$ is an ordinary automaton. The generalized automaton $\mathcal{A}$ is finite if $\Sigma, X$, and $E$ are all finite. A path in $\mathcal{A}$ is a sequence of edges in which the endpoint of one edge is the starting point of the next. The signature of a path is the product of the labels on its edges. The language accepted by $\mathcal{A}$ is the set $L(\mathcal{A})$ of signatures of paths from $\mathcal{A}$ to $\Omega$. We shall say that $\mathcal{A}$ is deterministic if $|A| \leq 1$, all edge labels have length at least 1 , and for each state $\sigma$ in $\Sigma$ and each $x$ in $X$ there is at most one edge $(\sigma, U, \tau)$ in $E$ such that $U$ starts with $x$. In a deterministic automaton $\mathcal{A}$, a path $P$ is determined by its starting point $\sigma$ and its signature $W$. The endpoint of $P$ will again be denoted $\sigma^{W}$. The term "complete" will be used only for ordinary automata. The statement of Exercise 2.4 of Chapter 3 is still correct, although its proof is not quite a triviality.

Transition tables are not adequate to represent the set of edges in a finite, generalized automaton, even a deterministic one. One way to describe the edges is to list the states and for each state $\sigma$ to list the labels and endpoints of the edges leaving $\sigma$. For example, Table 7.1.1 describes a set of 10 edges, among which are $(1, y x y, 1)$ and $\left(3, y^{2}, 4\right)$. This representation makes it relatively easy to locate edges leaving a particular state, but it does not facilitate finding the edges coming into a given state. If this is important, then other schemes must be used.

Table 7.1.1

| State | Label | Endpoint | State | Label | Endpoint |
| :---: | :--- | :---: | :---: | :--- | :---: |
| 1 | $x^{2} y$ | 2 | 3 | $x$ | 1 |
|  | $y x y$ | 1 |  | $y^{2}$ | 4 |
| 2 | $y^{2} x^{2}$ | 3 | 4 | $x^{5}$ | 2 |
|  | $x y$ | 4 |  | $x^{3} y$ | 1 |
|  | $y x$ | 3 |  | $y^{3}$ | 2 |



Figure 7.1.1
Using finite, generalized automata does not allow us to recognize a wider class of languages than using ordinary automata. If $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ is a finite, generalized automaton, then we can construct an ordinary automaton recognizing the same language. Edges with labels of length at most 1 are retained. If $e=(\sigma, U, \tau)$ is an edge in $E$ such that $U=x_{1} \ldots x_{s}$ with $s>1$, then we choose new states $\sigma_{1}, \ldots, \sigma_{s-1}$ and replace $e$ by the edges $\left(\sigma_{i-1}, x_{i}, \sigma_{i}\right), 1 \leq i \leq s$, where $\sigma_{0}=\sigma$ and $\sigma_{s}=\tau$. If $\Lambda$ is the enlarged set of states and $D$ is the enlarged set of edges, then $\mathcal{B}=(\Lambda, X, D, A, \Omega)$ is a finite, ordinary automaton recognizing the same language as $\mathcal{A}$. The automaton $\mathcal{B}$ is determined up to isomorphism and will be called an expansion of $\mathcal{A}$.

Example 1.1. If $\mathcal{A}$ is given by Figure 7.1.1, then an expansion of $\mathcal{A}$ is described by Figure 7.1.2.

Constructing an expansion reduces the length of edge labels at the expense of creating more states. We can sometimes go the other way, reducing the number of states and making labels longer. Suppose that $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ is a finite, generalized automaton and assume that $e=(\rho, U, \sigma)$ and $f=(\sigma, V, \tau)$ are in $E$. If $\sigma$ is not in $\Omega$ and $f$ is the only edge leaving $\sigma$, then we may replace $e$ by ( $\rho, U V, \tau$ ) without changing the language recognized. If at this point $\sigma$ is not in $A$ and there is no edge


Figure 7.1.2


Figure 7.1.3
coming into $\sigma$, then we may also remove $f$ from $E$ and delete $\sigma$ from $\Sigma$. If we iterate this process until no further changes are possible, then the resulting generalized automaton $\mathcal{B}$ is unique and is called the contraction of $\mathcal{A}$. If $\mathcal{A}$ is deterministic, then so is $\mathcal{B}$.

Example 1.2. Suppose $\mathcal{A}$ is given by Figure 7.1.3. Here is one way to construct the contraction of $\mathcal{A}$. First the edge $(1, b, 2)$ is replaced by


Figure 7.1.4


Figure 7.1.5


Figure 7.1.6
$(1, b a, 3)$. Then (4, $b, 2)$ is replaced by $(4, b a, 3)$. Next $(2, a, 3)$ is deleted and 2 is removed as a state. Now ( $3, b, 5$ ) is replaced by ( $3, b a, 1$ ), and both the edge $(5, a, 1)$ and the state 5 are deleted. Finally, $(3, b a, 1)$ is replaced by $(3, b a b a, 3)$. No further changes are possible and we are left with Figure 7.1.4.

The definitions of accessible, coaccessible, and trim states carry over without change. Thus we can refer to a trim generalized automaton, and if $\mathcal{A}$ is not trim, then we can take its trim part without changing the language recognized. It is not true that a deterministic generalized automaton which has the minimum number of states among all deterministic generalized automata recognizing a particular rational language $\mathcal{L}$ is uniquely determined by $\mathcal{L}$ up to isomorphism. For example, the automata $\mathcal{A}_{1}$ in Figure 7.1.5 and $\mathcal{A}_{2}$ in Figure 7.1 .6 both recognize $\mathcal{L}=\left\{a^{2 i+1} \mid i \geq 0\right\}$. It is easy to check that there is no generalized automaton, deterministic or not, which


Figure 7.1.7
recognizes $\mathcal{L}$ and has fewer than two states. The automaton $\mathcal{A}_{2}$ has an additional minimality property. Suppose $U$ is in $\mathcal{L}$. Then there is a path $P$ in $\mathcal{A}_{1}$ and a path $Q$ in $\mathcal{A}_{2}$ such that both paths go from 1 to 2 and $\operatorname{Sg}(P)=U=\operatorname{Sg}(Q)$. The length of $Q$ is always less than or equal to the length of $P$. For example, if $U=a^{3}$, then $P$ has length 3 and $Q$ has length 2. If we add this extra minimality condition, then, for any rational language $\mathcal{L}$, a minimal generalized automaton recognizing $\mathcal{L}$ is isomorphic to the contraction of $\mathcal{A}_{t}(\mathcal{L})$.

## Exercise

1.1. Let $\mathcal{A}$ be the generalized automaton described by Figure 7.1.7. Determine an expansion and the contraction of $\mathcal{A}$.

## *7.2 Generalized coset automata

The previous section discussed analogues of results in Chapter 3 for generalized automata. This section does the same for the results in Sections 4.4 and 4.11. Let $\mathcal{R}$ be a reduced, confluent, niladic rewriting system on $X^{*}$ which defines a group. We shall not assume that $\mathcal{R}$ is classical, and thus we shall draw heavily on Section 4.11 . The congruence generated by $\mathcal{R}$ is denoted by $\sim$, the $\sim$-class containing a word $U$ is $[U]$, and $\mathcal{C}$ denotes the set of words which are irreducible with respect to $\mathcal{R}$. The unique word in $[U] \cap \mathcal{C}$ is $\bar{U}$, and $U^{\diamond}$ is the word in $\mathcal{C}$ such that $U U^{\diamond} \sim \varepsilon$.

A generalized automaton $\mathcal{A}=(\Sigma, X, E, A, \Omega)$ will be called a generalized coset automaton relative to $\mathcal{R}$ if the following conditions hold:

Table 7.2.1

| State | Label | Endpoint |
| :---: | :--- | :---: |
| 1 | $x^{2}$ | 2 |
| 2 | $y x y$ | 3 |
|  | $x$ | 3 |
| 3 | $y^{2}$ | 2 |
|  | $y^{-2}$ | 2 |
|  | $y^{2}$ | 1 |

(i) $\mathcal{A}$ is accessible and deterministic.
(ii) $A=\Omega \neq \emptyset$.
(iii) If $(\sigma, U, \tau)$ is in $E$, then $U$ is in $\mathcal{C}$ and there is a path $P$ in $\mathcal{A}$ from $\tau$ to $\sigma$ such that $\operatorname{Sg}(P)=U^{\diamond}$.

Conditions (i) and (ii) are the same as in the definition of an ordinary coset automaton.

Example 2.1. Let $X=\left\{x, y, y^{-1}\right\}$, let $\mathcal{R}$ consist of the rules

$$
x^{5} \rightarrow \varepsilon, \quad y y^{-1} \rightarrow \varepsilon, \quad y^{-1} y \rightarrow \varepsilon
$$

and let $E$ be given by Table 7.2.1. The path $P$ in condition (iii) for the first edge consists of the two edges $(2, x, 3)$ and $\left(3, x^{2}, 1\right)$. For $(1, y x y, 3), P$ is the single edge $\left(3, y^{-1} x^{4} y^{-1}, 1\right)$. The generalized automaton defined by this table satisfies conditions (i) to (iii).

Proposition 2.1. Suppose that $\mathcal{A}$ is a generalized coset automaton. If there is a path $P$ in $\mathcal{A}$ from $\sigma$ to $\tau$, then there is a path $Q$ from $\tau$ to $\sigma$ such that $[\operatorname{Sg}(Q)]=[\operatorname{Sg}(P)]^{-1}$.

Proof. Let $P$ consist of the edges $\left(\sigma_{i-1}, U_{i}, \sigma_{i}\right), 1 \leq i \leq s$. By condition (iii), there are paths $Q_{i}$ from $\sigma_{i}$ to $\sigma_{i-1}$ such that $\operatorname{Sg}\left(Q_{i}\right)=U_{i}^{\diamond}$. Let $Q$ be the concatenation of $Q_{s}, \ldots, Q_{1}$. Then $Q$ is a path from $\sigma_{s}=\tau$ to $\sigma_{0}=\sigma$, and $[\operatorname{Sg}(Q)]=[\operatorname{Sg}(P)]^{-1}$.

Corollary 2.2. Generalized coset automata are trim.
Recall the fact from Section 4.11 that a word $U$ in $\mathcal{C}$ has a unique minimal decomposition as a product of nonempty subwords of left sides in $\mathcal{R}$. The number of terms in the product is denoted $\|U\|$.

Proposition 2.3. Let $\mathcal{A}$ be a generalized coset automata and let ( $\sigma, U, \tau$ ) be an edge of $\mathcal{A}$. Either $\|U\|=1$ or $\left(\tau, U^{\diamond}, \sigma\right)$ is an edge.

Proof. There is a path $P$ in $\mathcal{A}$ from $\tau$ to $\sigma$ such that $\operatorname{Sg}(P)=U^{\diamond}$. Let ( $\rho, V, \sigma$ ) be the last edge of $P$ and let $V$ end in $x$. Then $U$ and $V^{\diamond}$ each start with $\dot{x}$. There is a path $Q$ from $\sigma$ to $\rho$ such that $\operatorname{Sg}(Q)=V^{\diamond}$. Since $\mathcal{A}$ is deterministic, $(\sigma, U, \tau)$ is the first edge of $Q$. Therefore $V$ is a suffix of $U^{\diamond}$ and $U$ is a prefix of $V^{\diamond}$. By a remark in Section 4.11, this means that $\|U\|=\|V\|$ and $V^{\diamond}=U W$, where $\|W\| \leq 1$. If $\|W\|=0$, then $W=\varepsilon$ and $V=U^{\diamond}$. In this case, $\rho=\tau$ and $\left(\tau, U^{\diamond}, \sigma\right)$ is an edge. Suppose that $\|W\|=1$. Let $(\varphi, T, \rho)$ be the last edge in $Q$. Then $T$ is a suffix of $W$, so $\|T\|=1$. By the preceding argument, with $U$ replaced by $V$ and $V$ by $T$, we have $\|V\|=\|T\|$. Therefore $\|U\|=\|V\|=1$.

Corollary 4.3 in Chapter 4 holds for generalized coset automata as well as for ordinary ones.

Proposition 2.4. Let $\mathcal{A}=(\Sigma, X, E, A, A)$ be a generalized coset automaton. Suppose that $e=(\rho, U, \tau)$ and that $f=(\sigma, V, \tau)$ are in $E$ and that $U$ and $V$ end in the same element $x$ of $X$. Then $e=f$.

Proof. There is a path $P$ in $\mathcal{A}$ from $\tau$ to $\rho$ such that $\operatorname{Sg}(P)=U^{\diamond}$. Let $g=(\tau, W, \varphi)$ be the first edge of $P$. Thus $g$ is the unique edge leaving $\tau$ whose label starts with $\dot{x}$. Therefore $g$ is also the first edge in the path $Q$ from $\tau$ to $\sigma$ such that $\operatorname{Sg}(Q)=V^{\diamond}$. If $\|U\|>1$, then $\left(\tau, U^{\diamond}, \rho\right)$ is an edge, so $W=U^{\diamond}$ and $\varphi=\rho$. Since $\|V\|=\left\|V^{\diamond}\right\| \geq\|W\|=\|U\|$, it follows that $\|V\|>1$. Hence $W=V^{\diamond}$ and $\varphi=\sigma$, and therefore $e=f$.

Thus we may assume that $\|U\|=\|V\|=1$. Therefore $\|W\|=1$ and there are words $S$ and $T$ such that $L=W S U=W T V$ is a left side in $\mathcal{R}$, $\operatorname{Sg}(P)=W S$, and $\operatorname{Sg}(Q)=W T$. Thus the concatenation of $P$ and $e$ and the concatenation of $Q$ and $f$ are both paths from $\tau$ to $\tau$ and both have signature $L$. Therefore they are the same path and $e=f$.

Corollary 2.5. In a generalized coset automaton, a path is determined by its endpoint and its signature.

The main ideas behind the proofs of Propositions 2.3 and 2.4 are due to M. F. Newman.

Proposition 2.6. Let $\mathcal{A}$ be a generalized coset automaton. If $\sigma^{W}=\tau$ in $\mathcal{A}$, then $\sigma^{\bar{W}}=\tau$.

Proof. Let $\mathcal{A}=(\Sigma, X, E, A, A)$ and let $P$ be a path in $\mathcal{A}$ from $\sigma$ to $\tau$ such that $W=\operatorname{Sg}(P)=S L T$, where $L$ is a left side in $\mathcal{R}$. It is not clear that there is a subpath of $P$ whose signature is $L$. However, there is a minimal subpath $Q$ such that $L$ is a subword of $\operatorname{Sg}(Q)$. Let $Q$ consist of the edges $\left(\sigma_{i-1}, U_{i}, \sigma_{i}\right), 1 \leq i \leq s$. Since edge labels are in $\mathcal{C}$, we have $s>1$
and $L=C U_{2} \ldots U_{s-1} D$, where $C$ is a nonempty suffix of $U_{1}$ and $D$ is a nonempty prefix of $U_{s}$. Therefore, by Proposition 2.3 , for $2 \leq i \leq s$ the pair ( $U_{i-1}, U_{i}$ ) is susceptible to cancellation. Thus either $U_{i-1}=U_{i}^{\diamond}$ and $\sigma_{i-2}=\sigma_{i}$ or $U_{i-1} U_{i}$ is a subword of a left side. In the first case, we can delete the edges $\left(\sigma_{i-2}, U_{i-1}, \sigma_{i-1}\right)$ and ( $\sigma_{i-1}, U_{i}, \sigma_{i}$ ), and the result will still be a path $R$ from $\sigma$ to $\tau$ and $\bar{W}=\overline{\operatorname{Sg}(R)}$. By induction on the length of $P$, $\sigma^{\bar{W}}=\tau$.

We are left with the case in which, for $2 \leq i \leq s$, the word $U_{i-1} U_{i}$ is a subword of a left side in $\mathcal{R}$. In this situation, $V=U_{1} \ldots U_{s}$ is a subword of a power of a left side and $V$ contains a left side. This means that $V$ has a prefix $M$ which is a left side and $U_{1}$ is a proper prefix of $M$. Let $M=U_{1} V_{1}$. Then $V_{1}=U_{1}^{\diamond}$ and there is a path $R$ from $\sigma_{1}$ to $\sigma_{0}$ such that $\operatorname{Sg}(R)=V_{1}$. Since $\mathcal{A}$ is deterministic, $R$ is a subpath of $Q$. The concatenation of $\left(\sigma_{0}, U_{1}, \sigma_{1}\right)$ and $R$ is a path from $\sigma_{0}$ to $\sigma_{0}$ with signature $M$. As before, this subpath may be deleted from $P$ without changing $[\operatorname{Sg}(P)]$. Again we are done by induction on the length of $P$.

Corollary 2.7. Let $\mathcal{A}$ be a generalized coset automaton and set $\mathcal{L}=L(\mathcal{A})$. Then $\overline{\mathcal{L}} \subseteq \mathcal{L}$.

Proof. Take $\sigma$ and $\tau$ in Proposition 2.6 to be the initial state of $\mathcal{A}$.
As before, if $\mathcal{A}$ is a generalized coset automaton, then we set $K(\mathcal{A})=$ $\{[U] \mid U \in \mathcal{L}(\mathcal{A})\}$.

Proposition 2.8. Let $\mathcal{A}$ be a generalized coset automaton. Then $H=K(\mathcal{A})$ is a subgroup of $F=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$.

Proof. It is clear that $\varepsilon$ is in $L(\mathcal{A})$ and that $L(\mathcal{A})$ is a submonoid of $X^{*}$. Therefore $H$ is a submonoid of $F$. By Proposition 2.1, $H$ is a subgroup of $F$.

Let $\mathcal{A}$ be a finite generalized coset automaton. It is useful to have a procedure for constructing an ordinary coset automaton $\mathcal{B}$ such that $K(\mathcal{B})=K(\mathcal{A})$. The procedure may be thought of as roughly analogous to the expansion construction, although, in general, the expansion of a coset automaton is not a coset automaton. Let $\mathcal{A}=(\Sigma, X, E, A, A)$ and suppose that $(\sigma, U, \tau)$ is an edge in $E$ such that $\|U\|>1$. By Proposition 2.1, $\left(\tau, U^{\diamond}, \sigma\right)$ is also an edge. Let $U_{1} \ldots U_{s}$ be the minimal decomposition of $U$ as product of subwords of left sides in $\mathcal{R}$. Then $U_{s}^{\diamond} \ldots U_{1}^{\diamond}$ is the minimal decomposition of $U^{\diamond}$. Let $\mathcal{A}_{1}$ be the automaton obtained from $\mathcal{A}$ by replacing the edges $(\sigma, U, \tau)$ and $\left(\tau, U^{\diamond}, \sigma\right)$ with the edges $\left(\sigma_{i-1}, U_{i}, \sigma_{i}\right)$ and $\left(\sigma_{i}, U_{i}^{\diamond}, \sigma_{i-1}\right), 1 \leq i \leq s$, where $\sigma_{0}=\sigma, \sigma_{s}=\tau$, and $\sigma_{1}, \ldots, \sigma_{s-1}$ are distinct objects not in $\Sigma$.

Table 7.2.2

| State | Label | Endpoint |
| :---: | :--- | :---: |
| 1 | $a^{2} b a^{3}$ | 2 |
|  | $b^{4} a$ | 3 |
| 2 | $a^{2} b^{4} a^{3}$ | 1 |
| 3 | $b^{2}$ | 3 |
| 4 | $a^{4} b$ | 1 |
| 4 | $b^{2}$ | 4 |
|  | $a$ | 4 |

Proposition 2.9. Under these hypotheses, $\mathcal{A}_{1}$ is a generalized coset automaton and $K\left(\mathcal{A}_{1}\right)=K(\mathcal{A})$.

Proof. Exercise.
By repeated application of Proposition 2.9, we may assume that $\|U\|=1$ for every edge ( $\sigma, U ; \tau$ ) in $E$. Now we can take the expansion.

Proposition 2.10. Let $\mathcal{A}$ be a generalized coset automaton such that the labels on edges are subwords of left sides of $\mathcal{R}$. The expansion $\mathcal{B}$ of $\mathcal{A}$ is a coset automaton and $K(\mathcal{B})=K(\mathcal{A})$.

Proof. Exercise.
Example 2.2. Let us illustrate the constructions of Propositions 2.9 and 2.10. Suppose that $X=\{a, b\}$ and $\mathcal{R}$ consists of the rules $a^{5} \rightarrow \varepsilon$ and $b^{5} \rightarrow \varepsilon$. Let $\mathcal{A}_{1}$ be $(\Sigma, X, E,\{1\},\{1\})$, where $\Sigma=\{1,2,3,4\}$ and $E$ is given by Table 7.2.2. In the first phase of the procedure, we split up those edges whose labels are not subwords of left sides. This involves adding three new states. To split the edge $\left(1, a^{2} b a^{3}, 2\right)$, let us add states 5 and 6 such that $1^{a^{2}}=5$ and $5^{b}=6$. To split $\left(1, b^{4} a, 3\right)$, we add a state 7 such that $1^{b^{4}}=7$. The edges of the resulting automaton $\mathcal{A}_{2}$ are described by Table 7.2.3. One expansion $\mathcal{A}_{3}$ of this automaton has state set $\{1, \ldots, 24\}$ and edges given by Table 7.2.4. Although one must be careful about drawing conclusions about the size of computer data structures from the manner in which their information is displayed on the printed page, it would seem that $\mathcal{A}_{1}$ is a more concise description of $K\left(\mathcal{A}_{1}\right)=K\left(\mathcal{A}_{3}\right)$ than $\mathcal{A}_{3}$ is.

Just as we can form expansions of generalized coset automata, we can form contractions and find minimal coset automata defining a given finitely generated subgroup of $F$.

Let $\mathcal{A}=(\Sigma, X, E,\{\alpha\},\{\alpha\})$ be a generalized coset automaton relative to $\mathcal{R}$, let $e=(\rho, U, \sigma)$ be in $E$, and suppose that $\sigma \neq \alpha$. There is at least one

Table 7.2.3

| State | Label | Endpoint | State | Label | Endpoint |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $a^{2}$ | 5 | 5 | $a^{3}$ | 1 |
|  | $b^{4}$ | 7 |  | $b$ | 6 |
| 2 | $a^{2}$ | 6 | 6 | $a^{3}$ | 2 |
| 3 | $b^{2}$ | 3 |  | $b^{4}$ | 5 |
|  | $a^{4}$ | 7 | 7 | $a$ | 3 |
| 4 | $b^{2}$ | 4 |  | $b$ | 1 |
|  | $a$ | 4 |  |  |  |

Table 7.2.4

|  | $a$ | $b$ |  | $a$ | $b$ |  | $a$ | $b$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 8 | 9 | 9 |  | 10 | 17 |  | 4 |
| 2 | 12 | 13 | 10 |  | 11 | 18 | 19 |  |
| 3 | 14 | 17 | 11 |  | 7 | 19 | 1 |  |
| 4 | 4 | 2 | 12 | 6 |  | 20 | 21 |  |
| 5 | 18 | 6 | 13 |  | 3 | 21 | 2 |  |
| 6 | 20 | 22 | 14 | 15 |  | 22 |  | 23 |
| 7 | 3 | 1 | 15 | 16 |  | 23 |  | 24 |
| 8 | 5 |  | 16 | 7 |  | 24 |  | 5 |

edge leaving $\sigma$, the first edge $f=(\sigma, V, \tau)$ of the path which goes from $\sigma$ to $\rho$ and has signature $U^{\diamond}$. Let us consider several cases.

Case 1. There is no edge $g=(\sigma, W, \varphi)$ leaving $\sigma$ such that $U W$ is in $\mathcal{C}$. This means that $U V$ is not in $\mathcal{C}$, so by Proposition 2.3, $V=U^{\diamond}, \tau=\rho$, and $f$ is the only edge leaving $\sigma$. Any path $P$ which goes from $\alpha$ to $\alpha$ and involves either $e$ or $f$ must have $e$ and $f$ as consecutive edges. Thus $\operatorname{Sg}(P)$ is not in $\mathcal{C}$. If we remove $e$ and $f$ from $E$ and delete $\sigma$ from $\Sigma$, then the result is still a generalized coset automaton describing $K(\mathcal{A})$.

Case 2. There is exactly one edge $g=(\sigma, W, \varphi)$ leaving $\sigma$ such that $U W$ is in $\mathcal{C}$.

Case 2.1. $f=g$. By Proposition 2.3, $U V$ is a proper prefix of a left side in $\mathcal{R}$. The edges $e$ and $f$ may be replaced by the single edge $(\rho, U V, \tau)$.

Case 2.2. $f \neq g$ and there is an edge $h=\left(\varphi, W^{\diamond}, \sigma\right)$. Now $V=U^{\diamond}$ and $\tau=\rho$. The pair $(U, W)$ is not susceptible to cancellation, so $(U W)^{\diamond}=$ $W^{\diamond} U^{\diamond}=W^{\diamond} V$. The edges $e, f, g$, and $h$ may be replaced by $(\rho, U W, \varphi)$ and $\left(\varphi, W^{\diamond} V, \rho\right)$.

If we modify $\mathcal{A}$ as described until no more changes are possible, then the resulting automaton $\mathcal{B}$ is unique. We shall call $\mathcal{B}$ the contraction of $\mathcal{A}$ as a coset automaton.


Figure 7.2.1


Figure 7.2.2

Example 2.3. Let $X$ and $\mathcal{R}$ be as in Example 2.2 and let $\mathcal{A}$ be given by Figure 7.2.1. We may replace the edges $(2, a, 4)$ and $\left(4, a^{2}, 1\right)$ by the single edge $\left(2, a^{3}, 1\right)$ and delete 4 as a state. We may also replace the four edges coming into or going out of 3 by the pair of edges $\left(1, b^{3} a^{4} b^{2} a^{3} b^{3}, 2\right)$ and $\left(2, b^{2} a^{2} b^{3} a b^{2}, 1\right)$ and then delete state 3 . Finally, the four current edges may be replaced by $\left(1, b^{3} a^{4} b^{2} a^{3} b^{3} a^{3}, 1\right)$ and $\left(1, a^{2} b^{2} a^{2} b^{3} a b^{2}, 1\right)$. Thus we obtain the automaton in Figure 7.2.2, as the contraction of $\mathcal{A}$ as a coset automaton.

Table 7.2.5

| State | Label | Endpoint |
| :---: | :--- | :---: |
| 1 | $a b^{2}$ | 2 |
|  | $b a^{3} b^{3}$ | 3 |
| 2 | $a$ | 4 |
| 3 | $b^{3} a^{4}$ | 1 |
| 4 | $a^{2}$ | 2 |
| 4 | $b^{2} a^{2} b^{4}$ | 1 |
| 5 | $a^{2}$ | 3 |
| 5 | $b^{2} a$ | $a^{4} b^{3}$ |

Exercise
2.1. Let $X$ and $\mathcal{R}$ be as in Examples 2.2 and 2.3. Suppose $\mathcal{A}=(\Sigma, X, E, A, A)$ is the generalized coset automaton with respect to $\mathcal{R}$ in which $A=\{1\}$ and $E$ is given by Table 7.2.5. Determine an expansion and the contraction of $\mathcal{A}$ as a coset automaton.

## *7.3 Basic operations

This section describes the basic operations on finite generalized coset automata needed to carry out coset enumeration using the HLT strategy. These operations include tracing, handling coincidences, and several new operations. In our examples, we shall assume that $X=\{x, y, z\}$, that $\mathcal{R}$ consists of the rules

$$
(x y)^{3} \rightarrow \varepsilon, \quad(y x)^{3} \rightarrow \varepsilon, \quad z^{5} \rightarrow \varepsilon
$$

and that $\mathcal{A}$ is a generalized coset automaton with respect to $\mathcal{R}$ which initially has the edges shown in Table 7.3.1.

In Section 4.11 we discussed the minimal decomposition of a word $U$ in $\mathcal{C}$ as a product of subwords of left sides in $\mathcal{R}$. We shall now introduce another decomposition. There are words $P$ and $V$ such that $U=P V P^{\diamond}$ and $U^{\diamond}=P V^{\diamond} P^{\diamond}$. For example, we may take $P=\varepsilon$ and $V=U$. The pair $(P, V)$ with $|P|$ maximal will be called the cyclic decomposition of $U$. Let $U=U_{1} \ldots U_{s}$ be the minimal decomposition of $U$. If $U \neq U^{\diamond}$, then $P=U_{1} \ldots U_{i}$, where $i$ is the largest index such that $U_{j}=U_{s+1-j}^{\diamond}$ for $1 \leq j \leq i$. If $U=U^{\diamond}$, then $s=2 i+1$ is odd and $\left(U_{i+1}\right)^{2}$ is a left side. Here $P=U_{1} \ldots U_{i}$ and $V=U_{i+1}$. In our example, if $U=y x y z^{2} x y z x y z^{3} x y x$, then the cyclic decomposition of $U$ is $\left(y x y z^{2}, x y z x y\right)$.

When we perform a forward trace of a word $W$ in $\mathcal{A}$ starting at a state $\sigma$, we may not end at a state. That is, we may reach the following situation. We have $W=B C$, where $\tau=\sigma^{B}$ is defined and there is an edge ( $\tau, U, \varphi$ ) such that $U$ and $C$ have a nonempty common prefix. However, $U$ is not a prefix of $C$. For example, in $\mathcal{A}$ let $\sigma=1$ and $W=x y x y z y x$. The trace starts

Table 7.3.1

| State | Label | Endpoint |
| :---: | :--- | :---: |
| 1 | $x y x z^{2} y x$ | 2 |
|  | $z^{2} x y z$ | 3 |
| 2 | $y x y x z^{3} y x y$ | 1 |
| 3 | $z y x y x z^{3} x$ | 3 |
|  | $y x y x y z^{2} y x z^{4}$ | 2 |
|  | $z^{4} x y x y z^{3}$ | 1 |

along the edge ( $1, x y x z^{2} y x, 2$ ), but leaves the edge in the middle. Suppose that we have a situation of this type. Let $S$ be the longest common prefix of $U$ and $C$, and let $U=S T$. In our example, $S=x y x$ and $T=z^{2} y x$. It will sometimes be necessary to split the edge ( $\tau, U, \varphi$ ) at $S$ and introduce a new state $\psi$ such that $\psi=\tau^{S}$. However, this splitting may actually require adding two or three new states, not just one. Let $U=U_{1} \ldots U_{t}$ be the minimal decomposition of $U$ as a product of nonempty subwords of left sides. The easiest case to handle is the one in which $t=1$, for we simply add a new state $\psi$ and replace $(\tau, U, \varphi)$ by $(\tau, S, \psi)$ and $(\psi, T, \varphi)$.

Next let us consider the case in which $S=U_{1} \ldots U_{i}$, where $1 \leq i<t$. Here $U^{\diamond}=T^{\diamond} S^{\diamond}$. Usually we can replace $(\tau, U, \varphi)$ and $\left(\varphi, U^{\diamond}, \tau\right)$ by the four edges

$$
(\tau, S, \psi), \quad\left(\psi, S^{\diamond}, \tau\right), \quad(\psi, T, \varphi), \quad\left(\varphi, T^{\diamond}, \psi\right)
$$

where $\psi$ is a new state. The one exception occurs when $\tau=\varphi$ and the first terms of $S$ and $T^{\diamond}$ are the same. In this situation, we may have two edges leaving $\tau$ both of whose labels start with the same generator. Assume that we are in this exceptional situation. Since $(\tau, U, \tau)$ and $\left(\tau, U^{\diamond}, \tau\right)$ are both edges, they must be the same edge. That is, $U=U^{\diamond}$. By replacing $U$ by $U^{\diamond}$ and $S$ by $T^{\diamond}$ if necessary, we may assume that $\|S\| \leq\|T\|$. Let $(P, V)$ be the cyclic decomposition of $U$. Then $S$ is a prefix of $P$. Let $P=S Q$, let $\psi$ be a new state, and replace the edge $(\tau, U, \tau)$ by the three edges

$$
(\tau, S, \psi), \quad\left(\psi, S^{\diamond}, \tau\right), \quad\left(\psi, Q V Q^{\diamond}, \psi\right)
$$

Finally, suppose that $S=U_{1} \ldots U_{i-1} R$, where $R$ is a proper, nonempty prefix of $U_{i}$. Using methods already described, we may split one or more edges so that $\rho=\tau^{U_{1} \ldots U_{i-1}}$ and $\rho^{U_{i}}$ are both defined. Now to insure that $\rho^{R}$ is defined we are back to the case in which $t=1$.

In our earlier example, to split $e=\left(1, x y x z^{2} y x, 2\right)$ at $x y x$, we delete $e$ and $\left(2, y x y x z^{3} y x y, 1\right)$ and add $(1, x y x, 4),(4, y x y, 1),\left(4, z^{2} y x, 2\right)$, and $\left(2, y x y x z^{3}, 4\right)$. To split $f=\left(2, z y x y x z^{3} x, 3\right)$ at $z y$, we delete $f$ and $\left(3, y x y x y z^{2} y x z^{4}, 2\right)$ and replace them by $(2, z, 5),\left(5, z^{4}, 2\right),\left(6, z^{3} x, 3\right)$,

Table 7.3.2

| State | Label | Endpoint | State | Label | Endpoint |
| :---: | :--- | :---: | :---: | :--- | :---: |
| 1 | $x y x$ | 4 | 5 | $y$ | 7 |
|  | $y x y x z^{3}$ | $z^{2} x y z$ | 4 |  | 6 |
|  | $z$ | 5 |  | $y x$ | 5 |
|  | $y x y x y z^{2}$ | 6 | 7 | $x y x$ | 6 |
|  | $z^{4} x y x y z^{3}$ | 1 |  |  |  |
|  | $y x y$ | 1 |  |  |  |
|  | $z^{2} y x$ | 2 |  |  |  |

$\left(3, y x y x y z^{2}, 6\right),(6, y x, 5),(5, y, 7)$, and $(7, x y x, 6)$. At this point we have the edges shown in Table 7.3.2.

Now suppose that we have states $\sigma$ and $\tau$ and a nonempty word $U$ in $\mathcal{C}$. Let $U$ start with $x$ and end with $y$ and assume that there is no edge leaving $\sigma$ whose label starts with $x$ and there is no edge coming into $\tau$ whose label ends with $y$. To join $\sigma$ to $\tau$ by $U$ means to add one or more edges so that $\sigma^{U}=\tau$. The obvious thing to try is to add edges $(\sigma, U, \tau)$ and $\left(\tau, U^{\diamond}, \sigma\right)$. This works fine unless $\sigma=\tau, x=\dot{y}$, and $U \neq U^{\diamond}$, for then there will be two edges leaving $\sigma$ both of whose labels start with $x$. Suppose we have this special case and let $(P, V)$ be the cyclic decomposition of $U$. If $P \neq \varepsilon$, then we introduce a new state $\rho$ and join $\sigma$ to $\rho$ by $P$ and $\rho$ to $\rho$ by $V$. This reduces us to the case in which $P=\varepsilon$. Now let $U=U_{1} \ldots U_{s}$ be the minimal decomposition of $U$. Since $x=\dot{y}, P=\varepsilon$, and $U \neq U^{\diamond}$, either $U_{1}$ is a proper prefix of $U_{s}^{\diamond}$ or $U_{s}^{\diamond}$ is a proper prefix of $U_{1}$. By replacing $U$ by $U^{\diamond}$ if necessary, we may assume that $U_{1}$ is a proper prefix of $U_{s}^{\diamond}$. Let $W=U_{2} \ldots U_{s-1}$ and choose $Q$ so that $U_{1} Q U_{s}$ is a left side in $\mathcal{R}$. We choose two new states $\varphi$ and $\psi$, add edges $\left(\sigma, U_{1}, \varphi\right),(\varphi, Q, \psi)$, and $\left(\psi, U_{s}, \sigma\right)$, and then join $\varphi$ to $\psi$ by $W$. For example, to join 7 to 7 by $y x y z^{2} x y z x y z^{3} x y x$, we must add three new states. One way to do this is to let the new states be 8,9 , and 10 , and the new edges be $\left(7, y x y z^{2}, 8\right),\left(8, z^{3} x y x, 7\right),(8, x y, 9)$, $(9, x y, 10),(10, x y, 8),(9, z, 10)$, and $\left(10, z^{4}, 9\right)$. With these additions, our automaton $\mathcal{A}$ has the edges shown in Table 7.3.3.

The next operation is somewhat specialized. Suppose that $e=(\sigma, U, \tau)$ is an edge and $U$ is a subword of a left side. Let $U=S T$, where both $S$ and $T$ are nonempty and $T$ starts with $x$. Finally, let $\gamma$ be a state such that there is no edge leaving $\gamma$ whose label starts with $x$. To insert $\gamma$ into $e$ at $S$ means to replace $e$ by the pair of edges $(\sigma, S, \gamma)$ and $(\gamma, T, \tau)$. For example, to insert 7 into $\left(5, z^{4}, 2\right)$ at $z^{2}$ in $\mathcal{A}$ changes the edge set as shown in Table 7.3.4.

The operations of two-sided tracing and processing coincidences become much more closely linked when generalized coset automata are used. We are familiar with the way two-sided traces can lead to coincidences. However, now a natural approach to coincidence processing leads to two-sided traces.

Table 7.3.3

| State | Label | Endpoint | State | Label | Endpoint |
| :---: | :--- | :---: | :---: | :--- | :---: |
| 1 | $x y x$ | 4 | 6 | $y x$ | 5 |
|  | $z^{2} x y z$ | 3 |  | $z^{3} x$ | 3 |
|  | $y x y x z^{3}$ | 4 | 7 | $x y x$ | 6 |
| 3 | $z$ | 5 |  | $y x y z^{2}$ | 8 |
| 4 | $y x y x y z^{2}$ | 6 | 8 | $x y$ | 9 |
| 4 | $z^{4} x y x y z^{3}$ | 1 | 9 | $x y$ | 10 |
| 5 | $y x y$ | 1 |  | $z$ | 10 |
|  | $z^{2} y x$ | 2 | 10 | $x y$ | 8 |
|  | $z^{4}$ | 7 |  | $z^{4}$ | 9 |

Table 7.3.4

| State | Label | Endpoint | State | Label | Endpoint |
| :---: | :--- | :---: | :---: | :--- | :---: |
| 1 | $x y x$ | 4 | 6 | $y x$ | 5 |
|  | $z^{2} x y z$ | 3 |  | $z^{3} x$ | 3 |
| 2 | $y x y x z^{3}$ | 4 | 7 | $x y x$ | 6 |
|  | $z$ | 5 |  | $y x y z^{2}$ | 8 |
| 3 | $y x y x y z^{2}$ | 6 |  | $z^{2}$ | 2 |
| 4 | $z^{4} x y x y z^{3}$ | 1 | 8 | $x y$ | 9 |
|  | $y x y$ | $z^{2} y x$ | 2 | 9 | $x y$ |
| 5 | $y$ | 7 |  | 10 | 10 |
|  | $z^{2}$ | 7 |  | $x y$ | 8 |
|  |  |  | $z^{4}$ | 9 |  |

Suppose that a state $\sigma$ has been found to be coincident with an earlier state $\tau$ and $e=(\sigma, U, \rho)$ is an edge. Then we must remove $e$ and make sure that $\tau^{U}=\rho$ if $\rho \neq \sigma$, or $\tau^{U}=\tau$ if $\rho=\sigma$. Doing this can be just as complicated as performing two-sided traces of subgroup generators or relators. Of course, when $e$ is removed, we shall usually have to remove other edges so that the axioms for a generalized coset automaton continue to be satisfied. We no longer have only two-sided traces which start and end at the same state. We must allow for two-sided traces of a word in $\mathcal{C}$ from one state to some other state.

To facilitate both tracing and coincidence processing, we maintain a stack of trace records, which are triples $(\beta, W, \gamma)$, where $\beta$ and $\gamma$ are possibly inactive states and $W$ is a word. To process the trace record ( $\beta, W, \gamma$ ), we first compute the active states $\delta$ and $\epsilon$ equivalent to $\beta$ and $\gamma$, respectively, and then perform a two-sided trace of $W$ from $\delta$ to $\epsilon$. This trace may result in other trace records being pushed onto the stack. When an active state $\sigma$ is found to be coincident with an earlier active state $\tau$, we examine each edge $e=(\sigma, U, \rho)$ leaving $\sigma$. If $U$ is not a subword of a left side, then $e$ and ( $\rho, U^{\diamond}, \sigma$ ) are removed and $e$ is pushed onto the trace-record stack.

However, if $U$ is a subword of a left side, then let $W^{r}$ be the left side of which $U$ is a prefix, where $W$ is not a proper power. Let $W^{t}$ be the smallest power of $W$ such that $\sigma^{W^{t}}=\sigma$. We remove all edges in the path from $\sigma$ to $\sigma$ having signature $W^{t}$ and push these edges onto the trace record stack. Once all edges leaving $\sigma$ have been removed, we record the fact that $\sigma$ is equivalent to $\tau$ and go back to processing trace records.

Since we have moved most of the coincidence procedure into the procedure for performing two-sided traces, the latter procedure is now fairly complicated. Suppose that we wish to perform a full two-sided trace of a word $U$ in $\mathcal{C}$ from $\beta$ to $\gamma$. By performing forward and backward traces, we may assume that there is no edge leaving $\beta$ whose label is a prefix of $U$ and there is no edge coming into $\gamma$ whose label is a suffix of $U$. If $U=\varepsilon$ and $\beta \neq \gamma$, then we have a coincidence. Assume $U \neq \varepsilon$. Let $B$ be the longest prefix of $U$ which is also a prefix of the label of an edge leaving $\beta$ and let $E$ be the longest suffix of $U$ which is also a sufiix of an edge coming into $\gamma$. Let $U=B C=D E$. Suppose $B$ and $C$ are both nonempty and let $e$ be the edge leaving $\beta$ whose label has $B$ as a prefix. We split $e$ at $B$ and repeat the trace. In this way we may assume that $B=\varepsilon$ or $C=\varepsilon$. Similarly, by splitting an edge coming into $\gamma$, if necessary, we may assume that $D=\varepsilon$ or $E=\varepsilon$.

Suppose that $C=\varepsilon$, so $B=U$. Thus there is an edge $(\beta, V, \delta)$, where $V$ has the form $U P$. If $V$ is not a subword of a left side, then remove $(\beta, V, \delta)$ and $\left(\delta, V^{\diamond}, \beta\right)$ and push $(\gamma, P, \delta)$ onto the trace-record stack. In this way we arrange things so that either $B=\varepsilon$ or $V$ is a subword of a left side. Similarly, we may assume that $E=\varepsilon$ or there is an edge ( $\epsilon, Q U, \gamma$ ) such that $Q U$ is a power of a left side. If $B=E=\varepsilon$, then we can connect $\beta$ to $\gamma$ by $U$ as described earlier. If $B=\varepsilon$ and $E=U$, then we insert $\beta$ into $(\epsilon, Q U, \gamma)$ at $Q$. If $B=U$ and $E=\varepsilon$, then we insert $\gamma$ into $(\beta, U P, \delta)$ at $U$.

We are left with the case $B=E=U$, in which there are edges $e=$ $(\beta, U P, \delta)$ and $f=(\epsilon, Q U, \gamma)$ such that both $U P$ and $Q U$ are subwords of left sides. At this point we must examine the triples $e, f$, and $(\beta, U, \gamma)$, all the edges in the path from $\delta$ to $\beta$ with signature $(U P)^{\diamond}$, and all the edges in the path from $\gamma$ to $\epsilon$ with signature $(Q U)^{\diamond}$. Let $D$ be the set of these triples, let $\Delta$ be the set of states involved, let $L$ be the left side in $\mathcal{R}$ which has $U$ as a prefix, let $Y$ be the set of generators occurring in $L$, and let $\mathcal{S}$ be the set of cyclic permutations of $L$. Then $\mathcal{S}$ is a confluent, niladic rewriting system on $Y^{*}$ which defines a group. Our job is to find a generalized coset automaton $\mathcal{B}=\left(\Sigma_{0}, Y, E_{0},\{\alpha\}\right)$ with respect to $\mathcal{S}$ satisfying the following conditions:
(i) There is a path in $\mathcal{B}$ from $\alpha$ to $\alpha$ with signature $L$, and every edge in $E_{0}$ occurs at least once in this path.
(ii) There is a map $g$ of $\Delta$ onto $\Sigma_{0}$ such that whenever $(\varphi, R, \psi)$ is in $D$ then $g(\varphi)^{R}=g(\psi)$ in $\mathcal{B}$.
(iii) $\mathcal{B}$ is as general as possible in the sense that it has the minimum possible number of states and the sum of the lengths of the edges is as large as possible.

Conditions (i) to (iii) determine $\mathcal{B}$ up to isomorphism. If $|L|$ is large, then constructing one such $\mathcal{B}$ involves a fair amount of work. However, assuming that $|L|$ is small, finding such a $\mathcal{B}$ is not hard. One approach involves using an ordinary coset automaton $\mathcal{B}^{\prime}$. Let $L=y_{1} \ldots y_{t}$. Initially let the state set of $\mathcal{B}^{\prime}$ be $\{1, \ldots, t\}$ and let the edges of $\mathcal{B}^{\prime}$ consist of the triples $\left(i, y_{i}, i+1\right)$, $1 \leq i<t$, and $\left(t, y_{t}, 1\right)$. For each $\varphi$ in $\Delta$ there is a word $W_{\varphi}$ which is a prefix of a power of $L$ such that there is a path in the graph $(\Delta, D)$ from $\beta$ to $\varphi$ having signature $W_{\varphi}$. For each $(\varphi, R, \psi)$ in $D$, perform a two-sided trace of $W_{\varphi} R\left(W_{\psi}\right)^{-1}$ in $\mathcal{B}^{\prime}$. After this has been done, define the function $g$ from $\Delta$ to the states of $\mathcal{B}^{\prime}$ such that $1^{W_{\varphi}}=g(\varphi)$ in $\mathcal{B}^{\prime}$. Take $\Sigma_{0}$ to be the image of $g$ and take $E_{0}$ to be the set of triples ( $\mu, S, \nu$ ), where $\mu$ and $\nu$ are in $\Sigma_{0}, S$ is nonempty, $\mu^{S}=\nu$ in $\mathcal{B}^{\prime}$, and for no proper, nonempty prefix $T$ of $S$ is $\mu^{T}$ defined.

Once $\mathcal{B}$ has been constructed, we make $\varphi$ and $\psi$ in $\Delta$ coincident if $g(\varphi)=$ $g(\psi)$. Let $\Gamma$ be the set of elements in $\Delta$ which are still active. Then $g$ maps $\Gamma$ bijectively onto $\Sigma_{0}$. Delete those edges in the original generalized coset automaton which are in $D$. Add the edges ( $\varphi, R, \psi$ ) with $\varphi$ and $\psi$ in $\Gamma$ and $(g(\varphi), R, g(\psi))$ in $E_{0}$. This completes the two-sided trace of $U$ from $\beta$ to $\gamma$.

One two-sided trace can result in many trace records being pushed onto the stack. Also states are created and removed during the execution of the procedure. Thus the issue of the termination of the two-sided trace procedure must be carefully examined. Termination does occur, but the proof will be omitted.

The construction of the auxiliary automaton $\mathcal{B}$ is somewhat involved. Two examples will be given to illustrate this part of the two-sided trace procedure. For the purpose of these examples, assume that $X=\{a, b, c\}$ and that $\mathcal{R}$ consists of the rules $L \rightarrow \varepsilon$, where $L$ is a cyclic permutation of the word $(a b c)^{6}$. In the first example, we shall assume that the following triples are edges of the current generalized coset automaton:

$$
(4, a b c a b, 7), \quad(7, c a b c a, 10), \quad(10, b c a b, 8), \quad(8, c a b c, 4)
$$

Now suppose that we must make a two-sided trace of $U=a b c a$ from 4 to 10 . If $4^{U}=10$, then $4^{U b c a b c a b c}=4$. That is, $4^{(a b c)^{4}}=4$. Since $4^{(a b c)^{6}}$ is also 4 , we must have $4^{(a b c)^{2}}=4$. It turns out that one possible choice for $\mathcal{B}$ has states $4,7,8$, and 10 , and the following edges:

$$
(4, a b, 8), \quad(8, c a, 10), \quad(10, b, 7), \quad(7, c, 4)
$$

No coincidences are involved here, and the four original edges are replaced by the four new edges.

In the second example, assume that the following edges are currently in the automaton:

$$
(5, a b c a, 9), \quad(9, b c, 5), \quad(6, a b, 10), \quad(10, c a b, 7), \quad(7, c a b c, 6)
$$

Now let us perform a two-sided trace of $U=c a$ from 10 to 9 . Before the trace, $9^{(b c a)^{2}}=9$ and $10^{(c a b)^{3}}=10$. After the trace, if $\beta$ denotes the active state equivalent to 10 , we must have $\beta^{a b c}=\beta$, since $\operatorname{gcd}(2,3)=1$. It follows easily that the automaton $\mathcal{B}$ may be taken to have states 5,7 , and 9 and edges

$$
(5, a, 9), \quad(9, b, 7), \quad(7, c, 5)
$$

State 10 is coincident with state 7 , and state 6 is coincident with state 5 . The original five edges are removed, as are all edges involving 6 or 10 . The three edges of $\mathcal{B}$ are added.

## *7.4 Some examples

The previous section discussed the individual operations on generalized coset automata involved in doing coset enumeration. We shall not attempt to formalize an HLT enumeration procedure using generalized coset automata. However, we shall present some examples which illustrate how the techniques of Section 7.3 are used. As we work through the examples, many of the edges in the generalized coset automata will have labels of length 1 , while some will have longer labels. To save space, the edges will be represented by hybrid tables. An ordinary coset table will be used to describe the edges with labels of length 1 . The edges with labels of length greater than 1 are identified by pointers enclosed in brackets which refer to entries in an auxiliary table.

The first example is the enumeration of the cosets of the subgroup $H$ generated by $x$ and $y x y^{2}$ in the group $G=\operatorname{Mon}\langle x, y| x^{2}=y^{3}=(x y)^{7}=$ $\left.\left(x y x y^{2}\right)^{4}=1\right\rangle$. We shall take $X=\{x, y\}$ and let $\mathcal{R}$ consist of the rules $x^{2} \rightarrow \varepsilon$ and $y^{3} \rightarrow \varepsilon$. Thus there are two subgroup generators and two relators for $G$ as a quotient group of $F=\operatorname{Mon}\langle X \mid \mathcal{R}\rangle$. We initialize $\mathcal{A}$ to be the automaton with 1 as its only state and no edges. The traces of the subgroup generators are very easy. They result in the two edges $(1, x, 1)$ and $\left(1, y x y^{2}, 1\right)$. Note that $\left(y x y^{2}\right)^{\diamond}=y x y^{2}$. Our hybrid tables take the following form:

|  | $x$ | $y$ |
| :---: | :---: | :---: |
| 1 | 1 | $[1]$ |


|  | Label | Endpoint |
| :---: | :---: | :---: |
| $[1]$ | $y x y^{2}$ | 1 |

Table 7.4.1a
Table 7.4.1b

|  | $x$ | $y$ |
| :---: | :---: | :---: |
| 1 | 1 | 2 |
| 2 | 2 | 3 |
| 3 | 4 | 1 |
| 4 | 3 | 5 |
| 5 | $[1]$ | 6 |
| 6 | $[2]$ | 4 |


|  | Label | Endpoint |
| :---: | :---: | :---: |
| $[1]$ | $x y x y x$ | 6 |
| $[2]$ | $x y^{2} x y^{2} x$ | 5 |

Table 7.4.2a
Table 7.4.2b

|  | $x$ | $y$ |
| :---: | :---: | :---: |
| 1 | 1 | 2 |
| 2 | 2 | 3 |
| 3 | 4 | 1 |
| 4 | 3 | 5 |
| 5 | $[1]$ | 6 |
| 6 | 7 | 4 |
| 7 | 6 | 8 |
| 8 | $[2]$ | 9 |
| 9 | $[3]$ | 7 |


|  | Label | Endpoint |
| :--- | :--- | :---: |
| $[1]$ | $x y x$ | 9 |
| $[2]$ | $x y^{2} x y x$ | 8 |
| $[3]$ | $x y^{2} x$ | 5 |

The trace of $(x y)^{7}$ from 1 to 1 requires the edge $\left(1, y x y^{2}, 1\right)$ to be split at $y x y$. This splitting introduces two new states and produces the following edges, all of whose labels have length 1 :

|  | $x$ | $y$ |
| :--- | :--- | :--- |
| 1 | 1 | 2 |
| 2 | 2 | 3 |
| 3 |  | 1 |

Now the trace of $(x y)^{7}$ from 1 to 1 leads to 3 being joined to 3 by $(x y)^{4} x$. This adds three new states and gives us the edges shown in Tables 7.4.1a and 7.4.1b.

At this point, $1^{\left(x y x y^{2}\right)^{4}}=1$ and $2^{(x y)^{7}}=2$. As we trace $\left(x y x y^{2}\right)^{4}$ from 2 to 2, we must split $\left(6, x y^{2} x y^{2} x, 5\right)$ at $x y$. Assuming that among the new edges introduced by the splitting are $(6, x, 7),(7, y, 8)$, and $(8, y, 9)$, the trace adds the edge $\left(8, x y^{2} x y x, 8\right)$. Now we have Tables 7.4.2a and 7.4.2b.

The trace of $(x y)^{7}$ at 3 produces nothing new. When we trace $\left(x y x y^{2}\right)^{4}$ at 3, the edge ( $5, x y x, 9$ ) gets split into edges with labels of length 1 . If we assume that among these edges are $(5, x, 11),(11, y, 10)$, and $(10, y, 12)$, the trace adds the edge $\left(12, x y x y^{2} x, 12\right)$. The edge set now is shown in Tables 7.4.3a and 7.4.3b.

Table 7.4.3a

|  | $x$ | $y$ |  | $x$ | $y$ |
| ---: | ---: | :--- | :---: | :---: | :---: |
| 1 | 1 | 2 | 7 | 6 | 8 |
| 2 | 2 | 3 | 8 | $[1]$ | 9 |
| 3 | 4 | 1 | 9 | 10 | 7 |
| 4 | 3 | 5 | 10 | 9 | 12 |
| 5 | 11 | 6 | 11 | 5 | 10 |
| 6 | 7 | 4 | 12 | $[2]$ | 11 |

Table 7.4.4a

|  | $x$ | $y$ |  | $x$ | $y$ |
| :---: | ---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 2 | 10 | 9 | 12 |
| 2 | 2 | 3 | 11 | 5 | 10 |
| 3 | 4 | 1 | 12 | 16 | 11 |
| 4 | 3 | 5 | 13 | 8 | 15 |
| 5 | 11 | 6 | 14 | 14 | 13 |
| 6 | 7 | 4 | 15 | $[1]$ | 14 |
| 7 | 6 | 8 | 16 | 12 | 17 |
| 8 | 13 | 9 | 17 | 17 | 18 |
| 9 | 10 | 7 | 18 | $[2]$ | 16 |

Table 7.4.3b

|  | Label | Endpoint |
| :---: | :---: | :---: |
| $[1]$ | $x y^{2} x y x$ | 8 |
| $[2]$ | $x y x y^{2} x$ | 12 |

Table 7.4.4b

|  | Label | Endpoint |
| :--- | :--- | :---: |
| $[1]$ | $x y^{2} x$ | 8 |
| $[2]$ | $x y x$ | 12 |

At this point $4^{(x y)^{7}}=4,4^{\left(x y x y^{2}\right)^{4}}=4$, and $5^{(x y)^{7}}=5$. As we trace $\left(x y x y^{2}\right)^{4}$ at 5 , both of the edges in the auxiliary table are split. Assuming that the edges created by the splitting include
$(8, x, 13), \quad(13, y, 15), \quad(15, y, 14), \quad(12, x, 16), \quad(16, y, 17), \quad(17, y, 18)$,
the trace adds $\left(15, x y^{2} x, 18\right)$ and $(18, \mathrm{x} y \mathrm{x}, 15)$. Now we have Tables 7.4.4a and 7.4.4b.

The trace of $(x y)^{7}$ at 6 causes the two edges with labels of length greater than 1 to be split. Assuming that the edges added by the splitting include

$$
(15, x, 19), \quad(19, y, 21), \quad(21, y, 20)
$$

the trace adds $(21, x, 21)$. The automaton is now complete and compatible with the relators. The final coset table is Table 7.4.5.

In the first example, the use of generalized coset automata is hardly necessary. The second example provides somewhat better justification for their introduction. Suppose $G=\operatorname{Grp}\left\langle a, b \mid a^{2}=b^{3}=(a b)^{7}=\left(a b a b^{-1}\right)^{8}=1\right\rangle$. We noted in Section 5.5 that the order of $G$ is 10752 . Let us compare what happens as we begin to enumerate the cosets of the trivial subgroup in $G$ using both an ordinary coset automaton and a generalized coset automaton.

Table 7.4.5

|  | $x$ | $y$ |  | $x$ | $y$ |  | $x$ | $y$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: |
| 1 | 1 | 2 | 8 | 13 | 9 | 15 | 19 | 14 |
| 2 | 2 | 3 | 9 | 10 | 7 | 16 | 12 | 17 |
| 3 | 4 | 1 | 10 | 9 | 12 | 17 | 17 | 18 |
| 4 | 3 | 5 | 11 | 5 | 10 | 18 | 20 | 16 |
| 5 | 11 | 6 | 12 | 16 | 11 | 19 | 15 | 21 |
| 6 | 7 | 4 | 13 | 8 | 15 | 20 | 18 | 19 |
| 7 | 6 | 8 | 14 | 14 | 13 | 21 | 21 | 20 |

Table 7.4.6a

|  | $a$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | $[1]$ | 3 | 4 |
| 2 | $[2]$ | $[3]$ | $[4]$ |
| 3 | $[5]$ | 4 | 1 |
| 4 | $[6]$ | 1 | 3 |

Table 7.4.6b

|  | Label | Endpoint |
| :--- | :--- | :---: |
| $[1]$ | $a b a$ | 2 |
| $[2]$ | $a b^{-1} a$ | 1 |
| $[3]$ | $(b a)^{5}$ | 4 |
| $[4]$ | $\left(b^{-1} a b a\right)^{7}$ | 3 |
| $[5]$ | $\left(a b^{-1} a b\right)^{7}$ | 2 |
| $[6]$ | $\left(a b^{-1}\right)^{5}$ | 2 |

We shall take $X=\left\{a, b, b^{-1}\right\}$ and let $\mathcal{R}$ consist of the rules

$$
a^{2} \rightarrow \varepsilon, \quad b b^{-1} \rightarrow \varepsilon, \quad b^{-1} b \rightarrow \varepsilon .
$$

If we trace the three relators $b^{3},(a b)^{7}$, and $\left(a b a b^{-1}\right)^{8}$ at the first coset in an ordinary coset automaton, the result has 42 states. If we use a generalized coset automaton, then we need only 4 states. The edges are given by Tables 7.4.6a and 7.4.6b.

The next step in the enumeration is to perform two-sided traces of the relators at the state $1^{a}$. In the case of the generalized automaton, edge [1] must be split in order for $1^{a}$ to be defined. After these traces are performed in the ordinary automaton, the total number of states defined is 52 . In the generalized automaton, there are only 8 . The generalized automaton is isomorphic to the automaton in Tables 7.4.7a and 7.4.7b. Note that the states other than 1 have been renumbered, so they may not correspond to the states with the same number used earlier.

If we now trace the relators at $1^{b}$, then the ordinary automaton has 76 states. However, the generalized automaton has only 10 states and is described by Tables 7.4.8a and 7.4.8b..

In this example, the long relators are powers, and the edge labels could be written concisely. Thus we wrote $\left(b^{-1} a b a\right)^{6} b^{-1} a b$ instead of

$$
b^{-1} a b a b^{-1} a b a b^{-1} a b a b^{-1} a b a b^{-1} a b a b^{-1} a b a b^{-1} a b .
$$

Table 7.4.7a

|  | $a$ | $b$ | $b^{-1}$ |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 |
| 2 | 1 | 5 | 6 |
| 3 | 7 | 4 | 1 |
| 4 | $[1]$ | 1 | 3 |
| 5 | 8 | 6 | 2 |
| 6 | $[2]$ | 2 | 5 |
| 7 | 3 | $[3]$ | $[4]$ |
| 8 | 5 | $[5]$ | $[6]$ |

Table 7.4.8a

|  | $a$ | $b$ | $b^{-1}$ |
| ---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 |
| 2 | 1 | 5 | 6 |
| 3 | 7 | 4 | 1 |
| 4 | $[1]$ | 1 | 3 |
| 5 | 8 | 6 | 2 |
| 6 | $[2]$ | 2 | 5 |
| 7 | 3 | $[3]$ | $[4]$ |
| 8 | 5 | $[5]$ | $[6]$ |
| 9 | $[7]$ | $[8]$ | $[9]$ |
| 10 | $[10]$ | $[11]$ | $[12]$ |

Table 7.4.7b

|  | Label | Endpoint |
| :--- | :--- | :---: |
| $[1]$ | $\left(a b^{-1}\right)^{5}$ | 8 |
| $[2]$ | $(a b-1)^{5}$ | 7 |
| $[3]$ | $(b a)^{5}$ | 6 |
| $[4]$ | $\left(b^{-1} a b a\right)^{6} b^{-1} a b$ | 8 |
| $[5]$ | $(b a)^{5}$ | 4 |
| $[6]$ | $\left(b^{-1} b a b\right)^{6} b^{-1} a b$ | 7 |

Table 7.4.8b

|  | Label | Endpoint |
| :---: | :--- | :---: |
| $[1]$ | $a b^{-1} a$ | 10 |
| $[2]$ | $\left(a b^{-1}\right)^{4}$ | 9 |
| $[3]$ | $b a$ | 9 |
| $[4]$ | $\left(b^{-1} a b a\right)^{6} b^{-1} a b$ | 8 |
| $[5]$ | $(b a)^{3} b$ | 10 |
| $[6]$ | $\left(b^{-1} a b a\right)^{6} b^{-1} a b$ | 7 |
| $[7]$ | $a b^{-1}$ | 7 |
| $[8]$ | $(b a)^{4}$ | 6 |
| $[9]$ | $(b-1 a b a)^{6} b^{-1} a b$ | 10 |
| $[10]$ | $a b a$ | 4 |
| $[11]$ | $\left(b a b^{-1} a\right)^{6} b$ | 17 |
| $[12]$ | $\left(b^{-1} a\right)^{3} b^{-1}$ | 9 |

However, it can be shown that if $\mathcal{R}$ is classical, as it is in this example, then at any time during an HLT enumeration the labels on the edges of the generalized automaton are subwords of words in $\mathcal{U} \cup \mathcal{U}^{-1} \cup \mathcal{V} \cup \mathcal{V}^{-1}$, where $\mathcal{U}$ is the set of subgroup generators and $\mathcal{V}$ is the set of relators. Once $\mathcal{R}, \mathcal{U}$, and $\mathcal{V}$ have been stored, it takes only a constant amount of space to describe the edge labels, no matter how long the elements of $\mathcal{U}$ and $\mathcal{V}$ may be.

## Abelian groups

With this chapter we begin a new topic in our study of finitely presented groups. Chapters 4 to 7 were primarily concerned with subgroups of finitely presented groups. We studied methods for trying to decide whether subgroups have finite index and for obtaining presentations for subgroups. In the special case of finitely generated subgroups of a free product of cyclic groups, we also considered the computation of intersections and normalizers and the determination of conjugacy. Now we begin the study of quotient groups of finitely presented groups. We shall try to answer questions like the following: Let $\mathcal{G}$ be a class of groups and let $G$ be a group given by a finite presentation. Among the quotient groups of $G$ which belong to the class $\mathcal{G}$, is there a largest one? If so, can we determine it?

The class $\mathcal{G}$ is usually chosen to contain groups in which we have a real chance of doing explicit computation. The hope is that we can identify large quotient groups of our finitely presented group $G$ in which we can solve the word problem and compute with elements and subgroups. By studying these quotient groups, we may be able to determine properties of $G$. Although most questions about subgroups of finitely presented groups are in general undecidable, there are algorithms for determining the largest quotient group of $G$ belonging to several important classes of groups.

Since our goal is to produce quotients in which we can compute, our first task is to look at some classes of groups and see what kinds of calculations can be carried out. We must examine carefully which computations are merely possible in principle, and which are actually practical for interesting groups. This chapter will be concerned with finitely generated abelian groups. Chapter 9 considers polycyclic groups, a class of groups in which a wide range of computations is possible. Additive notation will normally be used for abelian groups.

Up to now, using only elementary group theory, we have been able to develop quite powerful procedures. However, in this and later chapters, deeper results about groups and other algebraic objects, such as commutative rings and modules over them, will be needed. Limitations of space will
force us to draw more heavily on other sources for important facts about these algebraic objects.

### 8.1 Free abelian groups

Free abelian groups play roughly the same role in the theory of abelian groups that free groups play in the general theory of groups. This section and the next two summarize the basic facts about finitely generated free abelian groups, their subgroups, and their quotient groups.

Let $x_{1}, \ldots, x_{r}$ be elements of an abelian group $G$. An integral linear combination of $x_{1}, \ldots, x_{r}$ is an element of $G$ of the form $m_{1} x_{1}+\cdots+m_{r} x_{r}$, where the $m_{i}$ are integers. A basis for $G$ is a generating set $X$ of $G$ such that for any finite sequence $x_{1}, \ldots, x_{r}$ of distinct elements of $X$ the only way to express 0 as an integral linear combination of the $x_{i}$ is the obvious way, $0 x_{1}+0 x_{2}+\cdots+0 x_{r}$. Not all abelian groups have bases. Those that do are called free abelian groups.

The direct sum $\mathbb{Z} \oplus \cdots \oplus \mathbb{Z}$ of $n$ copies of the additive group of the integers is denoted $\mathbb{Z}^{n}$. Elements of $\mathbb{Z}^{n}$ are $n$-tuples or vectors ( $a_{1}, \ldots, a_{n}$ ) of integers with addition and negation performed componentwise. For $1 \leq i \leq n$ let $x_{i}$ be the vector in $\mathbb{Z}^{n}$ with zeros in all positions except for the $i$-th, which contains 1 . Thus $x_{i}$ is the $i$-th row of the $n$-by- $n$ identity matrix. The linear combination $m_{1} x_{1}+\cdots+m_{n} x_{n}$ is ( $m_{1}, \ldots, m_{n}$ ), which is the zero element of $\mathbb{Z}^{n}$ if and only if $m_{1}=\cdots=m_{n}=0$. Therefore $\left\{x_{1}, \ldots, x_{n}\right\}$ is a basis for $\mathbb{Z}^{n}$ and $\mathbb{Z}^{n}$ is free abelian. As just defined, bases are sets. However, we shall usually assume that bases come with a linear ordering. The ordered basis $x_{1}, \ldots, x_{n}$ is called the standard basis of $\mathbb{Z}^{n}$.

For any set $X$, the free abelian group on $X$ is the set of all functions $f: X \rightarrow \mathbb{Z}$ such that $f$ maps all but a finite number of elements of $X$ to 0 . The sum of two functions $f$ and $g$ is defined by $(f+g)(x)=f(x)+g(x)$ for all $x$ in $X$. (See Exercise 1.1.) Since $n$-tuples of integers are functions from $\{1, \ldots, n\}$ to $\mathbb{Z}$, the group $\mathbb{Z}^{n}$ is the free abelian group on $\{1, \ldots, n\}$.

Let $G$ be a free abelian group with basis $X$ and let $K$ be any abelian group. Every map from $X$ to $K$ has a unique extension to a homomorphism of $G$ into $K$. If the image of $X$ generates $K$, then the homomorphism is surjective and $K$ is isomorphic to a quotient group of $G$. It follows that any abelian group is isomorphic to a quotient group of a free abelian group. The number of homomorphisms of $G$ into the group $\mathbb{Z}_{2}$ of order 2 is $2^{|X|}$. Hence if $Y$ is any other basis, then $2^{|Y|}=2^{|X|}$, so $|Y|=|X|$. Therefore any two bases of $G$ have the same cardinality, which is called the rank of $G$. The rank of $\mathbb{Z}^{n}$ is $n$.

Any subgroup of $\mathbb{Z}^{n}$ can be generated by $n$ or fewer elements. We shall not prove this statement here, but a more general result is proved as Proposition 3.5 of Chapter 9 . Since subgroups are finitely generated, the ascending
chain condition holds for subgroups of $\mathbb{Z}^{n}$. A subgroup $H$ of $\mathbb{Z}^{n}$ can be specified by giving an $m$-by- $n$ matrix $A$ whose rows generate $H$. If this is the case, we shall write $H=S(A)$. The set $S(A)$ is the set of all integral linear combinations of the rows of $A$. These linear combinations are the vectors $u A$, where $u$ ranges over $\mathbb{Z}^{m}$.

Our first important task is to develop algorithms for deciding membership in $S(A)$ for a given $m$-by- $n$ integer matrix $A$. The first algorithm will be based on the concept of row equivalence of matrices. Two $m$-by- $n$ integer matrices are said to be row equivalent over $\mathbb{Z}$ if one can be transformed into the other by a sequence of integer row operations. There are three types of integer row operations:
(1) Interchange two rows.
(2) Multiply a row by -1 .
(3) Add an integral multiple of one row to another row.

Example 1.1. Let $A$ be the following matrix:

$$
\left[\begin{array}{rrrr}
3 & -1 & 2 & 4 \\
1 & 5 & -3 & 0 \\
-4 & 6 & 1 & 2
\end{array}\right] .
$$

Interchanging rows 1 and 2 of $A$ gives

$$
\left[\begin{array}{rrrr}
1 & 5 & -3 & 0 \\
3 & -1 & 2 & 4 \\
-4 & 6 & 1 & 2
\end{array}\right] .
$$

Now multiplying row 2 by -1 produces

$$
\left[\begin{array}{rrrr}
1 & 5 & -3 & 0 \\
-3 & 1 & -2 & -4 \\
-4 & 6 & 1 & 2
\end{array}\right] .
$$

Adding twice row 3 to row 1 yields

$$
\left[\begin{array}{rrrr}
-7 & 17 & -1 & 4 \\
-3 & 1 & -2 & -4 \\
-4 & 6 & 1 & 2
\end{array}\right] .
$$

All four of these matrices are row equivalent.

The effect of one row operation can be undone by another row operation. In the case of row operations of types (1) and (2), applying the operation twice leaves the matrix unchanged. If $q$ times the $i$-th row is added to the $j$-th row, then adding $-q$ times the $i$-th row to the $j$-th row returns the matrix to its original form. Thus if $B$ can be derived from $A$ by a sequence of integer row operations, then $A$ can be derived from $B$. It follows easily that row equivalence over $\mathbb{Z}$ is an equivalence relation on integer matrices.

If $B$ is obtained from $A$ by an integer row operation, then the rows of $B$ are in $S(A)$. Therefore $S(B) \subseteq S(A)$. Since $A$ can be obtained from $B$ by a row operation, we have $S(A) \subseteq S(B)$, and therefore $S(A)=S(B)$. Hence if $A$ and $B$ are row equivalent over $\mathbb{Z}$, then $S(A)=S(B)$.

It is possible to specify representatives for the row equivalence classes of integer matrices. Let $A$ be an $m$-by- $n$ matrix over $\mathbb{Z}$ and suppose that $A$ has $r$ nonzero rows. We say that $A$ is in row Hermite normal form if the following conditions are satisfied:
(1) The first $r$ rows of $A$ are nonzero.
(2) For $1 \leq i \leq r$ let $A_{i j_{i}}$ be the first nonzero entry in the $i$-th row of $A$. Then $j_{1}<j_{2}<\cdots<j_{r}$.
(3) $A_{i j_{i}}>0,1 \leq i \leq r$.
(4) If $1 \leq k<i \leq r$, then $0 \leq A_{k j_{i}}<A_{i j_{i}}$.

The entries $A_{i j_{i}}$ will be called the corner entries of $A$. Condition (2) states that successive corner entries occur in later columns, condition (3) says that corner entries are positive, and condition (4) asserts that an entry above a corner entry $c$ is its own least nonnegative remainder under division by $c$. A matrix satisfying conditions (1) and (2) will be said to be in row echelon form. The reader is warned that there is not general agreement on the definition of the term "Hermite normal form". Also, Hermite's contributions to this subject are often described inaccurately. See the historical note at the end of this chapter.

Example 1.2. The matrix

$$
\left[\begin{array}{rrrrrrr}
2 & 1 & 5 & 0 & -2 & 1 & -1 \\
0 & 3 & -1 & 2 & 4 & 0 & 2 \\
0 & 0 & 0 & 4 & 7 & 1 & 8 \\
0 & 0 & 0 & 0 & 0 & 2 & 5 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

is in row Hermite normal form.

Every integer matrix $B$ is row equivalent to a matrix $A$ which is in row Hermite normal form. The procedure for determining $A$ is called integer row reduction. Here is a generic row reduction procedure.

```
Procedure ROW_REDUCE \((B ; A)\);
Input: \(B \quad\) : an \(m\)-by- \(n\) integer matrix;
Output: \(A\) : the matrix in row Hermite normal form row
                                equivalent to \(B\);
Begin
    \(A:=B ; i:=1 ; j:=1\);
    While \(i \leq m\) and \(j \leq n\) do
        If \(A_{k j}=0\) for \(i \leq k \leq m\) then \(j:=j+1\)
        Else begin
            While there exist distinct indices \(k\) and \(\ell\) between \(i\) and \(m\) with
            \(0<\left|A_{k j}\right| \leq\left|A_{\ell j}\right|\) do begin
            \(q:=A_{\ell j} \operatorname{div} A_{k j}\);
```

            Subtract \(q\) times row \(k\) of \(A\) from row \(\ell\)
            End;
            Let \(A_{k j} \neq 0\) with \(i \leq k \leq m ; ~(* k\) is unique. *)
                If \(k \neq i\) then interchange rows \(i\) and \(k\) of \(A\);
                If \(A_{i j}<0\) then multiply row \(i\) of \(A\) by -1 ;
                For \(\ell:=1\) to \(i-1\) do begin
                    \(q:=A_{\ell j} \operatorname{div} A_{i j} ;\)
                    Subtract \(q\) times row \(i\) of \(A\) from row \(\ell\)
            End;
            \(i:=i+1 ; j:=j+1\)
        End
    End.

In ROW_REDUCE we have a great deal of freedom in choosing $k$ and $\ell$ with $0<\left|A_{k j}\right| \leq\left|A_{\ell j}\right|$. In the examples, we shall take $\left|A_{k j}\right|$ as small as possible and $\left|A_{\ell j}\right|$ as large as possible. Other strategies will be discussed later. The output matrix is described as the matrix in row Hermite normal form row equivalent to $B$. Uniqueness will be proved later in Corollary 1.2.

Example 1.3. Let us row reduce the following matrix:

$$
\left[\begin{array}{rrrr}
4 & -1 & 2 & -5 \\
-3 & 0 & 1 & -3 \\
2 & 4 & -3 & 2 \\
5 & -3 & 4 & 4
\end{array}\right]
$$

Initially $i=j=1$. On the first iteration of the inner While-loop, $k=3$, $\ell=4$, and $q=5 \operatorname{div} 2=2$. Subtracting twice row 3 from row 4 gives

$$
\left[\begin{array}{rrrr}
4 & -1 & 2 & -5 \\
-3 & 0 & 1 & -3 \\
2 & 4 & -3 & 2 \\
1 & -11 & 10 & 0
\end{array}\right]
$$

With $k=4, \ell=1$, and $q=4$ we get

$$
\left[\begin{array}{rrrr}
0 & 43 & -38 & -5 \\
-3 & 0 & 1 & -3 \\
2 & 4 & -3 & 2 \\
1 & -11 & 10 & 0
\end{array}\right] .
$$

Two more iterations with $k=4$ give

$$
\left[\begin{array}{rrrr}
0 & 43 & -38 & -5 \\
0 & -33 & 31 & -3 \\
0 & 26 & -23 & 2 \\
1 & -11 & 10 & 0
\end{array}\right]
$$

Interchanging the first and fourth rows, we have

$$
\left[\begin{array}{rrrr}
1 & -11 & 10 & 0 \\
0 & -33 & 31 & -3 \\
0 & 26 & -23 & 2 \\
0 & 43 & -38 & -5
\end{array}\right],
$$

and we are finished with the first column.
Now $i=j=2$ and we work on the entries in rows 2 to 4 of the second column. Taking $k=3, \ell=4$, and $q=1$ gives

$$
\left[\begin{array}{rrrr}
1 & -11 & 10 & 0 \\
0 & -33 & 31 & -3 \\
0 & 26 & -23 & 2 \\
0 & 17 & -15 & -7
\end{array}\right] .
$$

Next $k=4, \ell=2$, and $q=-2$ produces

$$
\left[\begin{array}{rrrr}
1 & -11 & 10 & 0 \\
0 & 1 & 1 & -17 \\
0 & 26 & -23 & 2 \\
0 & 17 & -15 & -7
\end{array}\right] .
$$

Two more row operations result in

$$
\left[\begin{array}{rrrr}
1 & -11 & 10 & 0 \\
0 & 1 & 1 & -17 \\
0 & 0 & -49 & 444 \\
0 & 0 & -32 & 284
\end{array}\right] .
$$

Now we must adjust the (1,2)-entry so that condition (4) of the definition of row Hermite normal form is satisfied. Adding 11 times row 2 to row 1 yields

$$
\left[\begin{array}{rrrr}
1 & 0 & 21 & -187 \\
0 & 1 & 1 & -17 \\
0 & 0 & -49 & 444 \\
0 & 0 & -32 & 284
\end{array}\right] .
$$

At this point $i=j=3$. Five row operations of type (3) involving only the last two rows produce

$$
\left[\begin{array}{rrrr}
1 & 0 & 21 & -187 \\
0 & 1 & 1 & -17 \\
0 & 0 & 0 & -390 \\
0 & 0 & 1 & 174
\end{array}\right]
$$

We now interchange rows 3 and 4 and then adjust the (1,3)- and (2,3)entries. This gives

$$
\left[\begin{array}{rrrr}
1 & 0 & 0 & -3841 \\
0 & 1 & 0 & -191 \\
0 & 0 & 1 & 174 \\
0 & 0 & 0 & -390
\end{array}\right] .
$$

With $i=j=4$, all we have to do is multiply the fourth row by -1 and adjust the entries above the fourth corner entry. Our final result is

$$
\left[\begin{array}{rrrr}
1 & 0 & 0 & 59 \\
0 & 1 & 0 & 199 \\
0 & 0 & 1 & 174 \\
0 & 0 & 0 & 390
\end{array}\right] .
$$

Note that the largest absolute value, 3841, of an entry occurring in the row reduction is nearly 10 times the largest entry in the final matrix. This is typical. Entries in the intermediate matrices may be very large, even when the initial matrix and the final result have only small entries.

Several authors suggest that using a strategy proposed in (Rosser 1952) may help to minimize the size of the entries in the intermediate matrices. In the Rosser strategy, we choose $\left|A_{\ell j}\right|$ in ROW_REDUCE to be as large as possible and $\left|A_{k j}\right|$ to be as large as possible with $k \neq \ell$. Delaying the enforcement of condition (4) of the definition of row Hermite normal form until $A$ is in row echelon form may also be a good idea. If these strategies are used on the matrix of Example 1.3, then the largest absolute value of an entry in any intermediate matrix is 407.

If $A$ is an integer matrix in row echelon form, then it is easy to decide membership in $S(A)$. The following example illustrates the method.

Example 1.4. Let us determine whether $u=(6,0,16,6,4,13,31)$ is in $S(A)$, where $A$ is the matrix of Example 1.2. The last row of $A$ is zero, so $S(A)=$ $S(B)$, where

$$
B=\left[\begin{array}{rrrrrrr}
2 & 1 & 5 & 0 & -2 & 1 & -1 \\
0 & 3 & -1 & 2 & 4 & 0 & 2 \\
0 & 0 & 0 & 4 & 7 & 1 & 8 \\
0 & 0 & 0 & 0 & 0 & 2 & 5
\end{array}\right]
$$

We want to know whether there exist integers $a, b, c$, and $d$ such that $x B=u$, where $x=(a, b, c, d)$. If we compute the entries of $x B$ corresponding to the columns of $B$ with corner entries, we see that $a, b, c$, and $d$ must satisfy

$$
\begin{align*}
2 a & =6 \\
a+3 b & =0 \\
2 b+4 c & =6  \tag{*}\\
a+\quad c+2 d & =13
\end{align*}
$$

This system of equations can easily be solved. The first equation gives $a=3$. Substituting this value into the second equation yields $b=-1$. From the third equation we get $c=2$, and from the fourth equation $d=4$.

Having solved the system (*), we know that if $u$ is in $S(B)$, then

$$
u=(3,-1,2,4) B .
$$

However, we must compare the third, fifth, and seventh components in these two 7-tuples, since those components were not computed in forming $(*)$. It is in fact true that $(3,-1,2,4) B=u$, so $u$ is in $S(B)$.

Suppose that $A$ is an $m$-by- $n$ integer matrix which is in row echelon form and all rows of $A$ are nonzero. Let $u$ be an element of $\mathbb{Z}^{n}$. To decide whether $u$ is in $S(A)$, we attempt to solve for a vector $x=\left(a_{1}, \ldots, a_{m}\right)$ such that $x A=u$. Looking only at the columns containing corner entries of $A$, we get $m$ equations analogous to the system (*) of Example 1.4. That is, the $i$-th equation involves only $a_{1}, \ldots, a_{i}$, and the coefficient of $a_{i}$ is not zero. This system has a unique solution $x$ with rational components. If $x$ does not have integer components, then $u$ is not in $S(A)$. If all components of $x$ are integers, then we compute $x A$ and compare it with $u$.

Taking $u=(0, \ldots, 0)$, we see that the only way to express $u$ as an integral linear combination of the rows of $A$ is as $(0, \ldots, 0) A$. Thus the rows of $A$ form a basis for $S(A)$, and $S(A)$ is a free abelian group of rank at most $n$. For an integer matrix $B$, the rank of $B$ is the rank of $S(B)$.

If $A$ is in row echelon form, then we can rephrase our membership test for $S(A)$ as follows:

Procedure $\operatorname{MEMBER}(A, u ; f i a g, x)$;
Input: $A \quad:$ an $m$-by- $n$ integer matrix in row echelon form;
$u \quad:$ an element of $\mathbb{Z}^{n}$;
Output: flag : a boolean variable which is true if $u$ is in $S(A)$ and false otherwise;
$x \quad: \quad$ if $f l a g$ is true, an element of $\mathbb{Z}^{m}$ such that $u=x A$;
Begin
$v:=u$; Let $r$ be the number of nonzero rows in $A$;
For $i:=1$ to $r$ do begin
Let $A_{i j}$ be the first nonzero entry in the $i$-th row of $A$;
If $A_{i j}$ does not divide $v_{j}$ then begin
flag $:=$ false; Goto 99
End;
$x_{i}:=v_{j} / A_{i j} ;$ Subtract $x_{i}$ times the $i$-th row of $A$ from $v$
End;
If $v$ is not the zero vector then begin
flag $:=$ false; Goto 99
End;
For $i:=r+1$ to $m$ do $x_{i}:=0$;
$x:=\left(x_{1}, \ldots, x_{m}\right)$;
99: End.

Proposition 1.1. Let $H$ be a subgroup of $\mathbb{Z}^{n}$. There is a unique matrix $A$ in row Hermite normal form such that $H=S(A)$ and $A$ has no zero rows.

Proof. Let $A$ and $B$ be matrices which are in row Hermite normal form such that $S(A)=H=S(B)$ and neither $A$ nor $B$ has any zero rows. Since the rows of $A$ and of $B$ are bases for $H$, the number $m$ of rows is the same.

Suppose that $m=1$. Since the single row of $A$ is in $S(B)$, there is an integer $a$ such that $A=a B$. Similarly there is an integer $b$ such that $B=b A$. Thus $A=a b A$. Since $A$ has a nonzero entry, $a b=1$. Since the first nonzero entries of $A$ and $B$ are both positive, this implies that $a=b=1$. That is, $A=B$.

Now assume that $m>1$. Let the corner entry $a$ in row 1 of $A$ occur in column $j$. Then all elements of $H=S(A)$ have zeros in components 1 to $j-1$. Therefore the corner entry $b$ in the first row of $B$ must occur in column $j$ or later. By symmetry, $b$ occurs in column $j$. Let $A_{1}$ be the matrix obtained by deleting the first row of $A$, and let $B_{1}$ be similarly defined. Then $S\left(A_{1}\right)$ is the subgroup $H_{1}$ of $H$ consisting of all elements with 0 as the $j$-th component. Again by symmetry, $S\left(B_{1}\right)$ is also $H_{1}$. Since $A_{1}$ and $B_{1}$ are in row Hermite normal form and have no zero rows, $A_{1}=B_{1}$ by induction on $m$.

Let $u$ be the first row of $A$ and let $v$ be the first row of $B$. The set $D$ of $j$-th components of the elements of $H$ is a subgroup of $\mathbb{Z}$ which is generated by $a$ and also by $b$. Therefore $a= \pm b$. Since $a$ and $b$ are both positive, $a=b$. Thus $u-v$ is in $H_{1}$. Suppose that $u \neq v$. Let the first nonzero component of $u-v$ be $c$ and let $c$ be the $k$-th component of $u-v$. Then column $k$ of $A_{1}$ contains a corner entry $d$ and $d$ divides $c$. But by condition (4) of the definition of row Hermite normal form, the $k$-th components of $u$ and $v$ are both between 0 and $d-1$. Therefore their difference $c$ has absolute value at most $d-1$. This is a contradiction, so $u=v$. Hence $A=B$.

Corollary 1.2. Each integer matrix $B$ is row equivalent over $\mathbb{Z}$ to a unique matrix $A$ which is in row Hermite normal form.

Proof. We know that $B$ is row equivalent to a matrix $A$ which is in row Hermite normal form. The nonzero rows of $A$ constitute the unique matrix $C$ such that $C$ is in row Hermite normal form, $C$ has no nonzero rows, and $S(C)=S(A)=S(B)$.

The matrix $A$ of Corollary 1.2 will be called the row Hermite normal form of $B$.

## Exercises

1.1. Let $X$ be a set and let $F$ be the free abelian group on $X$. For $x$ in $X$, define $f_{x}$ in $F$ by

$$
f_{x}(y)= \begin{cases}1, & x=y \\ 0, & x \neq y\end{cases}
$$

Show that $\left\{f_{x} \mid x \in X\right\}$ is a basis of $F$.
1.2. Find the row Hermite normal form for each of the following matrices:
(a) $\left[\begin{array}{ll}4 & 3 \\ 6 & 7\end{array}\right]$,
(b) $\left[\begin{array}{rrr}3 & -1 & 2 \\ 4 & 0 & -3 \\ 5 & 1 & 4\end{array}\right]$,
(c) $\left[\begin{array}{rrrrr}4 & -2 & 5 & 3 & 4 \\ 2 & -1 & 7 & 4 & 3 \\ 0 & 0 & -6 & 0 & -3 \\ -6 & -3 & 0 & 3 & -7\end{array}\right]$.
1.3. Suppose that we define a fourth integer row operation, add or delete a row of zeros. Show now that two integer matrices $A$ and $B$ with $n$ columns are row equivalent if and only if $S(A)=S(B)$.
1.4. Suppose that $B$ is an $m$-by- $n$ integer matrix. Let $X$ be a set with $n$ elements $x_{1}, \ldots, x_{n}$ and let $\mathcal{R}$ be the rewriting system on $X^{ \pm *}$ containing the following rules:

$$
\begin{array}{rlrl}
x_{i} x_{i}^{-1} & \rightarrow \varepsilon, & 1 \leq i \leq n, \\
x_{i}^{-1} x_{i} & \rightarrow \varepsilon, & 1 \leq i \leq n, \\
x_{j} x_{i} & \rightarrow x_{i} x_{j}, & & 1 \leq i<j \leq n, \\
x_{1}^{B_{i 1}} \ldots x_{n}^{B_{i n}} & \rightarrow \varepsilon, & & 1 \leq i \leq m .
\end{array}
$$

Let $\prec$ be the basic wreath product ordering of $X^{ \pm *}$ with $x_{n} \prec x_{n}^{-1} \prec \ldots \prec x_{1} \prec x_{1}^{-1}$. Prove that the Knuth-Bendix procedure for strings terminates with this input. Describe the confluent rewriting system constructed. Show how to read off the row Hermite normal form of $B$.
1.5. Show that any two free abelian groups of the same rank are isomorphic.
1.6. Let $A$ be an $m$-by- $n$ integer matrix in row echelon form and let the corner entries of $A$ occur in columns $j_{1}<\cdots<j_{r}$. Define a function $c$ from $\mathbb{Z}^{n}$ to itself as follows: Given $x$ in $\mathbb{Z}^{n}$, execute the statements

$$
\begin{aligned}
& y:=x \\
& \text { For } i:=1 \text { to } r \text { do begin } \\
& \quad q:=y_{j_{i}} \text { div } A_{i j_{i}} ; \\
& \text { Subtract } q \text { times the } i \text {-th row of } A \text { from } y \\
& \text { End; }
\end{aligned}
$$

and define $c(x)$ to be $y$. Show that $x$ and $x^{\prime}$ are in the same coset of $S(A)$ in $\mathbb{Z}^{n}$ if and only if $c(x)=c\left(x^{\prime}\right)$.
1.7. Suppose that $\mathbb{Z}$ is ordered as follows: $0 \prec 1 \prec 2 \prec \cdots \prec-1 \prec-2 \prec \cdots$. Extend the ordering to $\mathbb{Z}^{n}$ lexicographically. If $x$ is in $\mathbb{Z}^{n}$, prove that $c(x)$ in Exercise 1.6 is the first element of the coset $x+S(A)$.
1.8. Give appropriate definitions for integer column operations, column echelon form, and column Hermite normal form. Show that the column Hermite normal form of an integer matrix $B$ is the transpose of the row Hermite normal form of the transpose of $B$.
1.9. Let $A$ be an $m$-by- $n$ integer matrix of rank $r$. Show that the set of $x$ in $\mathbb{Z}^{n}$ such that $A x=0$ is a subgroup of rank $n-r$. (Hint: Prove that $A$ may be assumed to be in row Hermite normal form.)
1.10. Let $A$ and $B$ be $m$-by- $n$ integer matrices in row echelon form. Suppose that $S(B) \subseteq S(A)$ and that $A$ and $B$ have the same corner entries. Show that $S(B)=S(A)$.
1.11. Extend the notion of row equivalence to matrices with entries in a commutative ring $R$. In case $R=F[X]$, where $F$ is a field, define row Hermite normal form and show that any matrix is row equivalent to a unique matrix in row Hermite normal form.

### 8.2 Elementary matrices

Let $A$ be an $m$-by- $n$ integer matrix and let $I$ be the $m$-by- $m$ identity matrix. Suppose that $P$ is obtained by applying a row operation to $I$. Then $P A$ is the result of applying the same row operation to $A$. For example, if

$$
A=\left[\begin{array}{rrr}
4 & 6 & 1 \\
-3 & 5 & 2
\end{array}\right]
$$

we can add twice the first row of $A$ to the second row by multiplying $A$ on the left by

$$
P=\left[\begin{array}{ll}
1 & 0 \\
2 & 1
\end{array}\right]
$$

The proof of this result in general is easy and is left as an exercise.
An elementary integer matrix is a matrix obtained by applying one integer row operation to an identity matrix. Suppose that $A$ and $B$ are $m$-by- $n$ integer matrices and $A$ is obtained by applying a sequence of $s$ row operations to $B$. If $P_{1}, \ldots, P_{s}$ is the corresponding sequence of $m$-by- $m$ elementary matrices, then $A=P_{s} \ldots P_{1} B$.

The group of units in the ring of $m$-by- $m$ integer matrices is denoted $\mathrm{GL}(m, \mathbb{Z})$. The reader is assumed to be familiar with determinants and the fact that an $m$-by- $m$ integer matrix $Q$ is in $\mathrm{GL}(m, \mathbb{Z})$ if and only if $\operatorname{det} Q= \pm 1$. Such a matrix is said to be unimodular. If $P$ is an $m$-by- $m$ elementary matrix, then $\operatorname{det} P=-1$ if the corresponding row operation is of type (1) or (2), and $\operatorname{det} P=1$ if the row operation is of type (3). Thus $P$ is in $\mathrm{GL}(m, \mathbb{Z})$. Since every integer row operation has an inverse row operation, the inverses of elementary matrices are elementary. If $P$ is the product $P_{s} \ldots P_{1}$ of the preceding elementary matrices, then $P$ is in $\mathrm{GL}(m, \mathbb{Z})$ and $A=P B$. Thus we have the following result.

Proposition 2.1. If $A$ and $B$ are row equivalent integer matrices with $m$ rows, then there is an element $P$ of $\mathrm{GL}(m, \mathbb{Z})$ such that $A=P B$.

It is possible to modify the procedure ROW_REDUCE of Section 8.1 so that it returns an element $P$ of $\mathrm{GL}(m, \mathbb{Z})$ with $A=P B$. The matrix $P$ is initialized to be the $m$-by- $m$ identity. Then whenever a row operation is applied to $A$, that same operation is applied to $P$. In this way the equality $A=P B$ is maintained at all times. If we follow the computation of Example 1.3, then $P$ turns out to be

$$
\left[\begin{array}{rrrr}
-7 & 0 & 2 & 5 \\
-24 & 1 & 7 & 17 \\
-21 & 1 & 6 & 15 \\
-47 & 1 & 13 & 33
\end{array}\right] .
$$

Suppose that $B$ is an $m$-by- $m$ integer matrix, $A$ is the row Hermite normal form of $B$, and $P$ is an element of $\mathrm{GL}(m, \mathbb{Z})$ such that $A=P B$. Then

$$
\operatorname{det} A=(\operatorname{det} P)(\operatorname{det} B)
$$

so $|\operatorname{det} A|=|\operatorname{det} B|$. Thus $B$ is in $\mathrm{GL}(m, \mathbb{Z})$ if and only if $A$ is in $\mathrm{GL}(m, \mathbb{Z})$. If $\operatorname{det} A= \pm 1$, then $A$ cannot have a row of zeros. Thus $A$ has $m$ corner entries and $\operatorname{det} A$ is their product. Hence all corner entries in $A$ are 1, $A$ is the identity matrix, and $P=B^{-1}$. The procedure ROW_REDUCE modified as described here can be used to compute inverses for elements of $\mathrm{GL}(m, \mathbb{Z})$.

The following proposition summarizes the preceding discussion.
Proposition 2.2. Let $B$ be an $m-b y-m$ integer matrix. The following are equivalent:
(a) $\operatorname{det} B= \pm 1$.
(b) $B$ is in $\mathrm{GL}(m, \mathbb{Z})$.
(c) $B$ is row equivalent to the $m$-by- $m$ identity matrix.
(d) $S(B)=\mathbb{Z}^{m}$.
(e) $B$ is a product of elementary matrices.

Corollary 2.3. Two m-by-n integer matrices $A$ and $B$ are row equivalent if and only if there is an element $P$ of $\mathrm{GL}(m, \mathbb{Z})$ such that $A=P B$.

In Section 8.1, we learned how to decide whether a vector $u$ in $\mathbb{Z}^{n}$ is in $S(B)$, where $B$ is a given $m$-by- $n$ integer matrix. We row reduce $B$ to get the row Hermite normal form $A$ of $B$. We can then determine a vector $x$ in $\mathbb{Z}^{m}$ such that $u=x A$ or show that no such $x$ exists. Suppose that $u$ is in $S(B)$ and we would like to express $u$ as $y B$ for some $y$ in $\mathbb{Z}^{m}$. If we have $A=P B$ with $P$ in $\mathrm{GL}(m, \mathbb{Z})$, then $u=x A=x P B$, so we may take $y$ to be $x P$.

## Exercises

2.1. For each of the matrices $B$ in Exercise 1.2 find a unimodular matrix $P$ such that $P B$ is in row Hermite normal form.
2.2. Let $a$ and $b$ be integers and set $d=\operatorname{gcd}(a, b)$. Prove that the row Hermite normal form of $B=\left[\begin{array}{l}a \\ b\end{array}\right]$ is $A=\left[\begin{array}{l}d \\ 0\end{array}\right]$. Show that with just a minor change the procedure GCDX of Section 1.7 can be made to return a unimodular matrix $P$ such that $A=P B$.
2.3. Find the inverses of the following matrices:
(a) $\left[\begin{array}{ll}5 & 4 \\ 9 & 7\end{array}\right]$,
(b) $\left[\begin{array}{rrr}1 & 1 & -1 \\ -1 & 1 & 0 \\ -2 & 1 & 1\end{array}\right]$.
2.4. Suppose that we modify the inner While-loop of ROW_REDUCE as follows:

While there exist distinct indices $k<\ell$ between $i$ and $m$ such that both $a=A_{k j}$ and $b=A_{\ell j}$ are nonzero do begin
$d:=\operatorname{gcd}(a, b) ;$
Let $P$ be an element of $\mathrm{GL}(2, \mathbb{Z})$ such that $P\left[\begin{array}{l}a \\ b\end{array}\right]=\left[\begin{array}{l}d \\ 0\end{array}\right]$;
(* See Exercise 2.2. *)
Multiply the submatrix of $A$ consisting of rows $k$ and $\ell$ by $P$ End;

Is this likely to speed up the computation?

### 8.3 Finitely generated abelian groups

Let $G$ be an abelian group written additively and suppose that $G$ is generated by $g_{1}, \ldots, g_{n}$. The map $f$ of $\mathbb{Z}^{n}$ onto $G$ taking $\left(a_{1}, \ldots, a_{n}\right)$ to $a_{1} g_{1}+$ $\cdots+a_{n} g_{n}$ is a homomorphism and $G$ is isomorphic to $\mathbb{Z}^{n} / H$, where $H$ is the kernel of $f$. As remarked in Section 8.1, $H$ is finitely generated, so there is a matrix $B$ such that $H=S(B)$. In this section we shall learn how to determine the isomorphism type of $\mathbb{Z}^{n} / S(B)$ for a given $m$-by- $n$ integer matrix $B$.

Example 3.1. Let $A$ be the following matrix:

$$
\left[\begin{array}{rrrrr}
2 & 0 & 0 & 0 & 0 \\
0 & 4 & 0 & 0 & 0 \\
0 & 0 & 12 & 0 & 0
\end{array}\right]
$$

There is a homomorphism $f$ of $\mathbb{Z}^{5}$ onto $\mathbb{Z}_{2} \oplus \mathbb{Z}_{4} \oplus \mathbb{Z}_{12} \oplus \mathbb{Z}^{2}$ taking ( $a, b, c, d, e$ ) to

$$
\left([a]_{2},[b]_{4},[c]_{12}, d, e\right)
$$

where $[u]_{s}$ denotes the congruence class modulo $s$ containing $u$. The kernel $H$ of $f$ consists of all vectors ( $a, b, c, d, e$ ) such that 2 divides $a, 4$ divides $b$, 12 divides $c$, and $d=e=0$. Thus $H=S(A)$ and $\mathbb{Z}^{5} / S(A)$ is isomorphic to $\mathbb{Z}_{2} \oplus \mathbb{Z}_{4} \oplus \mathbb{Z}_{12} \oplus \mathbb{Z}^{2}$.

In general, it is difficult to see the structure of $\mathbb{Z}^{n} / S(B)$. However, it is possible to determine an $m$-by- $n$ matrix $A$ such that $\mathbb{Z}^{n} / S(B)$ and $\mathbb{Z}^{n} / S(A)$ are isomorphic and the structure of $\mathbb{Z}^{n} / S(A)$ can be read off easily as in Example 3.1. Constructing $A$ involves the use of integer row and column operations.

The integer column operations are the obvious analogues of the integer row operations: interchange two columns, multiply a column by -1 , and add an integral multiple of one column to another column. A column operation may be applied to a matrix $B$ by applying the operation to the appropriate identity matrix and multiplying $B$ on the right by the result. If $P$ is obtained by applying an integer column operation to an identity matrix $I$, then $P$ can also be obtained by applying an integer row operation to $I$. Thus $P$ is elementary. (We do not have to distinguish between row elementary and column elementary.)

Two $m$-by- $n$ integer matrices $A$ and $B$ are equivalent over $\mathbb{Z}$ if one can be obtained from the other by a sequence of integer row and column operations. This is the same as saying that there are matrices $P$ and $Q$ in $\operatorname{GL}(m, \mathbb{Z})$ and $\mathrm{GL}(n, \mathbb{Z})$, respectively, such that $A=P B Q$. Equivalence of matrices over $\mathbb{Z}$ is an equivalence relation.

Proposition 3.1. Let $A$ and $B$ be $m-b y-n$ integer matrices which are equivalent over $\mathbb{Z}$. Then $\mathbb{Z}^{n} / S(A)$ and $\mathbb{Z}^{n} / S(B)$ are isomorphic.

Proof. Let $A=P B Q$, where $P$ is in $\operatorname{GL}(m, \mathbb{Z})$ and $Q$ is in $\operatorname{GL}(n, \mathbb{Z})$. The map $g$ taking $x$ in $\mathbb{Z}^{n}$ to $x Q$ is a homomorphism of $\mathbb{Z}^{n}$ into itself. Since $g\left(x Q^{-1}\right)=x Q^{-1} Q=x$, it follows that $g$ is surjective. If $x Q=0$, then $x=x Q Q^{-1}=0 Q^{-1}=0$. Thus the kernel of $g$ is trivial and $g$ is an automorphism of $\mathbb{Z}^{n}$. Now $S(B Q)$ is $g(S(B))$, for $S(B)$ is the set of $y B$ with $y$ in $\mathbb{Z}^{m}$ and $(y B) Q=y(B Q)$. By Exercise 3.6 in Chapter $1, \mathbb{Z}^{n} / S(B Q)$ and $\mathbb{Z}^{n} / S(B)$ are isomorphic. Since $S(P B Q)=S(B Q)$, the result follows.

Just as the matrices in row Hermite normal form are representatives for the equivalence classes of integer matrices under integer row equivalence, there is an easily identified set of representatives under equivalence. An integer matrix $A$ is in Smith normal form if for some $r \geq 0$ the entries $d_{i}=A_{i i}, 1 \leq i \leq r$, are positive, $A$ has no other nonzero entries, and $d_{i}$ divides $d_{i+1}, 1 \leq i<r$. The matrix $A$ of Example 3.1 is in Smith normal form.

Every integer matrix $B$ is equivalent to a matrix $A$ in Smith normal form. Given $B$, the process of computing such an $A$ is called reduction. If $B$ is a zero matrix, then $B$ is in Smith normal form already. Thus we may assume that $B$ is not zero. Several reduction algorithms which use row and column operations try to reduce $B$ first to the form

$$
\left[\begin{array}{cccc}
d & 0 & \ldots & 0  \tag{*}\\
0 & & \\
\vdots & C & \\
0 & &
\end{array}\right]
$$

where $d$ is positive. Some algorithms arrange things so that $d$ divides every entry of $C$ at this point. Other algorithms attack $C$ immediately and come back to the divisibility condition only at the end.

We look for a nonzero entry $B_{i j}$ in $B$. It is usually convenient to choose $\left|B_{i j}\right|$ small, but this is not necessary. If $B_{i j}$ divides all entries in row $i$ and column $j$, then we interchange rows 1 and $i$ and columns 1 and $j$, if necessary, to make $i=j=1$. Then row operations of type (3) can be used to make $B_{k 1}=0$ for $k>1$, and column operations of type (3) can be used to make $B_{1 k}=0$ for $k>1$. Multiplying row 1 by -1 , if necessary, insures that $B_{11}>0$. Thus we have obtained the form (*).

If $B_{i j}$ does not divide $B_{r j}$ for some $r$, then let $q=B_{r j} \operatorname{div} B_{i j}$, subtract $q$ times row $i$ from row $r$, and set $(i, j)$ equal to $(r, j)$. Similarly, if $B_{i j}$ does not divide $B_{i s}$ for some $s$, then let $q=B_{i s} \operatorname{div} B_{i j}$, subtract $q$ times column $j$ from column $s$, and set $(i, j)$ equal to $(i, s)$. In either case, the value of $\left|B_{i j}\right|$ is reduced, so eventually $B_{i j}$ will divide each entry in row $i$ and row $j$.

If, when we reach the form (*), the entry $d=B_{11}$ does not divide some entry $B_{r s}$ with $r \geq 2$ and $s \geq 2$, then we may proceed as follows: Let $q=B_{r s}$ div $d$. Add column $s$ to column 1 and subtract $q$ times row 1 from row $r$. The ( $r, 1$ )-entry is now positive and less than $d$. Set $(i, j)=(r, 1)$ and repeat the procedure of the previous two paragraphs.

Having obtained a matrix of the form (*), if $C$ is not zero, we iterate the procedure with $C$. In this way we produce a matrix

$$
\left[\begin{array}{lllll}
d_{1} & & & 0 & \\
& d_{2} & & & \\
& & \ddots & & \\
& & & & \\
& 0 & & d_{r} & \\
& & & & 0
\end{array}\right],
$$

where the $d_{i}$ are positive. If we always choose $d$ in (*) to divide the entries in $C$, then $d_{i}$ divides $d_{i+1}, 1 \leq i<r$. If this divisibility condition does not
hold, then we use the following observation: Let $a$ and $b$ be positive integers and let $d=\operatorname{gcd}(a, b)=u a+v b$ and $\ell=\operatorname{lcm}(a, b)=a b / d$. Set

$$
R=\left[\begin{array}{cc}
u & v \\
\frac{-b}{d} & \frac{a}{d}
\end{array}\right] \quad \text { and } \quad S=\left[\begin{array}{cc}
1 & \frac{-v b}{d} \\
1 & \frac{u a}{d}
\end{array}\right]
$$

Then

$$
R\left[\begin{array}{ll}
a & 0 \\
0 & b
\end{array}\right] S=\left[\begin{array}{ll}
d & 0 \\
0 & \ell
\end{array}\right]
$$

As long as there are indices $i$ and $j$ with $1 \leq i<j \leq r$ such that $d_{i}$ does not divide $d_{j}$, we use this device to replace $d_{i}$ and $d_{j}$ by $\operatorname{gcd}\left(d_{i}, d_{j}\right)$ and $\operatorname{lcm}\left(d_{i}, d_{j}\right)$, respectively. Eventually we reach the state in which $d_{i}$ divides $d_{i+1}, 1 \leq i<r$.

Suppose that matrices $P$ and $Q$ are initialized at the beginning of the computation to the $m$-by- $m$ and $n$-by- $n$ identity matrices, respectively. If any row operations applied to $B$ are also applied to $P$ and any column operations applied to $B$ are also applied to $Q$, then the final matrix $A$ in Smith normal form is equal to $P B Q, P$ is in $\mathrm{GL}(m, \mathbb{Z})$, and $Q$ is in $\mathrm{GL}(n, \mathbb{Z})$.

Example 3.2. Let us compute a matrix in Smith normal form equivalent to the matrix

$$
B=\left[\begin{array}{rrrrr}
2 & 2 & 6 & 4 & 0 \\
6 & 4 & 16 & 10 & -14 \\
4 & 3 & 11 & 7 & 0 \\
8 & 5 & 21 & 13 & -4
\end{array}\right]
$$

The entry in the $(1,1)$ position divides all of the entries in the first row and the first column. However, if we subtract the first row from the third row, we can get an entry of 1 in the $(3,2)$ position, and this is preferable. After the subtraction we have

$$
\left[\begin{array}{rrrrr}
2 & 2 & 6 & 4 & 0 \\
6 & 4 & 16 & 10 & -14 \\
2 & 1 & 5 & 3 & 0 \\
8 & 5 & 21 & 13 & -4
\end{array}\right] .
$$

Now we interchange rows 1 and 3 and columns 1 and 2 . The result is

$$
\left[\begin{array}{rrrrr}
1 & 2 & 5 & 3 & 0 \\
4 & 6 & 16 & 10 & -4 \\
2 & 2 & 6 & 4 & 0 \\
5 & 8 & 21 & 13 & -4
\end{array}\right]
$$

Three row operations of type (3) yield

$$
\left[\begin{array}{rrrrr}
1 & 2 & 5 & 3 & 0 \\
0 & -2 & -4 & -2 & -4 \\
0 & -2 & -4 & -2 & -0 \\
0 & -2 & -4 & -2 & -4
\end{array}\right]
$$

Three column operations of type (3) give us

$$
\left[\begin{array}{rrrrr}
1 & 0 & 0 & 0 & 0 \\
0 & -2 & -4 & -2 & -4 \\
0 & -2 & -4 & -2 & -0 \\
0 & -2 & -4 & -2 & -4
\end{array}\right] .
$$

Now we can turn our attention to the 3 -by- 4 submatrix in the lower right corner. Multiplying row 2 by -1 , we get

$$
\left[\begin{array}{rrrrr}
1 & 0 & 0 & 0 & 0 \\
0 & 2 & 4 & 2 & 4 \\
0 & -2 & -4 & -2 & 0 \\
0 & -2 & -4 & -2 & -4
\end{array}\right] .
$$

Two row operations of type (3) produce

$$
\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 2 & 4 & 2 & 4 \\
0 & 0 & 0 & 0 & 4 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

and three column operations of type (3) yield

$$
\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 4 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

All we have to do now is interchange columns 3 and 5 , and we obtain a matrix in Smith normal form:

$$
\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 \\
0 & 0 & 4 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

Thus $G=\mathbb{Z}^{5} / S(B)$ is isomorphic to $\mathbb{Z}_{1} \oplus \mathbb{Z}_{2} \oplus \mathbb{Z}_{4} \oplus \mathbb{Z}^{2}$. Since $\mathbb{Z}_{1}$ is a group of order $1, G$ is isomorphic to $\mathbb{Z}_{2} \oplus \mathbb{Z}_{4} \oplus \mathbb{Z}^{2}$.

Suppose that $A$ is the matrix

$$
\left[\begin{array}{lllll}
d_{1} & & & 0 & \\
& d_{2} & & & \\
& & \ddots & & \\
& & & & \\
& & & d_{r} & \\
& & & & 0
\end{array}\right]
$$

where the $d_{i}$ are positive integers, and $n$ is the number of columns of $A$. Then

$$
\mathbb{Z}^{n} / S(A) \cong \mathbb{Z}_{d_{1}} \oplus \cdots \oplus \mathbb{Z}_{d_{r}} \oplus \mathbb{Z}^{s}
$$

where $s=n-r$. It follows from this and the remarks at the beginning of the section that any finitely generated abelian group $G$ is isomorphic to a direct sum

$$
\mathbb{Z}_{d_{1}} \oplus \cdots \oplus \mathbb{Z}_{d_{r}} \oplus \mathbb{Z}^{s}
$$

If we assume that each $d_{i}>1$ and $d_{i}$ divides $d_{i+1}$ for $1 \leq i<r$, then the integers $r, s$, and $d_{1}, \ldots, d_{r}$ are uniquely determined by $G$. This result is known as the fundamental theorem of finitely generated abelian groups. A proof of this theorem may be found in [Sims 1984] and in other books on algebra or group theory.

Proposition 3.2. Every integer matrix $B$ is equivalent over $\mathbb{Z}$ to a unique matrix $A$ in Smith normal form.

Proof. Let $B$ have $n$ columns. We know that $B$ is equivalent to some matrix $A$ in Smith normal form. Let $d_{1}, \ldots, d_{r}$ be the nonzero entries of $A$ and assume that $d_{1}=\cdots=d_{t}=1$ and $d_{i}>1$ for $i>t$. By the fundamental
theorem, the numbers $r-t, n-r$, and $d_{t+1}, \ldots, d_{r}$ are uniquely determined by $\mathbb{Z}^{n} / S(B)$. Thus $t=n-(n-r)-(r-t)$ is determined.

The nonzero entries of the matrix in Smith normal form equivalent to a given integer matrix $B$ are called the invariant factors of $B$.

In Section 8.1 we referred to the fact that during row reduction the entries of the matrix can get very large. This phenomenon is even more pronounced in the case of the reduction algorithm sketched earlier. Even starting with a 10 -by- 10 matrix whose entries are 0 or $\pm 1$, one can overflow 32 -bit integers during reduction. In later sections we shall discuss better methods for computing the Smith normal form $A$ of an integer matrix $B$ and for finding unimodular matrices $P$ and $Q$ such that $A=P B Q$.

If $B$ has $n$ columns, then the invariant factors $d_{1}, \ldots, d_{r}$ of $B$ determine the isomorphism type of $G=\mathbb{Z}^{n} / S(B)$. However, to determine an explicit isomorphism of $G$ onto $\mathbb{Z}_{d_{1}} \oplus \cdots \oplus \mathbb{Z}_{d_{r}} \oplus \mathbb{Z}^{n-r}$ we need more information, such as the matrix $Q$.

Proposition 3.3. Let $B$ be an $m$-by-n integer matrix with invariant factors $d_{1}, \ldots, d_{r}$, and let $P$ and $Q$ be unimodular matrices such that $A=P B Q$ is in Smith normal form. Given $x$ in $\mathbb{Z}^{n}$, let $x Q=y=\left(y_{1}, \ldots, y_{n}\right)$. The map $f$ taking $x$ to

$$
\left(\left[y_{1}\right]_{d_{1}}, \ldots,\left[y_{r}\right]_{d_{r}}, y_{r+1}, \ldots, y_{n}\right)
$$

is a homomorphism of $\mathbb{Z}^{n}$ onto $K=\mathbb{Z}_{d_{1}} \oplus \cdots \oplus \mathbb{Z}_{d_{r}} \oplus \mathbb{Z}^{n-r}$ with kernel $S(B)$.
Proof. The map $\pi$ taking $\left(y_{1}, \ldots, y_{n}\right)$ to $\left(\left[y_{1}\right]_{d_{1}}, \ldots,\left[y_{r}\right]_{d_{r}}, y_{r+1}, \ldots, y_{n}\right)$ is a homomorphism of $\mathbb{Z}^{n}$ onto $K$ with kernel $S(A)$. The map $\alpha$ taking $x$ to $x Q$ is an automorphism of $\mathbb{Z}^{n}$ taking $S(B)$ to $S(A)$. Since $f$ is the composition $\alpha \circ \pi$, the result follows.

Corollary 3.4. Let $B$ be as in Proposition 3.3. If $u_{i}$ is the $i$-th row of $Q^{-1}$, then the image $\overline{u_{i}}$ of $u_{i}$ in $G=\mathbb{Z}^{n} / S(B)$ has order $d_{i}$ if $1 \leq i \leq r$ and infinite order if $i>r$. Moreover, $G$ is the internal direct sum of the subgroups $\operatorname{Grp}\left\langle\overline{u_{i}}\right\rangle, 1 \leq i \leq n$.

Proof. Under the map $f$ of Proposition 3.3, $u_{i}$ goes to the generator of the $i$-th summand of $K$.

Since $Q$ is the more important of $P$ and $Q$, it seems reasonable to try to keep the entries in $Q$ as small as possible. Giving preference to row operations may be a way to accomplish this.

## Exercises

3.1. Computing unimodular matrices $P$ and $Q$ such that $P B Q$ is in Smith normal form is not trivial even when $B$ is already a diagonal matrix. Let $B_{n}$ be the matrix

$$
\left[\begin{array}{lllll}
1 & & & \\
& 2 & & 0 & \\
& & 3 & & \\
& & \ddots & \\
& & & & \\
& & & & n
\end{array}\right]
$$

Describe the invariant factors of $B_{n}$. How many are greater than 1 ?
3.2. The text sketched several reduction procedures. Write out a formal description of one of them.
3.3. Suppose that $A$ and $Q$ are integer matrices such that $A Q$ is defined and $Q$ is unimodular. Show that $A$ and $A Q$ have the same rank. Conclude that equivalent matrices have the same rank.
3.4. Suppose that HNF is a function which returns the row Hermite normal form of an integer matrix. Define a new function $F$ by

$$
F(B)=\operatorname{HNF}\left(\operatorname{HNF}(B)^{t}\right)^{t}
$$

where $A^{t}$ denotes the transpose of the matrix $A$. Show that $F(B)$ is equivalent to $B$. Let $B_{1}=B$ and for $i \geq 1$ define $B_{i+1}$ to be $F\left(B_{i}\right)$. Show that there is an index $s$ such that $B_{s}=B_{s+1}$ and that $B_{s}$ has the form

$$
\left[\begin{array}{lllll}
d_{1} & & & 0 & \\
& d_{2} & & & \\
& & \ddots & & \\
& & & & \\
& & & d_{r} & \\
& 0 & & & \\
& & & & 0
\end{array}\right]
$$

where the $d_{i}$ are positive integers but $d_{i}$ may not be divisible by $d_{j}$ when $j<i$.
3.5. Let $d_{1}, \ldots, d_{r}$ be a sequence of positive integers. Show that no more than $r(r-1) / 2$ steps replacing $d_{i}$ and $d_{j}$ by $\operatorname{gcd}\left(d_{i}, d_{j}\right)$ and $\operatorname{lcm}\left(d_{i}, d_{j}\right)$, respectively, are needed to modify the sequence so that $d_{i}$ divides $d_{i+1}$ for $1 \leq i<r$.

### 8.4 Modular techniques

Using the procedures of Section 8.3 to compute the invariant factors of an integer matrix having moderately large numbers of rows and columns requires arbitrary precision arithmetic. When the matrix has hundreds of rows and columns, these methods are not practical even with arbitrary precision. This section describes an alternative approach which has been useful with matrices having a thousand or more rows and columns. It draws heavily on (Havas \& Sterling 1979). Similar results are also presented in
(Domich, Kannan, \& Trotter 1987) and (Domich 1989). See also (Gerstein 1977). The new approach is based on a different characterization of invariant factors.

Given an $m$-by- $n$ integer matrix $B$ and an integer $k$ with $0 \leq k \leq$ $\min (m, n)$, let $D_{k}(B)$ be the gcd of the determinants of all $k$-by- $k$ submatrices of $B$. (Here $D_{0}(B)$ is defined to be 1.) If $S$ is a $k$-element subset of $\{1, \ldots, m\}$ and $T$ is a $k$-element subset of $\{1, \ldots, n\}$, then $B(S, T)$ will denote the determinant of the $k$-by- $k$ submatrix of $B$ consisting of the entries in the rows indexed by $S$ and the columns indexed by $T$.

Proposition 4.1. Suppose that $A$ and $B$ are equivalent $m$-by-n integer matrices. Then $D_{k}(A)=D_{k}(B)$ for $0 \leq k \leq \min (m, n)$.

Proof. We must show that integer row and column operations applied to $A$ do not change $D_{k}(A)$. It clearly suffices to consider only row operations and to assume that $k \geq 1$. Let $S$ and $T$ be $k$-element subsets of row and column indices, respectively. Suppose that $B$ is obtained from $A$ by a single integer row operation. We need to see how $B(S, T)$ and $A(S, T)$ are related.

If row $i$ of $A$ is multiplied by -1 , then $B(S, T)=-A(S, T)$ if $i$ is in $S$ and $B(S, T)=A(S, T)$ otherwise. Thus $D_{k}(B)=D_{k}(A)$ in this case. If rows $i$ and $j$ are interchanged, then $B(S, T)= \pm A(f(S), T)$, where $f$ is the permutation of $\{1, \ldots, m\}$ which interchanges $i$ and $j$ and leaves all other points fixed. Again, up to signs, the sets of determinants of $k$-by- $k$ submatrices of $A$ and of $B$ are the same and $D_{k}(A)=D_{k}(B)$.

Now suppose that $q$ times row $i$ is added to row $j$. If $j$ is not in $S$, then $B(S, T)=A(S, T)$. Suppose that $j$ is in $S$. Without loss of generality, we may assume that $j$ is the first element of $S$. Thus

$$
B(S, T)=\left|\begin{array}{ccc}
a_{11}+q c_{1} & \ldots & a_{1 k}+q c_{k} \\
a_{21} & \ldots & a_{2 k} \\
\vdots & & \vdots \\
a_{k 1} & \ldots & q_{k k}
\end{array}\right|
$$

where

$$
A(S, T)=\left|\begin{array}{ccc}
a_{11} & \ldots & q_{1 k} \\
\vdots & & \vdots \\
a_{k 1} & \ldots & a_{k k}
\end{array}\right|
$$

and $c_{1}, \ldots, c_{k}$ are the entries of $A$ in row $i$ of the columns indexed by $T$. Expanding $B(S, T)$ by minors of the first row, we find that $B(S, T)=$
$A(S, T)+q(\operatorname{det} C)$, where

$$
C=\left|\begin{array}{ccc}
c_{1} & \ldots & c_{k} \\
a_{21} & \ldots & a_{2 k} \\
\vdots & & \vdots \\
a_{k 1} & \ldots & a_{k k}
\end{array}\right|
$$

If $i$ is in $S$, then $C$ has two equal rows, so $\operatorname{det} C=0$. If $i$ is not in $S$, then up to sign $\operatorname{det} C=A\left(S^{\prime}, T\right)$, where $S^{\prime}$ is obtained from $S$ by replacing $j$ with i. In either case $B(S, T)$ is divisible by $D_{k}(A)$. Therefore $D_{k}(A)$ divides $D_{k}(B)$. But $A$ can be obtained from $B$ by adding $-q$ times row $i$ to row $j$. Thus the same argument shows that $D_{k}(B)$ divides $D_{k}(A)$. Therefore $D_{k}(A)=D_{k}(B)$.

Proposition 4.2. If $A$ is an $m$-by-n integer matrix and $0 \leq k<\min (m, n)$, then $D_{k}(A)$ divides $D_{k+1}(A)$.

Proof. Since $D_{0}(A)=1$, we may assume that $k \geq 1$. Let $S$ and $T$ be $(k+1)$ element subsets of row and column indices, respectively. Expanding $A(S, T)$ by minors of one row, we see that $A(S, T)$ is an integral linear combination of determinants of $k$-by- $k$ submatrices of $A$. Thus $D_{k}(A)$ divides $A(S, T)$, so $D_{k}(A)$ divides $D_{k+1}(A)$.

Proposition 4.3. If $d_{1}, \ldots, d_{r}$ are the nonzero diagonal entries of a matrix $A$ in Smith normal form, then $D_{k}(A)=0$ if $k>r$ and $D_{k}(A)=d_{1} \ldots d_{k}$ if $k \leq r$.

Proof. Let $S$ and $T$ be $k$-element sets of row and column indices, respectively. Unless $k \leq r$ and $S=T$, the submatrix indexed by $S$ and $T$ has a row of zeros and $A(S, T)=0$. If $S=\left\{i_{1}, \ldots, i_{k}\right\}$, where $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq r$, then $A(S, S)=d_{i_{1}} \ldots d_{i_{k}}$. But $d_{1}$ divides $d_{i_{1}}, d_{2}$ divides $d_{i_{2}}$, and so on. Thus $d_{1} \ldots d_{k}$ divides $A(S, S)$. Since $d_{1} \ldots d_{k}=A(T, T)$, where $T=\{1,2, \ldots, k\}$, it follows that $D_{k}(A)=d_{1} \ldots d_{k}$.

Corollary 4.4. Let $d_{1}, \ldots, d_{r}$ be the invariant factors of an integer matrix $B$. Then $r$ is the largest index such that $D_{r}(B) \neq 0$ and $d_{k}=$ $D_{k}(B) / D_{k-1}(B), 1 \leq k \leq r$.

By itself, Corollary 4.4 is not adequate to determine the invariant factors of $B$. The number of $k$-by- $k$ submatrices is very large, so $D_{k}(B)$ cannot be computed from its definition. However, if we can find several $k$-by- $k$ submatrices with nonzero determinants, then experience suggests that the $\operatorname{gcd} d$ of these determinants is likely to be a good approximation to $D_{k}(B)$ in the sense that $d / D_{k}(B)$ is "small".

The following steps outline the way we shall use these ideas to compute the invariant factors of an integer matrix $B$ :
(1) Find the rank $r$ of $B$.
(2) Find a small number of $r$-by- $r$ submatrices of $B$ which have nonzero determinants.
(3) Compute the gcd $d$ of the determinants in (2).
(4) Determine the invariant factors of $B$ modulo $d$.
(5) Recover the invariant factors of $B$ from the invariant factors modulo $d$.

Step (4) explicitly mentions modular arithmetic. In fact, steps (1), (2), and (4) all use modular arithmetic. Let $d$ be an integer greater than 1. In discussing the manipulation of matrices modulo $d$, we have two possible points of view. We can consider that we are working with matrices over the ring $\mathbb{Z}_{d}$ of integers modulo $d$ or that our matrices have integer entries which are always reduced to their smallest nonnegative remainders modulo $d$. The points of view are equivalent, and we shall adopt the second. For an integer matrix $A$, let $\bar{A}$ be the result of reducing all entries of $A$ modulo $d$.

The row operations modulo $d$ on integer matrices are the following:
(1) Interchange two rows.
(2) Multiply a row by any integer relatively prime to $d$.
(3) Add an integral multiple of one row to another row.

In both (2) and (3), the modified entries are reduced modulo $d$.
Two integer matrices $A$ and $B$ are row equivalent modulo $d$ if $\bar{A}$ can be transformed into $\bar{B}$ by a sequence of row operations modulo $d$. The matrix $A$ is in row Hermite normal form modulo $d$ if the following conditions are satisfied:
(i) $A=\bar{A}$.
(ii) $A$ is in row Hermite normal form over $\mathbb{Z}$.
(iii) The corner entries of $A$ divide $d$.

Proposition 4.5. Every integer matrix $B$ is row equivalent modulo $d$ to $a$ unique matrix $A$ which is in row Hermite normal form modulo $d$.

Proof. The proof is essentially the same as the proof of the corresponding result for row equivalence over $\mathbb{Z}$. The one extra point is the way operations of type (2) are used to insure that corner entries divide $d$. Suppose that $a$ is the first nonzero entry in the $i$-th row. Then $0<a<d$ and $a=u v$, where $u=\operatorname{gcd}(a, d)$ and $\operatorname{gcd}(v, d / u)=1$. There is an integer $w$ such that $w v \equiv 1$
$(\bmod d / u)$. It follows that $a w=u v w \equiv u(\bmod d)$. By Proposition 7.1 of Chapter 1 we may choose $w$ so that $\operatorname{gcd}(w, d)=1$. If we multiply row $i$ by $w$ and reduce modulo $d$, then the first nonzero entry of the $i$-th row is now $u$, which divides $d$.

The number of nonzero rows of $A$ in Proposition 4.5 will be called the rank of $B$ modulo $d$ or the $d$-rank of $B$.

Example 4.1. Let us row reduce the matrix

$$
\left[\begin{array}{rrrr}
10 & 11 & 3 & 9 \\
8 & 7 & 7 & 5 \\
6 & 0 & 4 & 2
\end{array}\right]
$$

modulo 12. The entries are already reduced modulo 12 . Since $10=2 \cdot 5$ and 5 is its own multiplicative inverse modulo 6 , we multiply row 1 by 5 modulo 12 to get

$$
\left[\begin{array}{llll}
2 & 7 & 3 & 9 \\
8 & 7 & 7 & 5 \\
6 & 0 & 4 & 2
\end{array}\right] .
$$

Now subtracting 4 times row 1 from row 2 and 3 times row 1 from row 3 and reducing modulo 12 gives

$$
\left[\begin{array}{rrrr}
2 & 7 & 3 & 9 \\
0 & 3 & 7 & 5 \\
0 & 3 & 7 & 11
\end{array}\right] .
$$

Subtracting twice row 2 from row 1 and row 2 from row 3 results in

$$
\left[\begin{array}{rrrr}
2 & 1 & 1 & 11 \\
0 & 3 & 7 & 5 \\
0 & 0 & 0 & 6
\end{array}\right] .
$$

Finally, subtracting row 3 from row 1 gives

$$
\left[\begin{array}{llll}
2 & 1 & 1 & 5 \\
0 & 3 & 7 & 5 \\
0 & 0 & 0 & 6
\end{array}\right]
$$

Row reduction modulo $d$ can be used to compute determinants modulo $d$. Let $B$ be a square integer matrix. At the beginning of the row reduction,
set $c=1$. If two rows are interchanged, then replace $c$ by $-c$ modulo $d$. If a row is multiplied by $w$ and $w v \equiv 1(\bmod d)$, then replace $c$ by $v c$ modulo $d$. If $A$ is the final matrix which is in row Hermite normal form modulo $d$, then $\operatorname{det} B \equiv c(\operatorname{det} A)(\bmod d)$, and $\operatorname{det} A$ is the product of the diagonal entries of $A$.

Now let $B$ be an $m$-by- $n$ integer matrix. The $d$-rank of $B$ is a lower bound for the rank of $B$. If $d$ is chosen to be a random, moderately large prime, then the rank of $B$ and the $d$-rank of $B$ will almost certainly be the same. If we get the same rank $r$ modulo several primes, then our confidence that $r$ is the rank of $B$ should be very high. However, to be absolutely sure, we must work a little harder.

The rank of $B$ is the largest integer $r$ such that $B$ contains an $r$-by- $r$ submatrix with nonzero determinant. We need an easily computable upper bound on the size of the determinant of any square submatrix of $B$. One such bound is the Hadamard bound given by the following proposition and its corollary.

Proposition 4.6. Let $A$ be an $n-b y-n$ real matrix. Then

$$
|\operatorname{det} A| \leq \prod_{i=1}^{n}\left(\sum_{j=1}^{n} A_{i j}^{2}\right)^{1 / 2}
$$

Proof. See Exercise 15 of Section 4.6.1 of [Knuth 1973] and its solution.

Corollary 4.7. Let $B$ be an $m-b y-n$ integer matrix, where $m \leq n$. The determinant of any square submatrix of $B$ has absolute value at most the smaller of

$$
\prod_{i}\left(\sum_{j=1}^{n} B_{i j}^{2}\right)^{1 / 2} \quad \text { and }\left[\max _{j}\left(\sum_{i=1}^{m} B_{i j}^{2}\right)^{1 / 2}\right]^{m}
$$

where the product is over the nonzero rows.
If $B$ has more rows than columns, then we apply Corollary 4.7 to the transpose of $B$. If $m=n=100$ and all entries in $B$ have absolute value at most 1 , then Corollary 4.7 says that the determinant of any square submatrix of $B$ has absolute value at most $10^{100}$.

Proposition 4.8. Let $B$ be an integer matrix and let $p_{1}, \ldots, p_{s}$ be a sequence of distinct primes such that $p_{1} \ldots p_{s}$ exceeds the Hadamard bound for $B$. Then the rank of $B$ is the maximum $r$ of the $p_{i}-\operatorname{rank}$ of $B, 1 \leq i \leq s$.

Proof. Let $b$ be the Hadamard bound for $B$. If $C$ is a square submatrix of $B$ with more than $r$ rows, then $\operatorname{det} C \equiv 0\left(\bmod p_{i}\right), 1 \leq i \leq s$. Therefore $\operatorname{det} C \equiv 0\left(\bmod p_{1} \ldots p_{s}\right)$. Since $|\operatorname{det} C| \leq b<p_{1} \ldots p_{s}$, this means $\operatorname{det} C=0$. Since for some $i$ there is an $r$-by- $r$ submatrix $C$ of $B$ such that $\operatorname{det} C$ is not divisible by $p_{i}$, the rank of $B$ is $r$.

When Proposition 4.8 is applied, the primes $p_{i}$ are usually chosen to be as large as possible subject to $p_{i}^{2}$ being representable as a single precision integer.

Now that we can compute the rank $r$ of a large integer matrix $B$, we need a way to find $r$-by- $r$ submatrices of $B$ with nonzero determinants and to compute those determinants. Assuming that Proposition 4.8 was used to find $r$, we know some prime $p$ such that the $p$-rank of $B$ is $r$. For $1 \leq i \leq m$ let $B_{i}$ be the submatrix of $B$ consisting of the first $i$ rows. By a slight extension of the process of row reduction modulo $p$, we can determine the set $S$ of row indices $i$ such that the $p$-rank of $B_{i}$ is greater than the $p$-rank of $B_{i-1}$. Let $C$ be the submatrix of $B$ consisting of the rows indexed by $S$ and let $T$ be the set of column indices corresponding to the corner entries in the row Hermite form modulo $p$ of $C$. Then $B(S, T)$ is not congruent to 0 modulo $p$ and hence is not 0 .

Having found an $r$-by- $r$ submatrix with nonzero determinant, we must compute that determinant. This again can be done with modular arithmetic.

Proposition 4.9. Let $E$ be a square matrix and let $p_{1}, \ldots, p_{s}$ be a sequence of distinct primes such that $p_{1} \ldots p_{s}$ exceeds twice the Hadamard bound for $E$. Suppose that $\operatorname{det} E \equiv e_{i}\left(\bmod p_{i}\right), 1 \leq i \leq s$. Then $\operatorname{det} E$ is the integer $e$ with smallest absolute value satisfying $e \equiv e_{i}\left(\bmod p_{i}\right), 1 \leq i \leq s$.

Proof. Let $b$ be the Hadamard bound for $E$. The numbers $e_{i}, 1 \leq i \leq$ $s$, determine $\operatorname{det} E$ modulo $p_{1} \ldots p_{s}$. Since $2 b<p_{1} \ldots p_{s}$, no two integers between $-b$ and $b$ are congruent modulo $p_{1} \ldots p_{s}$.

We can use row reduction modulo $p$ to compute $\operatorname{det} E$ modulo $p$ for sufficiently many primes $p$ and use Proposition 4.9 to determine $\operatorname{det} E$. An efficient way of doing this is discussed in Exercise 4.1.

It may happen that $B$ has only one $r$-by- $r$ submatrix with nonzero determinant. However, it is probably worth spending a little more time looking for others. One way to do this is to apply the procedure used to find the first submatrix to the matrix obtained from $B$ by randomly permuting the rows and the columns of $B$. If other $r$-by- $r$ submatrices with nonzero determinants are found, then we compute the gcd of their determinants.

At this point we know the rank $r$ of $B$ and a multiple $d$ of $D_{r}(B)$. The next step is to compute the elementary divisors of $B$ modulo $d$. To define
these, we need to introduce column operations modulo $d$, which are the obvious analogues of the row operations modulo $d$. Two integer matrices $A$ and $B$ are equivalent modulo $d$ if $\bar{A}$ can be transformed into $\bar{B}$ by a sequence of row and column operations modulo $d$. The matrix $A$ is in Smith normal form modulo $d$ if the following conditions hold:
(i) $A=\bar{A}$.
(ii) $A$ is in Smith normal form over $\mathbb{Z}$.
(iii) The nonzero entries of $A$ divide $d$.

Proposition 4.10. An integer matrix $B$ is equivalent modulo $d$ to a unique matrix $A$ which is in Smith normal form modulo d.

Proof. Exercise.

If $B$ and $A$ are as in Proposition 4.10, then the nonzero entries of $A$ will be called the invariant factors of $B$ modulo $d$. The following result allows us to complete the final step in our modular approach to computing invariant factors.

Proposition 4.11. Let $B$ be an integer matrix with invariant factors $d_{1}, \ldots, d_{r}$ and let $d$ be a positive multiple of $d_{r}$. Suppose the invariant factors of $B$ modulo $d$ are $c_{1}, \ldots, c_{s}$. Then $d_{i}=c_{i}, 1 \leq i \leq s$, and $d_{i}=d$, $s<i \leq r$.

Proof. One way to compute the Smith normal form of $B$ modulo $d$ is to compute the Smith normal form over $\mathbb{Z}$ and reduce the entries modulo $d$. Since all the $d_{i}$ divide $d$, the only effect of the reduction modulo $d$ is to replace any $d_{i}$ which is equal to $d$ by 0 .

Example 4.2. Let us use the modular techniques we have developed to compute the invariant factors of the matrix

$$
B=\left[\begin{array}{rrrrrrrrrr}
3 & 0 & 7 & -1 & 6 & -1 & -1 & 0 & -4 & -4 \\
14 & 14 & 8 & 3 & 4 & -4 & 4 & -6 & -6 & -4 \\
17 & 30 & 14 & -1 & 4 & -10 & 5 & -15 & -5 & -3 \\
4 & 2 & -4 & 1 & -4 & -3 & -1 & -3 & 0 & 4 \\
4 & 6 & -5 & 2 & -7 & 1 & 3 & 0 & 1 & 3 \\
10 & 16 & 11 & 1 & 7 & -7 & 2 & -9 & -1 & -3 \\
11 & 2 & -9 & 6 & 3 & 0 & 5 & -6 & 0 & 4 \\
-7 & 0 & 13 & 1 & 20 & -3 & 0 & -3 & 3 & -10
\end{array}\right] .
$$

The 2 -rank of $B$ is 7 , the 3 -rank is 6 , the 5 -rank is 7 , and the 7 -rank is 8 . Since the rank of $B$ cannot exceed 8 , the rank is 8 . There are 458 -by- 8
submatrices of $B$. Let us consider first the submatrix $C$ consisting of the first eight columns of $B$. The Hadamard bound for $C$ is about $1.1 \times 10^{11}$. Assuming our computer can store eight-digit decimal integers in one word, we can compute the determinant of $C$ modulo a prime near 1000 using single-precision calculations. The first four primes greater than 1000 are $1009,1013,1019$, and 1021. It turns out that

$$
\begin{aligned}
\operatorname{det} C & \equiv 14(\bmod 1009) \\
& \equiv 944(\bmod 1013) \\
& \equiv 331(\bmod 1019) \\
& \equiv 810(\bmod 1021)
\end{aligned}
$$

Using Exercise 4.1 and Proposition 4.9, we find that $\operatorname{det} C=276480$. Similar computations show that the determinants of the submatrices obtained by omitting the first two columns and by omitting columns 3 and 8 are -207360 and -172800 , respectively. The gcd of 276480,207360 , and 172800 is 34560 . The invariant factors of $B$ modulo 34560 consist of six 1 's, 3 , and 11520. By Proposition 4.11, these are the invariant factors of $B$. Reduction of $B$ modulo 34560 involves integers with more than eight digits. We may work modulo the prime power factors of 34560 if we choose. See Exercise 4.2.

Let $B$ be an $m$-by- $n$ integer matrix of rank $r$ and let $d$ be a multiple of the largest invariant factor $d_{r}$ of $B$. The algorithm for reduction modulo $d$ can be extended to produce square integer matrices $P$ and $Q$ such that $P B Q$ is congruent modulo $d$ to the Smith normal form of $B$, and $P$ and $Q$ are invertible modulo $d$, that is, their determinants are relatively prime to $d$. If $r=n$, then $G=\mathbb{Z}^{n} / S(B)$ is finite and is isomorphic to a quotient of $\left(\mathbb{Z}_{d}\right)^{n}$. Knowing the matrix $Q$, we can construct an explicit isomorphism of $G$ with a direct sum of cyclic groups. However, if $G$ is infinite, then modular techniques can tell us the isomorphism type of $G$, but they do not appear powerful enough to determine an explicit isomorphism of $G$ with a direct sum of cyclic groups.

We close this section with some applications of the results obtained to row equivalence and row Hermite normal forms. Let $B$ be an $m$-by- $n$ integer matrix. For any subset $T$ of $\{1, \ldots, n\}$ set $k=|T|$ and define $D_{T}(B)$ to be the gcd of the determinants of the $k$-by- $k$ submatrices of $B$ whose columns are indexed by $T$.

Proposition 4.12. If $A$ is row equivalent to $B$, then $D_{T}(A)=D_{T}(B)$ for all subsets $T$ of column indices.

Proof. See the proof of Proposition 4.1.

Let us order the set of nonempty subsets of $\{1, \ldots, n\}$ as follows: Given two nonempty subsets $S$ and $T$, we compare the first element of $S$ with the first element of $T$. If the first elements are equal, we compare the second elements, and so on. Suppose $A$ is the row Hermite normal form of $B$ and $j_{1}<j_{2}<\cdots<j_{r}$ are the indices of the columns of $A$ containing the corner entries $c_{1}, \ldots, c_{r}$. Then for $1 \leq i \leq r$ the set $T_{i}=\left\{j_{1}, \ldots, j_{i}\right\}$ is characterized by the property that it is the first $i$-element subset $T$ of $\{1, \ldots, n\}$ such that $D_{T}(B) \neq 0$. Moreover, $D_{T_{i}}(B)=c_{1} \ldots c_{i}$. Thus each $c_{i}$ is less than or equal to the Hadamard bound for $B$. Since all entries in the $j_{i}$-th column of $A$ are between 0 and $c_{i}$, we have the following result:

Proposition 4.13. Let $B$ be an integer matrix, let b be the Hadamard bound for $B$, and let $A$ be the row Hermite normal form of $B$. Then all entries of $A$ in columns containing corner entries lie between 0 and $b$.

Corollary 4.14. Let $B, b$, and $A$ be as in Proposition 4.13 and let $B$ have $m$ rows and $n$ columns. Then no entry of $A$ exceeds $\min (m, n) b^{2}$ in absolute value.

Proof. For $1 \leq k \leq n$, let $A_{k}$ and $B_{k}$ be the $k$-th columns of $A$ and $B$, respectively, and let the corner entries of $A$ occur in columns $j_{1}<\cdots<j_{r}$. If $k=j_{i}$ for some $i$, then no entry in $A_{k}$ exceeds $b$ in absolute value. Suppose that $A_{k}$ does not contain a corner entry. Applying Exercise 4.5 to the submatrix of $B$ consisting of columns $k$ and $j_{1}, \ldots, j_{r}$, we obtain integers $u$ and $v_{1}, \ldots, v_{r}$ such that

$$
u B_{k}=\sum_{i=1}^{r} v_{i} B_{j_{i}}
$$

$u \neq 0$, and none of $u, v_{1}, \ldots, v_{r}$ exceeds $b$ in absolute value. The same relation holds on the columns of $A$. That is

$$
u A_{k}=\sum_{i=1}^{r} v_{i} A_{j_{i}}
$$

Thus for $1 \leq p \leq m$ the entry $A_{p k}$ has absolute value at most

$$
\sum_{i=1}^{r}\left|v_{i}\right|\left|A_{p j_{i}}\right| \leq r b^{2} \leq \min (m, n) b^{2}
$$

## Exercises

4.1. Suppose that $p_{1}, \ldots, p_{s}$ are distinct odd primes and $a_{1}, \ldots, a_{s}$ are integers with $\left|a_{i}\right|<p_{i} / 2$. For $2 \leq i \leq s$ let $q_{i}$ be the positive integer less than $p_{i}$ such that $p_{1} \ldots p_{i-1} q_{i} \equiv 1\left(\bmod p_{i}\right)$. Show that after executing the statements

```
\(x=a_{1} ;\)
For \(i:=2\) to \(s\) do begin
    Choose \(y\) such that \(y \equiv q_{i}\left(x-a_{i}\right)\left(\bmod p_{i}\right)\) and \(|y|<p_{i} / 2\);
    \(x:=x-y p_{1} \ldots p_{i-1}\)
End;
```

the value of $x$ is the integer of smallest absolute value such that $x \equiv a_{i}\left(\bmod p_{i}\right), 1 \leq i \leq s$. 4.2. Assume that $B$ is an integer matrix of rank $r, p$ is a prime, and $p^{a}$ is the highest power of $p$ dividing the last invariant factor $d_{r}$ of $B$. Suppose that $b \geq a$ and let the invariant factors of $B$ modulo $p^{b}$ be $c_{1}, \ldots, c_{s}$. Show that the highest power of $p$ dividing the $i$-th invariant factor $d_{i}$ of $B$ is $c_{i}$ if $1 \leq i \leq s$ and is $p^{b}$ if $s<i \leq r$.
4.3. Is the converse of Proposition 4.12 true? That is, if $A$ and $B$ are integer matrices with the same numbers of rows and columns such that $D_{T}(A)=D_{T}(B)$ for all subsets $T$ of column indices, is it necessarily true that $A$ and $B$ are row equivalent? (Hint: Consider 2-by-2 matrices which are in row Hermite normal form.)
4.4. Suppose that $A$ is an ( $n-1$ )-by- $n$ integer matrix of rank $n-1$. For $1 \leq i \leq n$ let $A_{i}$ be the submatrix of $A$ obtained by deleting the $i$-th column, and set $x_{i}=(-1)^{i+1} \operatorname{det}\left(A_{i}\right)$. Let $x=\left(x_{1}, \ldots, x_{n}\right)$. Show that $x \neq 0$ and $A x=0$.
4.5. Let $A$ be an $m$-by- $n$ integer matrix of rank less than $n$. Show that there is an $x \neq 0$ in $\mathbb{Z}^{n}$ such that $A x=0$ and no component of $x$ exceeds the Hadamard bound for $A$ in absolute value.
4.6. Let $B$ be an $m$-by- $n$ integer matrix and let $p_{1}, \ldots, p_{s}$ be a sequence of distinct primes whose product exceeds the Hadamard bound for $B$. Let $A$ be the row Hermite normal form of $B$ and for $1 \leq i \leq s$ let $A_{i}$ be the row Hermite normal form modulo $p_{i}$ of $B$. Suppose that the corner entries of $A$ occur in columns $j_{1}<\cdots<j_{r}$ and the corner entries of $A_{i}$ occur in columns $j_{1}(i)<\cdots<j_{r_{i}}(i)$. Show that for $1 \leq k \leq r$ we have

$$
j_{k}=\min _{i} j_{k}(i),
$$

where the minimum is taken over those values of $i$ for which $r_{i} \geq k$.
4.7. Let $B$ be an $m$-by- $n$ integer matrix of rank $n$ and let $d$ be a positive multiple of $D_{n}(B)$. Show how to recover the row Hermite normal form of $B$ from the row Hermite normal form modulo $d$ of $B$.

### 8.5 The Kannan-Bachem algorithm

In computer science, the traditional definition of tractability of an infinite class of computations is that the computations can be carried out in times which are a polynomial function of the sizes of the inputs. The size of an input to a computation is, roughly speaking, the number of bits in a binary encoding of that input. To make a careful statement about tractability, one must specify the model of computation being used. For the calculation of Hermite and Smith normal forms of integer matrices, a reasonable model is sequential computation in which arithmetic operations on integers of a fixed precision take unit time.

It is widely believed that the algorithms for row Hermite normal form in Section 8.1 and for Smith normal form in Section 8.3 are not polynomialtime algorithms. However, as this is written, no examples of nonpolynomial running times are known. The number of bits in the Hadamard bound for
an integer matrix $B$ is polynomial in the size of $B$. Corollaries 4.4 and 4.14 show that the sizes of the Smith normal form and the row Hermite normal form of $B$ are polynomial in the size of $B$. The modular techniques of Section 8.4 provide a polynomial-time algorithm for computing invariant factors and hence for finding Smith normal forms. These modular techniques can be extended in a fairly straightforward way to provide an algorithm for computing the row Hermite normal form of an integer matrix whose rank is equal to the number of columns. Unfortunately, when applied to an integer matrix $B$, the methods of Section 8.4 do not produce unimodular matrices $P$ and $Q$ such that $P B Q$ is in Smith normal form.

The first polynomial-time algorithm for finding Smith normal forms and associated unimodular matrices was given in (Kannan \& Bachem 1979). This algorithm is based on an algorithm for Hermite normal forms. This section presents the main ideas of the Kannan-Bachem algorithm for Smith normal forms. The full Hermite normal form algorithm will not be given. (See Exercise 5.1.) To compute Smith normal forms, a slightly weaker procedure, called here KB_ROW, suffices.

The procedure KB_ROW takes as input an $m$-by- $n$ integer matrix $B$ and returns a matrix $A$ and a permutation $\sigma$ of $\{1, \ldots, n\}$ such that $A$ is row equivalent to $B$ and if $C$ is defined by $C_{i j}=A_{i \sigma_{j}}$, then $C$ is in row Hermite normal form. Here $\sigma_{j}$ denotes the image of $j$ under $\sigma$. It follows immediately that the nonzero rows of $A$ form a basis for $S(B)$ and that membership in $S(B)$ can be decided easily using $A$ and $\sigma$. Let $x=\left(x_{1}, \ldots, x_{n}\right)$ be in $\mathbb{Z}^{n}$ and define $y=\left(y_{1}, \ldots, y_{n}\right)$ by $y_{j}=x_{\sigma_{j}}$. Then $x$ is in $S(B)$ if and only if $y$ is in $S(C)$ and the latter can be decided using MEMBER from Section 8.1.

In KB_ROW there are calls to a subroutine ROD. The name is an abbreviation for the name of the corresponding subroutine in (Kannan \& Bachem 1979), which is REDUCE OFF DIAGONAL. The purpose of ROD is to enforce conditions analogous to conditions (3) and (4) of the definition of row Hermite normal form. In ROD, the current matrix $A$ and permutation $\sigma$ are global variables.

Procedure $\operatorname{ROD}(j)$;
Input: $j \quad:$ an integer between 1 and $m$ such that $A_{j \sigma_{j}} \neq 0$ and $A_{j \sigma_{k}}=0$ for $1 \leq k<j ;$
(* The entries $A_{i \sigma_{j}}, 1 \leq i<j$, are reduced modulo $\left.A_{j \sigma_{j}} \cdot *\right)$
Begin
If $A_{j \sigma_{j}}<0$ then multiply row $j$ of $A$ by -1 ;
For $i:=1$ to $j-1$ do begin
$q:=A_{i \sigma_{j}} \operatorname{div} A_{j \sigma_{j}} ;$
Subtract $q$ times row $j$ of $A$ from row $i$
End
End.

Here is the weak version of the Kannan-Bachem row reduction algorithm:

```
Procedure KB_ROW \((B ; A, \sigma)\);
Input: \(\quad B \quad\) : an \(m\)-by- \(n\) integer matrix;
Output: \(A\) : an integer matrix row equivalent to \(B\);
    \(\sigma \quad:\) a permutation of \(\{1, \ldots, n\}\) such that the matrix \(C\)
        defined by \(C_{i j}=A_{i \sigma_{j}}\) is in row Hermite normal form;
Begin
    For \(j:=1\) to \(n\) do \(\sigma_{j}:=j\);
    \(A:=B ; s:=m ; i:=1\);
    ( \(* s\) will denote the index of the last row of \(A\) not known to be \(0 . *\) )
    While \(i \leq s\) do begin
        For \(k:=1\) to \(i-1\) do begin
            \(\operatorname{GCDX}\left(A_{k \sigma_{k}}, A_{i \sigma_{k}} ; d, p, q\right)\);
            \(U:=\left[\begin{array}{cc}p & q \\ -A_{i \sigma_{k}} / d & A_{k \sigma_{k}} / d\end{array}\right] ;\)
            Multiply the submatrix of \(A\) consisting of rows \(k\) and \(i\) on the
                        left by \(U\);
            \(\operatorname{ROD}(k)\)
        End;
        If the \(i\)-th row of \(A\) is now zero then begin
            If \(i<s\) then interchange rows \(i\) and \(s\) of \(A\);
            \(s:=s-1\)
        End
        Else begin
            Let \(j\) be the first index such that \(A_{i \sigma_{j}} \neq 0\);
            If \(j \neq i\) then interchange \(\sigma_{i}\) and \(\sigma_{j}\);
            \(\operatorname{ROD}(i) ; i:=i+1\)
        End
    End
End.
```

At first glance, the operation of KB_ROW may be a little confusing. However, some examples should help to clarify matters.

Example 5.1. Let $B$ be the matrix of Example 1.3, namely

$$
\left[\begin{array}{rrrr}
4 & -1 & 2 & -5 \\
-3 & 0 & 1 & -3 \\
2 & 4 & -3 & 2 \\
5 & -3 & 4 & 4
\end{array}\right] .
$$

Initially $\sigma=(1,2,3,4)$, the identity permutation. Note that we shall not use cycle notation for $\sigma$, but rather vector notation, in which $\sigma$ is identified with the vector $\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right)$. On the first pass through the While-loop no changes to $A$ or $\sigma$ are made. On the second pass, we have $i=2$. In the For-loop with $k=1$ we find $\operatorname{gcd}(4,-3)=1=1 \cdot 4+1 \cdot(-3)$. Thus we multiply rows 1 and 2 of $A$ by $\left[\begin{array}{ll}1 & 1 \\ 3 & 4\end{array}\right]$ to get

$$
\left[\begin{array}{rrrr}
1 & -1 & 3 & -8 \\
0 & -3 & 10 & -27 \\
2 & 4 & -3 & 2 \\
5 & -3 & 4 & 4
\end{array}\right]
$$

The call $\mathrm{ROD}(1)$ does nothing. The second row of $A$ is nonzero and $j=2$, so there is no change in $\sigma$. The call $\operatorname{ROD}(2)$ produces

$$
\left[\begin{array}{rrrr}
1 & 2 & -7 & 19 \\
0 & 3 & -10 & 27 \\
2 & 4 & -3 & 2 \\
5 & -3 & 4 & 4
\end{array}\right]
$$

On the third pass through the While-loop the value of $i$ is 3 . In the For-loop with $k=1$ we multiply rows 1 and 3 by $\left[\begin{array}{rr}1 & 0 \\ -2 & 1\end{array}\right]$ to get

$$
\left[\begin{array}{rrrr}
1 & 2 & -7 & 19 \\
0 & 3 & -10 & 27 \\
0 & 0 & 11 & -36 \\
5 & -3 & 4 & 4
\end{array}\right]
$$

and then call $\operatorname{ROD}(1)$, which does nothing. When $k=2$, there is no change to $A$. Now $j=3$ and the call $\operatorname{ROD}(3)$ results in

$$
\left[\begin{array}{rrrr}
1 & 2 & 4 & -17 \\
0 & 3 & 1 & -9 \\
0 & 0 & 11 & -36 \\
5 & -3 & 4 & 4
\end{array}\right]
$$

On the last pass through the While-loop $i=4$. In the For-loop with $k=1$, the matrix $A$ is changed to

$$
\left[\begin{array}{rrrr}
1 & 2 & 4 & -17 \\
0 & 3 & 1 & -9 \\
0 & 0 & 11 & -36 \\
0 & -13 & -16 & 89
\end{array}\right] .
$$

When $k=2$, we get $1=\operatorname{gcd}(3,-13)=-4 \cdot(3)-1 \cdot(-13)$. Multiplying rows 2 and 4 of $A$ by $\left[\begin{array}{rr}-4 & -1 \\ 13 & 3\end{array}\right]$ gives

$$
\left[\begin{array}{rrrr}
1 & 2 & 4 & -17 \\
0 & 1 & 12 & -53 \\
0 & 0 & 11 & -36 \\
0 & 0 & -35 & 150
\end{array}\right],
$$

and the call $\operatorname{ROD}(2)$ changes row 1 to produce

$$
\left[\begin{array}{rrrr}
1 & 0 & -20 & 89 \\
0 & 1 & 12 & -53 \\
0 & 0 & 11 & -36 \\
0 & 0 & -35 & 150
\end{array}\right] .
$$

With $k=3$, we multiply rows 3 and 4 by $\left[\begin{array}{cc}16 & 5 \\ 35 & 11\end{array}\right]$ to get

$$
\left[\begin{array}{rrrr}
1 & 0 & -20 & 89 \\
0 & 1 & 12 & -53 \\
0 & 0 & 1 & 174 \\
0 & 0 & 0 & 390
\end{array}\right] .
$$

and then call $\operatorname{ROD}(3)$, which gives

$$
\left[\begin{array}{rrrr}
1 & 0 & 0 & 3569 \\
0 & 1 & 0 & -2141 \\
0 & 0 & 1 & 174 \\
0 & 0 & 0 & 390
\end{array}\right] .
$$

The final call ROD(4) produces

$$
\left[\begin{array}{rrrr}
1 & 0 & 0 & 59 \\
0 & 1 & 0 & 199 \\
0 & 0 & 1 & 174 \\
0 & 0 & 0 & 390
\end{array}\right] .
$$

The permutation $\sigma$ is still $(1,2,3,4)$, the identity, and the matrix returned is in row Hermite normal form.

Example 5.2. Now let us apply KB_ROW to the following matrix:

$$
\left[\begin{array}{rrrrr}
3 & 1 & -3 & -3 & -5 \\
-1 & 5 & 5 & -1 & -3 \\
2 & -2 & 3 & 3 & -1 \\
-2 & -3 & -5 & -3 & 5 \\
-3 & 4 & -4 & -4 & 1
\end{array}\right] .
$$

The first pass through the While-loop does not change $A$. Here are the values of $A$ after each of the remaining iterations of the While-loop.

$$
\begin{gathered}
{\left[\begin{array}{rrrrr}
1 & 11 & 7 & -5 & -11 \\
0 & 16 & 12 & -6 & -14 \\
2 & -2 & 3 & 3 & -1 \\
-2 & -3 & -5 & -3 & 5 \\
-3 & 4 & -4 & -4 & 1
\end{array}\right],}
\end{gathered}\left[\begin{array}{rrrrr}
1 & 3 & 8 & 2 & -4 \\
0 & 8 & 13 & 1 & -7 \\
0 & 0 & 14 & 8 & 0 \\
-2 & -3 & -5 & -3 & 5 \\
-3 & 4 & -4 & -4 & 1
\end{array}\right],
$$

Again $\sigma$ is the identity, and the final matrix is in row Hermite normal form.
As long as $\sigma$ does not change and no zero rows are encountered, after the $i$-th iteration of the While-loop the submatrix consisting of the first $i$ rows of $A$ is in row Hermite normal form. With any of the versions of ROW_REDUCE in Section 8.1, the submatrices consisting of the first $i$ columns are put into row Hermite normal form for $i=1,2, \ldots$. Here is an
example in which KB_ROW returns $\sigma$ as a nonidentity permutation and encounters zero rows.

Example 5.3. Let $B$ be the following matrix:

$$
\left[\begin{array}{rrrrr}
0 & -11 & 0 & -10 & 5 \\
-6 & -8 & -6 & -5 & 0 \\
-4 & 4 & -4 & 6 & -4 \\
2 & 6 & 2 & 3 & -2 \\
8 & 2 & 8 & -8 & 2
\end{array}\right] .
$$

The values of the matrix $A$ at the end of each iteration of the While-loop in KB_ROW are

$$
\begin{aligned}
& {\left[\begin{array}{rrrrr}
0 & 11 & 0 & 10 & -5 \\
-6 & -8 & -6 & -5 & 0 \\
-4 & 4 & -4 & 6 & -4 \\
2 & 6 & 2 & 3 & -2 \\
8 & 2 & 8 & -8 & 2
\end{array}\right],\left[\begin{array}{rrrrr}
42 & 1 & 42 & -15 & 25 \\
66 & 0 & 66 & -25 & 40 \\
-4 & 4 & -4 & 6 & -4 \\
2 & 6 & 2 & 3 & -2 \\
8 & 2 & 8 & -8 & 2
\end{array}\right],} \\
& {\left[\begin{array}{rrrrr}
0 & 1 & 0 & 6 & 1 \\
2 & 0 & 2 & 23 & 8 \\
0 & 0 & 0 & 28 & 8 \\
2 & 6 & 2 & 3 & -2 \\
8 & 2 & 8 & -8 & 2
\end{array}\right],\left[\begin{array}{rrrrr}
0 & 1 & 0 & 6 & 1 \\
2 & 0 & 2 & 23 & 8 \\
0 & 0 & 0 & 28 & 8 \\
8 & 2 & 8 & -8 & 2 \\
0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{rrrrr}
0 & 1 & 0 & 6 & 1 \\
2 & 0 & 2 & 23 & 8 \\
0 & 0 & 0 & 28 & 8 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] .}
\end{aligned}
$$

The value of $\sigma$ returned is $(2,1,4,3,5)$.
Just as we did with the algorithms of Section 8.1, if we initialize $P$ to be the appropriate identity matrix and apply all row operations used in KB_ROW to $P$ as well, then after the call KB_ROW $(B ; A, \sigma)$ we have $A=P B$.

Proposition 5.1. The procedure KB_ROW, modified to produce a unimodular matrix $P$ such that $A=P B$, runs in polynomial time.

Proof. In this proof, no effort will be made to obtain the best possible upper bound for the running time of KB_ROW. Also, some of the steps will only be sketched. The details are left to the reader as exercises. Clearly we may assume that $B$ is not a matrix of zeros. Throughout this proof,
"polynomial" as an adjective will mean "bounded by a polynomial in the size of $B$ ".

Lemma 5.2. We may assume that the permutation $\sigma$ returned by KB_ROW is the identity.

Proof. Suppose the call $\mathrm{KB} \_$ROW $(B ; A, \sigma)$ returns with $\sigma$ not the identity. Define $C$ and $D$ by $C_{i j}=A_{i \sigma_{j}}$ and $D_{i j}=B_{i \sigma_{j}}$. Then the call KB_ROW $(D ; E, \tau)$ returns with $\tau$ equal to the identity and $E=C$. Moreover, exactly the same row operations are used in the two calls to KB_ROW.

The unimodular matrix $P$ returned by KB_ROW is the product of the following matrices: the matrices $U$ in the For-loop on $k$ (expanded to $m$ -by- $m$ matrices), the elementary matrices corresponding to row operations performed in ROD, and the elementary matrices corresponding to certain interchanges of rows. It is easy to check that the total number of these factors is bounded by a cubic polynomial in $m$, and hence is certainly polynomial. It is not hard to show that the product of a polynomial number of matrices all of the same polynomial size is again of polynomial size. Thus, it suffices to show that each factor of $P$ has polynomial size, for then, since $A=P B$ at all times during the computation, $A$ has polynomial size throughout.

We are left with showing that the entries in the matrix $U$ and the values of $q$ in ROD have at all times sizes bounded by a fixed polynomial in the size of $B$. Let $b$ be the Hadamard bound for $B$ and define

$$
b_{1}=m b^{2}, \quad b_{2}=\left(n b_{1}^{2}\right)^{m / 2}, \quad b_{3}=2 b_{1} b_{2}, \quad b_{4}=b_{3}\left(1+b_{3}\right)^{m-1}
$$

Then $b \leq b_{1} \leq b_{2} \leq b_{3} \leq b_{4}$. Even for matrices $B$ of moderate size, the number $b_{4}$ is very large, but it is always of polynomial size.

Let $E$ denote the upper left $i$-by- $i$ submatrix of $A$ at the start of some iteration of the loop "While $i \leq s \ldots$.. Set $E^{(0)}=E$ and for $1 \leq k<i$ let $E^{(k)}$ be the upper left $i$-by- $i$ submatrix of $A$ after the completion of the $k$-th iteration of the For-loop during the current iteration of the While-loop.

Lemma 5.3. The following inequalities hold for $1 \leq k<i$ :
(a) $\left|E_{i t}^{(k)}\right| \leq b_{2}, \quad 1 \leq t \leq i$.
(b) $\left|E_{r t}^{(k)}\right| \leq b_{1}, \quad k<r<i, 1 \leq t \leq i$.
(c) $\left|E_{k t}^{(k)}\right| \leq b_{3}, \quad 1 \leq t \leq i$.
(d) $\left|E_{r t}^{(k)}\right| \leq b_{3}\left(1+b_{3}\right)^{k-1}, \quad 1 \leq r<k, 1 \leq t \leq i$.

Proof. The first $i-1$ rows of $E$ are the nonzero rows in the row Hermite normal form of a submatrix of $B$, and entries in the $i$-th row of $E$ are entries
of $B$. By Corollary 4.14, all entries of $E$ are bounded by $b_{1}$. Thus the Hadamard bound for $E$ does not exceed $b_{2}$. The row operations performed during the first $k$ iterations of the For-loop affect only the rows of $E$ indexed by $S=\{1,2, \ldots, k, i\}$. Therefore inequality (b) holds.

Let us prove (a). If $t \leq k$, then $E_{i t}^{(k)}=0$. Thus we may assume that $k<t \leq i$. Let $T=\{1,2, \ldots, k, t\}$. Then, in the notation introduced at the beginning of Section 8.4,

$$
\left|E^{(k)}(S, T)\right|=|E(S, T)| \leq b_{2}
$$

and

$$
E^{(k)}(S, T)=E_{11}^{(k)} \ldots E_{k k}^{(k)} E_{i t}^{(k)}
$$

Since $\left|E_{11}^{(k)} \ldots E_{k k}^{(k)}\right| \geq 1$, it follows that $\left|E_{i t}^{(k)}\right| \leq b_{2}$.
In the call to GCDX during the $k$-th iteration of the For-loop, we have $A_{k k}=E_{k k}^{(k-1)}$ and $A_{i k}=E_{1 k}^{(k-1)}$. By (a), (b), and Exercise 7.4 in Chapter 1, $|p| \leq b_{2}$ and $|q| \leq b_{1}$. Let $1 \leq t \leq i$. After the multiplication by $U$,

$$
\left|A_{k t}\right|=\left|E_{k t}^{(k)}\right|<|p| b_{1}+|q| b_{2} \leq 2 b_{1} b_{2}=b_{3} .
$$

Thus (c) holds. Now suppose that $1 \leq r<k$. In the call $\operatorname{ROD}(k)$, we subtract $q=A_{r k}$ div $A_{k k}$ times row $k$ of $A$ from row $r$. By induction, $|q| \leq b_{3}\left(1+b_{3}\right)^{k-2} \leq b_{4}$. Hence

$$
\left|E_{r t}^{(k)}\right|=\left|E_{r t}^{(k-1)}-q E_{k t}^{(k)}\right| \leq b_{3}\left(1+b_{3}\right)^{k-2}+b_{3}\left(1+b_{3}\right)^{k-2} b_{3}=b_{3}\left(1+b_{3}\right)^{k-1}
$$

This proves (d).
The last iteration of the For-loop occurs with $k=i-1$. If the value of $E_{i i}^{(i-1)}$ is 0 , then the $i$-th row of $A$ is 0 , since we are assuming that $\sigma$ is returned as the identity. If $E_{i i}^{(i-1)}$ is not 0 , then proof of Lemma 5.3(d) shows that the values of $q$ in the call $\operatorname{ROD}(i)$ have absolute value at most $b_{4}$. Thus all entries in the matrix $U$ have absolute value at most $b_{2}$ and all values of $q$ in ROD have absolute values at most $b_{4}$. This completes the proof of Proposition 5.1.

Using KB_ROW and the idea of Exercise 3.4, we can construct a polynomial-time algorithm for finding a diagonal matrix equivalent to a given integer matrix. To simplify the description, let us define a procedure KB_COL as follows:

Procedure KB_COL $(B ; A, \sigma)$;

Input: $\quad B \quad$ : an $m$-by- $n$ integer matrix;
Output: $A \quad$ : an integer matrix column equivalent to $B$;
$\sigma \quad:$ a permutation of $\{1, \ldots, m\}$ such that the matrix $C$ defined by $C_{i j}=A_{\sigma_{i} j}$ is in column Hermite normal form;
Begin
KB_ROW $\left(B^{t} ; A, \sigma\right) ; A:=A^{t} \quad\left(* A^{t}\right.$ denotes the transpose of $\left.A . *\right)$ End.

Here is the Kannan-Bachem diagonalization procedure:
Procedure KB_DIAG $(B ; A)$;
Input: $B$ : an integer matrix;
Output: $A \quad$ : a diagonal integer matrix equivalent to $B$;
Begin
KB_ROW $(B ; A, \sigma)$; Define $C$ by $C_{i j}=A_{i \sigma_{j}}$;
KB_COL $(C ; A, \sigma)$;
While $A$ is not diagonal do begin
$\mathrm{KB} \_\mathrm{ROW}(A ; C, \sigma) ; \mathrm{KB} \_\mathrm{COL}(C ; A, \sigma)$
End
End.

Let $r$ be the rank of $B$ in KB_DIAG. After the first line of KB_DIAG has been executed, the matrix $C$ is in row Hermite normal form and the $i$-th corner entry of $C$ is in column $i$. After all succeeding calls to KB_ROW and KB_COL, the permutation $\sigma$ returned is the identity and can be ignored. After the second line of KB_DIAG has been executed, $A$ has the form

$$
\left[\begin{array}{ll}
E & 0 \\
0 & 0
\end{array}\right]
$$

where $E$ is an $r$-by- $r$ matrix in column Hermite normal form and $|\operatorname{det} E|$ is $D_{r}(B)$. All entries in $E$ are bounded by the Hadamard bound for $B$. At the start of some iteration of the While-loop, let $i$ be minimal such that the $i$-th column of $E$ contains at least two nonzero entries. At the end of the iteration of the While-loop, the entries $E_{j j}$ with $j<i$ are unchanged and $E_{i i}$ has been reduced by a factor of at least 2 . It follows that the number of iterations of the While-loop is polynomial in the size of $B$. Since the entries in $A$ remain bounded and KB_ROW runs in polynomial time, it follows that KB_DIAG runs in polynomial time. To go from a diagonal matrix to a matrix in Smith normal form, one can use the method discussed in Exercise 3.5. Since this computation is also polynomial, we have
a polynomial-time algorithm for finding Smith normal forms and associated unimodular matrices.

Example 5.4. Suppose $B$ is the following matrix:

$$
\left[\begin{array}{rrrrrrrr}
1 & -1 & 1 & -1 & 1 & -1 & 1 & 1 \\
0 & 1 & 1 & -1 & 0 & 1 & -1 & -1 \\
0 & 0 & 0 & 0 & 1 & 0 & -1 & -1 \\
0 & -1 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & -1 & 1 & 1 & 0 \\
0 & 1 & 0 & -1 & 0 & 0 & -1 & -1 \\
1 & -1 & 0 & 0 & 1 & 1 & 0 & 1 \\
1 & -1 & 1 & 1 & 0 & -1 & 1 & -1
\end{array}\right] .
$$

Let us follow the computation during the execution of KB_DIAG $(B ; A)$. After the first line has been executed, $C$ has the following value:

$$
\left[\begin{array}{llllllll}
1 & 0 & 0 & 0 & 0 & 2 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 3 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 2
\end{array}\right] .
$$

After the second line has been executed, $A$ equals

$$
\left[\begin{array}{llllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 2 & 0 & 6
\end{array}\right] .
$$

Since $A$ is not diagonal, the body of the While-loop is executed. After the call to KB_ROW, the value of $C$ is

$$
\left[\begin{array}{llllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 6
\end{array}\right] .
$$

The call to KB_COL just sets $A$ equal to $C$. At this point the computation is complete.

## Exercises

5.1. Let $B$ be an $m$-by- $n$ integer matrix of rank $r$. Suppose the call KB_ROW $(B ; A, \sigma)$ returns with $\sigma_{1}<\sigma_{2}<\cdots<\sigma_{r}$. Show that $A$ is the row Hermite normal form of $B$.
5.2. Let $B$ be an $m$-by- $n$ integer matrix of rank $r$. Show that there is a permutation $\tau$ of $\{1, \ldots, m\}$ such that, if $C$ is defined by $C_{i j}=B_{\tau_{i} j}$, then the call KB_ROW $(C ; A, \sigma)$ returns with $\sigma_{1}<\sigma_{2}<\cdots<\sigma_{r}$. Prove that $\tau$ can be found in polynomial time.

### 8.6 Lattice reduction

Up to now, our methods for recognizing that elements of $\mathbb{Z}^{n}$ are linearly independent over $\mathbb{Z}$ have been based ultimately on the observation that the nonzero rows of a matrix in row Hermite normal form are linearly independent. There is another way to recognize linear independence in $\mathbb{Z}^{n}$. It involves viewing $\mathbb{Z}^{n}$ as a subset of $\mathbb{R}^{n}$ and using geometric techniques in this Euclidean space.

Before exploring the new approach, let us review the basic facts about geometry in $\mathbb{R}^{n}$. Notions of length and angle are defined using an inner product. For $u=\left(u_{1}, \ldots, u_{n}\right)$ and $v=\left(v_{1}, \ldots, v_{n}\right)$ in $\mathbb{R}^{n}$, the inner product $(u, v)$ of $u$ and $v$ is $u_{1} v_{1}+\cdots+u_{n} v_{n}$. This inner product is bilinear, symmetric, and positive definite. That is, for all $u, v$, and $w$ in $\mathbb{R}^{n}$ and all $r$ in $\mathbb{R}$,

$$
\begin{aligned}
(u+v, w) & =(u, w)+(v, w), \\
(u, v+w) & =(u, v)+(u, w), \\
(r u, v) & =r(u, v)=(u, r v), \\
(u, v) & =(v, u) \\
(u, u) & \geq 0
\end{aligned}
$$

and $(u, u)=0$ if and only if $u=0$. The length of $u$ is $\|u\|=\sqrt{(u, u)}$. If $u$ and $v$ are nonzero, then the angle $\alpha$ between $u$ and $v$ is defined by

$$
\cos \alpha=\frac{(u, v)}{\|u\|\|v\|}, \quad 0 \leq \alpha \leq \pi
$$

In particular, $u$ and $v$ are perpendicular or orthogonal if $(u, v)=0$.
Proposition 6.1. Let $B$ be a $k$-by-n matrix with real entries, and set $C=$ $B B^{t}$. Then the rows of $B$ are linearly independent over $\mathbb{R}$ if and only if $C$ is nonsingular.

Proof. Note that $C_{i j}$ is the inner product of the $i$-th row and the $j$-th row of $B$. We shall actually prove that the rows of $B$ are linearly dependent if and only if $C$ is singular. Suppose first that the rows of $B$ are linearly dependent. Then the rank of $B$ is less than $k$. The rank of $C=B B^{t}$ is at most the rank of $B$, so $C$ has rank less than $k$. Therefore $C$ is singular.

Now suppose that $C$ is singular. Then there is a nonzero element $u$ of $\mathbb{R}^{k}$ such that $u C=0$. But then $0=(u C, u)=(u B, u B)$. Since (, $)$ is positive definite, this means that $u B=0$. Therefore the rows of $B$ are linearly dependent.

Corollary 6.2. If $b_{1}, \ldots, b_{k}$ are nonzero elements of $\mathbb{R}^{n}$ which are pairwise orthogonal, then $b_{1}, \ldots, b_{k}$ are linearly independent over $\mathbb{R}$.

Proof. Let $B$ be the $k$-by- $n$ matrix whose $i$-th row is $b_{i}$. Since $\left(b_{i}, b_{j}\right)=0$ if $i \neq j$, the matrix $C=B B^{t}$ is diagonal and

$$
\operatorname{det} C=\prod_{i=1}^{k}\left(b_{i}, b_{i}\right) \neq 0
$$

Therefore $C$ is nonsingular.
In $\mathbb{R}^{n}$ we have the Gram-Schmidt orthogonalization procedure:
Procedure G_S $\left(b_{1}, \ldots, b_{k} ;\right.$ flag $, b_{1}^{*}, \ldots, b_{k}^{*}$;
Input: $\quad b_{1}, \ldots, b_{k} \quad$ : elements of $\mathbb{R}^{n}$;
Output: flag $\quad:$ a boolean variable which is true if the $b_{i}$ are linearly independent and false otherwise;
$b_{1}^{*}, \ldots, b_{k}^{*} \quad:$ if $f l a g$ is true, elements of $\mathbb{R}^{n}$ which form an orthogonal basis for the subspace of $\mathbb{R}^{n}$ spanned by the $b_{i}$;
Begin

$$
b_{1}^{*}:=b_{1} ; \text { flag }:=\left(b_{1}^{*} \neq 0\right) ; i:=2
$$

```
While \(i \leq k\) and flag do begin
    \(b_{i}^{*}:=b_{i}\);
    For \(j:=1\) to \(i-1\) do begin
        \(\mu_{i j}:=\left(b_{i}, b_{j}^{*}\right) /\left(b_{j}^{*}, b_{j}^{*}\right) ;\)
        \(b_{i}^{*}:=b_{i}^{*}-\mu_{i j} b_{j}^{*}\)
    End;
    flag \(:=\left(b_{i}^{*} \neq 0\right)\)
    End
End.
```

If in $G_{-} S$ the vectors $b_{1}, \ldots, b_{k}$ are linearly independent, then at the conclusion of the procedure

$$
b_{i}^{*}=b_{i}-\sum_{j=1}^{i-1} \mu_{i j} b_{i}^{*}, \quad 1 \leq i \leq k
$$

Thus $b_{1}, \ldots, b_{i}$ and $b_{1}^{*}, \ldots, b_{i}^{*}$ span the same subspace $V_{i}$, and $b_{i}^{*}$ is the component of $b_{i}$ orthogonal to $V_{i-1}$. If the $b_{i}$ have rational components, then the $\mu_{i j}$ are rational, as are the components of the $b_{i}^{*}$.

Example 6.1. Let $n=3$ and

$$
b_{1}=(1,1,-1), \quad b_{2}=(2,0,1), \quad b_{3}=(1,-1,-1)
$$

Then

$$
\begin{gathered}
b_{1}^{*}=b_{1}, \quad \mu_{21}=\frac{1}{3}, \quad b_{2}^{*}=b_{2}-\frac{1}{3} b_{1}^{*}=\left(\frac{5}{3},-\frac{1}{3}, \frac{4}{3}\right), \\
\mu_{31}=\frac{1}{3}, \quad \mu_{32}=\frac{1}{7}, \quad b_{3}^{*}=b_{3}-\frac{1}{3} b_{1}^{*}-\frac{1}{7} b_{2}^{*}=\left(\frac{3}{7},-\frac{9}{7},-\frac{6}{7}\right) .
\end{gathered}
$$

Continuing the notation used in G_S, let $B$ and $B^{*}$ be the matrices whose $i$-th rows are $b_{i}$ and $b_{i}^{*}$, respectively.

Proposition 6.3. If $b_{1}, \ldots, b_{k}$ are linearly independent in $\mathbb{R}^{n}$, then

$$
\operatorname{det} B B^{t}=\prod_{i=1}^{k}\left(b_{i}^{*}, b_{i}^{*}\right)
$$

Proof. The matrix $B^{*}$ is obtained from $B$ by real row operations of type (3). Therefore $B^{*}=P B$, where $P$ is a $k$-by- $k$ real matrix and $\operatorname{det} P=1$. Thus

$$
\prod_{i=1}^{k}\left(b_{i}^{*}, b_{i}^{*}\right)=\operatorname{det} B^{*}\left(B^{*}\right)^{t}=\operatorname{det} P B B^{t} P^{t}=\operatorname{det} B B^{t}
$$

Suppose that the $b_{i}$ are as in Proposition 6.3. For $1 \leq i \leq k$ define $C_{i}$ to be the $i$-by- $i$ submatrix of $B B^{t}$ in the upper left corner and set $d_{i}=\operatorname{det} C_{i}$. By Proposition 6.3,

$$
d_{i}=\operatorname{det} B_{i} B_{i}^{t}=\prod_{j=1}^{i}\left\|b_{j}^{*}\right\|^{2}
$$

where $B_{i}$ is the matrix consisting of the first $i$ rows of $B$. Now assume that the $b_{i}$ are in $\mathbb{Z}^{n}$. Then each $d_{i}$ is a positive integer. Since $b_{i}^{*}-b_{i}$ is in the $\mathbb{R}$-subspace spanned by $b_{1}, \ldots, b_{i-1}$, there exist real numbers $\lambda_{i j}$, $1 \leq j<i \leq k$, such that

$$
b_{i}^{*}=b_{i}-\sum_{j=1}^{i-1} \lambda_{i j} b_{j}
$$

Since $\left(b_{i}^{*}, b_{m}\right)=0$ for $1 \leq m \leq i-1$, we have

$$
\left(b_{i}, b_{m}\right)=\sum_{j=1}^{i-1} \lambda_{i j}\left(b_{j}, b_{m}\right), \quad 1 \leq m<i
$$

For a fixed value of $i$, the determinant of this system of equations for the $\lambda_{i j}$ is $\operatorname{det} C_{i-1}=d_{i-1}$. By Cramer's rule, $d_{i-1} \lambda_{i j}$ is an integer, $1 \leq j<i$. Now

$$
d_{i-1} b_{i}^{*}=d_{i-1} b_{i}-\sum_{j=1}^{i-1} d_{i-1} \lambda_{i j} b_{j}
$$

is in $\mathbb{Z}^{n}$. Finally, since $\left(b_{j}^{*}, b_{j}^{*}\right)=d_{j} / d_{j-1}$,

$$
d_{j} \mu_{i j}=d_{j} \frac{\left(b_{i}, b_{j}^{*}\right)}{\left(b_{j}^{*}, b_{j}^{*}\right)}=d_{j-1}\left(b_{i}, b_{j}^{*}\right)=\left(b_{i}, d_{j-1} b_{j}^{*}\right)
$$

is in $\mathbb{Z}$. Thus, if the $b_{i}$ are in $\mathbb{Z}^{n}$, then the sizes of the denominators of all fractions occurring in the orthogonalization procedure are polynomial in the size of the $b_{i}$. It can be shown that the orthogonalization procedure runs in polynomial time.

A lattice in $\mathbb{R}^{n}$ is an additive subgroup generated by a set of elements which are linearly independent over $\mathbb{R}$. Thus $\mathbb{Z}^{n}$ is a lattice in $\mathbb{R}^{n}$. Every lattice is a free abelian group of rank at most $n$. Subgroups of lattices are lattices. However, not every free abelian subgroup of $\mathbb{R}^{n}$ is a lattice. For example, in $\mathbb{R}$ the numbers 1 and $\sqrt{2}$ additively generate a free abelian
group $H$ of rank 2, but $H$ is not a lattice in $\mathbb{R}$. Basic facts about lattices can be found in [Cassels 1971], [Lovász 1986], and [Pohst \& Zassenhaus 1989].

Let $B$ be a $k$-by- $n$ real matrix whose rows are linearly independent over $\mathbb{R}$, and let $L$ be the lattice in $\mathbb{R}^{n}$ generated by rows of $B$. Any other basis of $L$ as a free abelian group arises as the set of rows of a matrix $B^{\prime}=P B$, where $P$ is in GL $(k, \mathbb{Z})$. Since

$$
\operatorname{det} B^{\prime}\left(B^{\prime}\right)^{t}=\operatorname{det} P B B^{t} P^{t}=\operatorname{det} B B^{t}
$$

it follows that $\operatorname{det}\left(B B^{t}\right)$ depends only on $L$. By Proposition 6.3, $\operatorname{det} B B^{t}$ is positive. The positive square root of $\operatorname{det} B B^{t}$ is called the discriminant of $L$ and is written $d(L)$. By Proposition 6.3,

$$
d(L)=\prod_{i=1}^{k}\left\|b_{i}^{*}\right\|
$$

where $b_{1}^{*}, \ldots, b_{k}^{*}$ is the orthogonalization of the rows of $B$. If $k=n$, then $d(L)=|\operatorname{det} B|$.

The proof of the following result can be found in the references cited earlier.

Proposition 6.4. Let $L$ be a lattice in $\mathbb{R}^{n}$. Any bounded region of $\mathbb{R}^{n}$ contains at most a finite number of elements of $L$. In particular, $L$ contains shortest nonzero elements and the number of such elements is finite.

If a lattice $L$ is generated by a sequence $b_{1}, \ldots, b_{k}$ of nonzero, pairwise orthogonal vectors in $\mathbb{R}^{n}$, then it is easy to see that the shortest length of a nonzero vector in $L$ is

$$
\min _{i}\left\|b_{i}\right\|
$$

However, in general $L$ may have nonzero elements which are much shorter than any of the vectors in a particular basis of $L$.

Proposition 6.4 is a special case of the following result.
Proposition 6.5. If $L$ is a lattice of rank $k$, then for $1 \leq i \leq k$ there is a positive lower bound on the discriminants of sublattices of $L$ of rank $i$.

It is possible, in principle, to find a shortest nonzero vector in a lattice L. However, no polynomial-time algorithm is known. In (Lenstra, Lenstra, \& Lovász 1982) a polynomial-time algorithm was presented which takes a basis $b_{1}, \ldots, b_{k}$ of $L$ as input and produces another basis of $L$ containing a
vector which is almost shortest in the sense that its length is at most $2^{(k-1) / 2}$ times the length of a shortest nonzero vector. The first application of this algorithm, which is now called the LLL lattice reduction algorithm, was to prove that polynomials in $\mathbb{Q}[X]$ can be factored into irreducible factors in polynomial time. However, the LLL algorithm has many other important applications, including applications to finding Hermite and Smith normal forms. We shall be primarily interested in a modified version of the algorithm due to Pohst, but it will be useful to see the original algorithm as well.

Let $b_{1}, \ldots, b_{k}$ be a linearly independent sequence of vectors in $\mathbb{R}^{n}$, let $b_{1}^{*}, \ldots, b_{k}^{*}$ be its orthogonalization, and for $1 \leq i \leq k$ let

$$
b_{i}^{*}=b_{i}-\sum_{j=1}^{i-1} \mu_{i j} b_{j}^{*} \quad \text { and } \quad d_{i}=\prod_{j=1}^{i}\left\|b_{j}^{*}\right\|^{2}
$$

Then $b_{1}, \ldots, b_{k}$ is LLL-reduced if the following conditions hold:
(1) $\left|\mu_{i j}\right| \leq \frac{1}{2}, \quad 1 \leq j<i \leq k$
(2) $\left\|b_{i}^{*}+\mu_{i i-1} b_{i-1}^{*}\right\|^{2} \geq \frac{3}{4}\left\|b_{i-1}^{*}\right\|^{2}, \quad 1<i \leq k$.

Let $V_{i}$ be the $\mathbb{R}$-subspace spanned by $b_{1}, \ldots, b_{i}$ (and also by $b_{1}^{*}, \ldots, b_{i}^{*}$ ). Then $b_{i}^{*}+\mu_{i i-1} b_{i-1}^{*}$ is the component of $b_{i}$ orthogonal to $V_{i-2}$, and condition (2) says that this component is not much shorter than the component of $b_{i-1}$ orthogonal to $V_{i-2}$. The fraction $\frac{3}{4}$ is usually used in the definition, but any fixed number in the open interval ( $\frac{1}{4}, 1$ ) may be substituted. By Proposition 6.5 there is a positive lower bound for $d_{i}$ which depends only on $L$. Thus $D=d_{1} \ldots d_{k-1}$ is bounded away from 0 . Of course, if $L$ is contained in $\mathbb{Z}^{n}$, then each $d_{i}$ is a positive integer, so clearly $D \geq 1$.

If $k=2$, we can illustrate the definition of an LLL-reduced basis with a picture drawn in the plane determined by $b_{1}$ and $b_{2}$. Let $b_{1}$ and $b_{2}$ be drawn as directed line segments leaving the origin. For condition (1) to hold, $b_{2}$ must end in the strip of width $\left\|b_{1}\right\|$ which runs perpendicular to $b_{1}$ and has the origin on its central line. The vector $b_{2}^{*}+\mu_{21} b_{1}^{*}$ is just $b_{2}$. Thus condition (2) says that $b_{2}$ does not end inside the circle of radius $\frac{\sqrt{3}}{2}\left\|b_{1}\right\|$ with center at the origin. Hence, if both conditions hold, then $b_{2}$ ends in the shaded region in Figure 8.6.1. If condition (1) fails, we can add an integral multiple of $b_{1}$ to $b_{2}$ to make $b_{2}$ end in the perpendicular strip. This leaves $b_{1}^{*}$ and $b_{2}^{*}$ unchanged. If condition (2) fails, then interchanging $b_{1}$ and $b_{2}$ multiplies $D=d_{1}=\left\|b_{1}^{*}\right\|^{2}$ by a factor less than $\frac{3}{4}$. Since $D$ is bounded away from zero, such changes cannot be continued indefinitely. Thus eventually an LLL-reduced basis is reached.

Now suppose that $k=3$ and that the sequence $b_{1}, b_{2}$ is already LLLreduced. The condition that $\left|\mu_{3 j}\right|$ not exceed $\frac{1}{2}$ for $j=1,2$ says that the
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orthogonal projection $u$ of $b_{3}$ into the plane determined by $b_{1}$ and $b_{2}$ lies in the $\left\|b_{1}^{*}\right\|$-by- $\left\|b_{2}^{*}\right\|$ rectangle which is centered at the origin and has its sides parallel to $b_{1}^{*}=b_{1}$ and $b_{2}^{*}$, as shown in Figure 8.6.2. If $u$ does not lie in this rectangle, then we can add an integral multiple of $b_{2}$ to $b_{3}$ so that $u$ lies in the correct strip parallel to $b_{1}$ and then add an integral multiple of $b_{1}$ to $b_{3}$ to get $u$ into the desired rectangle.

The condition $\left\|b_{3}^{*}+\mu_{32} b_{2}^{*}\right\|^{2} \geq \frac{3}{4}\left\|b_{2}^{*}\right\|^{2}$ says that the length of the projection $v$ of $b_{3}$ into the plane determined by $b_{2}^{*}$ and $b_{3}^{*}$ has length at least $\frac{\sqrt{3}}{2}\left\|b_{2}^{*}\right\|$. If this condition fails, we interchange $b_{2}$ and $b_{3}$. It can be shown that this leaves $b_{1}^{*}$ unchanged, replaces $b_{2}^{*}$ by $v$, and replaces $b_{3}^{*}$ by a vector of length $\left\|b_{3}^{*}\right\|\left\|b_{2}^{*}\right\| /\|v\|$. It follows that $D=d_{1} d_{2}=\left\|b_{1}^{*}\right\|^{4}\left\|b_{2}^{*}\right\|^{2}$ is multiplied by a factor less than $\frac{3}{4}$.

These low-dimensional examples give a fairly good insight into the operation of the LLL lattice reduction algorithm. The algorithm proceeds by making changes to the current basis, either by replacing $b_{m}$ by $b_{m}-r b_{p}$, where $r$ is an integer and $1 \leq p<m$, or by interchanging two consecutive basis elements. The algorithm keeps track of the following data: the current basis $b_{1}, \ldots, b_{k}$, the numbers $\mu_{i j}$ with $1 \leq j<i \leq k$, and the numbers $B_{i}=\left(b_{i}^{*}, b_{i}^{*}\right), 1 \leq i \leq k$. Condition (2) in the definition of LLL-reduced can be written

$$
B_{i}+\mu_{i i-1}^{2} B_{i-1} \geq \frac{3}{4} B_{i-1}
$$

The effect of replacing $b_{m}$ by $b_{m}-r b_{p}$ is to replace $\mu_{m p}$ by $\mu_{m p}-r$ and to replace $\mu_{m j}$ by $\mu_{m j}-r \mu_{p j}$ for $1 \leq j<p$. No other $\mu_{i j}$ is affected. Since no $b_{i}^{*}$ is changed, the $B_{i}$ and the $d_{i}$ remain the same. The effect of interchanging $b_{m-1}$ and $b_{m}$ is more complicated. The values of $B_{m-1}$ and $B_{m}$ change, but their product remains the same. The $\mu_{i j}$ with $\{i, j\} \cap\{m-1, m\} \neq \emptyset$ are also modified. The value of $d_{m-1}$ changes, while the $d_{i}$ with $i \neq m-1$ are unaffected. The most important fact is that $b_{m-1}$ and $b_{m}$ are interchanged in the LLL algorithm only when the result of that action is to multiply $d_{m-1}$ by a positive factor less than $\frac{3}{4}$. The value of $D=d_{1} \ldots d_{k-1}$ is multiplied by the same factor. Since $D$ is bounded away from 0 , the number of times two basis vectors are interchanged is bounded. The details are given in the description of the procedure LLL, which follows. This description is based on the one in [Pohst \& Zassenhaus 1989] and on the implementation distributed with Maple V. The subroutine ADJUST_MU enforces the condition that $\left|\mu_{m p}\right| \leq \frac{1}{2}$.

Procedure ADJUST_MU( $m, p$ );
Input: $m, p \quad:$ integers with $n \geq m>p \geq 1$;
Begin If $\left|\mu_{m p}\right|>\frac{1}{2}$ then begin

Let $r$ be the nearest integer to $\mu_{m p}$;
$b_{m}:=b_{m}-r b_{p} ; \mu_{m p}:=\mu_{m p}-r ;$
For $j:=1$ to $p-1$ do $\mu_{m j}:=\mu_{m j}-r \mu_{p j}$
End
End.
Procedure LLL $\left(c_{1}, \ldots, c_{k} ; b_{1}, \ldots, b_{k}\right) ;$

Input: $\quad c_{1}, \ldots, c_{k} \quad$ : linearly independent elements of $\mathbb{R}^{n}$;
Output: $b_{1}, \ldots, b_{k}$ : an LLL-reduced basis for the lattice generated by the $c_{i}$;
Begin
For $i:=1$ to $k$ do begin

$$
b_{i}:=c_{i} ; b_{i}^{*}:=b_{i}
$$

For $j:=1$ to $i-1$ do begin

$$
\mu_{i j}:=\left(b_{i}, b_{j}^{*}\right) / B_{j}
$$

$$
b_{i}^{*}:=b_{i}^{*}-\mu_{i j} b_{j}^{*}
$$

End;

$$
B_{i}:=\left(b_{i}^{*}, b_{i}^{*}\right)
$$

End; (* The vectors $b_{i}^{*}$ may now be discarded. *)
$m:=2$;
While $m \leq k$ do begin
ADJUST_MU( $m, m-1$ );
$\nu:=\mu_{m m-1} ; C:=B_{m}+\nu^{2} B_{m-1} ;$
If $C \geq \frac{3}{4} B_{m-1}$ then begin
For $p:=m-2$ downto 1 do ADJUST_MU $(m, p)$;
$m:=m+1$
End
Else begin
$\mu_{m m-1}:=\nu B_{m-1} / C ; B_{m}:=B_{m-1} B_{m} / C ; B_{m-1}:=C ;$
Interchange $b_{m-1}$ and $b_{m}$;
For $j:=1$ to $m-2$ do interchange $\mu_{m-1 j}$ and $\mu_{m j}$;
For $j:=m+1$ to $k$ do
$\left[\begin{array}{c}\mu_{j m-1} \\ \mu_{j m}\end{array}\right]:=\left[\begin{array}{cc}1 & \mu_{m m-1} \\ 0 & 1\end{array}\right]\left[\begin{array}{cc}0 & 1 \\ 1 & -\nu\end{array}\right]\left[\begin{array}{c}\mu_{j m-1} \\ \mu_{j m}\end{array}\right] ;$
If $m>2$ then $m:=m-1$
End
End
End.

We shall be interested in using LLL only when the input vectors are in $\mathbb{Z}^{n}$. The numbers $\mu_{i j}$ and $B_{i}$ used in the procedure will be rational, but in general not integers. Earlier we showed how to bound the size of the denominators needed by polynomials in the size of the $b_{i}$. In (Lenstra et al. 1982) it is shown that LLL runs in polynomial time. More precisely, the following result is proved.

Proposition 6.6. Let $c_{1}, \ldots, c_{k}$ be linearly independent vectors in $\mathbb{Z}^{n}$ and let $M$ be a real number such that $M \geq 2$ and $\left\|c_{i}\right\|^{2} \leq M, 1 \leq i \leq k$. Then the number of arithmetic operations on integers carried out by LLL with
input $c_{1}, \ldots, c_{k}$ is $O\left(n^{4} \log M\right)$ and the number of digits in the integers used is $O(n \log M)$.

If in LLL we think of $b_{1}, \ldots, b_{k}$ as the rows of a matrix, then the transformations to that matrix correspond to row operations of types (1) and (3). If at the beginning of LLL we initialize $P$ to be the $k$-by- $k$ identity matrix and apply all row operations used to $P$, then the final value of $P$ is unimodular and satisfies

$$
b_{i}=\sum_{j=1}^{k} P_{i j} c_{j}, \quad 1 \leq i \leq k
$$

It is difficult to carry out LLL by hand, even on small matrices. Here are summaries of two computations with LLL.

Example 6.2. Let $W$ be the following matrix:

$$
\left[\begin{array}{rrrr}
-1 & -1 & 3 & -4 \\
0 & 2 & -2 & 4 \\
4 & 4 & 2 & -1
\end{array}\right]
$$

Here are the changes made to $W$ when LLL is applied to its rows. First row 1 is added to row 2 to give

$$
\left[\begin{array}{rrrr}
-1 & -1 & 3 & -4 \\
-1 & 1 & 1 & 0 \\
4 & 4 & 2 & -1
\end{array}\right]
$$

Then rows 1 and 2 are interchanged:

$$
\left[\begin{array}{rrrr}
-1 & 1 & 1 & 0 \\
-1 & -1 & 3 & -4 \\
4 & 4 & 2 & -1
\end{array}\right] .
$$

Now row 1 is subtracted from row 2 :

$$
\left[\begin{array}{rrrr}
-1 & 1 & 1 & 0 \\
0 & -2 & 2 & -4 \\
4 & 4 & 2 & -1
\end{array}\right]
$$

Finally, row 1 is subtracted from row 3. The final matrix is

$$
\left[\begin{array}{rrrr}
-1 & 1 & 1 & 0 \\
0 & -2 & 2 & -4 \\
5 & 3 & 1 & -1
\end{array}\right]
$$

Example 6.3. When LLL is applied to the rows of

$$
\left[\begin{array}{rrrrr}
1 & 19 & -18 & -1 & -16 \\
20 & 2 & 8 & -15 & -1 \\
-18 & -2 & 17 & -2 & 15 \\
20 & 2 & -15 & 14 & -13
\end{array}\right],
$$

ten row operations are used to produce the following matrix:

$$
\left[\begin{array}{rrrrr}
2 & 0 & 2 & 12 & 2 \\
22 & 2 & 10 & -3 & 1 \\
5 & 19 & 9 & -6 & 0 \\
18 & 2 & -17 & 2 & -15
\end{array}\right] .
$$

The matrix has not been changed dramatically, but the product of the lengths of the rows has been reduced from $741846.33 \ldots$ to $199242.53 \ldots$..

The procedure LLL uses exact computation with real numbers. If the input vectors are in $\mathbb{Z}^{n}$, then only rational arithmetic is needed. In this case, experimental evidence described in (Lagarias \& Odlyzko 1985) suggests that results can sometimes be obtained more quickly if floating-point computations are used to calculate the $b_{i}^{*}, B_{i}$, and $\mu_{i j}$. A number of individuals have suggested variants of LLL in an effort to make the algorithm use only integer arithmetic or to reduce the precision needed for floatingpoint approximations. See (Schönhage 1984), (Schnorr 1988), (Schnorr \& Euchner 1991), and Section 3.5 of [Weger 1989].

Let $L$ be a subgroup of $\mathbb{Z}^{n}$. If we are given a basis $b_{1}, \ldots, b_{k}$ for $L$ and the orthogonalization $b_{1}^{*}, \ldots, b_{k}^{*}$ of that basis, then we can decide membership in $L$. Let $x_{1}, \ldots, x_{k}$ be integers and set $u=x_{1} b_{1}+\cdots+x_{k} b_{k}$. We can write $u=y_{1} b_{1}^{*}+\cdots+y_{k} b_{k}^{*}$. In general the $y_{i}$ are rational numbers, but $y_{k}=x_{k}$ is an integer since $b_{k}-b_{k}^{*}$ is in the $\mathbb{R}$-subspace spanned by $b_{1}, \ldots, b_{k-1}$. Thus $x_{k}$ is equal to

$$
\frac{\left(u, b_{k}^{*}\right)}{\left(b_{k}^{*}, b_{k}^{*}\right)}
$$

This leads to the following test for deciding whether an element $v$ of $\mathbb{Z}^{n}$ is in $L$ :
$w:=v ;$
For $j:=k$ downto 1 do begin
$x:=\left(w, b_{j}^{*}\right) /\left(b_{j}^{*}, b_{j}^{*}\right) ;$
If $x$ is not an integer then $v$ is not in $L$
Else $w:=w-x b_{j}$
End;
$v$ is in $L$ if and only if $w$ is $0 ;$

This membership test can be modified to produce almost-shortest elements in cosets of $L$ in $\mathbb{Z}^{n}$. Suppose $b_{1}, \ldots, b_{k}$ is LLL-reduced and let $v$ be in $\mathbb{Z}^{n}$. If we execute the following statements,

## $w:=v ;$

For $j:=k$ downto 1 do begin
Let $r$ be the nearest integer to $\left(w, b_{j}^{*}\right) /\left(b_{j}^{*}, b_{j}^{*}\right)$;
$w:=w-r b_{j}$
End;
then $L+w=L+v$ and the length of the projection of $w$ onto the subspace spanned by $L$ is within a factor of $2^{k / 2}$ of being as small as possible. See (Babai 1986).

Another variation of this same technique can be used to find integral dependencies among elements of $\mathbb{Z}^{n}$. Suppose that $b_{1}, \ldots, b_{k}$ are as before and that $v$ in $\mathbb{Z}^{n}$ is a rational linear combination of $b_{1}, \ldots, b_{k}$. We can find integers $y$ and $x_{1}, \ldots, x_{k}$ such that $y v=x_{1} b_{1}+\cdots+x_{k} b_{k}$ as follows:
$w:=v ; y:=1 ;$
For $j:=k$ downto 1 do begin
Let $\left(w, b_{j}^{*}\right) /\left(b_{j}^{*}, b_{j}^{*}\right)=p / q$, where $p$ and $q$ are relatively prime integers;
Multiply $w, y$, and $x_{j+1}, \ldots, x_{k}$ by $q$;
$x_{j}:=p ; w:=w-p b_{j}$
End;

## Exercises

6.1. Derive the formulas for the changes to the $B_{i}$ and the $\mu_{i j}$ in LLL.
6.2. Let $L$ be a lattice. Show that a nonzero vector in $L$ of minimal length is part of a $\mathbb{Z}$-basis of $L$.
6.3. Find LLL-reduced bases for the subgroups generated by the rows of the following matrices:
(a) $\left[\begin{array}{ll}4 & 6 \\ 5 & 7\end{array}\right]$,
(b) $\left[\begin{array}{lll}2 & 1 & -1 \\ 5 & 3 & -2\end{array}\right]$,
(c) $\left[\begin{array}{rrrr}6 & 5 & 4 & 1 \\ 5 & 2 & -1 & 3 \\ 4 & -1 & 3 & 2\end{array}\right]$.

### 8.7 The modified LLL algorithm

A major drawback of the LLL algorithm described in Section 8.6 is the fact the input vectors must be known in advance to be linearly independent. In (Pohst 1987) a modified version of the algorithm was presented which takes as input any generating set for a lattice $L$ in $\mathbb{R}^{n}$ and returns an LLL-reduced basis for $L$. A similar algorithm was sketched in (Hastad et al. 1986). The discussion here follows (Pohst 1987) and [Pohst \& Zassenhaus 1987]. In general, it is difficult to determine whether a given sequence of real vectors generates a lattice. However, if all the vectors have integer components, then the additive subgroup generated is contained in $\mathbb{Z}^{n}$ and so is a lattice.

Suppose that $b_{1}$ and $b_{2}$ are linearly dependent vectors in $\mathbb{R}^{n}$ which generate a nonzero lattice $L$. Since the rank of $L$ is the same as the dimension of the $\mathbb{R}$-subspace which it spans, the rank of $L$ must be 1 . Thus $L$ is generated by a single element $c$ and there are integers $x_{1}$ and $x_{2}$ such that $b_{1}=x_{1} c$ and $b_{2}=x_{2} c$. Since $L$ is generated by $b_{1}$ and $b_{2}$, the gcd of $x_{1}$ and $x_{2}$ is 1 . Now $x_{2} b_{1}=x_{1} x_{2} c=x_{1} b_{2}$, so $x_{2} b_{1}-x_{1} b_{2}=0$.

More generally, suppose that $b_{1}, \ldots, b_{k}$ are linearly dependent vectors which generate a lattice $L$. Then there are integers $x_{1}, \ldots, x_{k}$ not all 0 such that $x_{1} b_{1}+\cdots+x_{k} b_{k}=0$. Such an equation will be called a $\mathbb{Z}$-relation on the $b_{i}$. We may assume that $\operatorname{gcd}\left(x_{1}, \ldots, x_{k}\right)=1$. If some $x_{i}$ is $\pm 1$, then $b_{i}$ is an integral linear combination of the other $b$ 's and $b_{i}$ may be deleted from the generating set. If $\left|x_{i}\right| \neq 1$ for all $i$, then it may happen that no proper subset of $\left\{b_{1}, \ldots, b_{k}\right\}$ generates $L$. However, it is possible to find $k-1$ vectors which generate $L$.

Let $x=\left(x_{1}, \ldots, x_{k}\right)$ and let $B$ be the $k$-by- $n$ matrix whose $i$-th row is $b_{i}$. Then $x B=0$. By thinking of $x$ as a 1-by- $k$ matrix, we can find an element $P$ of $\mathrm{GL}(k, \mathbb{Z})$ such that $x P=(1,0, \ldots, 0)$. Let $C=P^{-1} B$. Then the rows of $C$ generate $L$. But

$$
(1,0, \ldots, 0) C=x P P^{-1} B=x B=0
$$

Therefore the first row of $C$ is 0 and $L$ is generated by rows 2 through $k$ of $C$. In practice, we need only find $P$ in $\operatorname{GL}(k, \mathbb{Z})$ such that $x P$ has a component equal to 1 .

Example 7.1. Suppose that $b_{1}, b_{2}$, and $b_{3}$ are vectors and we know that $6 b_{1}+10 b_{2}+15 b_{3}=0$. Let $x=(6,10,15)$ and write

$$
B=\left[\begin{array}{l}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right]
$$

so $x B=0$. If we subtract twice the first "column" of $x$ from the third "column", then $x$ is changed to $(6,10,3)$. The corresponding elementary matrix is

$$
P=\left[\begin{array}{rrr}
1 & 0 & -2 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

and $P^{-1}$ is

$$
\left[\begin{array}{lll}
1 & 0 & 2 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] .
$$

Let us replace $B$ by

$$
P^{-1} B=\left[\begin{array}{c}
b_{1}+2 b_{3} \\
b_{2} \\
b_{3}
\end{array}\right]
$$

Then it is still true that $x B=0$. Now subtracting three times the third "column" of $x$ from the second "column" gives $x=(6,1,3)$. In this case

$$
P=\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & -3 & 1
\end{array}\right] \quad \text { and } \quad P^{-1}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 3 & 1
\end{array}\right]
$$

Multiplying $B$ on the left by $P^{-1}$ gives

$$
B=\left[\begin{array}{c}
b_{1}+2 b_{3} \\
b_{2} \\
3 b_{2}+b_{3}
\end{array}\right]
$$

The rows of $B$ generate the same abelian group $A$ as $b_{1}, b_{2}$, and $b_{3}$. However, since now $(6,1,3) B=0$, the second row of $B$ is an integral linear combination of the first and third rows. Thus $A$ is generated by $b_{1}+2 b_{3}$ and $3 b_{2}+b_{3}$.

Suppose that $B$ is a $k$-by- $n$ integer matrix of rank less than $k$. One way to find a nontrivial $\mathbb{Z}$-relation $x B=0$ satisfied by the rows of $B$ is with modular techniques. Another method makes use of the observation in the
last paragraph of the previous section. Once $x$ is known, the method of Example 7.1 can be applied to reduce the number of generators.

The modified LLL algorithm accepts input vectors which need not have integral components. Thus modular techniques are not appropriate. A different method is used to find implicitly a relation $x B=0$ and to produce a smaller generating set. To get an idea of how this algorithm works, let us examine what happens when the original LLL algorithm is applied to a sequence $b_{1}, \ldots, b_{k}$ of linearly dependent vectors. Let $t$ be minimal such that $b_{1}, \ldots, b_{t}$ are linearly dependent. Then $b_{t}^{*}=0$ and, if $t<k$, the attempt to compute $\mu_{i t}$ with $i>t$ will lead to division by 0 . However, $b_{1}, \ldots, b_{t}$ form a redundant generating set for the lattice $N$ they generate. Thus we may temporarily ignore $b_{t+1}, \ldots, b_{k}$ and assume that $t=k$. If $t=1$, then $b_{1}=0$ and we may drop $b_{1}$ from the generating set. Suppose that $t>1$. By Proposition 6.5, the numbers $d_{i}=B_{1} \ldots B_{i}, 1 \leq i<t$, are bounded below by a positive number depending only on $N$. Thus $D=d_{1} \ldots d_{t-1}$ is bounded away from 0 . Each time $b_{m}$ and $b_{m-1}$ are interchanged during the execution of LLL, the value of $D$ is multiplied by a factor less than $\frac{3}{4}$.

Suppose that $b_{1}, \ldots, b_{t-1}$ never become linearly dependent. Each time the body of the While-loop is executed with $m=t$, we shall always have $B_{m}=0$ and $\nu^{2} \leq \frac{1}{4}$. Thus $C$ will be less than $3 B_{m-1} / 4$ and $b_{m}$ and $b_{m-1}$ will be interchanged. Thus the procedure never terminates and $D$ approaches 0 as a limit. As remarked earlier, this cannot happen. Therefore $b_{1}, \ldots, b_{t-1}$ become linearly dependent at some point. That is, $t$ decreases. Eventually some $b_{i}$ becomes 0 . Since it is not possible to compute all the $b_{i}^{*}$ initially and it is not possible to keep track of the changes in the numbers $\mu_{i j}$, we must retain the $b_{i}^{*}$ during the computation.

The following version of the modified LLL algorithm is based on [Pohst \& Zassenhaus 1989]. The integer $s$ is such that $b_{s+1}, \ldots, b_{k}$ are known to be 0 . At the start of an iteration of the loop "While $i \leq s$ do", $b_{1}, \ldots, b_{i-1}$ are known to be linearly independent and LLL-reduced. Throughout this iteration, either $t=i$ or $t<i$ and $b_{t}^{*}=0$, which means that $b_{1}, \ldots, b_{t}$ are linearly dependent. After the initialization, there are five places in MLLL at which one or more of the $b_{i}$ are changed. These places are marked with comments, such as " $(* P 1 *)$ ", to facilitate the discussion of examples.

Procedure $\operatorname{MLLL}\left(c_{1}, \ldots, c_{k} ; b_{1}, \ldots, b_{k}\right)$;
Input: $\quad c_{1}, \ldots, c_{k} \quad:$ vectors in $\mathbb{R}^{n}$ which generate a lattice $L$;
Output: $b_{1}, \ldots, b_{k} \quad$ : a sequence of vectors whose nonzero terms form an LLL-reduced basis for $L$;
Begin
For $i:=1$ to $k$ do $b_{i}:=c_{i} ; s:=k ; i:=1$;
99: While $i \leq s$ do
If $b_{i}=0$ then begin
If $i<s$ then interchange $b_{i}$ and $b_{s}$;

$$
s:=s-1
$$

End
Else begin ( $\left.* b_{i} \neq 0 *\right)$

$$
b_{i}^{*}:=b_{i}
$$

For $j:=1$ to $i-1$ do begin

$$
\mu_{i j}:=\left(b_{i}, b_{j}^{*}\right) / B_{j} ; b_{i}^{*}:=b_{i}^{*}-\mu_{i j} b_{j}^{*}
$$

End;
$B_{i}:=\left(b_{i}^{*}, b_{i}^{*}\right) ;$
If $i=1$ then $i:=2$
Else begin ( $* i>1 *$ )
$t:=i ; m:=i$;
While $m \leq t$ do begin
ADJUST_MU $(m, m-1)$;
$\nu:=\mu_{m m-1} ; C:=B_{m}+\nu^{2} B_{m-1} ;$
If $C \geq \frac{3}{4} B_{m-1}$ then begin
For $p:=m-2$ downto 1 do ADJUST_MU $(m, p) ;(* P 3 *)$
$m:=m+1$
End
Else begin
If $b_{m}=0$ then begin
If $m<s$ then interchange $b_{m}$ and $b_{s} ; \quad(* P 4 *)$
$s:=s-1 ; i:=m$;
Goto 99
End;
If $C \neq 0$ then begin
$\mu_{m m-1}:=\nu B_{m-1} / C ; B_{m}:=B_{m-1} B_{m} / C ;$
For $j:=m+1$ to $t$ do

$$
\left[\begin{array}{c}
\mu_{j m-1} \\
\mu_{j m}
\end{array}\right]:=\left[\begin{array}{cc}
1 & \mu_{m m-1} \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
0 & 1 \\
1 & -\nu
\end{array}\right]\left[\begin{array}{c}
\mu_{j m-1} \\
\mu_{j m}
\end{array}\right]
$$

End
$B_{m-1}:=C$;
Interchange $b_{m-1}$ and $b_{m} ; \quad(* P 5 *)$
If $B_{m-1}=0$ then $t:=m-1 \quad\left(* b_{1}, \ldots, b_{m-1}\right.$ are
dependent. $*$ );
For $j:=1$ to $m-2$ do interchange $\mu_{m-1 j}$ and $\mu_{m j}$;
$b_{m-1}^{*}:=b_{m-1}$;
For $j:=1$ to $m-2$ do $b_{m-1}^{*}:=b_{m-1}^{*}-\mu_{m-1 j} b_{j}^{*}$;
If $m \leq t$ then begin
$b_{m}^{*}:=b_{m}$;
For $j:=1$ to $m-1$ do $b_{m}^{*}:=b_{m}^{*}-\mu_{m j} b_{j}^{*}$
End;
If $m>2$ then $m:=m-1$

Table 8.7.1

| $b_{1}$ | $b_{2}$ | $b_{3}$ | Place |
| ---: | :---: | :---: | :---: |
| 36 | 84 | 100 |  |
| 36 | 12 | 100 | 2 |
| 12 | 36 | 100 | 5 |
| 12 | 0 | 100 | 2 |
| 12 | 100 | 0 | 4 |
| 12 | 4 | 0 | 2 |
| 4 | 12 | 0 | 5 |
| 4 | 0 | 0 | 4 |

End ( $\left.* C<\frac{3}{4} B_{m-1} *\right)$
End; ( $*$ While $m \leq t *$ )
$i:=i+1$
End ( $* i>1 *$ )
End ( $* b_{i} \neq 0 *$ )
End.

As with the procedure LLL of Section 8.6, we can modify MLLL to produce a $k$-by- $k$ unimodular matrix $P$ such that

$$
b_{i}=\sum_{j} P_{i j} c_{j}
$$

Example 7.2. If $n=1$ in MLLL, then MLLL performs the version of the Euclidean algorithm in which remainders under division are chosen to have minimum absolute value. For example, suppose that $c_{1}=36, c_{2}=84$, and $c_{3}=100$. Table 8.7.1 summarizes the changes in the values of $b_{1}, b_{2}$, and $b_{3}$ during the execution of $\operatorname{MLLL}\left(c_{1}, c_{2}, c_{3} ; b_{1}, b_{2}, b_{3}\right)$. The fourth column indicates the "places" in the procedure at which the changes occur.

Example 7.3. Now let us consider an example in $\mathbb{Z}^{2}$. Let $c_{1}=(4,-1)$, $c_{2}=(5,4)$, and $c_{3}=(-2,-4)$. Table 8.7.2 shows the changes in the values of $b_{1}, b_{2}$, and $b_{3}$ in the execution of MLLL.

Example 7.4. Our last example is in $\mathbb{Z}^{\mathbf{3}}$. Suppose the input to MLLL consists of the rows of the matrix

$$
\left[\begin{array}{rrr}
48 & -124 & 292 \\
171 & -142 & 141 \\
-291 & 254 & -277
\end{array}\right] .
$$

Then the computation proceeds as shown in Table 8.7.3.

Table 8.7.2

| $b_{1}$ | $b_{2}$ | $b_{3}$ | Place |
| :---: | ---: | :---: | :---: |
| $(4,-1)$ | $(5,4)$ | $(-2,-4)$ |  |
| $(4,-1)$ | $(1,5)$ | $(-2,-4)$ | 2 |
| $(4,-1)$ | $(1,5)$ | $(-1,1)$ | 2 |
| $(4,-1)$ | $(-1,1)$ | $(1,5)$ | 5 |
| $(-1,1)$ | $(4,-1)$ | $(1,5)$ | 5 |
| $(-1,1)$ | $(1,2)$ | $(1,5)$ | 2 |
| $(-1,1)$ | $(1,2)$ | $(-1,1)$ | 2 |
| $(-1,1)$ | $(-1,1)$ | $(1,2)$ | 5 |
| $(-1,1)$ | $(0,0)$ | $(1,2)$ | 2 |
| $(-1,1)$ | $(1,2)$ | $(0,0)$ | 4 |

Table 8.7.3

| $b_{1}$ | $b_{2}$ | $b_{3}$ | Place |
| ---: | ---: | ---: | ---: |
| $(48,-124,292)$ | $(171,-142,141)$ | $(-291,254,-277)$ |  |
| $(48,-124,292)$ | $(123,-18,-151)$ | $(-291,254,-277)$ | 2 |
| $(123,-18,-151)$ | $(48,-124,292)$ | $(-291,254,-277)$ | 5 |
| $(123,-18,-151)$ | $(171,-142,141)$ | $(-291,254,-277)$ | 2 |
| $(123,-18,-151)$ | $(171,-142,141)$ | $(51,-30,5)$ | 2 |
| $(123,-18,-151)$ | $(51,-30,5)$ | $(171,-142,141)$ | 5 |
| $(51,-30,5)$ | $(123,-18,-151)$ | $(171,-142,141)$ | 5 |
| $(51,-30,5)$ | $(21,42,-161)$ | $(171,-142,141)$ | 2 |
| $(51,-30,5)$ | $(21,42,-161)$ | $(192,-100,-20)$ | 2 |
| $(51,-30,5)$ | $(192,-100,-20)$ | $(21,42,-161)$ | 5 |
| $(51,-30,5)$ | $(-12,20,-40)$ | $(21,42,-161)$ | 2 |
| $(-12,20,-40)$ | $(51,-30,5)$ | $(21,42,-161)$ | 5 |
| $(-12,20,-40)$ | $(39,-10,-35)$ | $(21,42,-161)$ | 2 |
| $(-12,20,-40)$ | $(39,-10,-35)$ | $(-18,52,-126)$ | 2 |
| $(-12,20,-40)$ | $(-18,52,-126)$ | $(39,-10,-35)$ | 5 |
| $(-12,20,-40)$ | $(18,-8,-6)$ | $(39,-10,-35)$ | 2 |
| $(18,-8,-6)$ | $(-12,20,-40)$ | $(39,-10,-35)$ | 5 |
| $(18,-8,-6)$ | $(39,-10,-35)$ | $(-12,20,-40)$ | 5 |
| $(18,-8,-6)$ | $(3,6,-23)$ | $(-12,20,-40)$ | 2 |
| $(18,-8,-6)$ | $(3,6,-23)$ | $(-18,8,6)$ | 2 |
| $(18,-8,-6)$ | $(-18,8,6)$ | $(3,6,-23)$ | 5 |
| $(18,-8,-6)$ | $(0,0,0)$ | $(3,6,-23)$ | 2 |
| $(18,-8,-6)$ | $(3,6,-23)$ | $(0,0,0)$ | 4 |

## Exercises

7.1. Suppose that $B$ is an integer matrix with four rows such that $(105,-140,126,150) B=0$.

Find a 3 -by-4 integer matrix $Q$ such that $S(Q B)=S(B)$.
7.2. Apply MLLL to the rows of the following matrices:

$$
\text { (a) }\left[\begin{array}{rr}
-18 & 4 \\
-1 & -33 \\
90 & 72
\end{array}\right], \quad \text { (b) } \quad\left[\begin{array}{rrr}
286 & -111 & -127 \\
-70 & 213 & -185 \\
234 & -169 & -13
\end{array}\right]
$$

### 8.8 A comparison

Given a description of an abelian group $G$ as $\mathbb{Z}^{n} / S(B)$, where $B$ is an $m$-by- $n$ integer matrix, frequently we would like to obtain an explicit isomorphism of $G$ with a direct sum of cyclic groups. If $B$ has rank $n$, then modular techniques suffice. However, if the rank $r$ of $B$ is less than $n$, then modular methods do not appear adequate. Suppose we can find a unimodular matrix $Q$ such that $B Q$ has the form [ $C 0$ ], where $C$ is an $m$-by- $r$ matrix and 0 denotes an $m$-by- $(n-r)$ matrix of zeros. Then $G$ is isomorphic to $H=\left(\mathbb{Z}^{r} / S(C)\right) \times \mathbb{Z}^{n-r}$, and, using $Q$, we can construct an explicit isomorphism of $G$ with $H$. Since $C$ has rank equal to the number of its columns, modular techniques can be applied to find an isomorphism of $\mathbb{Z}^{r} / S(C)$ with a direct sum of cyclic groups. Putting these isomorphisms together gives an isomorphism of $G$ with a direct sum of cyclic groups.

In this chapter we have emphasized row operations. Multiplying on the right by a unimodular matrix corresponds to applying column operations. By taking transposes, we see that we can produce an isomorphism of our group $G$ with a direct sum of cyclic groups provided we can solve the following problem: Given an integer matrix $B$ of rank $r$, find a unimodular matrix $P$ such that $A=P B$ has exactly $r$ nonzero rows or, equivalently, such that the nonzero rows of $A$ form a basis for $S(B)$. Ideally the entries in both $P$ and $A$ should be small.

We have studied three rather different algorithms for solving this problem. The first was the procedure ROW_REDUCE of Section 8.1, using, for example, the Rosser strategy. The second was the Kannan-Bachem algorithm embodied in KB_ROW of Section 8.5. Finally, we saw the modified LLL algorithm in Section 8.7. We know that KB_ROW and MLLL are polynomial-time algorithms and we suspect that the Rosser strategy is not polynomial. It would be useful to have some information about the average running times of these procedures. A rigorous analysis is currently not possible, and extensive computer experiments have yet to be carried out. However, looking at one moderately large example may give some insight.

Matrix 8.8.1

$$
\left[\begin{array}{rrrrrrrrrrrrrrrrrrr}
13 & -1 & 14 & -6 & -10 & -11 & -1 & 2 & -1 & -4 & -9 & -1 & 2 & 8 & 4 & 3 & -6 & -8 \\
5 & 12 & 15 & 2 & -6 & -6 & 5 & -4 & -10 & -10 & -3 & 7 & 1 & -7 & 9 & 4 & 5 & -3 \\
-10 & -3 & 5 & -2 & -5 & 15 & 1 & -11 & -8 & -2 & -13 & -9 & 9 & 1 & 5 & 5 & -4 & -16 \\
-4 & 3 & 1 & 6 & -11 & 11 & 3 & -8 & -8 & 6 & -5 & 6 & 15 & -2 & -1 & -1 & -6 & 6 \\
-2 & -3 & 13 & -3 & 2 & -9 & -2 & -4 & -11 & -9 & 2 & -4 & -2 & 1 & -7 & -12 & 2 & 8 \\
-4 & -3 & -10 & 9 & 10 & 5 & -6 & -2 & 4 & -1 & 0 & -5 & -10 & -2 & 3 & -1 & 9 & 8 \\
0 & 1 & 7 & 12 & -9 & -3 & 7 & 5 & -4 & -15 & 1 & 2 & -2 & -10 & -5 & 2 & 2 & 3 \\
8 & -4 & -18 & -7 & 7 & -1 & -4 & -2 & 21 & 6 & 10 & 3 & -7 & -3 & 6 & 13 & 8 & -19 \\
7 & -3 & 3 & -6 & -2 & -8 & -6 & -1 & 9 & -4 & 0 & -5 & -12 & 7 & 11 & -4 & 8 & -10 \\
12 & 10 & -5 & -4 & 21 & -18 & 1 & 3 & 9 & 10 & 5 & -9 & -21 & 2 & 17 & 2 & 11 & 11 \\
6 & -12 & -2 & -5 & 11 & 1 & -4 & -11 & -1 & 6 & 8 & -1 & -7 & -9 & 7 & -14 & 8 & -4 \\
5 & 9 & 3 & -2 & 16 & -13 & 7 & 5 & 0 & 1 & 11 & -5 & -16 & -7 & 10 & -4 & 9 & 6 \\
2 & 2 & -2 & -3 & 6 & 0 & 8 & -1 & 3 & 3 & -5 & -9 & -7 & -7 & 10 & 9 & 6 & -12 \\
0 & 2 & -5 & 5 & 0 & 3 & -7 & -5 & 3 & -8 & 4 & 17 & 1 & -13 & 4 & 7 & 6 & -13 \\
14 & -1 & -5 & 2 & 2 & 0 & -1 & -1 & 7 & 1 & 2 & 1 & -2 & 3 & 8 & 14 & -1 & -1 \\
-6 & -3 & 7 & 0 & -19 & 4 & -4 & -3 & -6 & 1 & -13 & 3 & 13 & 9 & -9 & -10 & -6 & 4 \\
5 & -10 & 1 & 1 & 7 & 4 & -6 & -1 & -5 & -6 & 12 & 4 & 2 & 3 & -3 & -2 & -10 & 6 \\
-2 & 9 & -3 & -18 & -3 & -12 & 6 & -5 & 8 & 11 & -3 & -4 & -4 & 5 & 4 & 0 & 10 & -6
\end{array}\right]
$$

Example 8.1. Let $B$ be Matrix 8.8.1. This matrix was obtained by forming a product $U V$, where $U$ was an 18-by-14 matrix, $V$ was a 14 -by-18 matrix, and the entries of $U$ and $V$ were chosen randomly from the set $\{-2,-1,0,1,2\}$. The rank of $B$ is 14 .

Two popular computer algebra systems are Maple and Mathematica. At the time this was written, Version V of Maple and Version 1.2 of Mathematica were available. Both systems included implementations of LLL, although neither provided the option of obtaining the unimodular matrix describing the new basis in terms of the old. Neither system had an implementation of MLLL.

Implementations of the Rosser strategy, KB_ROW, and MLLL were written in the Maple and Mathematica languages and applied to $B$ using a Sun $3 / 60$ workstation. Two variants of MLLL were tried. One used exact rational arithmetic throughout, and the other used floating-point computations for the $b_{i}^{*}, B_{i}$, and $\mu_{i j}$. The precision of the floating-point numbers could be specified by the user.

The Rosser strategy produced the row Hermite normal form $A$ of $B$ given in Matrix 8.8.2 in about 90 seconds on each system. The entries in the unimodular matrix $P$ returned were very large, the largest having absolute value of roughly $10^{50}$. The procedure KB_ROW obtained the same row Hermite normal form in about 110 seconds on each system. In this case the entries in $P$ were smaller. The largest absolute value was about $10^{16}$.

The rational-arithmetic implementations of MLLL produced a basis of short vectors and a much better unimodular matrix at the expense of

## Matrix 8.8.2

$\left[\begin{array}{rrrrrrrrrrrrrrrrrr}1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 2 & 0 & 378896 & 1610460 & 518760 & -1994370 & -409551 \\ 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 2 & 0 & 296918 & 1262024 & 406522 & -1562871 & -320942 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 332069 & 1411420 & 454644 & -1747882 & -358934 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 95135 & 404368 & 130254 & -500763 & -102834 \\ 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 370118 & 1573153 & 506743 & -1948170 & -400065 \\ 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 69826 & 296793 & 95603 & -367543 & -75478 \\ 0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 2 & 0 & 41797 & 177679 & 57234 & -220033 & -45190 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 409937 & 1742375 & 561252 & -2157735 & -443094 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 313155 & 1331029 & 428750 & -1648327 & -338491 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 2 & 0 & 445463 & 1893391 & 609895 & -2344748 & -481501 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 159065 & 676081 & 217778 & -837250 & -171930 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 227370 & 966423 & 311302 & -1196803 & -245770 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 471748 & 2005097 & 645881 & -2483087 & -509907 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 489867 & 2082110 & 670687 & -2578457 & -529491 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$

Matrix 8.8.3

$$
\left[\begin{array}{rrrrrrrrrrrrrrrrrr}
0 & -1 & 0 & 0 & -1 & -2 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & -2 & -1 & -1 & -1 & -2 \\
0 & 1 & 1 & 0 & -3 & -2 & 0 & -1 & 1 & 1 & -2 & -1 & 1 & 1 & 1 & 0 & -1 & -1 \\
-2 & 1 & 0 & 0 & 2 & 1 & 2 & 0 & -2 & 2 & -1 & -2 & 0 & -1 & 0 & -1 & 0 & 2 \\
-2 & 2 & -1 & 1 & -2 & 1 & -1 & 0 & 1 & 1 & -1 & 1 & 1 & 1 & -1 & -1 & 2 & 1 \\
-1 & -2 & -3 & 2 & 0 & 0 & -1 & 0 & 2 & -1 & -1 & -1 & -1 & 0 & -1 & 2 & -1 & 1 \\
0 & -2 & -1 & 0 & 0 & 2 & 0 & 1 & 0 & -1 & -1 & 0 & -2 & 1 & 3 & 0 & -2 & 0 \\
-1 & -2 & 0 & 2 & -1 & 2 & 0 & 1 & -1 & -2 & -1 & -1 & 0 & 1 & -1 & 0 & -2 & 2 \\
-1 & 3 & 0 & 0 & -1 & 0 & 1 & 2 & 0 & 0 & 0 & 3 & -1 & -1 & 2 & -1 & 1 & 0 \\
-2 & 1 & 1 & 0 & 0 & 1 & 0 & -2 & -2 & -2 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
1 & -2 & -3 & 2 & 0 & 0 & -1 & -1 & 2 & 2 & 1 & 1 & 1 & -2 & -2 & 0 & 0 & 1 \\
0 & 1 & 0 & 2 & 1 & -2 & -2 & 0 & 1 & 1 & 0 & -1 & 0 & 1 & 2 & 0 & -3 & 1 \\
1 & -1 & -2 & 1 & 2 & 2 & -2 & 0 & 1 & 0 & -2 & 0 & 0 & 0 & -1 & 3 & 2 & -1 \\
-1 & 1 & 0 & 1 & 0 & -1 & -1 & -1 & -1 & -1 & 0 & 2 & -1 & -1 & 0 & -2 & 2 & 3 \\
0 & 0 & 0 & -2 & -2 & -1 & 1 & 0 & -1 & 1 & -1 & 2 & 2 & 1 & -2 & 0 & -2 & 2 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

considerably longer execution times, about 23 minutes for Maple and 74 minutes for Mathematica. The matrix $A_{1}$ returned is given by Matrix 8.8.3. The largest absolute value of an entry in $P$ was slightly more than $10^{8}$.

The main problem in devising a floating-point implementation of MLLL is deciding when the number $C=B_{m}+\mu_{m m-1}^{2} B_{m-1}$ is 0 . As noted in Section 8.6, $d_{m-1} B_{m-1}$ and $d_{m-1} \mu_{m m-1}$ are integers. The number $d_{m-1}$ was computed as the nearest integer to $B_{1} \ldots B_{m-1}$ and $C$ was considered to
be 0 if the floating-point approximations to $B_{m}$ and $\mu_{m m-1}$ had absolute values less than $1 /\left(2 d_{m-1}\right)$.

Using 15 or more decimal digits, the floating-point versions of MLLL produced bases for the lattice $S(B)$ generated by the rows of $B$. The bases depended on the precision chosen, but they were all very similar to the basis in $A_{1}$. In all cases, the largest entries in $P$ had absolute values roughly $10^{8}$. Since Maple and Mathematica have different ways of handling floatingpoint numbers, the Maple and Mathematica implementations sometimes produced different bases using the same precision. With 100 digits, Maple returned the matrix $A_{1}$ and Mathematica returned the matrix obtained by negating the 14 -th row of $A_{1}$. In these computations Mathematica was faster, with times ranging from 6 to 10 minutes, depending on the precision. The corresponding Maple times were 16 to 29 minutes.

The rational-arithmetic version of MLLL for Maple took about 6 minutes to produce an LLL-reduced basis for $S(B)$ starting from the row Hermite normal form given earlier. Even including the time used by the Rosser strategy or KB_ROW, this way of obtaining an LLL-reduced basis was about three times as fast as letting the rational-arithmetic version of MLLL act directly on $B$. Of course the unimodular matrix produced had entries of absolute value much larger than $10^{8}$.

The reader should not draw firm conclusions from this single example. A great deal of work remains to be done. For example, the number $\frac{3}{4}$ used in MLLL can be varied between $\frac{1}{4}$ and 1 . If this value is changed, what are the effects on execution speed, the lengths of the basis vectors produced, and the size of the entries in the unimodular matrix? There are other ways of using the LLL algorithm. For example, suppose $B$ is an $m$-by- $n$ integer matrix and we have found by some method a unimodular matrix $P$ such that $P B$ has the form $\left[\begin{array}{l}C \\ 0\end{array}\right]$, where the rows of $C$ form a basis for $S(B)$. Let $r$ be the rank of $B$ and write $P$ as $\left[\begin{array}{l}Q \\ R\end{array}\right]$, where $Q$ and $R$ have $r$ and $n-r$ rows, respectively. Thus $Q B=C$ and $R B=0$. In fact, $S(R)$ is the set of all elements $v$ in $\mathbb{Z}^{m}$ such that $v B=0$. We can apply any row operations to $R$ and we can add multiples of rows of $R$ to rows of $Q$ without affecting the product $P B$. Thus we can apply LLL to the rows of $R$ and then replace each row $u$ of $Q$ by an almost-shortest element of the coset $S(R)+u$, as described at the end of Section 8.6. In this way we can hope to reduce the entries in $P$ to manageable size.

### 8.9 Historical notes

Excluding the Euclidean algorithm, the oldest of the computational procedures described in this book are the techniques for manipulating integer matrices discussed in Sections 8.1 to 8.3. The papers (Hermite 1851) and
(Smith 1861) are usually cited as establishing the existence of normal forms for integer matrices under row equivalence and equivalence, respectively. However, both Hermite and Smith considered only square matrices with nonzero determinant. The extensions to arbitrary integer matrices came later. Moreover, Hermite includes no proof and gives the impression he is stating a result which is common knowledge to his contemporaries. In (Kronecker 1870), finite abelian groups were shown to be direct sums of cyclic groups. The uniqueness of the orders of these cyclic groups under the assumptions that they are greater than 1 and that each order divides all larger ones was proved in (Frobenius \& Stickelberger 1879). This paper established the connection between finite abelian groups and the work of Smith. Results close to the modern statement of the fundamental theorem of finitely generated abelian groups are in (Tietze 1908). The first polynomial-time algorithm for computing column Hermite normal form was given in (Frumkin 1977), which considered only matrices whose rank is equal to the number of columns. This is also the case which was considered in (Kannan \& Bachem 1979), where it was shown that the entries in the associated unimodular matrices have polynomial size. These results, together with the modular techniques in (Havas \& Sterling 1979), the LLL lattice reduction algorithm in (Lenstra et al. 1982), and the modification of the LLL algorithm in (Pohst 1987) were all important advances in our efforts to study finitely presented abelian groups computationally.

## 9

## Polycyclic groups

Polycyclic groups form a broad class of finitely presented groups in which extensive computation is possible. This chapter discusses the basic structure and properties of polycyclic groups and presents algorithms for computing with elements and subgroups of polycyclic groups. All finite solvable groups are polycyclic. The literature on algorithms for computing with finite solvable groups is too extensive to cover in detail here. See (Laue, Neubüser, \& Shoenwaelder 1984), (Mecky \& Neubüser 1989), and (Glasby \& Slattery 1990). Emphasis will be placed on those algorithms which apply to infinite as well as finite polycyclic groups. Various computations with polycyclic groups have been shown to be possible in principle but have not yet been shown to be practical for interesting groups. Some of these algorithms will be mentioned, but details will not be given. By combining the rewriting techniques of Chapter 2 with the methods developed in this chapter, one obtains algorithms for solving a wide range of problems in polycyclic-by-finite groups. These are groups which have a polycyclic subgroup of finite index. The polycyclic-by-finite groups make up the largest class of finitely presented groups in which most computational problems concerning elements and subgroups have algorithmic solutions.

A word of caution is in order. In coset enumeration, right cosets of subgroups are used almost exclusively. However, in studying polycyclic groups it is traditional to use left cosets. It would be possible to present both subjects using the same type of cosets, but it seems best to remain consistent with other authors.

This chapter assumes that the reader has had a good introduction to the theory of groups. The material required is summarized, but for the most part proofs are omitted. This is particularly true for Sections 9.1 and 9.2 , which review results about commutator subgroups and elementary properties of solvable and nilpotent groups. Details can be found in most standard texts on group theory.

### 9.1 Commutator subgroups

Let $h$ and $k$ be elements of a group $G$. The commutator of $h$ and $k$ is the element $[h, k]=h^{-1} k^{-1} h k$. The conjugate $h^{k}=k^{-1} h k$ of $h$ by $k$ is $h[h, k]$, and $h k=k h[h, k]$. Thus $h$ and $k$ commute if and only if their commutator is trivial. Suppose $H$ and $K$ are subgroups of $G$. The commutator subgroup of $H$ and $K$ is the group

$$
[H, K]=\operatorname{Grp}\langle[h, k] \mid h \in H, k \in K\rangle
$$

Since $[k, h]=[h, k]^{-1}$, it follows that $[K, H]=[H, K]$. The commutator subgroup of $G$ is $[G, G]$, which is also called the derived subgroup of $G$ and denoted $G^{\prime}$. The derived subgroup of $G$ is trivial if and only if $G$ is abelian.

Proposition 1.1. The derived subgroup $G^{\prime}$ is normal in $G$ and the quotient $G / G^{\prime}$ is abelian. If $N$ is any normal subgroup of $G$ such that $G / N$ is abelian, then $N \supseteq G^{\prime}$.

Thus $G / G^{\prime}$ is the largest abelian quotient group of $G$. The following propositions present some more basic facts about commutator subgroups.

Proposition 1.2. Suppose that $H_{1}, K_{1}, H_{2}$, and $K_{2}$ are subgroups of $G$ such that $H_{1} \subseteq H_{2}$ and $K_{1} \subseteq K_{2}$. Then $\left[H_{1}, K_{1}\right] \subseteq\left[H_{2}, K_{2}\right]$.

Proposition 1.3. If $f: G \rightarrow Q$ is a homomorphism of groups, then $[f(H), f(K)]=f([H, K])$ for all subgroups $H$ and $K$ of $G$.

Corollary 1.4. Suppose that $N$ is a normal subgroup of $G$ and - is the natural homomorphism from $G$ to $G / N$. Then $[\bar{H}, \bar{K}]=\overline{[H, K]}$.

Proposition 1.5. If $H$ and $K$ are normal subgroups of $G$, then $[H, K]$ is normal in $G$ and $[H, K] \subseteq H \cap K$.

If $x, y$, and $z$ are elements of $G$, then $[x, y, z]$ is defined to be $[[x, y], z]$. In general, $\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ is defined recursively to be $\left[\left[x_{1}, x_{2}, \ldots, x_{n-1}\right], x_{n}\right]$. Such commutators are said to be left-normed. If $H_{1}, \ldots, H_{n}$ are subgroups of $G$, then $\left[H_{1}, \ldots, H_{n}\right]=\left[\left[H_{1}, \ldots, H_{n-1}\right], H_{n}\right]$.

Proposition 1.6. For any elements $x, y$, and $z$ of $G$, the following hold:
(a) $[x y, z]=[x, z][x, z, y][y, z]$.
(b) $[x, y z]=[x, z][x, y][x, y, z]$.
(c) $\left[x, y^{-1}, z\right]^{y}\left[y, z^{-1}, x\right]^{z}\left[z, x^{-1}, y\right]^{x}=1$.

Proposition 1.7. If $H, K$, and $L$ are subgroups of $G$ and $N$ is a normal subgroup of $G$ containing $[K, L, H]$ and $[L, H, K]$, then $N$ contains $[H, K, L]$.

Proof. In view of Corollary 1.4, we may pass to the quotient $G / N$ and assume that $N$ is trivial. Thus it suffices to prove that $[H, K, L]=1$ whenever $[K, L, H]=[L, H, K]=1$.

To show that $[H, K, L]=1$, we must prove that each element of $[H, K]$ commutes with each element of $L$. For this it suffices to prove that each element in a generating set for $[H, K]$ commutes with each element of $L$. Thus it is enough to show that $[x, y, z]=1$ for all $x$ in $H, y$ in $K$, and $z$ in $L$. By Proposition 1.6(c),

$$
[x, y, z]^{y^{-1}}\left[y^{-1}, z^{-1}, x\right]^{z}\left[z, x^{-1}, y^{-1}\right]^{x}=1
$$

But $\left[y^{-1}, z^{-1}, x\right]$ is in $[K, L, H]$ and $\left[z, x^{-1}, y^{-1}\right]$ is in $[L, H, K]$. Therefore

$$
\left[y^{-1}, z^{-1}, x\right]^{z}\left[z, x^{-1}, y^{-1}\right]^{x}=1
$$

and hence $[x, y, z]^{y^{-1}}=1$. Conjugating by $y$, we obtain $[x, y, z]=1$.
Proposition 1.7 is sometimes called the three subgroups lemma.
There are many ways in which one could form "higher commutator subgroups" in $G$. Examples of such subgroups are $\left(G^{\prime}\right)^{\prime}=\left[G^{\prime}, G^{\prime}\right]=$ $[[G, G],[G, G]]$ and $\left[G^{\prime}, G\right]=[G, G, G]$. Two sequences of these higher commutator subgroups have been found to be particularly useful. The derived series of $G$ is obtained by taking successive derived subgroups. Thus we have $G^{(0)}=G, G^{(1)}=G^{\prime}, G^{(2)}=\left(G^{\prime}\right)^{\prime}$, and, in general,

$$
G^{(i+1)}=\left(G^{(i)}\right)^{\prime}=\left[G^{(i)}, G^{(i)}\right] .
$$

The lower central series of $G$ is defined by taking successive commutator subgroups with $G$. Here $\gamma_{1}(G)=G, \gamma_{2}(G)=G^{\prime}=G^{(1)}$, and, in general,

$$
\gamma_{i+1}(G)=\left[\gamma_{i}(G), G\right]
$$

By Proposition 1.5, all of the terms in the derived series and the lower central series are normal in $G$. In addition, $G^{(0)} \supseteq G^{(1)} \supseteq G^{(2)} \supseteq \cdots$ and $\gamma_{1}(G) \supseteq \gamma_{2}(G) \supseteq \gamma_{3}(G) \supseteq \cdots$.

Proposition 1.8. Suppose that $f: G \rightarrow Q$ is a homomorphism of groups. Then $f(G)^{(i)}=f\left(G^{(i)}\right)$ and $\gamma_{i}(f(G))=f\left(\gamma_{i}(G)\right)$.

Proof. Induction and Proposition 1.3.

Proposition 1.9. If $H$ is a subgroup of $G$, then $H^{(i)} \subseteq G^{(i)}$ and $\gamma_{i}(H) \subseteq$ $\gamma_{i}(G)$.

Proof. Induction and Proposition 1.2.
Proposition 1.10. For all $i \geq 1$ and $j \geq 1,\left[\gamma_{i}(G), \gamma_{j}(G)\right] \subseteq \gamma_{i+j}(G)$.
Proof. For $j=1$ we have the definition of $\gamma_{i+1}(G)$. We proceed by induction on $j$. Since

$$
\left[\gamma_{i}(G), \gamma_{j}(G)\right]=\left[\gamma_{i}(G),\left[\gamma_{j-1}(G), G\right]\right]=\left[\gamma_{j-1}(G), G, \gamma_{i}(G)\right]
$$

by Proposition 1.7 it suffices to prove that $\left[G, \gamma_{i}(G), \gamma_{j-1}(G)\right]$ and $\left[\gamma_{i}(G)\right.$, $\left.\gamma_{j-1}(G), G\right]$ are contained in $\gamma_{i+j}(G)$. But $\left[G, \gamma_{i}(G), \gamma_{j-1}(G)\right]=\left[\gamma_{i+1}(G)\right.$, $\gamma_{j-1}(G)$ ] is contained in $\gamma_{i+j}(G)$ by induction. Also by induction, $\left[\gamma_{i}(G), \gamma_{j-1}(G)\right] \subseteq \gamma_{i+j-1}(G)$. Therefore

$$
\left[\gamma_{i}(G), \gamma_{j-1}(G), G\right] \subseteq\left[\gamma_{i+j-1}(G), G\right]=\gamma_{i+j}(G)
$$

Corollary 1.11. $G^{(i)} \subseteq \gamma_{2^{i}}(G)$ for $i \geq 0$.
Proof. For $i=0$ we have $G^{(0)}=G=\gamma_{1}(G)$. If $i>1$, then

$$
G^{(i)}=\left[G^{(i-1)}, G^{(i-1)}\right] \subseteq\left[\gamma_{2^{i-1}}(G), \gamma_{2^{i-1}}(G)\right] \subseteq \gamma_{2^{i-1}+2^{i-1}}(G)=\gamma_{2^{i}}(G)
$$

## Exercises

1.1. Suppose that $G$ is a group generated by a set $X$. Show that $G^{\prime}=\gamma_{2}(G)$ is the normal closure in $G$ of the set $\{[x, y] \mid x, y \in X\}$.
1.2. Generalize Exercise 1.1 by showing that $\gamma_{s}(G)$ is the normal closure in $G$ of the set $\left\{\left[x_{1}, \ldots, x_{s}\right] \mid x_{i} \in X, 1 \leq i \leq s\right\}$ for $s \geq 2$.
1.3. Let $F$ be the free group on $X=\{a, b\}, a \neq b$. Show that every commutator $\left[\left[x_{1}, x_{2}\right],\left[x_{3}, x_{4}\right]\right]$ with each $x_{i}$ in $X$ is trivial but that $F^{(2)}$ is not trivial.

### 9.2 Solvable and nilpotent groups

Let $G$ be a group. We say that $G$ is solvable if $G^{(i)}$ is trivial for some $i \geq 0$. If $G$ is solvable, then the smallest value of $i$ for which $G^{(i)}=1$ is called the derived length of $G$. Groups of order 1 have derived length 0 . Nontrivial abelian groups have derived length 1 . The derived length of $G$ is 2 if and only if $G^{\prime}$ is nontrivial and abelian. A group with derived length at most 2 is called metabelian.

Our group $G$ is nilpotent if some term in the lower central series is trivial. In this case, the smallest integer $c$ such that $\gamma_{c+1}(G)=1$ is called the nilpotency class, or simply the class, of $G$. Trivial groups have class 0 and nontrivial abelian groups have class 1.

Proposition 2.1. Subgroups and quotient groups of solvable groups are solvable. Subgroups and quotient groups of nilpotent groups are nilpotent.

Proof. Let $H$ and $N$ be subgroups of $G$ with $N$ normal. Suppose $G^{(i)}=1$. Then $H^{(i)}=1$ by Proposition 1.9 and $(G / N)^{(i)}=1$ by Proposition 1.8. Similarly, if $\gamma_{j}(G)=1$, then $\gamma_{j}(H)=1$ and $\gamma_{j}(G / N)=1$.

Proposition 2.2. The group $G / G^{(i)}$ is solvable with derived length at most i. The group $G / \gamma_{j}(G)$ is nilpotent of class at most $j-1$.

Proof. By Proposition 1.9, $\left(G / G^{(i)}\right)^{(i)}=G^{(i)} / G^{(i)}=1$. Similarly $\gamma_{j}\left(G / \gamma_{j}(G)\right)=\gamma_{j}(G) / \gamma_{j}(G)=1$.

Proposition 2.3. If $N$ is a normal subgroup of $G$ and both $N$ and $G / N$ are solvable, then $G$ is solvable.

Proof. Since $G / N$ is solvable, there is an integer $i$ such that $(G / N)^{(i)}=$ $\left(G^{(i)} N\right) / N=1$. This means that $G^{(i)} \subseteq N$. There is an integer $j$ such that $N^{(j)}=1$. Hence $G^{(i+j)}=\left(G^{(i)}\right)^{(j)} \subseteq N^{(j)}=1$.

At this point nilpotent groups differ from solvable groups. Proposition 2.3 is false if "nilpotent" is substituted for "solvable". Let $G$ be the symmetric group $\operatorname{Sym}(3)$, which has order 6 , and let $N$ be the alternating subgroup of $G$. Then $N$ is generated by the 3 -cycle $(1,2,3)$. Both $N$ and $G / N$ are abelian and hence nilpotent. Now $[(1,2,3),(1,2)]=(1,2,3)$. Therefore $N=G^{\prime}=[N, G]$. It follows easily that $N=\gamma_{i}(G)$ for all $i \geq 2$. Hence $G$ is not nilpotent.

Proposition 2.4. Nilpotent groups are solvable.

Proof. Suppose $\gamma_{j}(G)=1$. By Corollary 1.11, $G^{(i)}=1$ provided $2^{i} \geq j$.

The symmetric group of degree 3 is an example of a solvable group which is not nilpotent.

Example 2.1. Let $R$ be a commutative ring with $1 \neq 0$ and let $n$ be a positive integer. For $r \geq 1$ let $U_{n}^{(r)}(R)$ consist of those $n$-by- $n$ matrices $A$ over $R$ such that $A_{i j}=0$ if $j<i+r$. Thus $A$ is in $U_{n}^{(r)}(R)$ if and only if all entries on or below the main diagonal are 0 and all entries on the first $r-1$ diagonals above the main diagonal are also 0 . Thus an element of $U_{4}^{(2)}(R)$ has the
form

$$
\left[\begin{array}{cccc}
0 & 0 & * & * \\
0 & 0 & 0 & * \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

where $*$ denotes any element of $R$. If $r \geq n$, then $U_{n}^{(r)}(R)$ contains only the 0 matrix. Suppose that $A$ is in $U_{n}^{(r)}(R)$ and $B$ is in $U_{n}^{(s)}(R)$. A simple argument shows that $A B$ is in $U_{n}^{(r+s)}(R)$. In particular, $A^{n}=0$. Let $D_{n}^{(r)}(R)$ consist of all matrices $I+A$, where $I$ is the $n$-by- $n$ identity matrix and $A$ is in $U_{n}^{(r)}(R)$. Since

$$
(I+A)(I+B)=I+A+B+A B
$$

and

$$
(I+A)^{-1}=I-A+A^{2}-\cdots+(-A)^{n-1}
$$

the sets $D_{n}^{(r)}(R)$ are subgroups of $\mathrm{GL}(n, R)$. If $A$ is in $U_{n}^{(r)}(R)$ and $B$ is in $U_{n}^{(s)}(R)$, then the commutator $[I+A, I+B]$ is

$$
\left(I-A+\cdots+(-A)^{n-1}\right)\left(I-B+\cdots+(-B)^{n-1}\right)(I+A)(I+B)
$$

Direct computation shows that this matrix has the form $I+C$, where $C$ is in $U_{n}^{(r+s)}$. Thus $\left[D_{n}^{(r)}(R), D_{n}^{(s)}(R)\right]$ is contained in $D_{n}^{(r+s)}(R)$. Therefore, if $D=D_{n}^{(1)}(R)$, then $\gamma_{r}(D) \subseteq D_{n}^{(r)}(R)$. In particular, $\gamma_{n}(D)$ is trivial, so $D$ is nilpotent of class at most $n-1$.

The quotients of the derived series of a group $G$ are the groups $G^{(i)} / G^{(i+1)}$, $i=0,1, \ldots$. They are all abelian groups. The quotients of the lower central series of $G$ are the groups $\gamma_{i}(G) / \gamma_{i+1}(G), i=1,2, \ldots$ These groups are also abelian. In fact $\gamma_{i}(G) / \gamma_{i+1}(G)$ is in the center of $G / \gamma_{i+1}(G)$.

If $G$ is finitely generated, then $G / G^{\prime}=G / \gamma_{2}(G)$ is finitely generated. However, the remaining quotients in the derived series may not be finitely generated, as the following example illustrates.

Example 2.2. Let $x$ be the permutation of the integers which maps $i$ to $i+2$ for all $i$. Thus $x$ has "cycles" $(\ldots,-3,-1,1,3,5, \ldots)(\ldots,-4,-2,0,2,4, \ldots)$. Let $y=(0,1)$ and let $G$ be the group of permutations of the integers generated by $x$ and $y$. The conjugates of $y$ by powers of $x$ are the 2 -cycles $y_{i}=(2 i, 2 i+1), i=0, \pm 1, \ldots$ The subgroup $N$ generated by the $y_{i}$ is abelian and normal in $G$. The commutator $[y, x]$ is $z=(0,1)(2,3)$. The conjugates
of $z$ by powers of $x$ are the elements $z_{i}=(2 i, 2 i+1)(2 i+2,2 i+3)=y_{i} y_{i+1}$. The subgroup $M$ generated by the $z_{i}$ is normal. By Exercise $1.1, M=G^{\prime}$. Each element of $M$ moves at most a finite number of integers. Therefore any finitely generated subgroup of $M$ moves only finitely many integers. However, $M$ moves all the integers, so $M$ is not finitely generated. Since $N$ is abelian, so is $M$. Therefore $G^{\prime \prime}=1$ and $G^{\prime} / G^{\prime \prime}$ is not finitely generated.

Again we have a difference between solvable and nilpotent groups.

Proposition 2.5. If $G$ is generated modulo $G^{\prime}$ by $x_{1}, \ldots, x_{n}$, then $\gamma_{2}(G) / \gamma_{3}(G)$ is generated by the images of $\left[x_{j}, x_{i}\right]$ with $1 \leq i<j \leq n$.

Proof. We may work in $G / \gamma_{3}(G)$ and so we may assume $\gamma_{3}(G)=1$. Thus elements of $G^{\prime}$ are in the center of $G$. By Proposition 1.6, $[x y, z]=[x, z][y, z]$ and $[x, y z]=[x, y][x, z]$. By induction one concludes that

$$
\left[y_{1} \ldots y_{s}, z_{1} \ldots z_{t}\right]=\prod_{i, j}\left[y_{i}, z_{j}\right]
$$

Now $1=\left[x x^{-1}, y\right]=[x, y]\left[x^{-1}, y\right]$, so $\left[x^{-1}, y\right]=[x, y]^{-1}$. Similarly, $\left[x, y^{-1}\right]=$ $[x, y]^{-1}$ and $\left[x^{-1}, y^{-1}\right]=[x, y]$. It follows that the commutator of any two elements of $H=\operatorname{Grp}\left\langle x_{1}, \ldots, x_{n}\right\rangle$ is in the subgroup generated by the commutators $\left[x_{j}, x_{i}\right]$. Since $\left[x_{i}, x_{i}\right]=1$ and $\left[x_{i}, x_{j}\right]=\left[x_{j}, x_{i}\right]^{-1}$, we may assume that $i<j$. By assumption, any element of $G$ can be written as $u z$, where $u$ is in $H$ and $z$ is in $G^{\prime}$. If $v$ is also in $H$ and $w$ is in $G^{\prime}$, then $[u z, v w]=[u, v]$. Therefore $G^{\prime}=H^{\prime}$.

Proposition 2.6. Suppose $G$ is a group generated modulo $G^{\prime}$ by a set $X$ and $Y$ is a subset of $\gamma_{i}(G), i \geq 2$, whose image in $\gamma_{i}(G) / \gamma_{i+1}(G)$ generates that group. Then $\gamma_{i+1}(G) / \gamma_{i+2}(G)$ is generated by the image of $Z=\{[y, x] \mid y \in Y, x \in X\}$.

Proof. We may assume that $\gamma_{i+2}(G)=1$. All of the elements of $Z$ are in $\gamma_{i+1}(G)$. If $u$ is in $\gamma_{i}(G)$ and $v$ and $w$ are in $G$, then by Proposition 1.6, $[u, v w]=[u, w][u, v][u, v, w]$. But $[u, v, w]$ is in $\gamma_{i+2}(G)$ and hence $[u, v, w]$ is trivial. Also $[[u, w],[u, v]]$ is in $\gamma_{2 i+2}(G)$ and so is trivial. Therefore $[u, v w]=$ $[u, v][u, w]$. If $w$ is in $G^{\prime}$, then $[u, w]$ is in $\gamma_{i+2}(G)$ and so $[u, v w]=[u, v]$. By a similar argument one shows that $[u v, w]=[u, w][v, w]$ whenever $u$ and $v$ are in $\gamma_{i}(G)$ and $w$ is in $G$. If $v$ is in $\gamma_{i+1}(G)$, then $[u v, w]=[u, w]$. In addition $\left[u^{-1}, v\right]=[u, v]^{-1}=\left[u, v^{-1}\right]$ if $u$ is in $\gamma_{i}(G)$ and $v$ is in $G$. By an argument similar to the one in the proof of Proposition 2.5, $\gamma_{i+1}(G)$ is generated by the commutators $[u, v]$, where $u$ ranges over a set of generators of $\gamma_{i}(G)$ modulo $\gamma_{i+1}(G)$ and $v$ ranges over a set of generators of $G$ modulo $G^{\prime}$.

Corollary 2.7. If a group $G$ is generated by $n$ elements and $i \geq 2$, then $\gamma_{i}(G) / \gamma_{i+1}(G)$ is generated by $(n-1) n^{i-1} / 2$ elements.

Proof. The case $i=2$ follows from Proposition 2.5. Now induction on $i$ and Proposition 2.6 complete the proof.

The bound in Corollary 2.7 can be improved somewhat. See Section 9.9.
Proposition 2.8. If $N$ is a subgroup of the center of $G$ and $G / N$ is nilpotent, then $G$ is nilpotent.

Proof. By assumption, $\gamma_{i}(G)$ is contained in $N$ for some $i$. Since $N$ is central, $[N, G]=1$. But $\gamma_{i+1}(G)=\left[\gamma_{i}(G), G\right]$ is contained in $[N, G]=1$, so $\gamma_{i+1}(G)=1$.

## Exercises

2.1. Suppose that $G$ is a finitely generated nilpotent group. Prove that all of the terms in the lower central series of $G$ are finitely generated.
2.2. Let $G$ be a nilpotent group and let $X$ be a subset of $G$ whose image in $G / G^{\prime}$ generates $G / G^{\prime}$. Show that $X$ generates $G$.
2.3. Let $D_{n}^{(r)}(R)$ be as in Example 2.1. Show that $\left[D_{n}^{(r)}(R), D_{n}^{(s)}(R)\right]=D_{n}^{(r+s)}(R)$.

### 9.3 Polycyclic groups

The class of polycyclic groups contains the class of finitely generated nilpotent groups and is contained in the class of finitely generated solvable groups. Polycyclic groups have finite presentations of a form which makes many types of computations practical.

Let $G$ be a group. A polycyclic series of length $n$ for $G$ is a sequence of subgroups

$$
G=G_{1} \supseteq G_{2} \supseteq \cdots \supseteq G_{n} \supseteq G_{n+1}=1
$$

such that for $1 \leq i \leq n$ the subgroup $G_{i+1}$ is normal in $G_{i}$ and $G_{i} / G_{i+1}$ is cyclic. Note that we do not require that each $G_{i}$ be normal in $G$. A group is polycyclic if it has a polycyclic series.

Proposition 3.1. Polycyclic groups are solvable.
Proof. Let $G=G_{1} \supseteq G_{2} \supseteq \cdots \supseteq G_{n} \supseteq G_{n+1}=1$ be a polycyclic series for a group $G$. We proceed by induction on $n$. If $n=0$, then $G$ is trivial and hence solvable. Assume that $n>0$. Then $G_{2}$ is normal in $G$ and $G / G_{2}$ is cyclic and therefore solvable. The sequence $G_{2} \supseteq \cdots \supseteq G_{n} \supseteq G_{n+1}=1$ is a polycyclic series for $G_{2}$ of length $n-1$. By induction, $G_{2}$ is solvable. Thus $G$ is solvable by Proposition 2.3.

Proposition 3.2. Finitely generated abelian groups are polycyclic.
Proof. Let $G$ be an abelian group generated by $a_{1}, \ldots, a_{n}$. Set $G_{i}=$ $\operatorname{Grp}\left\langle a_{i}, \ldots, a_{n}\right\rangle, 1 \leq i \leq n+1$. Then $G_{i+1}$ is contained in $G_{i}$ and $G_{i+1}$ is normal in $G$, so $G_{i+1}$ is certainly normal in $G_{i}$. The quotient $G_{i} / G_{i+1}$ is generated by the coset $a_{i} G_{i+1}$. Therefore $G_{i} / G_{i+1}$ is cyclic and the $G_{i}$ form a polycyclic series for $G$.

Proposition 3.3. If $N$ is a normal subgroup of a group $G$ and both $N$ and $G / N$ are polycyclic, then $G$ is polycyclic.

Proof. A subgroup of $G / N$ has the form $H / N$, where $H$ is a subgroup of $G$ containing $N$. If $K$ is another subgroup of $G$ containing $N$, then $K / N \subseteq H / N$ if and only if $K \subseteq H$, and $K / N$ is normal in $H / N$ if and only if $K$ is normal in $H$. In this case, $(H / N) /(K / N)$ is isomorphic to $H / K$. Thus we can pull back a polycyclic series of $G / N$ to a sequence of subgroups of $G$ from $G$ to $N$ such that each subgroup is normal in the preceding one and the quotients are cyclic. Following this by a polycyclic series for $N$, we get a polycyclic series for $G$.

Proposition 3.4. Finitely generated nilpotent groups are polycyclic.
Proof. Let $G$ be a finitely generated nilpotent group of class $c$. If $c \leq 1$, then $G$ is abelian, and hence $G$ is polycyclic by Proposition 3.2. Assume that $c>1$. The last nontrivial term in the lower central series of $G$ is $\gamma_{c}(G)$. By Proposition 1.10 and Corollary 2.7, $\gamma_{c}(G)$ is abelian and finitely generated. Therefore $\gamma_{c}(G)$ is polycyclic. The quotient $G / \gamma_{c}(G)$ is nilpotent of class $c-1$. By induction on $c, G / \gamma_{c}(G)$ is polycyclic. Thus $G$ is polycyclic by Proposition 3.3.

Proposition 3.5. If $G$ is a group with a polycyclic series of length $n$, then $G$ can be generated by $n$ elements.

Proof. Let $G=G_{1} \supseteq \cdots \supseteq G_{n+1}=1$ be a polycyclic series. For $1 \leq i \leq n$, let $a_{i}$ be an element of $G_{i}$ such that $a_{i} G_{i+1}$ generates $G_{i} / G_{i+1}$. Then every coset of $G_{i+1}$ in $G_{i}$ contains a power of $a_{i}$. Thus if $g$ is in $G$, then $g=a_{1}^{\alpha_{1}} g_{2}$, where $g_{2}$ is in $G_{2}$. But $g_{2}=a_{2}^{\alpha_{2}} g_{3}$, where $g_{3}$ is in $G_{3}$. Therefore $g=a_{1}^{\alpha_{1}} a_{2}^{\alpha_{2}} g_{3}$. Continuing in this manner, we find that $g=a_{1}^{\alpha_{1}} \ldots a_{n}^{\alpha_{n}} g_{n+1}$, where $g_{n+1}$ is in $G_{n+1}$. But $G_{n+1}=1$, so $g=a_{1}^{\alpha_{1}} \ldots a_{n}^{\alpha_{n}}$. Hence $G$ is generated by $a_{1}, \ldots, a_{n}$.

Proposition 3.6. Quotient groups of polycyclic groups are polycyclic.
Proof. Let $G=G_{1} \supseteq \cdots \supseteq G_{n+1}=1$ be a polycyclic series for a group $G$ and let $N$ be a normal subgroup of $G$. For $1 \leq i \leq n+1$, the product $G_{i} N$
is a subgroup of $G$ and $G_{i+1} N$ is normal in $G_{i} N$ if $i \leq n$. Also

$$
G_{i} N / G_{i+1} N \cong G_{i} / G_{i+1}\left(G_{i} \cap N\right) \cong\left(G_{i} / G_{i+1}\right) /\left(G_{i+1}\left(G_{i} \cap N\right) / G_{i+1}\right)
$$

is a quotient of the cyclic group $G_{i} / G_{i+1}$. Thus $G_{i} N / G_{i+1} N$ is cyclic.
Define $H_{i}$ to be $G_{i} N / N$. Then $G / N=H_{1} \supseteq \cdots \supseteq H_{n+1}=N / N=1$. Moreover, $H_{i+1}$ is normal in $H_{i}$ and $H_{i} / H_{i+1} \cong G_{i} N / G_{i+1} N$ is cyclic. Therefore $G / N$ is polycyclic.

Proposition 3.7. Subgroups of polycyclic groups are polycyclic.
Proof. Let $G=G_{1} \supseteq \cdots \supseteq G_{n+1}=1$ be a polycyclic series for $G$ and let $H$ be a subgroup of $G$. Set $H_{i}=G_{i} \cap H$. It is easy to check that $H_{i+1}$ is a normal subgroup of $H_{i}$. By the second isomorphism theorem,

$$
H_{i} / H_{i+1} \cong H_{i} /\left(H_{i} \cap G_{i+1}\right) \cong\left(H_{i} G_{i+1}\right) / G_{i+1}
$$

which is a subgroup of the cyclic group $G_{i} / G_{i+1}$. Therefore $H_{1} \supseteq \cdots \supseteq$ $H_{n+1}=1$ is a polycyclic series for $H$.

Corollary 3.8. If $G$ has a polycyclic series of length $n$, then every subgroup of $G$ can be generated by $n$ or fewer elements.

Proof. The proof of Proposition 3.7 showed that every subgroup of $G$ has a polycyclic series of length $n$. Thus Proposition 3.5 applies.

The following characterization of polycyclic groups is one of the main reasons that extensive computation in polycyclic groups is possible.

Proposition 3.9. A group is polycyclic if and only if it is solvable and all subgroups are finitely generated.

Proof. Let $G$ be a group. We have already shown that $G$ polycyclic implies that $G$ is solvable and that subgroups are finitely generated. Now suppose that $G$ is solvable and all subgroups of $G$ are finitely generated. Let $G$ have derived length $k$. If $k \leq 1$, then $G$ is abelian and finitely generated. Therefore $G$ is polycyclic by Proposition 3.2. Suppose $k>1$. Then $G^{(k-1)}$ is a finitely generated abelian normal subgroup of $G$ and $G / G^{(k-1)}$ has derived length $k-1$. Subgroups of $G / G^{(k-1)}$ are images of subgroups of $G$ and hence are finitely generated. By induction on $k, G / G^{(k-1)}$ is polycyclic. Therefore $G$ is polycyclic by Proposition 3.3.

Example 3.1. Let $D$ be the group $D_{4}^{(1)}(\mathbb{Z})$ defined in Example 2.1. Thus $D$ is the subgroup of $\mathrm{GL}(4, \mathbb{Z})$ consisting of all matrices

$$
A=\left[\begin{array}{cccc}
1 & x_{1} & x_{4} & x_{6} \\
0 & 1 & x_{2} & x_{5} \\
0 & 0 & 1 & x_{3} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

where the $x_{i}$ are integers. If

$$
B=\left[\begin{array}{cccc}
1 & y_{1} & y_{4} & y_{6} \\
0 & 1 & y_{2} & y_{5} \\
0 & 0 & 1 & y_{3} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

is another element of $D$, then $A B$ has the form

$$
\left[\begin{array}{cccc}
1 & x_{1}+y_{1} & * & * \\
0 & 1 & x_{2}+y_{2} & * \\
0 & 0 & 1 & x_{3}+y_{3} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Thus the map from $D$ to $\mathbb{Z}^{3}$ taking $A$ to $\left(x_{1}, x_{2}, x_{3}\right)$ is a surjective homomorphism with kernel $D_{4}^{(2)}(\mathbb{Z})$. Similarly, if $A$ is in $D_{4}^{(2)}(\mathbb{Z})$, then mapping $A$ to $\left(x_{4}, x_{5}\right)$ defines a homomorphism of $D_{4}^{(2)}(\mathbb{Z})$ onto $\mathbb{Z}^{2}$ with kernel $D_{4}^{(3)}(\mathbb{Z})$. Finally, $D_{4}^{(3)}(\mathbb{Z})$ is generated by

$$
\left[\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

and hence is cyclic. By Proposition 3.3, $D_{4}^{(2)}(\mathbb{Z})$ is polycyclic. Using the same proposition again, we see that $D$ is polycyclic. If $E_{i}$ consists of the matrices $A$ given earlier with $x_{1}=\cdots=x_{i-1}=0$, then $D=E_{1} \supset E_{2} \supset \cdots \supset$ $E_{7}=1$ is a polycyclic series for $D$.

A group $G$ is hopfian if whenever $f: G \rightarrow G$ is a surjective homomorphism, then $f$ is an isomorphism. This is equivalent to saying that if $N$ is a normal subgroup of $G$ such that $G / N$ is isomorphic to $G$, then $N=1$.

Proposition 3.10. If $G$ is a group which satisfies the ascending chain condition on subgroups, then $G$ is hopfian.

Proof. Let $f: G \rightarrow G$ be a surjective homomorphism such that the kernel $N$ of $f$ is nontrivial. For $i \geq 1$, the $i$-fold composition $f^{i}$ of $f$ with itself is a homomorphism of $G$ onto itself. Set $N_{i}$ equal to the kernel of $f^{i}$. Then $N_{i}$ is the inverse image of 1 under $f^{i}$ and $N_{i+1}$ is the inverse image of $N$ under $f^{i}$. Since $N$ is nontrivial and $f^{i}$ is surjective, $N_{i+1}$ properly contains $N_{i}$. Therefore $N_{1} \subset N_{2} \subset \ldots$ is a strictly increasing, infinite sequence of subgroups of $G$. This is impossible by the ascending chain condition. Therefore $G$ is hopfian.

Corollary 3.11. Polycyclic groups are hopfian.
Proof. By Corollary 3.8, subgroups of polycyclic groups are finitely generated, so the ascending chain condition holds.

Proposition 3.12. Suppose that $H$ and $K$ are subgroups of a polycyclic group $G$. If $H \subseteq K$ and $H$ is conjugate to $K$ in $G$, then $H=K$.

Proof. Suppose that $H \subset K=H^{g}$, where $g$ is in $G$. Conjugating repeatedly by $g$, we see that the sequence $H \subset H^{g} \subset H^{g^{2}} \subset \cdots$ is strictly increasing. This cannot happen in a polycyclic group. Thus $H=K$.

Let $G$ be a polycyclic group. Not all polycyclic series for $G$ have the same length. However, the number of infinite quotients in a polycyclic series is the same for all series. This number is called the Hirsch number of $G$. It is possible to choose the polycyclic series so that all the infinite factors come after the finite factors. See Proposition 2 in Chapter 1 of [Segal 1983].

## Exercises

3.1. Show that the order of a finite subgroup of a polycyclic group $G$ divides the product of the orders of the finite quotients in any polycyclic series for $G$.
3.2. Generalize the discussion in Example 3.1 to $D_{n}^{(1)}(\mathbb{Z})$ for any $n>1$.

### 9.4 Polycyclic presentations

Let $G=G_{1} \supseteq \cdots \supseteq G_{n+1}=1$ be a polycyclic series for a group $G$. For $1 \leq i \leq n$, let $a_{i}$ be an element of $G_{i}$ whose image in $G_{i} / G_{i+1}$ generates that group. The sequence $a_{1}, \ldots, a_{n}$ will be called a polycyclic generating sequence for $G$. Note that the order is important. (For finite solvable groups, the term $A G$-system was introduced in (Jürgensen 1970).) By the
proof of Proposition 3.5, $G_{i}=\operatorname{Grp}\left\langle a_{i}, \ldots, a_{n}\right\rangle$ and every element $g$ of $G_{i}$ can be expressed in the form $a_{i}^{\alpha_{i}} \ldots a_{n}^{\alpha_{n}}$, where the exponents $\alpha_{j}$ are integers. Let $I=I\left(a_{1}, \ldots, a_{n}\right)$ denote the set of subscripts $i$ such that $G_{i} / G_{i+1}$ is finite, and let $m_{i}=\left|G_{i}: G_{i+1}\right|$, the order of $a_{i}$ relative to $G_{i+1}$, if $i$ is in $I$. We shall normally assume that the generating sequence is not redundant in the sense that no $a_{i}$ is in $G_{i+1}$. Thus $m_{i}>1$ for each $i$ in $I$. We shall say that the expression for $g$ is a collected word if $0 \leq \alpha_{j}<m_{j}$ for $j$ in $I$. Each element of $G$ can be described by a unique collected word in the generators $a_{1}, \ldots, a_{n}$. If $a_{1}^{\alpha_{1}} \ldots a_{n}^{\alpha_{n}}$ is the collected word representing a nontrivial element $g$ of $G$ and $\alpha_{i}$ is the first nonzero exponent, then $a_{i}^{\alpha_{i}}$ and $\alpha_{i}$ will be called the leading term and the leading exponent of $g$, respectively.

Suppose $i$ is in $I$. Then $a_{i}^{m_{i}}$ is in $G_{i+1}$ and can be expressed as a collected word in the generators $a_{i+1}, \ldots, a_{n}$. The collected word representing $a_{i}^{-1}$ has the form $a_{i}^{m_{i}-1} u$, where $u$ is in $G_{i+1}$. Thus $a_{i}^{-1}$ can be eliminated from any word representing an element of $G$. Now suppose that $1 \leq i<j \leq n$. Then $a_{j}$ is in $G_{i+1}$, which is normal in $G_{i}$. Thus the conjugate $a_{i}^{-1} a_{j} a_{i}$ is in $G_{i+1}$, so $a_{j} a_{i}$ can be expressed as the product of $a_{i}$ and a collected word involving $a_{i+1}, \ldots, a_{n}$. Similarly, $a_{j}^{-1} a_{i}$ can be expressed in this form as well, although this is necessary only if $j$ is not in $I$. Thus there are unique relations

$$
\begin{align*}
a_{j} a_{i} & =a_{i} a_{i+1}^{\alpha_{i j i+1}} \ldots a_{n}^{\alpha_{i j n}}, \quad j>i, \\
a_{j}^{-1} a_{i} & =a_{i} a_{i+1}^{\beta_{i j+1}} \ldots a_{n}^{\beta_{i j n}}, \quad j>i, j \notin I, \\
a_{j} a_{i}^{-1} & =a_{i}^{-1} a_{i+1}^{\gamma_{i j i+1}} \ldots a_{n}^{\gamma_{i j n}}, \quad j>i, i \notin I,  \tag{*}\\
a_{j}^{-1} a_{i}^{-1} & =a_{i}^{-1} a_{i+1}^{\delta_{i j+1}} \ldots a_{n}^{\delta_{i j n}}, \quad j>i, i, j \notin I, \\
a_{i}^{m_{i}} & =a_{i+1}^{\mu_{i+1}} \ldots a_{n}^{\mu_{i n}}, \quad i \in I, \\
a_{i}^{-1} & =a_{i}^{m_{i}-1} a_{i+1}^{\nu_{i+1}} \ldots a_{n}^{\nu_{i n}}, \quad i \in I,
\end{align*}
$$

where the right sides are collected words. The relations (*) constitute a group presentation for $G$, the standard polycyclic presentation relative to $a_{1}, \ldots, a_{n}$. If $i$ is in $I$, then $a_{i}^{-1}$ occurs only in one relation, the one giving the collected form of $a_{i}^{-1}$. We can get a monoid presentation for $G$ in terms of the $a_{i}$ and the $a_{i}^{-1}$ with $i$ not in $I$ by adding the relations $a_{i} a_{i}^{-1}=a_{i}^{-1} a_{i}=1$ for $i$ not in $I$ and deleting the relation with left side $a_{i}^{-1}$ if $i$ is in $I$. The result will be called the standard monoid polycyclic presentation. However, keeping all of the $a_{i}^{-1}$ is often useful since it facilitates the computation of inverses of elements in $G$.

Let $X=\left\{a_{1}, \ldots, a_{n}\right\}$. Interpreted as pairs of words in $X^{ \pm *}$, the relations (*) are rewriting rules with respect to the basic wreath-product ordering with $a_{n} \prec a_{n}^{-1} \prec \cdots \prec a_{1} \prec a_{i}^{-1}$. Let $\mathcal{R}$ be the set of these rules, together with the monoid rules $a_{i} a_{i}^{-1} \rightarrow \varepsilon$ and $a_{i}^{-1} a_{i} \rightarrow \varepsilon$ with $i$ not in I. Using
$\mathcal{R}$, we can rewrite any word in $X^{ \pm *}$ into collected form. Since collected forms are unique, the rewriting system is confluent. Since a finite, confluent rewriting system exists, if we start with any monoid presentation for $G$ on the monoid generators in $X^{ \pm}$, then, using the ordering $\prec$, the Knuth-Bendix procedure for strings will construct $\mathcal{R}$, which will be called the standard polycyclic rewriting system for $G$ relative to the polycyclic generating sequence $a_{1}, \ldots, a_{n}$.

Any group presentation of the form (*) defines a polycyclic group $G$. However, the order of $G_{i} / G_{i+1}$ may be finite even if $i$ is not in $I$, and the order of $G_{i} / G_{i+1}$ may be less than $m_{i}$ when $i$ is in $I$. If a presentation $(*)$ is the standard polycyclic presentation for the group it defines, then the presentation is said to be consistent. In this context, "consistent" and "confluent" are essentially synonyms.

Example 4.1. Let $D$ be the group $D_{4}^{(1)}(\mathbb{Z})$ studied in Example 3.1. Define $a_{1}, \ldots, a_{6}$ as follows:

$$
\begin{gathered}
a_{1}=\left[\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \quad a_{2}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \quad a_{3}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right], \\
a_{4}=\left[\begin{array}{llll}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], a_{5}\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \quad a_{6}\left[\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
\end{gathered}
$$

It is easy to check that $a_{1}, \ldots, a_{6}$ is a polycyclic generating sequence for $D$. The set $I$ is empty.

Given an element of $D$, it is not difficult to determine the collected word $a_{1}^{\alpha_{1}} \ldots a_{6}^{\alpha_{6}}$ which represents the element. For example, let

$$
u=\left[\begin{array}{rrrr}
1 & 2 & 0 & -2 \\
0 & 1 & -1 & 3 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Then $\alpha_{1}, \alpha_{2}$, and $\alpha_{3}$ are the entries of $u$ just above the main diagonal. That is, $\alpha_{1}=2, \alpha_{2}=-1$, and $\alpha_{3}=1$. Multiplying $u$ on the left by $\left(a_{1}^{2} a_{2}^{-1} a_{3}\right)^{-1}$
gives

$$
\left[\begin{array}{rrrr}
1 & 0 & 2 & -8 \\
0 & 1 & 0 & 4 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] .
$$

The entries on the second diagonal above the main diagonal give $\alpha_{4}=2$ and $\alpha_{5}=4$. Multiplying on the left by $\left(a_{4}^{2} a_{5}^{4}\right)^{-1}$ yields

$$
\left[\begin{array}{rrrr}
1 & 0 & 0 & -8 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right],
$$

from which we see that $\alpha_{6}=-8$. Thus $u=a_{1}^{2} a_{2}^{-1} a_{3} a_{4}^{2} a_{5}^{4} a_{6}^{-8}$.
Using this technique, we can determine the standard polycyclic presentation for $D$ with respect to $a_{1}, \ldots, a_{6}$. It consists of 60 relations. In the following description, $\alpha$ and $\beta$ range independently over $\{1,-1\}$.

$$
\begin{aligned}
& a_{6}^{\alpha} a_{i}^{\beta}=a_{i}^{\beta} a_{6}^{\alpha}, \quad 1 \leq i \leq 5, \\
& a_{5}^{\alpha} a_{1}^{\beta}=a_{1}^{\beta} a_{5}^{\alpha} a_{6}^{-\alpha \beta}, \\
& a_{5}^{\alpha} a_{i}^{\beta}=a_{i}^{\beta} a_{5}^{\alpha}, \quad 2 \leq i \leq 4, \\
& a_{4}^{\alpha} a_{3}^{\beta}=a_{3}^{\beta} a_{4}^{\alpha} a_{6}^{\alpha \beta}, \\
& a_{4}^{\alpha} a_{i}^{\beta}=a_{i}^{\beta} a_{4}^{\alpha}, \quad 1 \leq i \leq 2, \\
& a_{3}^{\alpha} a_{2}^{\beta}=a_{2}^{\beta} a_{3}^{\alpha} a_{5}^{-\alpha \beta}, \\
& a_{3}^{\alpha} a_{1}^{\beta}=a_{1}^{\beta} a_{3}^{\alpha}, \\
& a_{2}^{\alpha} a_{1}^{\beta}=a_{1}^{\beta} a_{2}^{\alpha} a_{4}^{-\alpha \beta} .
\end{aligned}
$$

In order to recognize that $a_{1}, \ldots, a_{n}$ is a polycyclic generating sequence for a group $G$, we do not have to be given the entire standard polycyclic presentation for $G$. It would be nice to be able to define a general polycyclic presentation on generators $a_{1}, \ldots, a_{n}$ to be any presentation which makes it obvious that the group $G$ defined is polycyclic and that $a_{1}, \ldots, a_{n}$ is a polycyclic generating sequence for $G$. Unfortunately, "obvious" cannot be defined precisely, so we must resort to a somewhat more cumbersome definition, one which describes several cases where the group is obviously polycyclic. The reader should be aware that the terminology related to these presentations is not standard.

Let $a_{1}, \ldots, a_{n}$ be a sequence of generators and set $X_{i}=\left\{a_{i}, \ldots, a_{n}\right\}^{ \pm}$. A polycyclic presentation on $a_{1}, \ldots, a_{n}$ is a group presentation on these generators such that the following conditions hold:
(i) For $1 \leq i<j \leq n$ there is a relation $a_{j} a_{i}=a_{i} S_{i j}$, where $S_{i j}$ is in $X_{i+1}^{*}$.
(ii) One of the following holds:
(a) All of the words $S_{i j}$ in (i) have the form $a_{j} A_{i j}$, where $A_{i j}$ is in $X_{j+1}^{*}$.
(b) For $1 \leq i<n$, either there is a relation $a_{i}^{m_{i}}=W_{i}$, where $m_{i}>0$ and $W_{i}$ is in $X_{i+1}^{*}$, or for each $j$ with $i<j \leq n$ there is a relation $a_{j} a_{i}^{-1}=a_{i}^{-1} U_{i j}$, where $U_{i j}$ is in $X_{i+1}^{*}$.

A relation $a_{j} a_{i}=a_{i} S_{i j}, i \neq j$, will be called a commutation relation. It is trivial if $S_{i j}=a_{j}$. A relation $a_{i}^{m_{i}}=W_{i}$ will be called a power relation.

Condition (i) in the definition of a polycyclic presentation does not, by itself, imply that the group is polycyclic, as the following example shows.

Example 4.2. Let $G$ be the group generated by $a$ and $b$ subject to the single defining relation $b a=a b^{2}$. With respect to the basic wreath-product ordering of $\{a, b\}^{ \pm}$in which $b \prec b^{-1} \prec a \prec a^{-1}$ the group $G$ has the following confluent rewriting system:

$$
\begin{gathered}
a a^{-1} \rightarrow \varepsilon, \quad a^{-1} a \rightarrow \varepsilon, \quad b b^{-1} \rightarrow \varepsilon, \quad b^{-1} b \rightarrow \varepsilon, \\
b^{2} a^{-1} \rightarrow a^{-1} b, \quad b a \rightarrow a b^{2}, \quad b^{-1} a \rightarrow a b^{-2}, \quad b^{-1} a^{-1} \rightarrow b a^{-1} b^{-1} .
\end{gathered}
$$

The words $b^{i}$ and $a b a^{-1}$ are all irreducible with respect to this system. Thus $a b a^{-1}$ is not equal to a power of $b$, so $H=\operatorname{Grp}\langle b\rangle$ is not equal to $a H a^{-1}$. Since $\left(a b a^{-1}\right)^{2}=a b^{2} a^{-1}=b$, we have $H \subset a H a^{-1}$. By Proposition 3.12, $G$ is not polycyclic.

Proposition 4.1. Suppose that $G$ is a group defined by a polycyclic presentation on generators $a_{1}, \ldots, a_{n}$. Then $G$ is polycyclic and $a_{1}, \ldots, a_{n}$ is a polycyclic generating sequence for $G$.

Proof. If condition (iia) holds, then we can prove that $G$ is nilpotent. Clearly this is always the case if $n=1$. In general, taking $j=n$ in (iia), we see that $a_{n} a_{i}=a_{i} a_{n}$ for all $i$. Thus $N=\operatorname{Grp}\left\langle a_{n}\right\rangle$ is in the center of $G$ and hence $N$ is normal in $G$. A presentation for $G / N$ is obtained by setting $a_{n}$ equal to 1 in the relations for $G$. This presentation also satisfies conditions (i) and (iia). Therefore, by induction on $n, G / N$ is nilpotent, and $G$ is nilpotent by Proposition 2.8. By Proposition $3.4, G$ is polycyclic.

Now suppose that condition (iib) holds. For $1 \leq i \leq n$, let $G_{i}$ be the subgroup of $G$ generated by $a_{i}, \ldots, a_{n}$. We must show that $G_{i+1}$ is normal
in $G_{i}, 1 \leq i<n$. It suffices to prove that $a_{i}^{-1} G_{i+1} a_{i}=G_{i+1}$. By condition (i), $a_{i}^{-1} G_{i+1} a_{i} \subseteq G_{i+1}$. If $a_{i}^{m_{i}}$ is in $G_{i+1}$ for some positive integer $m_{i}$, then

$$
G_{i+1} \supseteq a_{i}^{-1} G_{i+1} a_{i} \supseteq a_{i}^{-2} G_{i+1} a_{i}^{2} \supseteq \cdots \supseteq a_{i}^{-m_{i}} G_{i+1} a_{i}^{m_{i}}=G_{i+1} .
$$

Thus $G_{i+1}=a_{i}^{-1} G_{i+1} a_{i}$.
If there is no relation $a_{i}^{m_{i}}=W_{i}$ with $W_{i}$ in $X_{i+1}^{*}$, then condition (iib) says that $a_{i} G_{i+1} a_{i}^{-1} \subseteq G_{i+1}$, or $G_{i+1} \subseteq a_{i}^{-1} G_{i+1} a_{i}$. Thus $G_{i+1}=a_{i}^{-1} G_{i+1} a_{i}$ in this case too.

By pushing the analysis in the proof of Proposition 4.1 a little further, one can show that the exponents $\beta_{i j k}, \delta_{i j k}$, and $\nu_{i j k}$ in (*) are determined by the $\alpha_{i j k}, \gamma_{i j k}$, and $\mu_{i k}$. See Exercise 4.2. If $(*)$ is consistent, then the $\gamma_{i j k}$ are actually determined by the $\alpha_{i j k}$ and $\mu_{i k}$. See Proposition 8.2. Given a polycyclic presentation for a group, the corresponding standard polycyclic presentation can be obtained using the Knuth-Bendix procedure for strings. It can also be constructed using more specialized techniques. (See Section 9.8.)

Example 4.3. The presentation

$$
a_{2} a_{1}=a_{1} a_{2}^{3}, \quad a_{2}^{-1} a_{1}=a_{1} a_{2}^{-3}, \quad a_{2} a_{1}^{-1}=a_{1}^{-1} a_{2}^{4}, \quad a_{2}^{-1} a_{1}^{-1}=a_{1}^{-1} a_{2}^{-4}
$$

has the form (*) with $I=\emptyset$. As in the Knuth-Bendix procedure, we can rewrite the overlap $a_{2} a_{1} a_{1}^{-1}$ in two ways:

$$
a_{2} \underline{a_{1} a_{1}^{-1}}=a_{2}
$$

and

$$
\underline{a_{2} a_{1}} a_{1}^{-1}=a_{1} a_{2}^{3} a_{1}^{-1}=a_{1} a_{2}^{2} a_{1}^{-1} a_{2}^{4}=a_{1} a_{2} a_{1}^{-1} a_{2}^{8}=a_{1} a_{1}^{-1} a_{2}^{12}=a_{2}^{12}
$$

Thus $a_{2}=a_{2}^{12}$. Since we are in a group, this implies that $a_{2}^{11}=1$. If this relation and $a_{2}^{-1}=a_{2}^{10}$ are added, the resulting presentation is consistent.

A polycyclic presentation for which condition (iia) holds will be called a nilpotent presentation. A presentation

$$
\begin{align*}
a_{i}^{m_{i}} & =W_{i}, \quad 1 \leq i \leq n \\
a_{j} a_{i} & =a_{i} S_{i j}, \quad 1 \leq i<j \leq n \tag{**}
\end{align*}
$$

where the words $W_{i}$ and $S_{i j}$ are in $\left\{a_{i+1}, \ldots, a_{n}\right\}^{*}$, is called a powerconjugate presentation and defines a finite solvable group $G$ with order dividing $m_{1} \ldots m_{m}$. The presentation ( $* *$ ) is actually a monoid presentation
for $G$. It is also a rewriting system with respect to the basic wreath-product ordering with $a_{n} \prec \cdots \prec a_{1}$. Nilpotent power-conjugate presentations are sometimes called power-commutator presentations, although this term is often reserved for the prime-exponent case, in which all of the exponents $m_{i}$ are equal to a fixed prime.

The abbreviation "pc-presentation" is frequently used. However, "pc" could reasonably stand for "polycyclic", "power-conjugate", or "powercommutator". To avoid confusion, the abbreviation "pc" will not be used in this book.

Example 4.4. The following consistent power-conjugate presentation on generators $a, b, c, d, e, f, g$ is a modification of one in (Felsch 1976):

$$
\begin{gathered}
g^{2}=1, \\
f^{4}=1, \quad g f=f g \\
e^{2}=1, \quad g e=e f^{2} g, \quad f e=e f^{3}, \\
d^{6}=f^{2}, \quad g d=d e f^{3}, \quad f d=d e f^{2} g, \quad e d=d f^{2} g \\
c^{3}=1, \quad g c=c d^{3} f^{2} g, \quad f c=c f, \quad e c=c e d^{3}, \quad d c=c d^{4} f^{3} g \\
b^{2}=1, \quad g b=b g, \quad f b=b f^{3}, \quad e b=b e f^{3}, \quad d b=b d^{5} e f, \quad c b=b c^{2}, \\
a^{2}=1, \quad g a=a g, \quad f a=a f g, \quad e a=a d^{3} f, \quad d a=a c d^{3} e f^{2}, \\
c a=a d^{4} e f^{2} g, \quad b a=a b .
\end{gathered}
$$

The group defined has order $2 \cdot 4 \cdot 2 \cdot 6 \cdot 3 \cdot 2 \cdot 2=1152$.
In Section 9.9 and in Chapter 11 we shall be working with a class of nilpotent polycyclic presentations which have additional structure. A $\gamma$ weighted presentation for a group $G$ is a nilpotent polycyclic presentation $\mathcal{R}$ on generators $a_{1}, \ldots, a_{n}$ such that the following hold:
(a) Each $a_{i}$ has associated with it a positive integer weight $w_{i}$ such that $w_{1}=1$ and $w_{i} \leq w_{i+1}$ for $1 \leq i<n$.
(b) If there is a power relation $a_{i}^{m_{1}}=W_{i}$, then the generators occurring in $W_{i}$ all have weight at least $w_{i}+1$.
(c) For each commutation relation $a_{j} a_{i}=a_{i} a_{j} A_{i j}$, the generators occurring in $A_{i j}$ all have weight at least $w_{i}+w_{j}$.
(d) If $w_{k}=e>1$, then there are integers $i$ and $j$ with $w_{i}=1$ and $w_{j}=$ $e-1$ such that $A_{i j}=a_{k}$. One such pair is fixed, and the relation $a_{j} a_{i}=a_{i} a_{j} a_{k}$ is called the definition of $a_{k}$.

Suppose that $\mathcal{R}$ is a $\gamma$-weighted presentation for $G$ on $a_{1}, \ldots, a_{n}$. For $e \geq 1$, set $G(e)$ equal to the subgroup of $G$ generated by the $a_{i}$ with $w_{i} \geq e$.

By (c), $G(e)$ is normal in $G$ and $G(e-1) / G(e)$ is central in $G / G(e)$. Thus $\gamma_{e}(G) \subseteq G(e)$. Let $c=w_{n}$. Condition (d) implies that $G(c)=[G(c-1), G]$. Now $[G(c-2), G]$ contains $[G(c-1), G]$ and by (d) $G(c-1)$ is generated by $[G(c-2), G]$ modulo $G(c)$. Therefore $G(c-1)=[G(c-2), G]$. Continuing in this way, we find that $G(e+1)=[G(e), G], 1 \leq e<c$. Thus $\gamma_{e}(G)=G(e)$. Consistency is more easily checked for $\gamma$-weighted presentations than it is for general nilpotent presentations. (See Section 9.8.)

Example 4.5. Let us consider the nilpotent presentation on generators $a_{1}, \ldots, a_{7}$ with weights $w_{1}=w_{2}=w_{3}=1, w_{4}=w_{5}=2$, and $w_{6}=w_{7}=3$ in which $a_{j} a_{i}=a_{i} a_{j}$ when $w_{i}+w_{j}>3$ and

$$
\begin{gathered}
a_{2} a_{1}=a_{1} a_{2} a_{4}^{4} a_{5}^{2} a_{6}^{3}, \quad a_{3} a_{1}=a_{1} a_{3} a_{5}, \quad a_{3} a_{2}=a_{2} a_{3} a_{4}, \quad a_{4} a_{1}=a_{1} a_{4} a_{6} \\
a_{4} a_{2}=a_{2} a_{4} a_{6}^{3} a_{7}^{2}, \quad a_{4} a_{3}=a_{3} a_{4} a_{6}^{4}, \quad a_{5} a_{1}=a_{1} a_{5} a_{7}^{6} \\
a_{5} a_{2}=a_{2} a_{5} a_{7}, \quad a_{5} a_{3}=a_{3} a_{5} a_{6}^{-2} a_{7}^{4}
\end{gathered}
$$

This presentation is $\gamma$-weighted. The definitions of $a_{4}$ to $a_{7}$ are the relations

$$
a_{3} a_{2}=a_{2} a_{3} a_{4}, \quad a_{3} a_{1}=a_{1} a_{3} a_{5}, \quad a_{4} a_{1}=a_{1} a_{4} a_{6}, \quad a_{5} a_{2}=a_{2} a_{5} a_{7}
$$

respectively.
Rewriting with respect to a standard polycyclic rewriting system or a power-conjugate system is now called collection. The term "collection" was originally introduced in (P. Hall 1934) and referred there to computation in free nilpotent groups as discussed in Section 9.10. A great deal of effort has gone into devising efficient collection strategies. Suppose the generators are $a_{1}, \ldots, a_{n}$. Hall used a strategy in which all occurrences of $a_{1}$ are moved left to the beginning of the word. Next, all occurrences of $a_{2}$ are moved left until they are adjacent to the $a_{1}$ 's. Then the $a_{3}$ 's are moved left, and so on. This collection strategy is called collection to the left. It has properties which make it useful in the proofs of various formulas for the collected form of special words, but it is usually not efficient for computation. For some time, a consensus favored collection from the right, in which the left side of a rule occurring nearest the end of the word is selected for replacement. However, evidence in (Leedham-Green \& Soicher 1990) and (Vaughan-Lee 1990) suggests that in a substantial number of cases collection from the left is superior. In this strategy, the left side nearest the beginning of the word is chosen.

Example 4.6. Let us compare these three strategies as applied to collecting the word $a_{1} a_{2} a_{3} a_{4} a_{1} a_{2} a_{3} a_{4}$ using the rewriting system of Example 4.1. Collection to the left uses 22 applications of the rules:

$$
\begin{aligned}
& a_{1} a_{2} a_{3} \underline{a_{4} a_{1}} a_{2} a_{3} a_{4}=a_{1} a_{2} a_{3} a_{1} a_{4} a_{2} a_{3} a_{4} \\
&=a_{1} \underline{a_{2}} a_{1} a_{3} a_{4} a_{2} a_{3} a_{4} \\
&=a_{1} a_{1} a_{2} a_{4}^{-1} a_{3} a_{4} a_{2} a_{3} a_{4} \\
&=a_{1} a_{1} a_{2} a_{4}^{-1} \underline{a_{3} a_{2}} a_{4} a_{3} a_{4} \\
&=a_{1} a_{1} a_{2} \underline{a_{4}^{-1} a_{2} a_{3} a_{5}^{-1} a_{4} a_{3} a_{4}} \\
&=a_{1} a_{1} a_{2} a_{2} \underline{a_{4}^{-1}} a_{3} a_{5}^{-1} a_{4} a_{3} a_{4} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{4}^{-1} a_{6}^{-1} a_{5}^{-1} \underline{a_{4} a_{3}} a_{4} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{4}^{-1} a_{6}^{-1} \underline{a_{5}^{-1} a_{3} a_{4} a_{6} a_{4}} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{4}^{-1} \underline{a_{6}^{-1} a_{3} a_{5}^{-1} a_{4} a_{6} a_{4}} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{4}^{-1} a_{3} a_{6}^{-1} a_{5}^{-1} a_{4} a_{6} a_{4} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{4}^{-1} a_{6}^{-1} a_{6}^{-1} \underline{a_{5}^{-1} a_{4}} a_{6} a_{4} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{4}^{-1} a_{6}^{-1} \underline{a_{6}^{-1} a_{4} a_{5}^{-1} a_{6} a_{4}} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{4}^{-1} \underline{a_{6}^{-1} a_{4} a_{6}^{-1} a_{5}^{-1} a_{6} a_{4}} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} \underline{a_{4}^{-1} a_{4} a_{6}^{-1} a_{6}^{-1} a_{5}^{-1} a_{6} a_{4}} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{6}^{-1} a_{6}^{-1} a_{5}^{-1} a_{6} a_{4} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{6}^{-1} a_{6}^{-1} \underline{a_{5}^{-1} a_{4} a_{6}} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{6}^{-1} \underline{a_{6}^{-1} a_{4} a_{5}^{-1}} a_{6} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} \underline{a_{6}^{-1} a_{4} a_{6}^{-1} a_{5}^{-1} a_{6}} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{4} a_{6}^{-1} \underline{a_{6}^{-1} a_{5}^{-1} a_{6}} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{4} \underline{a_{6}^{-1} a_{5}^{-1} a_{6}^{-1} a_{6}} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{4} a_{5}^{-1} a_{6}^{-1} \underline{a_{6}^{-1} a_{6}} \\
&=a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{4} a_{5}^{-1} a_{6}^{-1} \\
& 0
\end{aligned}
$$

Collection from the right does not do any better:

$$
\begin{aligned}
a_{1} a_{2} a_{3} \underline{a_{4} a_{1}} a_{2} a_{3} a_{4} & =a_{1} a_{2} a_{3} a_{1} \underline{a_{4} a_{2} a_{3} a_{4}} \\
& =a_{1} a_{2} a_{3} a_{1} a_{2} \underline{a_{4}} a_{3} a_{4} \\
& =a_{1} a_{2} a_{3} a_{1} a_{2} a_{3} a_{4} \underline{a_{6} a_{4}} \\
& =a_{1} a_{2} a_{3} a_{1} a_{2} a_{3} a_{4} a_{4} a_{6} \\
& =a_{1} a_{2} a_{1} \underline{a_{3}} a_{2} a_{3} a_{4} a_{4} a_{6}
\end{aligned}
$$

$$
\begin{aligned}
& =a_{1} a_{2} a_{1} a_{2} a_{3} \underline{a_{5}^{-1} a_{3}} a_{4} a_{4} a_{6} \\
& =a_{1} a_{2} a_{1} a_{2} a_{3} a_{3} \underline{a_{5}^{-1}} a_{4} a_{4} a_{6} \\
& =a_{1} a_{2} a_{1} a_{2} a_{3} a_{3} a_{4} \underline{a_{5}^{-1}} a_{4} a_{6} \\
& =a_{1} a_{2} a_{1} a_{2} a_{3} a_{3} a_{4} a_{4} a_{5}^{-1} a_{6} \\
& =a_{1} a_{1} a_{2} \underline{a_{4}^{-1} a_{2} a_{3} a_{3} a_{4} a_{4} a_{5}^{-1} a_{6}} \\
& =a_{1} a_{1} a_{2} a_{2} \underline{a_{4}^{-1} a_{3} a_{3} a_{4} a_{4} a_{5}^{-1} a_{6}} \\
& =a_{1} a_{1} a_{2} a_{2} a_{3} a_{4}^{-1} \underline{a_{6}^{-1} a_{3} a_{4} a_{4} a_{5}^{-1} a_{6}} \\
& =a_{1} a_{1} a_{2} a_{2} a_{3} a_{4}^{-1} a_{3} \underline{a_{6}^{-1} a_{4} a_{4} a_{5}^{-1} a_{6}} \\
& =a_{1} a_{1} a_{2} a_{2} a_{3} a_{4}^{-1} a_{3} a_{4} \underline{a_{6}^{-1}} a_{4} a_{5}^{-1} a_{6} \\
& =a_{1} a_{1} a_{2} a_{2} a_{3} a_{4}^{-1} a_{3} a_{4} a_{4} a_{6}^{-1} a_{5}^{-1} a_{6} \\
& =a_{1} a_{1} a_{2} a_{2} a_{3} a_{4}^{-1} a_{3} a_{4} a_{4} a_{5}^{-1} \underline{a_{6}^{-1} a_{6}} \\
& =a_{1} a_{1} a_{2} a_{2} a_{3} \underline{a_{4}^{-1} a_{3} a_{4} a_{4} a_{5}^{-1}} \\
& =a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{4}^{-1} \underline{a_{6}^{-1} a_{4} a_{4} a_{5}^{-1}} \\
& =a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{4}^{-1} a_{4} \underline{a_{6}^{-1} a_{4} a_{5}^{-1}} \\
& =a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{4}^{-1} a_{4} a_{4} \underline{a_{6}^{-1} a_{5}^{-1}} \\
& =a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} \underline{a_{4}^{-1} a_{4} a_{4} a_{5}^{-1} a_{6}^{-1}} \\
& =a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{4} a_{5}^{-1} a_{6}^{-1}
\end{aligned}
$$

However, collection from the left requires only 12 applications of the rules:

$$
\begin{aligned}
a_{1} a_{2} a_{3} \underline{a_{4} a_{1}} a_{2} a_{3} a_{4} & =a_{1} a_{2} \underline{a_{3} a_{1}} a_{4} a_{2} a_{3} a_{4} \\
& =a_{1} \underline{a_{2}} a_{1} a_{3} a_{4} a_{2} a_{3} a_{4} \\
& =a_{1} a_{1} a_{2} \underline{a_{4}^{-1} a_{3} a_{4} a_{2} a_{3} a_{4}} \\
& =a_{1} a_{1} a_{2} a_{3} a_{4}^{-1} \underline{a_{6}^{-1} a_{4} a_{2} a_{3} a_{4}} \\
& =a_{1} a_{1} a_{2} a_{3} \underline{a_{4}^{-1} a_{4} a_{6}^{-1}} a_{2} a_{3} a_{4} \\
& =a_{1} a_{1} a_{2} a_{3} \underline{a_{6}^{-1} a_{2}} a_{3} a_{4} \\
& =a_{1} a_{1} a_{2} \underline{a_{3} a_{2} a_{6}^{-1}} a_{3} a_{4} \\
& =a_{1} a_{1} a_{2} a_{2} a_{3} a_{5}^{-1} \underline{a_{6}^{-1} a_{3}} a_{4} \\
& =a_{1} a_{1} a_{2} a_{2} a_{3} \underline{a_{5}^{-1} a_{3} a_{6}^{-1} a_{4}} \\
& =a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{5}^{-1} \underline{a_{6}^{-1} a_{4}}
\end{aligned}
$$

$$
\begin{aligned}
& =a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{5}^{-1} a_{4} a_{6}^{-1} \\
& =a_{1} a_{1} a_{2} a_{2} a_{3} a_{3} a_{4} a_{5}^{-1} a_{6}^{-1}
\end{aligned}
$$

In its basic form, neither collection from the right nor collection from the left is adequate. There are several ways of speeding up the process further. With either strategy, there is a collected part and an uncollected part of the current word. In collection from the right, the collected part is a suffix, while in collection from the left it is a prefix. The collected part $a_{1}^{\alpha_{1}} \ldots a_{n}^{\alpha_{n}}$ can be represented by its exponent vector ( $\alpha_{1}, \ldots, \alpha_{n}$ ). Let $r$ be the smallest index such that $G_{r}=\operatorname{Grp}\left\langle a_{r}, \ldots, a_{n}\right\rangle$ is abelian. In Example 4.1, $r=4$. If $i \geq r-1$, then in collection from the left we have

$$
\left(\alpha_{1}, \ldots, \alpha_{n}\right) a_{i}^{\beta}=\left(\alpha_{1}, \ldots, \alpha_{i}+\beta, \alpha_{i+1}, \ldots, \alpha_{n}\right)
$$

Note that, if $i$ is in $I$ and $\alpha_{i}+\beta \geq m_{i}$ or $\alpha_{i}+\beta<0$, then the vector on the right does not represent a collected word. In collection from the right, one has

$$
a_{i}^{\beta}\left(0, \ldots, 0, \alpha_{i}, \ldots, \alpha_{n}\right)=\left(0, \ldots, 0, \alpha_{i}+\beta, \alpha_{i+1}, \ldots, \alpha_{n}\right)
$$

for any $i$, and

$$
a_{i}^{\beta}\left(0, \ldots, 0, a_{r}, \ldots, a_{n}\right)=\left(0, \ldots, 0, a_{r}, \ldots, a_{i-1}, a_{i}+\beta, a_{i+1}, \ldots, a_{n}\right)
$$

provided $i \geq r$. When collecting in nilpotent groups, it is important to be able to develop formulas for the collected form of various families of words. The simplest formula is $a_{j}^{\alpha} a_{i}^{\beta}=a_{i}^{\beta} a_{j}^{\alpha}$ when $i<j$ and $a_{i}$ and $a_{j}$ commute. If $\operatorname{Grp}\left\langle a_{i}, a_{j}\right\rangle$ is nilpotent of class 2, then $a_{j}^{\alpha} a_{i}^{\beta}=a_{i}^{\beta} a_{j}^{\alpha}\left[a_{j}, a_{i}\right]^{\alpha \beta}$. The formulas defining the rules in Example 4.1 are valid for all integers $\alpha$ and $\beta$, not just in the case $|\alpha|=|\beta|=1$. The use of more complicated formulas in an approach called combinatorial collection is described in (Havas \& Nicholson 1976).

When formulas cannot easily be derived and memory is not a problem, then one can store the collected form for additional products $a_{j}^{\alpha} a_{i}^{\beta}$. In a power-conjugate system, this could mean storing up to

$$
\sum_{i<j}\left(m_{j}-1\right)\left(m_{i}-1\right)
$$

conjugation rules. With the presentation of Example 4.4, adding the 56 extra rules greatly reduces the time needed to collect words. In (Felsch 1976), a novel data structure is described which encodes a power-conjugate presentation as a family of subroutines, which are executed to carry out collection.

Extensive research on collection is in progress as of this writing. Most experimental evidence comes from collection within finite solvable groups. Complicating the situation is the observation that the words which arise in various important algorithms connected with polycyclic groups do not appear to be random. To get the best performance on these algorithms, the collection procedure must be tuned to the words which occur most frequently. In view of the inconclusive results available at the present time, no recommendation will be made here concerning the choice of collection procedures.

Although we may not know the best collection strategy, we certainly can solve the word problem in a group $G$ given by polycyclic presentations. Probably the next problem about elements of $G$ to consider is the conjugacy problem. Conjugacy of elements can be decided in principle, but practical algorithms for infinite polycyclic groups have not yet been developed. If two elements $g$ and $h$ of $G$ are not conjugate, then there is a finite quotient group of $G$ in which the images of $g$ and $h$ are not conjugate. A proof of this result may be found in [Segal 1983]. This leads to the following "algorithm" for deciding whether two elements $g$ and $h$ are conjugate. We start two computers running. The first computer systematically forms conjugates of $g$ in $G$. The second computer systematically examines the finite quotients of $G$. The conjugacy problem in a finite group is clearly solvable in principle. Thus either the first computer will find an element $u$ of $G$ such that $u^{-1} g u=$ $h$ or the second computer will find a finite quotient group of $G$ in which the images of $g$ and $h$ are not conjugate. We simply wait to see which computer stops. Useful conjugacy algorithms for finite solvable groups have been developed. See (Mecky \& Neubüser 1989). Conjugacy in nilpotent groups is discussed in Section 9.7.

The next two sections discuss computation in subgroups and quotient groups of polycyclic groups.

## Exercises

4.1. Suppose that $a_{1}, \ldots, a_{n}$ is a polycyclic generating sequence for a group $G$. Let $a_{1}^{\alpha_{1}} \ldots a_{n}^{\alpha_{n}}$ be the collected word defining an element $g$ of $G$, let $a_{i}^{\beta_{i}}$ be the leading term of an element $h$, and let $a_{1}^{\gamma_{1}} \ldots a_{n}^{\gamma_{n}}$ be the collected word defining $g h$. Show that $\gamma_{j}=\alpha_{j}, 1 \leq j<i$, and that $\gamma_{i}=\alpha_{i}+\beta_{i}$ if $i$ is not in $I$, while $\gamma_{i}=\left(\alpha_{i}+\beta_{i}\right) \bmod m_{i}$ if $i$ is in $I$. Here $I=I\left(a_{1}, \ldots, a_{n}\right)$ and $m_{i}$ is the relative order of $a_{i}$ modulo $\operatorname{Grp}\left\langle a_{i+1}, \ldots, a_{n}\right\rangle$. Describe the leading terms of $g h$ and $h^{-1}$.
4.2. Show that the exponents $\beta_{i j k}, \delta_{i j k}$, and $\nu_{i k}$ in a standard polycyclic presentation (*) are determined by the $\alpha_{i j k}, \gamma_{i j k}$, and $\mu_{i k}$.
4.3. Let ( $X, \mathcal{R}$ ) be a nilpotent presentation satisfying conditions (a), (b), and (c) of the definition of a $\gamma$-weighted presentation. For $e \geq 1$, let $Q(e)$ be the abelian group generated by the $a_{i}$ of weight $e$ subject to the relations $a_{i}^{m_{i}}=1$ for $i$ in $I$ and $w_{i}=e$. Given $U$ in $X^{ \pm *}$, let $\bar{U}$ denote the word obtained from $U$ by deleting all generators of weight different from $e$. We shall say that $(X, \mathcal{R})$ is weakly $\gamma$-weighted if for $e \geq 2$ the group $Q(e)$ is generated by the images of the words $\overline{A_{i j}}$, where $w_{i}=1$ and $w_{j}=e-1$. Show
that a $\gamma$-weighted presentation is weakly $\gamma$-weighted and that in a group $G$ defined by a weakly $\gamma$-weighted presentation the group $\gamma_{e}(G)$ is generated by the $a_{i}$ with $w_{i} \geq e$.

### 9.5 Subgroups

In Section 8.1 we discussed how to compute with subgroups of $\mathbb{Z}^{n}$. Subgroups were represented by integer matrices with $n$ columns, and integer row operations were used to manipulate these matrices. This section uses ideas of M. F. Newman described in (Laue et al. 1984) to generalize the techniques of Section 8.1 to study the subgroups of a group $G$ given by a polycyclic presentation on generators $a_{1}, \ldots, a_{n}$. The group $\operatorname{Grp}\left\langle a_{i}, \ldots, a_{n}\right\rangle$ will be denoted $G_{i}$. We shall assume that the presentation is consistent and that we know the set $I$ of indices $i$ such that $G_{i} / G_{i+1}$ is finite and the relative order $m_{i}$ of $a_{i}$ modulo $G_{i+1}$ for $i$ in $I$.

A subgroup $H$ of $G$ will be described by a sequence $U=\left(g_{1}, \ldots, g_{s}\right)$ of generating elements. Let the collected form of $g_{i}$ be $a_{1}^{\alpha_{i 1}} \ldots a_{n}^{\alpha_{i n}}$. The $s$-by- $n$ matrix $A$ of integers $\alpha_{i j}$ will be used to represent $U$ and will be called the associated exponent matrix. Corresponding to the elementary row operations of Section 8.1, we have the following elementary operations on $U$ :
(1) Interchange $g_{i}$ and $g_{j}$ if $i \neq j$.
(2) Replace $g_{i}$ by $g_{i}^{-1}$.
(3) Replace $g_{i}$ by $g_{i} g_{j}^{\beta}$, where $\beta$ is an integer and $i \neq j$.
(4) Add as a new component $g_{s+1}$ any element of $\operatorname{Grp}\left\langle g_{1}, \ldots, g_{s}\right\rangle$.
(5) Delete $g_{s}$, if $g_{s}=1$.

Notice that the length of $U$ may increase or decrease. This was not necessary in Section 8.1, since any finite sequence of generators of an abelian group is a polycyclic generating sequence. In general, a polycyclic group generated by a small set may require long polycyclic generating sequences.

Two sequences $U=\left(g_{1}, \ldots, g_{s}\right)$ and $V=\left(h_{1}, \ldots, h_{t}\right)$ are equivalent under elementary operations if one can be transformed into the other by a sequence of these operations. To see that this is an equivalence relation, we must show that the effect of an elementary operation can be undone by a sequence of one or more operations. Applying operations of types (1) and (2) twice to $U$ leaves $U$ unchanged. If an operation of type (3) is applied, then replacing $g_{i}$ by $g_{i} g_{j}^{-\beta}$ restores $U$ to its original form. After an operation of type (4), $g_{s+1}$ is a product of powers of the $g_{i}$ with $1 \leq i \leq s$. A sequence of operations of type (3) can make $g_{s+1}$ the identity element, and then an operation of type (5) deletes $g_{s+1}$. Finally, if an operation of type (5) is performed, then undoing it is a special case of an operation of type (4).

Let us say that a sequence $U=\left(g_{1}, \ldots, g_{s}\right)$ of elements of $G$ is in standard
form if the associated exponent matrix $A$ satisfies the following conditions:
(i) All rows of $A$ are nonzero (i.e., no $g_{i}$ is the identity).
(ii) $A$ is row reduced over $\mathbb{Z}$.
(iii) If $A_{i j}$ is a corner entry and $j$ is in $I$, then $A_{i j}$ divides $m_{j}$.

Suppose that $U$ is in standard form. An admissible sequence of exponents for $U$ is a sequence $\left(\beta_{1}, \ldots, \beta_{s}\right)$ of integers such that, if $A_{i j}$ is a corner entry and $j$ is in $I$, then $0 \leq \beta_{i}<m_{j} / A_{i j}$. Let $E(U)$ be the set of admissible sequences of exponents for $U$ and let $S(U)$ be the set of products $g_{1}^{\beta_{1}} \ldots g_{s}^{\beta_{s}}$, where $\left(\beta_{1}, \ldots, \beta_{s}\right)$ ranges over $E(U)$.

Example 5.1. Suppose $G$ is $\mathbb{Z}^{n}$ and $a_{1}, \ldots, a_{n}$ is the standard basis. Then a sequence $U=\left(g_{1}, \ldots, g_{s}\right)$ of elements of $G$ is in standard form if and only if the associated matrix $A$ is row reduced and has rank $s$. In this case, all $s$-tuples of integers are admissible for $U$. The set $S(U)$ is simply the subgroup $S(A)$ of Section 8.1. The components of $U$ form a basis of $S(U)$.

In general, $S(U)$ is not a subgroup, but there is a one-to-one correspondence between elements of $S(U)$ and elements of $E(U)$.

Proposition 5.1. Suppose that $U=\left(g_{1}, \ldots, g_{s}\right)$ is a sequence of elements of $G$ in standard form and $\left(\beta_{1}, \ldots, \beta_{s}\right)$ and $\left(\gamma_{1}, \ldots, \gamma_{s}\right)$ are in $E(U)$. If $g_{1}^{\beta_{1}} \ldots g_{s}^{\beta_{s}}=g_{1}^{\gamma_{1}} \ldots g_{s}^{\gamma_{s}}$, then $\beta_{i}=\gamma_{i}, 1 \leq i \leq s$.

Proof. Let $A$ be the matrix of exponents associated with $U$, and let $g=g_{1}^{\beta_{1}} \ldots g_{s}^{\beta_{s}}=g_{1}^{\gamma_{1}} \ldots g_{s}^{\gamma_{s}}$. Suppose $A_{1 j}$ is the corner entry in the first row of $A$. If $a_{1}^{\delta_{1}} \ldots a_{n}^{\delta_{n}}$ is the collected word defining $g$, then $\delta_{k}=0,1 \leq k<j$. We have two cases depending on whether $j$ is in $I$. Assume first that $j$ is not in $I$. Then $G_{j} / G_{j+1}$ is isomorphic to $\mathbb{Z}$ and $\delta_{j}=A_{1 j} \beta_{1}=A_{1 j} \gamma_{1}$. Since $A_{1 j} \neq 0$, this means that $\beta_{1}=\gamma_{1}$. Now assume that $j$ is in $I$. Then $G_{j} / G_{j+1}$ is isomorphic to $\mathbb{Z}_{m_{j}}$ and $A_{1 j} \beta_{1} \equiv \delta_{j} \equiv A_{1 j} \gamma_{1}\left(\bmod m_{j}\right)$. But both $\beta_{1}$ and $\gamma_{1}$ are nonnegative and less than $m_{j} / A_{1 j}$. Therefore $A_{1 j} \beta_{1}$ and $A_{1 j} \gamma_{1}$ are nonnegative and less than $m_{j}$. Thus $A_{1 j} \beta_{1}=A_{1 j} \gamma_{1}$. Hence $\beta_{1}=\gamma_{1}$ in this case too. Thus we may multiply $g$ on the left by $g_{1}^{-\beta_{1}}$ and conclude that $g_{2}^{\beta_{2}} \ldots g_{s}^{\beta_{s}}=g_{2}^{\gamma_{2}} \ldots g_{s}^{\gamma_{s}}$. By induction applied to the ( $s-1$ )-tuple ( $g_{2}, \ldots, g_{s}$ ), we have $\beta_{i}=\gamma_{i}, 2 \leq i \leq s$.

The proof of Proposition 5.1 gives us an algorithm for deciding membership in $S(U)$ for a sequence $U$ of elements of $G$ in standard form. It is a straightforward generalization of the algorithm in Section 8.1 for deciding membership in a subgroup of $\mathbb{Z}^{n}$ given as $S(B)$, where $B$ is a row reduced integer matrix.

Function POLY_MEMBER $(U, g)$ : boolean;
Input: $U \quad$ : a sequence $\left(g_{1}, \ldots, g_{s}\right)$ of elements of $G$ in standard form;
$g \quad$ : an element of $G ;$
(* The value true is returned if $g$ is in $S(U)$, and false is returned otherwise. *)
Begin
Let $A$ be the exponent matrix associated with $U ; h:=g$;
(* At all times $a_{1}^{\gamma_{1}} \ldots a_{n}^{\gamma_{n}}$ will be the collected word representing $h . *$ ) $i:=1$; done $:=$ false;
While $i \leq s$ and not done do begin
Let $A_{i j}$ be the corner entry of $A$ in the $i$-th row;
If some $\gamma_{k} \neq 0$ for $1 \leq k<j$ then done $:=$ true
Else if $A_{i j}$ does not divide $\gamma_{j}$ then done $:=$ true
Else begin
$q:=\gamma_{j} / A_{i j} ; h:=g_{i}^{-q} h$,
End;

$$
i:=i+1
$$

End;
POLY_MEMBER := $(h=1)$
End.
Example 5.2. Let $D=D_{4}^{(1)}(\mathbb{Z})$ as given by the presentation on $a_{1}, \ldots, a_{6}$ derived in Example 4.1. If

$$
\begin{aligned}
& g_{1}=a_{1}^{2} a_{2}^{-1} a_{4}, \\
& g_{2}=a_{3}^{3} a_{4} a_{6}, \\
& g_{3}=a_{4}^{2} a_{5} a_{6},
\end{aligned}
$$

then $U=\left(g_{1}, g_{2}, g_{3}\right)$ is in standard form. The associated exponent matrix is

$$
\left[\begin{array}{rrrlll}
2 & -1 & 0 & 1 & 0 & 0 \\
0 & 0 & 3 & 1 & 0 & 1 \\
0 & 0 & 0 & 2 & 1 & 1
\end{array}\right] .
$$

Let us decide whether $u=a_{1}^{-6} a_{2}^{3} a_{3}^{6} a_{4}^{21} a_{5}^{5} a_{6}^{64}$ is in $S(U)$. Since $I=\emptyset$, we simply want to know whether $u$ can be expressed as $g_{1}^{\beta_{1}} g_{2}^{\beta_{2}} g_{3}^{\beta_{3}}$. The leading terms of $u$ and $g_{1}$ are $a_{1}^{-6}$ and $a_{1}^{2}$, respectively. Thus if $u$ is in $S(U)$, then $\beta_{1}=(-6) / 2=-3$. The product $g_{1}^{3} u$ is $v=a_{3}^{6} a_{4}^{12} a_{5}^{5} a_{6}^{10}$. Therefore $\beta_{2}$ must be $6 / 3=2$. Multiplying $g_{2}^{-2}$ and $v$ yields $w=a_{4}^{10} a_{5}^{5} a_{6}^{5}$. Now $\beta_{3}=10 / 2=5$. The product $g_{3}^{-5} w$ is 1 , so $u=g_{1}^{-3} g_{2}^{2} g_{3}^{5}$ is in $S(U)$.

Given a sequence $U=\left(g_{1}, \ldots, g_{s}\right)$ of elements of $G$ in standard form, we can decide whether $S(U)$ is a subgroup of $G$. Let us say that $U$ is full if the following conditions hold:
(i) For $1 \leq i<j \leq s$ the set $S(U)$ contains $g_{i}^{-1} g_{j} g_{i}$.
(ii) If $A_{i j}$ is a corner entry of the matrix $A$ of exponents associated with $U$ and $j$ is in $I$, then $S(U)$ contains $g_{i}^{q}$, where $q=m_{j} / A_{i j}$.

Example 5.3. The triple $U=\left(g_{1}, g_{2}, g_{3}\right)$ in Example 5.2 is not full. Let $u=g_{1}^{-1} g_{2} g_{1}=a_{3}^{3} a_{4} a_{5}^{3} a_{6}^{-2}$. If $u$ is in $S(U)$ and $u=g_{1}^{\beta_{1}} g_{2}^{\beta_{2}} g_{3}^{\beta_{3}}$, then $\beta_{1}=0$ and $\beta_{2}=1$. But $g_{2}^{-1} u=a_{5}^{3} a_{6}^{-3}$. Since no $g_{i}$ has a power of $a_{5}$ as its leading term, $u$ is not in $S(U)$.

Proposition 5.2. If $U=\left(g_{1}, \ldots, g_{s}\right)$ is a sequence of elements of $G$ in standard form, then $S(U)$ is a subgroup of $G$ if and only if $U$ is full. If $U$ is full, then $g_{1}, \ldots, g_{s}$ is a polycyclic generating sequence for $S(U)$.

Proof. The elements $g_{i}$ are in $S(U)$. Thus, if $S(U)$ is a subgroup of $G$, then $U$ is full. Assume now that $U$ is full. If $s=0$, then $S(U)=\{1\}$ is a subgroup. We proceed by induction on $s$ and suppose that $s>0$. Let $A_{1 k}$ be the corner entry in the first row of the matrix associated with $U$. Then $g_{2}, \ldots, g_{s}$ are contained in $G_{k+1}$ and $S(U) \cap G_{k+1}$ is $S(V)$, where $V=\left(g_{2}, \ldots, g_{s}\right)$. If $2 \leq i<j \leq s$, then $g_{i}^{-1} g_{j} g_{i}$ is in $S(U)$ and is in $G_{k+1}$. Therefore $g_{i}^{-1} g_{j} g_{i}$ is in $S(V)$. By a similar argument, $V$ satisfies condition (ii) of the definition of full. Therefore $V$ is full and, by induction, $H=S(V)$ is a subgroup of $G$. If $2 \leq j \leq s$, then $g_{1}^{-1} g_{j} g_{1}$ is in $G_{k+1}$ by Exercise 4.1. Since $U$ is full, $g_{i}^{-1} g_{j} g_{1}$ is also in $S(U)$, and hence $g_{i}^{-1} g_{j} g_{1}$ is in $H$. Thus $g_{1}^{-1} H g_{1} \subseteq H$. By Proposition 3.12, $g_{1}^{-1} H g_{1}=H$. This implies that $g_{1} H g_{1}^{-1}=H$. Thus $H$ is normal in $K=\operatorname{Grp}\left\langle g_{1}, \ldots, g_{s}\right\rangle$ and every element of $K$ can be written in the form $g_{1}^{\alpha} h$, where $h$ is in $H$. If $k$ is not in $I$, then every element $g_{1}^{\alpha} h$ is in $S(U)$, so $K=S(U)$. Suppose that $k$ is in $I$ and $q=m_{k} / A_{1 k}$. Then $u=g_{1}^{q}$ is in $H$, so $\alpha$ can always be chosen so that $0 \leq \alpha<q$. Thus $K=S(U)$ in this case too.

The following result generalizes Proposition 1.1 in Chapter 8.
Proposition 5.3. Let $H$ be a subgroup of $G$. There is a unique sequence $U=\left(g_{1}, \ldots, g_{s}\right)$ in standard form such that $H=S(U)$.

Proof. Let $k$ be the largest index such that $H \subseteq G_{k}$. If $k=n+1$, then $H$ is trivial and the empty sequence $U=()$ is the only sequence in standard form such that $H=S(U)$. Suppose that $k \leq n$. Let - denote the canonical homomorphism from $G_{k}$ to $G_{k} / G_{k+1}$. The image $\bar{H}$ is nontrivial. Let $\alpha$ be the least positive integer such that $\left(\overline{a_{k}}\right)^{\alpha}$ is in $\bar{H}$. Then $\bar{H}$ is generated
by $\left(\overline{a_{k}}\right)^{\alpha}$, and, if $k$ is in $I$, then $\alpha$ divides $m_{k}$. Let $g_{1}$ be an element of $H$ such that $\overline{g_{1}}=\left(\overline{a_{k}}\right)^{\alpha}$. Then the leading term of $g_{1}$ is $a_{k}^{\alpha}$. By induction on $n-k$, there is a sequence $W=\left(g_{2}, \ldots, g_{s}\right)$ in standard form such that $H \cap G_{k+1}=S(W)$. The sequence $U=\left(g_{1}, g_{2}, \ldots, g_{s}\right)$ satisfies conditions (i) and (iii) of the definition of standard form, but it may not satisfy condition (ii) because the entries in row 1 of the matrix $A$ associated with $U$ which lie above corner entries of $A$ may not be reduced modulo those corner entries. Thus it may be necessary to modify $g_{1}$. To do so, we execute the following instructions. At all times, $g_{1}=a_{1}^{\alpha_{1}} \ldots a_{n}^{\alpha_{n}}$.

For $i:=2$ to $s$ do begin
Let $a_{j}^{\beta}$ be the leading term of $g_{i} ; q:=\alpha_{j} \operatorname{div} \beta ; g_{1}:=g_{1} g_{i}^{-q}$
End.
By Exercise 4.1, the entries in row 1 of $A$ which lie above corner entries are now reduced modulo those entries. Hence $U$ is in standard form. Every element of $H$ has the form $g_{1}^{\gamma} u$, where $u$ is in $H \cap G_{k+1}$ and $0 \leq \gamma<m_{k} / \alpha$ if $k$ is in $I$. Since $H \cap G_{k+1}=S(W)$, it follows that $H=S(U)$. Thus we have proved the existence part of the proposition.

To prove uniqueness, suppose that $H=S(U)=S(V)$, where both $U=$ $\left(g_{1}, \ldots, g_{s}\right)$ and $V=\left(h_{1}, \ldots, h_{t}\right)$ are in standard form. The leading term of $g_{1}$ is $a_{k}^{\alpha}$, where $k$ is as defined earlier and $\alpha>0$. If $k$ is in $I$, then $\alpha$ divides $m_{k}$. The group $\bar{H}$ is generated by $\overline{g_{1}}=\left(\overline{a_{k}}\right)^{\alpha}$, and $\bar{H}$ has order $m_{k} / \alpha$ if $k$ is in $I$. These conditions uniquely determine $\alpha$. By symmetry, the leading term of $h_{1}$ is also $a_{k}^{\alpha}$. Now $H \cap G_{k+1}=S\left(g_{2}, \ldots, g_{s}\right)=S\left(h_{2}, \ldots, h_{t}\right)$. By induction on $n-k$, we have $s=t$ and $g_{i}=h_{i}, 2 \leq i \leq s$. Let $u=g_{1}^{-1} h_{1}$. Then $u$ is in $H \cap G_{k+1}$, so $u=g_{2}^{\beta_{2}} \ldots g_{s}^{\beta_{s}}$, where $\left(\beta_{2}, \ldots, \beta_{s}\right)$ is in $E\left(g_{2}, \ldots, g_{s}\right)$. If $u=1$, then $g_{1}=h_{1}$ and we are done. Suppose that $u \neq 1$ and let $i$ be minimal such that $\beta_{i} \neq 0$. Let $a_{j}^{\delta}$ be the leading term of $g_{i}$ and let the collected forms of $g_{1}$ and $h_{1}$ be $a_{1}^{\mu_{1}} \ldots a_{n}^{\mu_{n}}$ and $a_{1}^{\nu_{1}} \ldots a_{1}^{\nu_{1}}$, respectively. Assume that $j$ is not in $I$. Since $h_{1}=g_{1} u$, we have $\nu_{j}=\mu_{j}+\beta_{i} \delta$. But this is not possible, since both $\mu_{j}$ and $\nu_{j}$ are reduced modulo $\delta$. A similar argument takes care of the case in which $j$ is in $I$.

Suppose $V=\left(h_{1}, \ldots, h_{r}\right)$ is a sequence of elements of $G$ and $H$ is the subgroup generated by the $h_{i}$. If we knew the full sequence $U$ in standard form such that $H=S(U)$, then we could decide membership in $H$ using POLY_MEMBER. It is in fact possible to transform $V$ into $U$ using elementary operations. The procedure is a relatively straightforward generalization of the row reduction procedure of Section 8.1.

Initially set $U$ equal to $V$. The first observation is that we may apply elementary operations in such a way that the matrix $A$ associated with $U$ is in row echelon form. Suppose that $g_{i}$ and $g_{j}$ have leading terms $a_{k}^{\beta}$ and $a_{k}^{\gamma}$ with $|\beta| \geq|\gamma|$. Let $q=\beta \operatorname{div} \gamma$. Replacing $g_{i}$ by $g_{i} g_{j}^{-q}$ sets the exponent of $a_{k}$ in $g_{i}$ equal to $\beta \bmod \gamma$. Repeating this step until it is no
longer possible produces a sequence in which no two leading terms involve the same generator. By permuting the elements in the sequence $U$ and deleting elements which are the identity, we can assume that $A$ is in row echelon form and has no zero rows. By replacing $g_{i}$ with $g_{i}^{-1}$ if necessary, we can make all corner entries positive.

Now suppose that there is a corner entry $\alpha=A_{i k}$ such that $k$ is in $I$ and $A_{i k}$ does not divide $m_{k}$. Let $\beta=\operatorname{gcd}\left(\alpha, m_{k}\right)=p \alpha+q m_{k}$. The leading term of $g_{i}^{p}$ is $a_{k}^{\beta}$. Add $g_{i}^{p}$ as a new member of the sequence $U$ and repeat the procedure in the previous paragraph to put $A$ back into row echelon form. Since this iteration either introduces a new column containing a corner entry or replaces a corner entry with a proper divisor, the process stops eventually with $U=\left(g_{1}, \ldots, g_{s}\right)$ such that the associated matrix $A$ is in row echelon form and all rows are nonzero, corner entries are positive, and any corner entry $A_{i k}$ with $k$ in $I$ divides $m_{k}$. To get $U$ into standard form, we have only to execute the following statements:

For $i:=2$ to $s$ do begin
Let $a_{k}^{\alpha}$ be the leading term of $g_{i}$;
For $j:=1$ to $i-1$ do begin
Let $\beta$ be the exponent on $a_{k}$ in the collected word representing $g_{j}$; $q:=\beta \operatorname{div} \alpha ; g_{j}:=g_{j} g_{i}^{-q}$
End
End.

Now that $U$ is standard, we begin checking whether $U$ is full. The test for fullness requires that various elements be in $S(U)$. Suppose that $u$ is one of those elements and $u$ is not in $S(U)$. Thus POLY_MEMBER $(U ; u)$ returns false. Let $v$ be the last value assigned to $h$ within POLY_MEMBER. Add $v$ as a new member of the sequence $U$ and repeat the entire process. When $U$ has again been put into standard form, either there will be a new column in $A$ containing a corner entry or some corner entry will have been reduced. Thus this iteration must also stop. When it does, $U$ will be full and $S(U)$ will be $H=\operatorname{Grp}\left\langle h_{1}, \ldots, h_{r}\right\rangle$.

Example 5.4. Let us continue Examples 5.2 and 5.3 and determine the subgroup of $D$ generated by $g_{1}, g_{2}$, and $g_{3}$. The sequence $U$ is already in standard form. However, $u=g_{1}^{-1} g_{2} g_{1}$ is not in $S(U)$. This becomes clear when we compute $v=g_{2}^{-1} u=a_{5}^{3} a_{6}^{-3}$. Thus we define $g_{4}$ to be $v$. Now $A$ is

$$
\left[\begin{array}{rrrrrr}
2 & -1 & 0 & 1 & 0 & 0 \\
0 & 0 & 3 & 1 & 0 & 1 \\
0 & 0 & 0 & 2 & 1 & 1 \\
0 & 0 & 0 & 0 & 3 & -3
\end{array}\right]
$$

and $U$ is still in standard form. Now let $u=g_{1}^{-1} g_{3} g_{1}=a_{4}^{2} a_{5} a_{6}^{-1}$. To check membership of $u$ in $S(U)$, we compute $v=g_{3}^{-1} u=a_{6}^{-2}$. Clearly $v$ is not in $S(U)$. In order to have a positive corner entry, we define $g_{5}$ to be $v^{-1}=a_{6}^{2}$. To put $U$ in standard form, we have only to replace $g_{4}$ by $g_{4} g_{5}^{2}=a_{5}^{3} a_{6}$. This gives

$$
A=\left[\begin{array}{rrrrrr}
2 & -1 & 0 & 1 & 0 & 0 \\
0 & 0 & 3 & 1 & 0 & 1 \\
0 & 0 & 0 & 2 & 1 & 1 \\
0 & 0 & 0 & 0 & 3 & 1 \\
0 & 0 & 0 & 0 & 0 & 2
\end{array}\right]
$$

At this point $U=\left(g_{1}, g_{2}, g_{3}, g_{4}, g_{5}\right)$ is full.
Example 5.5. Let us now determine the subgroup generated by $h_{1}=a d^{3} e g$ and $h_{2}=b f$ in the group of order 1152 in Example 4.4. Initially set $g_{1}=h_{1}$, $g_{2}=h_{2}$, and $U=\left(g_{1}, g_{2}\right)$. The associated matrix $A$ is

$$
\left[\begin{array}{lllllll}
1 & 0 & 0 & 3 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 0
\end{array}\right]
$$

and $U$ is in standard form. If $u=g_{1}^{-1} g_{2} g_{1}$, then $u=b f^{3}$ and $g_{2}^{-1} u=f^{2}$. We define $g_{3}$ to be $f^{2}$. Now $A$ is

$$
\left[\begin{array}{lllllll}
1 & 0 & 0 & 3 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 2 & 0
\end{array}\right],
$$

and $U$ is still in standard form. The square of $g_{1}$ is $g$, and we define $g_{4}$ to be $g$. In order to get $U$ into standard form, we replace $g_{1}$ by $g_{1} g_{4}^{-1}=a d^{3} e$. This gives

$$
A=\left[\begin{array}{lllllll}
1 & 0 & 0 & 3 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

Now $U$ is full. The order of $H$ can now be seen to be 16 .
Let us give the name POLY_SUBGROUP to the procedure for determining a full sequence $U$ of generators for a subgroup of a polycyclic group described by generating elements. In order to formalize POLY_SUBGROUP,
we must choose an order in which to test the elements $g_{i}^{-1} g_{j} g_{i}$ and $g_{i}^{q}$ in the definition of a full sequence. It is also useful to try to arrange the computation so that, when a new generator is added to $U$, we can avoid repeating all of the tests made previously. There is inadequate experience at this point on which to base a firm recommendation. The reader is encouraged to experiment with various ways of spelling out the details of POLY_SUBGROUP.

Given a finite subset $Y$ of $G$, we can compute the normal closure $N$ of $Y$ in $G$ using POLY_SUBGROUP. There are at least two ways to organize the computation. In the most straightforward approach, we first find the full sequence $U$ in standard form such that $\operatorname{Grp}\langle Y\rangle=S(U)$. For each element $y$ of $Y$ and each generator $x$ of $G$ we compute $u=x^{-1} y x$ and check whether $u$ is in $S(U)$. If $u$ is not in $S(U)$, then we add $u$ to $Y$ and recompute $U$. Since the ascending chain condition holds for subgroups of $G$, this process eventually stops.

The second method of computing normal closures works with the group $G \times G$. This group is polycyclic and we can easily get a polycyclic presentation for it. Let $b_{1}, \ldots, b_{n}$ be a sequence of generators distinct from $a_{1}, \ldots, a_{n}$. For each relation in the standard polycyclic presentation for $G$ on the $a_{i}$ 's add the corresponding relation on the $b_{i}$ 's, so $\operatorname{Grp}\left\langle b_{1}, \ldots, b_{n}\right\rangle$ is isomorphic to $G$. Now add relations $b_{i}^{\alpha} a_{j}^{\beta}=a_{j}^{\beta} b_{i}^{\alpha}$ for all $i$ and $j$ and all $\alpha$ and $\beta$ in $\{1,-1\}$. The group $M$ generated by $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$ subject to these relations is isomorphic to $G \times G$. The subgroup $D=\operatorname{Grp}\left\langle a_{1} b_{1}, \ldots, a_{n} b_{n}\right\rangle$ corresponds to the diagonal subgroup of $G \times G$. There are two obvious polycyclic generating sequences for $M$. They are $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$ and $b_{1}, \ldots, b_{n}, a_{1}, \ldots, a_{n}$. The only difference between the standard polycyclic presentations for these two sequences is the ordering of the left and right sides in the relations $b_{i}^{\alpha} a_{j}^{\beta}=a_{j}^{\beta} b_{i}^{\alpha}$.

According to Exercise 3.9 in Chapter 1, there is a one-to-one correspondence between the set of normal subgroups of $G$ and the set of subgroups of $M$ containing $D$. In this correspondence, a normal subgroup $N$ of $G$ corresponds to $D N$. Since $N=(D N) \cap G$, the following result is easily proved.

Proposition 5.4. Let $Y$ be a subset of $G$ and let $H$ be the subgroup of $M$ generated by $Y$ and $a_{1} b_{1}, \ldots, a_{n} b_{n}$. Then the normal closure $N$ of $Y$ in $G$ is $H \cap G$.

Suppose that we compute in $M$ using the polycyclic generating sequence $b_{1}, \ldots, b_{n}, a_{1}, \ldots, a_{n}$ and determine the full sequence $U=\left(h_{1}, \ldots, h_{s}\right)$ such that $H=S(U)$. Let $h_{r}$ be the first component of $U$ which is in $G$, that is, whose collected form involves only $a_{i}$ 's. Then $N=S\left(h_{r}, \ldots, h_{s}\right)$. Conceptually, this approach to normal closures is very appealing. We do not have to write a new routine. However, the presentation for $M$ is more than
twice as large as the presentation for $G$ and it is not clear that this method is any faster than the first method.

Once normal closures can be computed, it is possible to compute commutator subgroups. If $X$ and $Y$ are finite generating sets for subgroups $H$ and $K$ of $G$, then $[H, K]$ is the normal closure in $\operatorname{Grp}\langle X, Y\rangle$ of the set of commutators $[x, y]$ with $x$ in $X$ and $y$ in $Y$. With the ability to find commutator subgroups, we can determine the derived series and the lower central series of $G$.

## Exercises

5.1. Show that POLY_MEMBER works correctly even if $U$ does not satisfy condition (ii) of the definition of standard form.
5.2. Determine the order of the subgroup of the group in Example 4.4 generated by abdf and ceg.
5.3. Let $D$ and $g_{1}, g_{2}$, and $g_{3}$ be as in Examples 5.2 to 5.4 Determine the normal closure of $\left\{g_{1}, g_{2}, g_{3}\right\}$ in $D$.

### 9.6 Homomorphisms

In this section, various techniques are discussed for working with a homomorphism $f: G \rightarrow H$ from one polycyclic group to another. We shall assume that we know the standard polycyclic presentation for $G$ relative to a polycyclic generating sequence $a_{1}, \ldots, a_{n}$. We shall want to do such things as describe the image of $f$, determine the kernel of $f$, and compute inverse images of elements and subgroups. As usual, $G_{i}$ will be Grp $\left\langle a_{i}, \ldots, a_{n}\right\rangle$.

Let us start with the case in which $H$ is a quotient $G / N$, where $N$ is a normal subgroup of $G$. Here $f: G \rightarrow H$ is the natural homomorphism. Suppose we have a full sequence $U=\left(g_{1}, \ldots, g_{s}\right)$ such that $N=S(U)$. For $1 \leq i \leq n$ let $b_{i}=f\left(a_{i}\right)$. Then $b_{1}, \ldots, b_{n}$ is a polycyclic generating sequence for $H$. Set $H_{i}=\operatorname{Grp}\left\langle b_{i}, \ldots, b_{n}\right\rangle$. An obvious problem is to find a polycyclic presentation for $H$ in terms of $b_{1}, \ldots, b_{n}$. The commutation relations present no problems. We just replace each $a_{i}$ by $b_{i}$ in the commutation relations defining $G$. The only question concerns the power relations for $H$.

Suppose that $1 \leq i \leq n$. If no $g_{j}$ has a leading term which is a power of $a_{i}$, then the order of $b_{i}$ modulo $H_{i+1}$ is the same as the order of $a_{i}$ modulo $G_{i+1}$. If there is a power relation $a_{i}^{m_{i}}=W_{i}$ for $G$, then the power relation for $b_{i}$ is obtained by replacing $a$ 's by the corresponding $b$ 's in this relation. If some $g_{j}=a_{i}^{\alpha_{i}} \ldots a_{n}^{\alpha_{n}}$ with $\alpha_{i}>0$, then $\alpha_{i}$ is the order of $b_{i}$ modulo $H_{i+1}$ and $b_{i}^{\alpha_{i}}=b_{n}^{-\alpha_{n}} \ldots b_{i+1}^{-\alpha_{i+1}}$ holds in $H$.

Example 6.1. The presentation

$$
c^{\alpha} a^{\beta}=a^{\beta} c^{\alpha}, \quad c^{\alpha} b^{\beta}=b^{\beta} c^{\alpha}, \quad b^{\alpha} a^{\beta}=a^{\beta} b^{\alpha} c^{\alpha \beta}
$$

where $\alpha$ and $\beta$ range over $\{1,-1\}$, is consistent. Let $G$ be the group defined. If $g_{1}=a^{3} b^{3}, g_{2}=b^{6} c$, and $g_{3}=c^{3}$, then $U=\left(g_{1}, g_{2}, g_{3}\right)$ is in standard form and is full. Moreover, $N=S(U)$ is normal in $G$. If $u=a N, v=b N$, and $w=c N$, then in $H=G / N$ we have

$$
u^{3}=v^{-3}, \quad v^{6}=w^{-1}, \quad w^{3}=1
$$

Reworking these relations slightly and transferring the commutation relations from $G$ to $H$ yields the following consistent power-commutator presentation for $H$ :

$$
\begin{array}{cc}
w u=u w, & w v=v w, \quad v u=u v w \\
w^{3}=1, & v^{6}=w^{2}, \quad u^{3}=v^{3} w
\end{array}
$$

If our normal subgroup $N$ is not given as $S(U)$ but as the normal closure of a finite subset $T$ of $G$, then we have two possible courses of action. We could obtain a description of $N$ as $S(U)$ using the techniques at the end of the previous section. We could also add the relations $t=1$ for $t$ in $T$ as new defining relations. Here we are thinking of $T$ as a set of collected words. The Knuth-Bendix procedure for strings can now be used to get the standard polycyclic presentation for $H$.

Now let us assume that $H$ is a second polycyclic group described by a consistent polycyclic presentation on generators $b_{1}, \ldots, b_{m}$. A homomorphism $f: G \rightarrow H$ is determined by the images $u_{i}=f\left(a_{i}\right), 1 \leq i \leq n$. A map $a_{i} \mapsto u_{i}$ of the generators of $G$ into $H$ defines a homomorphism if and only if the $u_{i}$ satisfy the defining relations for $G$. This can be checked, since we can compute collected words in $H$. The image $K$ of $f$ is generated by the $u_{i}$ and thus can be determined. We also need to compute the kernel of $f$, and, for an element $k$ of $K$, we want to be able to find $g$ in $G$ such that $f(g)=k$.

Essentially all the information we need to compute with $f$ can be obtained with one invocation of POLY_SUBGROUP in $M=H \times G$. This approach is similar to the second method for finding normal closures described at the end of Section 9.5. Assuming the generating sets for $G$ and $H$ are disjoint, we get a presentation for $M$ on the $a_{i}$ 's and the $b_{j}$ 's by combining the relations for $G$ and $H$ and adding relations which say that each $a_{i}$ commutes with each $b_{j}$. All computation in $M$ will be done using the polycyclic generating sequence $b_{1}, \ldots, b_{m}, a_{1}, \ldots, a_{n}$. Let $L$ be the subgroup of $M$ generated by the elements $u_{1} a_{1}, \ldots, u_{n} a_{n}$ and let $W=\left(w_{1}, \ldots, w_{s}\right)$ be the full sequence such that $L=S(W)$. Each $w_{i}$ can be written uniquely as $h_{i} g_{i}$, where $h_{i}$ is in $H$ and $g_{i}$ is in $G$. Let $r$ be the largest index such that $h_{r}$ is not trivial.

Proposition 6.1. The group $L$ consists of all elements of $M$ of the form $f(g) g$ with $g$ in $G$. The sequence $U=\left(h_{1}, \ldots, h_{r}\right)$ is full and $K=S(U)$. The sequence $V=\left(g_{r+1}, \ldots, g_{s}\right)$ is full and $S(V)$ is the kernel of $f$. If $k$ is in $K$ and $k=h_{1}^{\beta_{1}} \ldots h_{r}^{\beta_{r}}$, then $f(g)=k$, where $g=g_{1}^{\beta_{1}} \ldots g_{r}^{\beta_{r}}$.

Proof. The set $P$ of products $f(g) g$ with $g$ in $G$ is easily checked to be a subgroup of $M$ and the elements $u_{i} a_{i}$ are all in $P$. Thus $L$ is contained in $P$. Given $g=a_{1}^{\alpha_{1}} \ldots a_{n}^{\alpha_{n}}$ in $G$, the element $\left(u_{1} a_{1}\right)^{\alpha_{1}} \cdots\left(u_{n} a_{n}\right)^{\alpha_{n}}=$ $u_{1}^{\alpha_{1}} \ldots u_{n}^{\alpha_{n}} a_{1}^{\alpha_{1}} \ldots a_{n}^{\alpha_{n}}=f(g) g$. Therefore $L=P$. If $1 \leq i \leq r$, then the leading term of $h_{i} g_{i}$ is the leading term of $h_{i}$. If $r+1 \leq i \leq s$, then the leading term of $h_{i} g_{i}$ is the leading term of $g_{i}$. Since $W$ is in standard form, it is easy to check that $U$ and $V$ are in standard form and $E(W)$ is the set of $s$-tuples $\left(\beta_{1}, \ldots, \beta_{r}, \alpha_{r+1}, \ldots, \alpha_{s}\right)$, where $\left(\beta_{1}, \ldots, \beta_{r}\right)$ is in $E(U)$ and $\left(\alpha_{r+1}, \ldots, \alpha_{s}\right)$ is in $E(V)$. Clearly $S(U) \subseteq K$. However, for any $g$ in $G$ the element $f(g) g$ is in $S(W)$. Thus $f(g) g=\left(h_{1} g_{1}\right)^{\beta_{1}} \cdots\left(h_{r} g_{r}\right)^{\beta_{r}} g_{r+1}^{\alpha_{r}+1} \ldots g_{s}^{\alpha_{s}}$, where $\left(\beta_{1}, \ldots, \beta_{r}, \alpha_{r+1}, \ldots, \alpha_{s}\right)$ is in $E(W)$. Therefore $f(g)=h_{1}^{\beta_{1}} \ldots h_{r}^{\beta_{r}}$ and $f(g)$ is in $S(U)$. Hence $K=S(U)$. If $f(g)=1$, then $\beta_{1}=\cdots=\beta_{r}=0$. Thus $g$ is in $S(V)$. Since each $g_{i}$ with $i>r$ is in the kernel of $f$, the kernel is equal to $S(V)$. Finally, if $k=h_{1}^{\beta_{1}} \ldots h_{r}^{\beta_{r}}$, then $\left(h_{1} g_{1}\right)^{\beta_{r}} \cdots\left(h_{r} g_{r}\right)^{\beta_{r}}=k g$ is in $L$, where $g=g_{1}^{\beta_{1}} \ldots g_{r}^{\beta_{r}}$. Therefore $f(g)=k$.

Example 6.2. Let $G$ be the group defined by the following power-conjugate presentation on the generators $a, b, c$ :

$$
\begin{gathered}
c^{8}=1 \\
b^{8}=1, \quad c b=b c \\
a^{2}=b^{2} c^{2}, \quad b a=a c, \quad c a=a c
\end{gathered}
$$

Let $H$ be the group on generators $u$ and $v$ defined by the presentation

$$
\begin{gathered}
v^{8}=1 \\
u^{4}=1, \quad v u=u v
\end{gathered}
$$

The map $a \mapsto u^{2} v^{4}, b \mapsto v^{2}, c \mapsto v^{6}$ defines a homomorphism $f$ of $G$ into $H$. To determine the kernel of $f$ using Proposition 6.1, we apply POLY_SUBGROUP to $W=\left(u^{2} v^{4} a, v^{2} b, v^{6} c\right)$ in $M=H \times G$ using the polycyclic generating sequence $u, v, a, b, c$. The matrix associated with $W$ is

$$
\left[\begin{array}{lllll}
2 & 4 & 1 & 0 & 0 \\
0 & 2 & 0 & 1 & 0 \\
0 & 6 & 0 & 0 & 1
\end{array}\right]
$$

The resulting full sequence has the following associated matrix:

$$
\left[\begin{array}{lllll}
2 & 0 & 1 & 0 & 2 \\
0 & 2 & 0 & 0 & 7 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 4
\end{array}\right] .
$$

Thus the kernel of $f$ is generated by $b c$ and $c^{4}$.

## Exercises

6.1. Use the ideas in the discussion following Example 6.1 to devise a third algorithm for computing normal closures in polycyclic groups based on the Knuth-Bendix procedure.
6.2 , Let $G$ be the group generated by $a, b, c, d$ subject to the relations

$$
\begin{gathered}
b a=a c, \quad c a=a d, \quad d a=a b, \quad c b=b c, \quad d b=b d, \quad d c=c d, \\
a^{3}=b^{4}=c^{4}=d^{4}=1,
\end{gathered}
$$

and let $H$ be a cyclic group of order 12 generated by an element $u$. The map

$$
a \mapsto u^{4}, \quad b \mapsto u^{3}, \quad c \mapsto u^{3}, \quad d \mapsto u^{3}
$$

extends to a homomorphism $f$ of $G$ onto $H$. Find the kernel of $f$.

### 9.7 Conjugacy in nilpotent groups

As noted at the end of Section 9.4, the conjugacy problem in polycyclic groups is solvable in principle, but the available algorithms are not practical for most infinite polycyclic groups. However, for finitely generated nilpotent groups the situation is much better. This section describes the computation of centralizers and the determination of conjugacy in nilpotent polycyclic groups.

Let $G$ be a finitely generated nilpotent group. We shall assume that $G$ is given by a standard polycyclic presentation on generators $a_{1}, \ldots, a_{n}$ and that this presentation is nilpotent as defined in Section 9.4. If the presentation is not nilpotent, then we can compute the lower central series of $G$, determine a polycyclic series which refines the lower central series, make a corresponding choice of a polycyclic generating sequence, and determine the standard polycyclic presentation of $G$ with respect to the new generators.

The first problem to be considered is the computation of centralizers. Let $g$ be an element of $G$. The following recursive procedure may be used to compute the centralizer $C_{G}(g)$ of $g$ in $G$. The subgroup $N=\operatorname{Grp}\left\langle a_{n}\right\rangle$ is contained in the center of $G$ and hence is normal. By induction on $n$, we can compute the centralizer $K$ of $g N$ in $G / N$ and find the inverse image $L$
of $K$ in $G$. The subgroup $L$ is the set of all elements $u$ of $G$ such that $u^{-1} g u$ is in $g N$, or, equivalently, $f(u)=[g, u]=g^{-1} u^{-1} g u$ is in $N$. Restricted to $L$, the function $f$ is a homomorphism into $N$, for if $u_{1}$ and $u_{2}$ are in $L$, then $f\left(u_{1} u_{2}\right)=\left[g, u_{1} u_{2}\right]$, which by Proposition $1.6(\mathrm{~b})$ is $\left[g, u_{2}\right]\left[g, u_{1}\right]\left[g, u_{1}, u_{2}\right]$. But $\left[g, u_{1}\right]$ and $\left[g, u_{2}\right]$ are in $N$, so they commute. Also, $\left[g, u_{1}, u_{2}\right]=1$. Thus $f\left(u_{1} u_{2}\right)=\left[g, u_{1}\right]\left[g, u_{2}\right]$. The centralizer $C_{G}(g)$ is the kernel of $f$. Since $N$ is a cyclic group, the computation of the kernel of $f$ is an easy application of the methods of Section 9.6.

Example 7.1. Let us consider the group $D=D_{4}^{(1)}(\mathbb{Z})$ of Examples 2.1, 3.1, 4.1, 4.5, 5.2, 5.3, and 5.4. We shall find the centralizer of $g=a_{1} a_{3}^{2}$ in $D$. For $1 \leq i \leq 7$, let $N_{i}=\operatorname{Grp}\left\langle a_{i}, \ldots, a_{6}\right\rangle$. Our approach is to compute the centralizer $C_{i}$ of $g N_{i}$ in $D / N_{i}, 1 \leq i \leq 7$. The group we really want is $C_{7}$. For $1 \leq i \leq 4$, the group $D / N_{i}$ is abelian, so $C_{i}=D / N_{i}$. The inverse image $L_{5}$ in $D / N_{5}$ of $C_{4}$ is generated by the images of $a_{1}, a_{2}, a_{3}$, and $a_{4}$. Working modulo $N_{5}$, we have

$$
g^{-1} a_{1}^{-1} g a_{1} \equiv 1, \quad g^{-1} a_{2}^{-1} g a_{2} \equiv a_{4}, \quad g^{-1} a_{3}^{-1} g a_{3} \equiv 1, \quad g^{-1} a_{4}^{-1} g a_{4} \equiv 1
$$

The kernel $C_{5}$ of the homomorphism from $L_{5}$ into $N_{4} / N_{5}$ is generated by the images of $a_{1}, a_{3}$, and $a_{4}$. The inverse image $L_{6}$ in $D / N_{6}$ of $C_{5}$ is generated by the images of $a_{1}, a_{3}, a_{4}$, and $a_{5}$.

Modulo $N_{6}$, we have

$$
g^{-1} a_{1}^{-1} g a_{1} \equiv 1, \quad g^{-1} a_{3}^{-1} g a_{3} \equiv 1, \quad g^{-1} a_{4}^{-1} g a_{4} \equiv 1, \quad g^{-1} a_{5}^{-1} g a_{5} \equiv 1
$$

Thus $C_{6}=L_{6}$ and its inverse image $L_{7}$ in $D=D / N_{7}$ is generated by $a_{1}, a_{3}$, $a_{4}, a_{5}$, and $a_{6}$. In $D$,

$$
\begin{gathered}
g^{-1} a_{1}^{-1} g a_{1}=1, \quad g^{-1} a_{3}^{-1} g a_{3}=1, \quad g^{-1} a_{4}^{-1} g a_{4}=a_{6}^{-2} \\
g^{-1} a_{5}^{-1} g a_{5}=a_{6}, \quad g^{-1} a_{6}^{-1} g a_{6}=1
\end{gathered}
$$

The kernel $C_{7}$ of the homomorphism from $L_{7}$ to $N_{6}$ is $\operatorname{Grp}\left\langle a_{1}, a_{3}, a_{4} a_{5}^{2}, a_{6}\right\rangle$.
The determination of conjugacy involves only a slight extension of the algorithm for computing centralizers. Now we have two elements $g$ and $h$ of $G$ and we want to decide whether $g$ and $h$ are conjugate. We consider $g N$ and $h N$ in $G / N$, where $N=\operatorname{Grp}\left\langle a_{n}\right\rangle$. If $g N$ and $h N$ are not conjugate, then $g$ and $h$ are not conjugate in $G$. If $g N$ and $h N$ are conjugate, then we can find an element $u$ of $G$ such that $u^{-1}(h N) u=u^{-1} h u N$ is $g N$. Replacing $h$ by $u^{-1} h u$, we may assume that $g N=h N$. In this case, if $g$ and $h$ are conjugate, the conjugating element lies in the inverse image $L$ of the centralizer in $G / N$ of $g N$. We know how to compute $L$. Let $f$ be the homomorphism from $L$ to $N$ mapping $v$ to $[g, v]$. The conjugates of $g$ by
elements of $L$ are the elements of $g f(L)$. Let $w=g^{-1} h$. Then $h$ is conjugate to $g$ if and only if $w$ is in $f(L)$. We can decide this and, if $w$ is in $f(L)$, we can find an element $v$ of $L$ such that $f(v)=w$. In this case $h=v^{-1} g v$.

## Exercise

7.1. In the group $D$ of Example 7.1 determine the centralizers of the elements $a_{1} a_{4} a_{5}^{3}$ and $a_{2}^{2} a_{4}^{4} a_{6}$.

### 9.8 Cyclic extensions

A group $G$ is a cyclic extension of a group $N$ if $N$ is a normal subgroup of $G$ and $G / N$ is cyclic. In this section we shall take the point of view that $N$ is given and we wish to construct cyclic extensions of $N$. A polycyclic group is a group which can be built up by starting with the trivial group, constructing a cyclic extension, then making a cyclic extension of that group, and continuing a finite number of times. The theory of cyclic extensions is well understood. The exposition here is based in large part on Sections III. 7 and III. 8 of [Zassenhaus 1958].

We shall look first at the case in which $G / N$ is infinite cyclic. Let $x$ be an element of $G$ such that $x N$ generates $G / N$. Since $N$ is normal, the map $\sigma$ taking an element $v$ of $N$ to $x^{-1} v x$ is an automorphism of $N$. The image of $v$ under $\sigma$ will be written $v^{\sigma}$. The group $G$ is determined up to isomorphism by $N$ and $\sigma$, since any $g$ in $G$ can be represented uniquely as $x^{i} v$ with $v$ in $N$ and

$$
\left(x^{i} v\right)\left(x^{j} w\right)=x^{i} x^{j} x^{-j} v x^{j} w=x^{i+j} v^{\sigma^{j}} w
$$

Moreover, any automorphism of $N$ can occur this way, for if $\sigma$ is an automorphism of $N$, then the binary operation

$$
(i, v)(j, w)=\left(i+j, v^{\sigma^{j}} w\right)
$$

defines a group structure on $G=\mathbb{Z} \times N$. The identity element of $G$ is $\left(0,1_{N}\right)$. The inverse of $(i, v)$ is $\left(-i,\left(v^{-1}\right)^{\sigma^{-i}}\right)$. The associative law is proved as follows.

$$
\begin{aligned}
& (i, a)[(j, b)(k, c)]=(i, a)\left(j+k, b^{\sigma^{k}} c\right)=\left(i+j+k, a^{\sigma^{j+k}} b^{\sigma^{k}} c\right) \\
& {[(i, a)(j, b)](k, c)=\left(i+j, a^{\sigma^{i}} b\right)(k, c)=\left(i+j+k,\left(a^{\sigma^{i}} b\right)^{\sigma^{k}} c\right)}
\end{aligned}
$$

Since $\sigma$ is an automorphism,

$$
\left(a^{\sigma^{j}} b\right)^{\sigma^{k}}=\left(a^{\sigma^{j}}\right)^{\sigma^{k}} b^{\sigma_{k}}=a^{\sigma^{j+k}} b^{\sigma^{k}}
$$

If $\sigma$ is the identity automorphism of $N$, then $G$ is the ordinary direct product of $\mathbb{Z}$ and $N$. For any $\sigma$, if we identify $\{0\} \times N$ with $N$, then $N$ is a normal subgroup of $G$ and $G / N$ is isomorphic to $\mathbb{Z}$.

There is an alternative way to see that any automorphism of $N$ leads to a cyclic extension $G$ of $N$ such that $G / N$ is infinite. Let $x$ and $x^{-1}$ be objects not in $N$ and set $Y=N \cup\left\{x, x^{-1}\right\}$. Let $\mathcal{R}$ be the rewriting system on $Y^{*}$ consisting of the following rules: the semigroup relations from the multiplication table of $N$ as described in Section 2.3, the rules $x x^{-1} \rightarrow \varepsilon$ and $x^{-1} x \rightarrow \varepsilon$, and the rules $v x \rightarrow x v^{\sigma}$ and $v x^{-1} \rightarrow x^{-1} v^{\sigma^{-1}}$ for $v$ in $N$. Without too much difficulty, it is possible to show that $\mathcal{R}$ is confluent. If $S$ is the ideal of $Y^{*}$ generated by $N$, then $(Y, \mathcal{R}, S)$ is a restricted presentation for the group $G$.

Now let us turn to the case in which $G$ is a cyclic extension of $N$ and $N$ has finite index $n$ in $G$. Again choose an element $x$ such that $x N$ generates $G / N$ and let $\sigma$ be the automorphism of $N$ induced by $x$. Since the coset $x N$ has order $n$ in $G / N$, it follows that $(x N)^{n}=x^{n} N=N$. Therefore $u=x^{n}$ is an element of $N$. Knowing $N, \sigma, n$, and $u$ determines $G$ up to isomorphism. Every element of $G$ can be expressed uniquely as $x^{i} v$, where $v$ is in $N$ and $0 \leq i<n$. Also

$$
\left(x^{i} v\right)\left(x^{j} w\right)= \begin{cases}x^{i+j} v^{\sigma^{j}} w, & i+j<n \\ x^{i+j-n} u v^{\sigma^{j}} w, & i+j \geq n\end{cases}
$$

Not all pairs $(\sigma, u)$ can occur. Since $u=x^{n}$, it follows that $u^{\sigma}=x^{-1} x^{n} x=$ $x^{n}=u$. Thus $\sigma$ fixes $u$. Also, for any $v$ in $N$ we have $v^{\sigma^{n}}=x^{-n} v x^{n}=u^{-1} v u$. Therefore $\sigma^{n}$ is the inner automorphism of $N$ induced by $u$. These two conditions are sufficient for the pair ( $\sigma, u$ ) to arise in a cyclic extension $G$ of $N$ with $G / N$ of order $n$. Again there are two ways to see this. We can define a binary operation on $\{0,1, \ldots, n-1\} \times N$ by the formula

$$
(i, v)(j, w)= \begin{cases}\left(i+j, v^{\sigma^{j}} w\right), & i+j<n \\ \left(i+j-n, u v^{\sigma^{j}} w\right), & i+j \geq n\end{cases}
$$

and prove the structure defined is a group. On the other hand, we can choose an object $x$ not in $N$, define $Y=N \cup\{x\}$, and form the rewriting system $\mathcal{R}$ consisting of the multiplication-table rules for $N$, the rule $x^{n} \rightarrow u$, and the rules $v x \rightarrow x v^{\sigma}$ for $v$ in $N$. We then must prove that $\mathcal{R}$ is confluent and that $(Y, \mathcal{R}, S)$ is a restricted presentation for a group, where $S$ is the ideal of $Y^{*}$ generated by $N$. The amounts of work involved in the two approaches are roughly the same, and the choice reduces to a matter of taste.

The point of view of cyclic extensions gives us a new perspective on the test for consistency of a presentation with the form of a standard polycyclic
presentation. In such a presentation we have generators $a_{1}, \ldots, a_{n}$, a subset $I$ of $\{1, \ldots, n\}$, and for each $i$ in $I$ an integer $m_{i}$ greater than 1. In this discussion we shall use the monoid version of the standard polycyclic presentation in which there is a generator $a_{i}^{-1}$ only when $i$ is not in $I$. The set $\mathcal{R}$ of monoid relations has the form

$$
\begin{aligned}
a_{i} a_{1}^{-1} & =1, \quad a_{1}^{-1} a_{i}=1, \quad i \notin I, \\
a_{j} a_{i} & =a_{i} a_{i+1}^{\alpha_{i j i+1}} \ldots a_{n}^{\alpha_{i j n}}, \quad j>i, \\
a_{j}^{-1} a_{i} & =a_{i} a_{i+1}^{\beta_{i j+1}} \ldots a_{n}^{\beta_{i j n}}, \quad j>i, j \notin I, \\
a_{j} a_{i}^{-1} & =a_{i}^{-1} a_{i+1}^{\gamma_{i j i+1}} \ldots a_{n}^{\gamma_{i j n}}, \quad j>i, j \notin I, \\
a_{j}^{-1} a_{i}^{-1} & =a_{i}^{-1} a_{i+1}^{\delta_{i j i+1}} \ldots a_{n}^{\delta_{i j n}}, \quad j>i, i, j \notin I, \\
a_{i}^{m_{i}} & =a_{i+1}^{\mu_{i j+1}} \ldots a_{n}^{\mu_{i n}}, \quad i \in I,
\end{aligned}
$$

where the right sides are collected in the sense that the integers $\alpha_{i j k}, \beta_{i j k}$, $\gamma_{i j k}, \delta_{i j k}$, and $\mu_{i k}$ are between 0 and $m_{k}-1$ when $k$ is in $I$. Let $Y$ be the set of generators occurring in $\mathcal{R}$. The monoid $G$ defined by $(Y, \mathcal{R})$ is a group. If $(Y, \mathcal{R})$ is consistent, then many of the relations in $\mathcal{R}$ are redundant. To prove this, we shall use a criterion equivalent to consistency. Let $Y_{i}=Y \cap\left\{a_{i}, \ldots, a_{n}\right\}^{ \pm}$, let $\mathcal{R}_{i}$ consist of the relations in $\mathcal{R}$ which involve only generators in $Y_{i}$, and let $G_{i}$ be the subgroup of $G$ generated by $Y_{i}$.

Proposition 8.1. The presentation $(Y, \mathcal{R})$ is consistent if and only if for $1 \leq i \leq n$ any relation in $G$ of the form $U=V$ with $U$ and $V$ in $Y_{i}^{*}$ is a consequence of the relations in $\mathcal{R}_{i}$.

Proof. Suppose that ( $Y, \mathcal{R}$ ) is consistent. Then any word in $Y_{i}^{*}$ can be rewritten into collected form using the relations in $\mathcal{R}_{i}$, interpreted as rewriting rules. If the relation $U=V$ holds in $G$ and both $U$ and $V$ are in $Y_{i}^{*}$, then $U$ and $V$ have the same collected form $W$, and the relations $U=W$ and $V=W$ are consequences of $\mathcal{R}_{i}$. Thus $U=V$ is a consequence of $\mathcal{R}_{i}$.

Now suppose that any relation $U=V$ in $G$ with $U$ and $V$ in $Y_{i}^{*}$ is a consequence of $\mathcal{R}_{i}$. If $(Y, \mathcal{R})$ is not consistent, then for some $i, 1 \leq i \leq n$, there is an integer $m>0$ such that $a_{i}^{m}$ is in $G_{i+1}$ and either $i$ is not in $I$ or $i$ is in $I$ and $m<m_{i}$. The relations in $\mathcal{R}_{i}$ are satisfied if we set $a_{j}$ equal to 1 for $i<j \leq n$. If this is done, then the group defined is infinite cyclic if $i$ is not in $I$ or cyclic of order $m_{i}$ if $i$ is in $I$. Therefore in the group generated by $Y_{i}$ and defined by $\mathcal{R}_{i}$ no relation $a_{i}^{m}=W$ with $W$ in $Y_{i+1}^{*}$ can hold. Therefore $(Y, \mathcal{R})$ is consistent.

Proposition 8.2. If $(Y, \mathcal{R})$ is consistent, then the relations in $\mathcal{R}$ with positive left sides define $G$ as a group.

Proof. Assume that $(Y, \mathcal{R})$ is consistent and let $\mathcal{S}_{i}$ denote the set of relations in $\mathcal{R}$ with left sides $a_{k} a_{j}$ or $a_{j}^{m_{j}}$, where $i \leq j$. Thus $\mathcal{S}_{n}$ is empty if $n$ is not in $I$ and $\mathcal{S}_{n}$ consists of the single relation $a_{n}^{m_{n}}=1$ if $n$ is in $I$. In either case, $\mathcal{S}_{n}$ defines $G_{n}$ as a group. Now suppose that we know $\mathcal{S}_{i+1}$ defines $G_{i+1}$. To show that $\mathcal{S}_{i}$ defines $G_{i}$, we must prove that all the relations in $\mathcal{R}_{i}$ are consequences of $\mathcal{S}_{i}$. (Since we are considering $\mathcal{S}_{i}$ to be a set of group relations, the relations $a_{i} a_{i}^{-1}=a_{i}^{-1} a_{i}=1$ come for free.) By assumption, the relations in $\mathcal{R}_{i+1}$ are consequences of $\mathcal{S}_{i+1}$ and hence of $\mathcal{S}_{i}$. Suppose that $j>i$ and $j$ is not in $I$. The relation

$$
a_{j}^{-1} a_{i}=a_{i} a_{i+1}^{\beta_{i j i+1}} \ldots a_{n}^{\beta_{i j n}}
$$

is equivalent to

$$
a_{i}=a_{j} a_{i} a_{i+1}^{\beta_{i j+1}} \ldots a_{n}^{\beta_{i j n}}
$$

which is equivalent modulo the relations in $S_{i}$ to

$$
a_{i}=a_{i} a_{i+1}^{\alpha_{i j+1}} \ldots a_{n}^{\alpha_{i j n}} a_{i+1}^{\beta_{i j i+1}} \ldots a_{n}^{\beta_{i j n}}
$$

which in turn is equivalent to

$$
1=a_{i+1}^{\alpha_{i j+1}} \ldots a_{n}^{\alpha_{i j n}} a_{i+1}^{\beta_{i j i+1}} \ldots a_{n}^{\beta_{i j n}} .
$$

This is a relation in $G_{i+1}$ and hence is a consequence of $\mathcal{R}_{i+1}$ and thus of $\mathcal{S}_{i}$.
Suppose that $i$ is not in $I$ and $j>i$. The relation

$$
a_{j} a_{i}^{-1}=a_{i}^{-1} a_{i+1}^{\gamma_{i j+1}} \ldots a_{n}^{\gamma_{i j n}}
$$

is equivalent to

$$
a_{j}=a_{i}^{-1} a_{i+1}^{\gamma_{i j i+1}} \ldots a_{n}^{\gamma_{i j n}} a_{i}
$$

Using only relations with left sides $a_{k}^{\eta} a_{i}, \eta= \pm 1$, and $a_{i}^{-1} a_{i}=1$, one can rewrite the right side of this relation into a word $W$ in $Y_{i+1}^{*}$. The relation $a_{j}=W$ is a consequence of $\mathcal{R}_{i+1}$ and hence of $\mathcal{S}_{i}$. Therefore the relation

$$
a_{j} a_{i}^{-1}=a_{i}^{-1} a_{i+1}^{\gamma_{i j+1}} \ldots a_{n}^{\gamma_{i j n}}
$$

is a consequence of $\mathcal{S}_{i}$. The relations with left sides $a_{j}^{-1} a_{i}^{-1}$ are handled like those with left sides $a_{j}^{-1} a_{i}$. By induction on $n-i$, the relations in $\mathcal{S}_{1}$ define $G_{1}=G$.

Suppose now that we have a presentation of the form $(Y, \mathcal{R})$ as before and we want to decide whether it is consistent. If $n=1$, then either there are the two relations $a_{1} a_{1}^{-1}=a_{1}^{-1} a_{1}=1$ or there is the single relation $a_{1}^{m_{1}}=1$. In either case the presentation is consistent. Let us assume that $n>1$. The group $G$ defined by $(Y, \mathcal{R})$ is a cyclic extension of the subgroup $G_{2}$ generated by $a_{2}, \ldots, a_{n}$. By induction on $n$, we may assume that we have already checked that the relations in $(Y, \mathcal{R})$ which involve only $a_{2}, \ldots, a_{n}$ and their inverses form a consistent presentation of a group $K$. We can compute products and test equality of elements in $K$. There is an obvious homomorphism from $K$ onto $G_{2}$. By Proposition 8.1, $(Y, \mathcal{R})$ is consistent if and only if this homomorphism is an isomorphism. This can be decided by checking that the conditions for a cyclic extension are satisfied.

We first test whether the map of generators

$$
a_{j} \mapsto a_{2}^{\alpha_{1 j 2}} \ldots a_{n}^{\alpha_{1 j n}}, \quad 2 \leq j \leq n
$$

extends to a homomorphism $\sigma$ of $K$ into itself. This is done by checking whether the images of $a_{2}, \ldots, a_{n}$ satisfy a set of defining relations for $K$. Proposition 8.2 can be used to reduce the number of relations which must be checked. Assuming that $\sigma$ is defined, we next need to decide whether $\sigma$ is surjective. This could be done by showing that $a_{2}^{\sigma}, \ldots, a_{n}^{\sigma}$ generate $K$. However, if 1 is not in $I$, then it is quicker to test whether

$$
\left(a_{2}^{\gamma_{1 j 2}} \ldots a_{n}^{\gamma_{1 j n}}\right)^{\sigma}=a_{j}, \quad 2 \leq j \leq n .
$$

If 1 is in $I$, then we shall have to test whether $\sigma^{m_{1}}$ is the inner automorphism of $K$ induced by $a_{1}^{m_{1}}$, and a positive result implies that $\sigma$ maps $K$ onto itself. If $\sigma$ is surjective, then $\sigma$ is an automorphism of $K$, since $K$ is hopfian by Corollary 3.11. To complete the first phase of our consistency check, we test whether

$$
a_{2}^{\beta_{1 j 2}} \ldots a_{n}^{\beta_{1 j n}}=\left(a_{2}^{\alpha_{1 j 2}} \ldots a_{n}^{\alpha_{1 j n}}\right)^{-1}
$$

in $K$ if $j$ is not in $I$ and whether

$$
a_{2}^{\delta_{1,2}} \ldots a_{n}^{\delta_{1 j n}}=\left(a_{2}^{\gamma_{132}} \ldots a_{n}^{\gamma_{1 j n}}\right)^{-1}
$$

if 1 and $j$ are not in $I$.
Suppose that all the tests so far have been successful. Then the conditions for an infinite cyclic extension of $K$ are satisfied. If 1 is not in $I$, then $G_{2}$ is isomorphic to $K$ and $(Y, \mathcal{R})$ is consistent. However, if 1 is in $I$, then there is more work to do. Let $u$ be the element $a_{2}^{\mu_{12}} \ldots a_{n}^{\mu_{1 n}}$ of $K$. We must check whether $u^{\sigma}=u$ and whether $a_{j}^{\sigma^{m_{1}}}=u^{-1} a_{j} u, 2 \leq j \leq n$. If these
conditions are satisfied, then the pair ( $\sigma, u$ ) defines a cyclic extension of $K$ with quotient of order $m_{1}$.

We can rephrase the previous discussion in terms of rewriting rules. The following approach is inspired in part by (Vaughan-Lee 1984, 1985). Let us interpret the relations in $\mathcal{R}$ as rewriting rules. Among the overlaps of left sides in $\mathcal{R}$ are the following:

$$
\begin{align*}
a_{k} a_{j} a_{i}, & k>j>i, \\
a_{j}^{m_{j}} a_{i}, & j \in I, \quad j>i, \\
a_{j} a_{i}^{m_{i}}, & i \in I, \quad j>i, \\
a_{j} a_{i}^{-1} a_{i}, & i \notin I, \quad j>i,  \tag{*}\\
a_{i}^{m_{i}+1}, & i \in I, \\
a_{j}^{-1} a_{j} a_{i}, & j \notin I, \quad j>i, \\
a_{j}^{-1} a_{j} a_{i}^{-1}, & i, j \notin I, \quad j>i .
\end{align*}
$$

Proposition 8.3. If local confluence holds at the overlaps (*), then $\mathcal{R}$ is confluent.

Proof. Let $\prec$ be the basic wreath-product ordering of $Y^{*}$ with $a_{n} \prec \ldots \prec$ $a_{1}, a_{1} \prec a_{i}^{-1}$ if 1 is not in $I$, and $a_{i} \prec a_{i}^{-1} \prec a_{i-1}$ if $i>1$ and $i$ is not in $I$. To simplify the exposition, let us introduce the following notation:

$$
\begin{aligned}
S_{i j} & =a_{i+1}^{\alpha_{i j i+1}} \ldots a_{n}^{\alpha_{i j n}}, \\
T_{i j} & =a_{i+1}^{\beta_{i j+1}} \ldots a_{n}^{\beta_{i j n}}, \\
U_{i j} & =a_{i+1}^{\gamma_{i j+1}} \ldots a_{n}^{\gamma_{i j n}}, \\
V_{i j} & =a_{i+1}^{\delta_{i j+1}} \ldots a_{n}^{\delta_{i j n}}, \\
W_{i} & =a_{i+1}^{\mu_{i j+1}} \ldots a_{n}^{\mu_{i n}} .
\end{aligned}
$$

Suppose that $\mathcal{R}$ is not consistent. By induction on $n$, we may assume that the relations not involving $a_{1}$ or $a_{1}^{-1}$ form a consistent presentation for a group $K$. This means that, if $k>j>1$ and the indicated words are defined, then $S_{j k}$ and $T_{j k}$ represent inverse elements in $K$, as do $U_{j k}$ and $V_{j k}$. Also, $U_{j k} a_{j}$ and $a_{j} a_{k}$ represent the same element of $K$. The notation $Q \rightarrow R$ will be used to indicate that $R$ is obtained from $Q$ by the application of one rewriting rule in $\mathcal{R}$, while $Q \xrightarrow{*} R$ will signal that zero or more rules have been used.

Lemma 8.4. If $j>1$ and $j$ is not in $I$, then $S_{1 j}$ and $T_{1 j}$ represent inverse elements of $K$.

Proof. By assumption, there is local confluence at the word $a_{j}^{-1} a_{j} a_{1}$. The first few steps in processing this overlap are uniquely determined. They are

$$
a_{j}^{-1} a_{j} a_{1} \rightarrow a_{1}
$$

and

$$
a_{j}^{-1} a_{j} a_{1} \rightarrow a_{j}^{-1} a_{1} S_{1 j} \rightarrow a_{1} T_{1 j} S_{1 j}
$$

The word $a_{1}$ is irreducible with respect to $\mathcal{R}$. Since local confluence holds, there is a reduction of $T_{1 j} S_{1 j}$ to the empty word using $\mathcal{R}$. This means that $S_{1 j}$ and $T_{1 j}$ represent inverse elements of $K$.

Let $P$ be the first word with respect to $\prec$ at which confluence fails. By Proposition 7.1 in Chapter 2, $P$ is an overlap containing exactly two left sides. Local confluence fails at $P$ and $P$ contains $a_{1}$ or $a_{1}^{-1}$. Since $P$ is not one of the overlaps ( $*$ ), $P$ must have one of the following forms:
(1) $a_{k}^{-1} a_{j} a_{1}$,
(9) $a_{k} a_{j}^{-1} a_{1}^{-1}$,
(2) $a_{k} a_{j}^{-1} a_{1}$,
(10) $a_{k}^{-1} a_{j}^{-1} a_{1}^{-1}$,
(3) $a_{k}^{-1} a_{j}^{-1} a_{1}$,
(11) $a_{j}^{-1} a_{1}^{-1} a_{1}$,
(4) $a_{j} a_{j}^{-1} a_{1}$,
(12) $a_{j} a_{j}^{-1} a_{1}^{-1}$,
(5) $a_{j}^{-1} a_{1}^{m_{1}}$,
(13) $a_{j} a_{1} a_{1}^{-1}$,
(6) $a_{k} a_{j} a_{1}^{-1}$,
(14) $a_{j}^{-1} a_{1} a_{1}^{-1}$,
(7) $a_{k}^{-1} a_{j} a_{1}^{-1}$,
(15) $a_{1} a_{1}^{-1} a_{1}$,
(8) $a_{j}^{m_{j}} a_{1}^{-1}$,
(16) $a_{1}^{-1} a_{1} a_{1}^{-1}$.

For each of these forms there are assumptions that one or more of the indices involved does or does not belong to $I$. For example, in (5) $j$ is not in $I$ and 1 is in $I$. Local confluence clearly holds in cases (15) and (16). There are many similarities in the consideration of the other 14 cases. Only a few cases will be discussed in detail. The remaining ones are left as exercises.

Case (1). Suppose that $P$ has the form (1) for some indices $j$ and $k$ with $1<j<k \leq n$ and $k$ not in $I$. Let $y$ and $z$ be the elements of $K$ defined by $S_{1 j}$ and $S_{1 k}$, respectively. Then $T_{1 k}$ defines $z^{-1}$. The word $Q=S_{j k} T_{j k}$ is in $Y_{j+1}^{*}$, so $Q a_{1}$ precedes $P$ with respect to $\prec$. Therefore confluence holds at $Q a_{1}$. Let $M$ and $N$ be any words such that $S_{j k} a_{1} \xrightarrow{*} a_{1} M$ and $T_{j k} a_{1} \xrightarrow{*} a_{1} N$. Then we have the reductions

$$
S_{j k} T_{j k} a_{1} \xrightarrow{*} S_{j k} a_{1} N \xrightarrow{*} a_{1} M N
$$

and

$$
S_{j k} T_{j k} a_{1} \xrightarrow{*} a_{1},
$$

since $S_{j k}$ and $T_{j k}$ represent inverse elements of $K$. Therefore $M N$ must reduce to the empty word. Hence, if $M$ represents the element $u$ of $K$, then $N$ represents $u^{-1}$.

By assumption, local confluence holds at $a_{k} a_{j} a_{1}$. The initial reductions here are

$$
a_{k} a_{j} a_{1} \rightarrow a_{k} a_{1} S_{1 j} \rightarrow a_{1} S_{1 k} S_{1 j}
$$

and

$$
a_{k} a_{j} a_{1} \rightarrow a_{j} S_{j k} a_{1} \xrightarrow{*} a_{j} a_{1} M \rightarrow a_{1} S_{1 j} M .
$$

Hence $S_{1 k} S_{1 j}$ and $S_{1 j} M$ define the same element of $K$. Therefore $z y=y u$, so $y u^{-1}=z^{-1} y$.

The initial reductions in processing the overlap $a_{k}^{-1} a_{j} a_{1}$ are

$$
a_{k}^{-1} a_{j} a_{1} \rightarrow a_{k}^{-1} a_{1} S_{1 j} \rightarrow a_{1} T_{1 k} S_{1 j}
$$

and

$$
a_{k}^{-1} a_{j} a_{1} \rightarrow a_{j} T_{j k} a_{1} \xrightarrow{*} a_{j} a_{1} N \rightarrow a_{1} S_{1 j} N .
$$

Now $T_{1 k} S_{1 j}$ defines $z^{-1} y$ and $S_{1 j} N$ defines $y u^{-1}$. By the previous remark, if $R$ is the reduced word representing $z^{-1} y$, then $a_{1} R$ is derivable from both $a_{1} T_{1 k} S_{1 j}$ and $a_{1} S_{1 j} N$. Thus local confluence holds at $a_{k}^{-1} a_{j} a_{1}$ after all.

Case (2). Suppose that $P$ has the form (2) for some $j$ and $k$ with $1<j<$ $k \leq n$ and $j$ not in $I$. Let $y$ and $z$ be as in case (1). Then $T_{1 j}$ represents $y^{-1}$. Let $L$ be any word such that $U_{j k} a_{1} \xrightarrow{*} a_{1} L$ and let $v$ be the element of $K$ represented by $L$. Since $U_{j k} a_{j}$ and $a_{j} a_{k}$ represent the same element of $K$ and $a_{j} a_{k}$ is reduced, we have $U_{j k} a_{j} \xrightarrow{*} a_{j} a_{k}$. The word $U_{j k} a_{j} a_{1}$ precedes $P$ with respect to $\prec$, so confluence holds at $U_{j k} a_{j} a_{1}$. Now

$$
U_{j k} a_{j} a_{1} \rightarrow U_{j k} a_{1} S_{1 j} \xrightarrow{*} a_{1} L S_{1 j}
$$

and

$$
U_{j k} a_{j} a_{1} \xrightarrow{*} a_{j} a_{k} a_{1} \rightarrow a_{j} a_{1} S_{1 k} \rightarrow a_{1} S_{1 j} S_{1 k} .
$$

By confluence, $v y=y z$, so $z y^{-1}=y^{-1} v$.

Processing the overlap $P$, we have

$$
a_{k} a_{j}^{-1} a_{1} \rightarrow a_{k} a_{1} T_{1 j} \rightarrow a_{1} S_{1 k} T_{1 j}
$$

and

$$
a_{k} a_{j}^{-1} a_{1} \rightarrow a_{j}^{-1} U_{j k} a_{1} \xrightarrow{*} a_{j}^{-1} a_{1} L \rightarrow a_{1} T_{1 j} L .
$$

If $R$ is the reduced word defining $z y^{-1}$, then $a_{1} R$ is derivable from both $a_{1} S_{1 k} T_{1 j}$ and $a_{1} T_{1 j} L$. Therefore local confluence holds at $P$.

Case (5). Suppose that $P$ has the form (5) with $j$ not in $I$ and 1 in $I$. Let $M$ and $N$ be words such that $S_{1 j} a_{1}^{m_{1}-1} \xrightarrow{*} a_{1}^{m_{1}-1} M$ and $T_{1 j} a_{1}^{m_{1}-1} \xrightarrow{*}$ $a_{1}^{m_{1}-1} N$, and let $u$ be the element of $K$ represented by $M$. The word $S_{1 j} T_{1 j} a_{1}^{m_{1}-1}$ precedes $P$ with respect to $\prec$. By essentially the same argument as used in case (1), $N$ represents $u^{-1}$.

By assumption, local confluence holds at $a_{j} a_{1}^{m_{1}-1}$. The initial reductions at that word are

$$
a_{j} a_{1}^{m_{1}} \rightarrow a_{j} W_{1}
$$

and

$$
a_{j} a_{1}^{m_{1}} \rightarrow a_{1} S_{i j} a_{1}^{m_{1}-1} \xrightarrow{*} a_{1}^{m_{1}} M \rightarrow W_{1} M .
$$

Therefore $a_{j} W_{1}$ and $W_{1} M$ represent the same element of $K$. From this it follows that $a_{j}^{-1} W_{1}$ and $W_{1} N$ represent the same element.

The initial reductions at $P$ are

$$
a_{j}^{-1} a_{1}^{m_{1}} \rightarrow a_{j}^{-1} W_{1}
$$

and

$$
a_{j}^{-1} a_{1}^{m_{1}} \rightarrow a_{1} T_{1 j} a_{1}^{m_{1}-1} \xrightarrow{*} a_{1}^{m_{1}} N \rightarrow W_{1} N .
$$

By the remark above, local confluence holds.
If $P$ is not of the first five forms, then confluence holds at all words not involving $a_{1}^{-1}$. Thus we may assume that 1 is not in $I$. We can define a map ${ }^{-}$from $Y_{2}^{*}$ to itself as follows: Given $Q$ in $Y_{2}^{*}$, define $\bar{Q}$ by $Q a_{1} \xrightarrow{*} a_{1} \bar{Q}$ and $a_{1} \bar{Q}$ is irreducible with respect to $\mathcal{R}$. Confluence at $Q a_{1}$ implies that $\bar{Q}$ is well defined. If $Q \xrightarrow{*} R$, then one of the ways to reduce $Q a_{1}$ is

$$
Q a_{1} \xrightarrow{*} R a_{1} \xrightarrow{*} a_{1} \bar{R},
$$

so $\bar{Q}=\bar{R}$. This means that we can define a map $\sigma: K \rightarrow K$ which takes the element represented by $Q$ to the element represented by $\bar{Q}$.

It is easy to check that $\sigma$ is a homomorphism. If $j>1$, then we have local confluence at $a_{j} a_{1}^{-1} a_{1}$. The two reductions of this word are

$$
a_{j} a_{1}^{-1} a_{1} \rightarrow a_{j}
$$

and

$$
a_{j} a_{1}^{-1} a_{1} \rightarrow a_{1}^{-1} U_{j k} a_{1} \xrightarrow{*} a_{1}^{-1} a_{1} M \rightarrow M \xrightarrow{*} \overline{U_{j k}},
$$

where $M$ is some word such that $U_{j k} a_{1} \xrightarrow{*} a_{1} M$. Thus $\overline{U_{j k}}=a_{j}$. Since the image of $\sigma$ is a subgroup of $K$, that image is all of $K$. Therefore, by Corollary 3.11, $\sigma$ is an automorphism of $K$. This mean that if $Q$ and $R$ are in $Y_{2}^{*}$ and $\bar{Q}=\bar{R}$, then $Q$ and $R$ represent the same element of $K$.

Case (6). Suppose that $P$ has the form (6) for some $j$ and $k$ with $1<$ $j<k \leq n$. Let $L$ be any word such that $S_{j k} a_{1}^{-1} \xrightarrow{*} a_{1}^{-1} L$. Consider the reductions

$$
S_{j k} a_{1}^{-1} a_{1} \rightarrow S_{j k}
$$

and

$$
S_{j k} a_{1}^{-1} a_{1} \xrightarrow{*} a_{1}^{-1} L a_{1} \xrightarrow{*} a_{1}^{-1} a_{1} \bar{L} \rightarrow \bar{L} .
$$

Since $S_{j k} a_{1}^{-1} a_{1}$ precedes $P$, confluence holds and $\bar{L}=S_{j k}$.
Processing the overlap $P$ leads to the following reductions:

$$
a_{k} a_{j} a_{1}^{-1} \rightarrow a_{k} a_{1}^{-1} U_{1 j} \rightarrow a_{1}^{-1} U_{1 k} U_{1 j}
$$

and

$$
a_{k} a_{j} a_{1}^{-1} \rightarrow a_{j} S_{j k} a_{1}^{-1} \xrightarrow{*} a_{j} a_{1}^{-1} L \rightarrow a_{1}^{-1} U_{1 j} L .
$$

Now

$$
U_{1 k} U_{1 j} a_{1} \xrightarrow{*} U_{1 k} a_{1} a_{j} \xrightarrow{*} a_{1} a_{k} a_{j} \rightarrow a_{1} a_{j} S_{j k}
$$

and

$$
U_{1 j} L a_{1} \xrightarrow{*} U_{1 j} a_{1} S_{j k} \xrightarrow{*} a_{1} a_{j} S_{j k} .
$$

Hence

$$
\overline{U_{1 j} L}=a_{j} S_{j k}=\overline{U_{1 k} U_{1 j}},
$$

so $U_{1 j} L$ and $U_{1 k} U_{1 j}$ represent the same element of $K$. This means that local confluence holds at $P$.

Corollary 8.5. If $(Y, \mathcal{R})$ is not consistent, then the first word with respect to $\prec$ at which confluence fails is one of the overlaps (*).

If $I=\{1, \ldots, n\}$, Proposition 8.3 says nothing new. However, if $I=\emptyset$, then for large $n$ Proposition 8.3 reduces the amount of work needed to check consistency by a factor of 8 . The number of overlaps between left sides of commutation relations is cubic in $n$, while the number of all other overlaps is quadratic in $n$. Without Proposition 8.3 , we would have to check local consistency at all overlaps $a_{k}^{\epsilon} a_{j}^{\nu} a_{i}^{\chi}$, where $k>j>i$ and $\epsilon, \eta$, and $\chi$ range independently over $\{1,-1\}$. With Proposition 8.3 , we need only consider the case $\epsilon=\eta=\chi=1$.

It is possible to convert the consistency test of Proposition 8.3 into a procedure for producing a consistent presentation for the group given by a presentation $(Y, \mathcal{R})$ which is not consistent. The following examples illustrate the ideas. The details are left as an exercise to the reader.

Example 8.1. Let $G$ be the group defined by the following power-conjugate presentation on generators $x, y, z$, in that order:

$$
z y=y z, \quad y x=x z, \quad z x=x y, \quad z^{15}=1, \quad y^{9}=1, \quad x^{2}=1 .
$$

The relations involving only $y$ and $z$ form a consistent presentation for $\mathbb{Z}_{9} \times \mathbb{Z}_{15}$. Conjugation by $x$ takes $y$ to $z$ and $z$ to $y$. In order for this map to define an automorphism of $\operatorname{Grp}\langle y, z\rangle, y^{15}$ and $z^{9}$ must be trivial. This implies the power relations $y^{3}=1$ and $z^{3}=1$. With these new power relations the presentation is confluent.

Example 8.2. Let $H$ be the group defined by the nilpotent presentation on generators $a, b, c, d, e, f, g, h$, in that order, in which the nontrivial commutation relations are

$$
b a=a b c, \quad c a=a c d, \quad c b=b c e
$$

and the power relations are

$$
a^{2}=f h, \quad b^{2}=g h, \quad c^{2}=h^{2}
$$

The relations on $c, d, e, f, g$, and $h$ form a consistent presentation of an abelian group. Conjugation by $b$ maps $c$ to $c e$ and fixes $d, e, f, g$, and $h$. In order for this map to extend to an automorphism $\sigma$, the relation $c^{2}=h$ must be preserved. That is, $(c e)^{2}$ must equal $h$, so $e^{2}=1$. Let us add
this relation to the presentation. Since $b^{2}$ is in $\operatorname{Grp}\langle c, d, e, f, g, h\rangle$, which is abelian, $\sigma^{2}$ must be the identity. Now $\sigma^{2}(c)=\sigma(c e)=c e^{2}=c$, so $\sigma^{2}$ is 1 . The condition that $\sigma$ must preserve $b^{2}=g h$ is also satisfied. Thus with the addition of $e^{2}=1$ we have a consistent presentation on $b, c, d, e, f, g$, and $h$. Now let $\tau$ be the automorphism induced on $\operatorname{Grp}\langle b, c, d, e, f, g, h\rangle$ by $a$. The condition that $\tau$ preserves the relations $c^{2}=h^{2}$ and $b^{2}=g h$ leads to the relations $d^{2}=1$ and $e=h^{2}$, respectively. The existing relation $e^{2}=1$ now implies that $h^{4}=1$. The condition that $r^{2}$ is the identity and hence fixes $a$ produces $d=h^{2}$. The original presentation together with the relations of $d=h^{2}, e=h^{2}$, and $h^{4}=1$ is consistent.

## Exercises

8.1. Use the ideas of this section to determine a consistent polycyclic presentation for the group generated by $a, b, c$ subject to the relations

$$
b a=a b^{-1}, \quad b a^{-1}=a^{-1} b^{-1}, \quad c a=a b c, \quad c a^{-1}=a^{-1} c^{-1}, \quad c b=b c^{-1}, \quad c b^{-1}=b^{-1} c^{-1}
$$

8.2. Complete the case analysis in the proof of Proposition 8.3.

### 9.9 Consistency, the nilpotent case

This section continues the discussion of Section 9.8. The goal remains to reduce as much as possible the amount of work needed to check the consistency of a presentation $(Y, \mathcal{R})$ which has the form of a standard monoid polycyclic presentation. The notation established in the previous section is still in effect.

The consistency criterion of Proposition 8.3 can be strengthened if $\mathcal{R}$ is a $\gamma$-weighted presentation as defined in Section 9.4. In this case the generators $a_{1}, \ldots, a_{n}$ have positive integer weights $1=w_{1} \leq \cdots \leq w_{n}$. (We assign weight $w_{i}$ to $a_{1}^{-1}$ if $i$ is not in I.) All generators in the word $W_{i}$ have weight at least $w_{i}+1$ and $S_{i j}$ has the form $a_{j} A_{i j}$, where every generator in $A_{i j}$ has weight at least $w_{i}+w_{j}$. For each index $k$ with $w_{k}>1$ there are indices $i$ and $j$ with $i<j, w_{i}=1, w_{j}=w_{k}-1$, and $A_{i j}=a_{k}$. We choose one such pair ( $i, j$ ) and call the relation $a_{j} a_{i}=a_{i} a_{j} a_{k}$ the definition of $a_{k}$. For each $e \geq 1$, the subgroup $G(e)$ generated by the $a_{k}$ with $w_{k} \geq e$ is normal in $G$. Thus $a_{i}$ and $a_{j}$ commute modulo $G\left(w_{i}+w_{j}\right)$. Therefore, if $(Y, \mathcal{R})$ is consistent, then

$$
\begin{aligned}
S_{i j} & =a_{j} A_{i j} \\
T_{i j} & =a_{j}^{-1} B_{i j} \\
U_{i j} & =a_{j} C_{i j} \\
V_{i j} & =a_{j}^{-1} D_{i j}
\end{aligned}
$$

where generators occurring in $A_{i j}, B_{i j}, C_{i j}$, or $D_{i j}$ have weight at least $w_{i}+w_{j}$. We shall make this additional assumption.

Let $c=w_{n}$ and consider the following set of overlaps:

$$
\begin{array}{rlr}
a_{k} a_{j} a_{i}, & k>j>i, w_{i}+w_{j}+w_{k} \leq c \\
a_{j}^{m_{j}} a_{i}, & j \in I, & j>i, w_{i}+w_{j}<c \\
a_{j} a_{i}^{m_{i}}, & i \in I, & j>i, w_{i}+w_{j}<c \\
a_{i}^{m_{i}+1}, & i \in I, & 2 w_{i}<c  \tag{**}\\
a_{j} a_{i}^{-1} a_{i}, & i \notin I, & j>i, w_{i}+w_{j} \leq c \\
a_{j}^{-1} a_{j} a_{i}, & i \notin I, & j>i, w_{i}+w_{j} \leq c \\
a_{j}^{-1} a_{j} a_{i}^{-1}, & i, j \notin I, & j>i, w_{i}+w_{j} \leq c
\end{array}
$$

Proposition 9.1. Suppose that $(Y, \mathcal{R})$ is $\gamma$-weighted and satisfies the additional assumption. If $(Y, \mathcal{R})$ is not confluent, then the first word $P$ at which confluence fails is one of the overlaps ( $* *$ ).

Proof. By Corollary 8.5, $P$ is one of the overlaps (*). Suppose first that $P=a_{k} a_{j} a_{i}$ with $k>j>i$ and $w_{i}+w_{j}+w_{k}>c$. The initial reductions at $P$ are

$$
a_{k} a_{j} a_{i} \rightarrow a_{k} a_{i} a_{j} A_{i j} \rightarrow a_{i} a_{k} A_{i k} a_{j} A_{i j}
$$

and

$$
a_{k} a_{j} a_{i} \rightarrow a_{j} a_{k} A_{j k} a_{i}
$$

Now any $a_{r}^{\alpha}, \alpha= \pm 1$, occurring in $A_{j k}$ satisfies $r>i$ and $w_{r} \geq w_{j}+w_{k}$. Therefore $w_{i}+w_{r}>c$ and $a_{r}^{\alpha} a_{i} \rightarrow a_{i} a_{r}^{\alpha}$ is in $\mathcal{R}$. Thus

$$
a_{j} a_{k} A_{j k} a_{i} \xrightarrow{*} a_{j} a_{k} a_{i} A_{j k} \rightarrow a_{j} a_{i} a_{k} A_{i k} A_{j k} \rightarrow a_{i} a_{j} A_{i j} a_{k} A_{i k} A_{j k} .
$$

By the minimality of $P,\left(Y_{i+1}, \mathcal{R}_{i+1}\right)$ is consistent and defines a group $K$. Any monoid generator $a_{r}^{\alpha}$ occurring in $A_{i j}$ has weight at least $w_{i}+w_{j}$. Hence $a_{k}$ and $A_{i j}$ define commuting elements of $K$. By the same argument, $a_{j}$ and $A_{i k}$ define commuting elements, as do $A_{i j}, A_{i k}$, and $A_{j k}$. Therefore, if $u$ is the element of $K$ defined by $a_{k} A_{i k} a_{j} A_{i j}$, then $u$ is also defined by the following words:

$$
a_{k} a_{j} A_{i k} A_{i j}, \quad a_{j} a_{k} A_{j k} A_{i k} A_{i j}, \quad a_{j} A_{i j} a_{k} A_{i k} A_{j k}
$$

Therefore, if $R$ is the collected word in $Y_{i+1}^{*}$ defining $u$, then $a_{i} R$ is derivable from both $a_{i} a_{k} A_{i k} a_{j} A_{i j}$ and $a_{i} a_{j} A_{i j} a_{k} A_{i k} A_{j k}$. Therefore local confluence holds at $P$.

Now suppose that $P=a_{j}^{m_{j}} a_{i}$ with $j>i$ and $w_{i}+w_{j}>c$. Since $A_{i j}$ is empty, the initial reductions at $P$ are

$$
a_{j}^{m_{j}} a_{i} \rightarrow W_{j} a_{i}
$$

and

$$
a_{j}^{m_{j}} a_{i} \rightarrow a_{j}^{m_{j}-1} a_{i} a_{j} \xrightarrow{*} a_{i} a_{j}^{m_{j}} \rightarrow a_{i} W_{j} .
$$

Every generator in $W_{j}$ has weight at least $w_{j}+1$. Therefore $W_{j} a_{i} \xrightarrow{*} a_{i} W_{j}$, so local confluence holds at $P$.

If $P=a_{j} a_{i}^{m_{i}}$ with $j>i$ and $w_{i}+w_{j}>c$, then the initial reductions at $P$ are

$$
a_{\jmath} a_{i}^{m_{i}} \rightarrow a_{j} W_{i}
$$

and

$$
a_{j} a_{i}^{m_{i}} \rightarrow a_{i} a_{j} a_{i}^{m_{i}-1} \xrightarrow{*} a_{i}^{m_{i}} a_{j} \rightarrow W_{i} a_{j} .
$$

Each generator occurring in $W_{i}$ commutes with $a_{j}$, so $a_{j} W_{i}$ and $W_{i} a_{j}$ define the same element of the group $K=\operatorname{Mon}\left\langle Y_{i+1} \mid \mathcal{R}_{i+1}\right\rangle$. Thus confluence holds at $P$.

Suppose $P=a_{i}^{m_{i}+1}$ with $2 w_{i} \geq c$. The reductions at $P$ are

$$
a_{i}^{m_{i}+1} \rightarrow a_{i} W_{i}
$$

and

$$
a_{i}^{m_{i}+1} \rightarrow W_{i} a_{i} \xrightarrow{*} a_{i} W_{i},
$$

since each $a_{r}^{\alpha}, \alpha= \pm 1$, which occurs in $W_{i}$ has weight $w_{r} \geq w_{i}+1$. Therefore $w_{r}+w_{i}>c$ and $a_{r}^{\alpha} a_{i} \rightarrow a_{i} a_{r}^{\alpha}$ is in $\mathcal{R}$.

Finally, if $j>i$ and $w_{i}+w_{j}>c$, then it is easy to check that local confluence holds at $a_{j} a_{i}^{-1} a_{i}, a_{i}^{-1} a_{j} a_{i}$, and $a_{i}^{-1} a_{j} a_{i}^{-1}$.

One can improve Proposition 9.1 using ideas from (Vaughan-Lee 1984). For any $i$ and $j$ with $1 \leq i<j \leq n$ the set $\mathcal{W}=Y_{j}^{*} a_{i} Y_{j}^{*}$ is closed under rewriting. Suppose that confluence holds on $\mathcal{W}$. If $P$ is in $Y_{j}^{*}$, then $P \xrightarrow{*} Q$ if and only if $a_{i} P \xrightarrow{*} a_{i} Q$. Therefore confluence holds on $Y_{j}^{*}$ and $\left(Y_{j}, \mathcal{R}_{j}\right)$ is a consistent presentation for a group $K_{j}$. Let $u$ be an element of $K_{j}$, let $P$ in $Y_{j}^{*}$ represent $u$, and let $P a_{i} \xrightarrow{*} a_{i} Q$. (Such a $Q$ always exists.) An argument in the proof of Proposition 8.3 shows that the element $v$ of $K_{j}$ defined by $Q$ depends only on $u$ and that the map $u \mapsto v$ is a homomorphism
$\sigma_{i}$ of $K_{j}$ into itself. Since $a_{k} a_{i} \rightarrow a_{i} a_{k} A_{i k}$ for $j \leq k \leq n$, it is easy to see that $\sigma_{i}$ is surjective. Therefore $\sigma_{i}$ is an automorphism of $K_{j}$. (In the proof of Proposition 8.3 , we could be sure that $\mathcal{W}$ was closed under rewriting only when $j=i+1$ and we needed local confluence at the overlaps $a_{k} a_{i}^{-1} a_{i}$ or $a_{k} a_{i}^{m_{i}}$ to know that $\sigma_{i}$ was surjective.)

Now suppose that $1<j \leq n$ and let $L=b_{1} \ldots b_{r}$ be a word in $\left\{a_{1}, \ldots, a_{j-1}\right\}^{*}$ which is irreducible with respect to $\mathcal{R}$. Set $\mathcal{W}(j, L)=$ $Y_{j}^{*} b_{1} Y_{j}^{*} \ldots Y_{j}^{*} b_{r} Y_{j}^{*}$.

Proposition 9.2. Assume that $j$ and $L$ are as described and that confluence holds on $\mathcal{W}\left(j, b_{i}\right)=Y_{j}^{*} b_{i} Y_{j}^{*}, 1 \leq i \leq r$. Then confluence holds on $\mathcal{W}(j, L)$. If $P$ in $Y_{j}^{*}$ represents an element $u$ of $K_{j}$ and $P L \xrightarrow{*} L Q$, then $Q$ represents $u^{\tau}$, where $\tau=\tau_{1} \cdots \tau_{r}$ and $\tau_{i}$ is the automorphism of $K_{j}$ induced by $b_{i}$.

Proof. If $r \leq 1$, then there is nothing to prove, so we may assume that $r \geq 2$ and that confluence does not hold on $\mathcal{W}(j, L)$. Let $\mathcal{V}$ be the union over all subwords $M$ of $L$ of the sets $\mathcal{W}(j, M)$. The set $\mathcal{V}$ is closed under rewriting and under taking subwords. Let $R$ be the first word in $\mathcal{V}$ with respect to $\prec$ at which confluence fails. By Exercise 7.2 in Chapter 2, $R$ is an overlap of precisely two left sides. By assumption, $R$ must involve at least two consecutive factors from $L$. Since $L$ is irreducible, $R$ must contain elements of $Y_{j}$ as well. All elements of $Y_{j}$ come before the factors of $L$ in the ordering $\prec$. A simple case analysis shows that no such $R$ can exist.

Now let $P$ be any word in $Y_{j}^{*}$ and let $P$ represent $u$ in $K_{j}$. We can rewrite $P L$ as follows:

$$
\begin{aligned}
P L & =P b_{1} \ldots b_{r} \xrightarrow{*} b_{1} P_{1} b_{2} \ldots b_{r} \xrightarrow{*} b_{1} b_{2} P_{2} b_{3} \ldots b_{r} \xrightarrow{*} \ldots \xrightarrow{*} b_{1} \ldots b_{r} P_{r} \\
& =L P_{r},
\end{aligned}
$$

where each $P_{i}$ is in $K_{j}$ and represents the image $u_{i}$ of $u$ under $\tau_{1} \cdots \tau_{i}$. We may assume that $L P_{r}$ is irreducible. Now let $Q$ be any word in $K_{j}$ such that $P L \xrightarrow{*} L Q$. Since we have confluence on $\mathcal{W}(j, L)$, it follows that $L Q \xrightarrow{*} L P_{r}$, which means that $Q \xrightarrow{*} P_{r}$. Therefore $Q$ represents $u_{r}$ too.

Proposition 9.3. Assume that $(Y, \mathcal{R})$ is as in Proposition 9.1. In testing local confluence at the overlaps (**), we may assume that $w_{i}=1$ when considering $a_{k} a_{j} a_{i}$ with $k>j>i$ and $a_{j}^{m_{j}} a_{i}$ with $j>i$.

Proof. Suppose that local confluence holds at all the overlaps (**), except perhaps at some of the words $a_{k} a_{j} a_{i}$ or $a_{j}^{m_{j}} a_{i}$ with $w_{i}>1$. The presentation ( $Y_{n}, \mathcal{R}_{n}$ ) is consistent and confluence holds on $\mathcal{W}\left(n, a_{k}\right)$ for all $k<n$. The automorphisms of $K_{n}$ induced by $a_{1}, \ldots, a_{n-1}$ are all trivial. Suppose $r$ is such that $\left(Y_{r}, \mathcal{R}_{r}\right)$ is consistent and confluence holds on $\mathcal{W}\left(r, a_{k}\right)$ for all $k$
with $1 \leq k<r$. Each of the generators $a_{k}$ induces an automorphism $\sigma_{k}$ on $K_{r}$. Choose $r$ minimal such that if $k<r$ and $w_{k}>1$, then $\sigma_{j} \sigma_{i}=\sigma_{i} \sigma_{j} \sigma_{k}$, where $a_{j} a_{i}=a_{i} a_{j} a_{k}$ is the definition of $a_{k}$. As noted, $r \leq n$.

If $r=1$, then $(Y, \mathcal{R})$ is consistent. Suppose $r>1$.
Lemma 9.4. The presentation $\left(Y_{r-1}, \mathcal{R}_{r-1}\right)$ is consistent.
Proof. By assumption, $a_{r-1}$ induces an automorphism $\sigma_{r-1}$ on $K_{r}$. If $r-1$ is not in $I$, then $\sigma_{r-1}$ defines a cyclic extension $H$ of $K_{r}$ with $H / K_{r}$ infinite. If $r-1$ is in $I$, then local confluence at the words $a_{s} a_{r-1}^{m_{r-1}}$ with $s \geq r-1$ shows that $\sigma_{r-1}$ and $W_{r-1}$ define a cyclic extension $H$ of $K_{r}$ with $H / K_{r}$ of order $m_{r-1}$. In either case, local confluence at the last three types of overlaps in ( $* *$ ) with $i=r-1$ implies that $H$ is a homomorphic image of $\operatorname{Mon}\left\langle Y_{r-1}, \mathcal{R}_{r-1}\right\rangle$. Therefore $\left(Y_{r-1}, \mathcal{R}_{r-1}\right)$ is consistent.

Suppose that confluence holds on all $\mathcal{W}\left(r-1, a_{k}\right)$ with $k<r-1$. Then each $a_{k}$ defines an automorphism $\sigma_{k}$ of $K_{r-1}$. Let $a_{j} a_{i}=a_{i} a_{j} a_{k}$ be the definition of some $a_{k}$ with $k<r-1$ and $w_{k}>1$. The automorphisms $\sigma_{j} \sigma_{i}$ and $\sigma_{i} \sigma_{j} \sigma_{k}$ agree on $K_{r}$. To see if they agree on $K_{r-1}$, it suffices to check whether they agree on the element $u$ represented by $a_{r-1}$. Since $w_{i}=1$, we know that local confluence holds at $a_{r-1} a_{j} a_{i}$. The reductions confirming local confluence begin as follows:

$$
\begin{gathered}
a_{r-1} a_{j} a_{i} \rightarrow a_{j} a_{r-1} A_{j r-1} a_{i} \\
a_{r-1} a_{j} a_{i} \rightarrow a_{r-1} a_{i} a_{j} a_{k}
\end{gathered}
$$

Any word derivable from both $a_{j} a_{r-1} A_{j r-1} a_{i}$ and $a_{r-1} a_{i} a_{j} a_{k}$ must have $a_{i}$ occurring earlier in the word than $a_{j}$. Thus the first reduction must continue with

$$
a_{j} a_{r-1} A_{j r-1} a_{i} \xrightarrow{*} a_{j} a_{i} M \rightarrow a_{i} a_{j} a_{k} M .
$$

This means that the second reduction must involve

$$
a_{r-1} a_{i} a_{j} a_{k} \xrightarrow{*} a_{i} a_{j} a_{k} N .
$$

Local confluence means that $M$ and $N$ define the same element of $K_{r-1}$. But $M$ represents the image of $u$ under $\sigma_{j} \sigma_{i}$ and, by Proposition $9.2, N$ represents the image of $u$ under $\sigma_{i} \sigma_{j} \sigma_{k}$. This means that $\sigma_{j} \sigma_{i}$ and $\sigma_{i} \sigma_{j} \sigma_{k}$ agree on $u$ and therefore they agree on $K_{r-1}$.

By the choice of $r$, we conclude that confluence must fail on some $\mathcal{W}\left(r-1, a_{k}\right)$ with $k<r-1$. Choose $k$ minimal. By Exercise 7.2 in Chapter 2 , the first word $R$ in $\mathcal{W}\left(r-1, a_{k}\right)$ at which confluence fails is the overlap of precisely two left sides, local confluence fails at $R$, and $R$
involves $a_{k}$. By arguments similar to those in Proposition 8.3, $R$ has the form $a_{t} a_{s} a_{k}$ with $t>s>k$ or $a_{s}^{m_{s}} a_{k}$. Since confluence holds on $\mathcal{W}\left(r, a_{k}\right)$, in either case $s=r-1$. If $w_{k}=1$, then local confluence is known to hold at $R$. Therefore $w_{k}>1$. Let $a_{j} a_{i}=a_{i} a_{j} a_{k}$ be the definition of $a_{k}$. Then $a_{i}$ and $a_{j}$ define automorphisms $\sigma_{i}$ and $\sigma_{j}$, respectively, of $K_{r-1}$ and $a_{k}$ defines an automorphism $\sigma_{k}$ of $K_{r}$. On $K_{r}$, we have $\sigma_{j} \sigma_{i}=\sigma_{i} \sigma_{j} \sigma_{k}$.

As before, local confluence holds at $a_{r-1} a_{j} a_{i}$ and one of the reductions confirming this starts out

$$
a_{r-1} a_{j} a_{i} \rightarrow a_{j} a_{r-1} A_{j r-1} a_{i} \xrightarrow{*} a_{j} a_{i} M \rightarrow a_{i} a_{j} a_{k} M
$$

We must analyze the other reduction a little more closely. It begins

$$
a_{r-1} a_{j} a_{i} \rightarrow a_{r-1} a_{i} a_{j} a_{k} \rightarrow a_{i} a_{r-1} A_{i r-1} a_{j} a_{k} \xrightarrow{*} a_{i} a_{r-1} a_{j} P a_{k} Q,
$$

where it is possible to write $A_{i r-1}$ as $E F$ and $F a_{j} a_{k} \xrightarrow{*} a_{j} a_{k} Q$ and $E a_{j} \xrightarrow{*}$ $a_{j} P$. The reduction continues
$a_{i} a_{r-1} a_{j} P a_{k} Q \rightarrow a_{i} a_{j} a_{r-1} A_{j r-1} P a_{k} Q \xrightarrow{*} a_{i} a_{j} a_{r-1} a_{k} L \rightarrow a_{i} a_{j} a_{k} a_{r-1} A_{k r-1} L$.
Let $u$ and $v$ be the elements of $K_{r-1}$ represented by $a_{r-1}$ and $a_{r-1} A_{k r-1}$, respectively. Then $A_{i r-1}$ and $A_{j r-1}$ represent $u^{-1} u^{\sigma_{i}}$ and $u^{-1} u^{\sigma_{j}}$, respectively. The word $L$ represents

$$
\left(u^{-1} u^{\sigma_{j}}\right)^{\sigma_{k}}\left(u^{-1} u^{\sigma_{i}}\right)^{\sigma_{j} \sigma_{k}}=\left[u^{-1} u^{\sigma_{j}}\left(u^{-1} u^{\sigma_{i}}\right)^{\sigma_{j}}\right]^{\sigma_{k}}=\left[u^{-1} u^{\sigma_{i} \sigma_{j}}\right]^{\sigma_{k}}
$$

The element $u^{-1} u^{\sigma_{i} \sigma_{j}}$ is in $K_{r}$ and on $K_{r}$ we know that $\sigma_{k}$ is the same as $\sigma_{j}^{-1} \sigma_{i}^{-1} \sigma_{j} \sigma_{i}$. Therefore $L$ represents

$$
\left(u^{\sigma_{j}^{-1} \sigma_{i}^{-1} \sigma_{j} \sigma_{i}}\right)^{-1} u^{\sigma_{j} \sigma_{i}}
$$

As before, $M$ represents $u^{\sigma_{j} \sigma_{i}}$. Local confluence at $a_{r-1} a_{j} a_{i}$ implies that

$$
v\left(u^{\sigma_{j}^{-1} \sigma_{i}^{-1} \sigma_{j} \sigma_{i}}\right)^{-1} u^{\sigma_{j} \sigma_{i}}=u^{\sigma_{j} \sigma_{i}}
$$

or

$$
v=u^{\sigma_{j}^{-1} \sigma_{i}^{-1} \sigma_{j} \sigma_{i}}
$$

This means that all relations in $\mathcal{R}$ which can be used to rewrite elements of $\mathcal{W}\left(r-1, a_{k}\right)$ are satisfied in the cyclic extension of $K_{r-1}$ defined by $\sigma_{j}^{-1} \sigma_{j}^{-1} \sigma_{j} \sigma_{i}$. Therefore confluence must hold on $\mathcal{W}\left(r-1, a_{k}\right)$ after all. This contradiction completes the proof of Proposition 9.3.

### 9.10 Free nilpotent groups

Let $F$ be the free group on a finite set $X$ with $|X|=r$ and let $e$ be a positive integer. Any group isomorphic to $G=F / \gamma_{e+1}(F)$ is called a free nilpotent group of rank $r$ and class $e$. The term "collection" was first used in ( P . Hall 1934) in connection with computing in free nilpotent groups. In this section we shall describe polycyclic generating sequences for $G$. Consistent polycyclic presentations are given for $G$ in terms of some of these sequences, but the proof of consistency requires considerably more space than is available here. Details can be found in [Hall 1959] and [Magnus et al. 1976].

Since $G$ is finitely generated and nilpotent, it is polycyclic by Proposition 3.4. Suppose $X=\left\{x_{1}, \ldots, x_{r}\right\}$. By Propositions 2.5 and 2.6 , for $k \geq 2$ the commutators $\left[x_{i_{1}}, \ldots, x_{i_{k}}\right.$ ] with $i_{1}>i_{2}$ generate $\gamma_{k}(F)$ modulo $\gamma_{k+1}(F)$. Thus the images in $G$ of these elements with $k \leq e$ form a polycyclic generating sequence for $G$ when arranged in increasing order of $k$. A presentation for $G$ is obtained by setting all commutators $\left[x_{i_{1}}, \ldots, x_{i_{k+1}}\right]$ with $i_{1}>i_{2}$ equal to 1 . The Knuth-Bendix procedure can be used to find the corresponding standard polycyclic presentation.

Example 10.1. Let $X=\left\{x_{1}, x_{2}\right\}$ and take $e=5$. One polycyclic generating sequence for $G$ is $x_{1}, \ldots, x_{17}$, where $x_{3}, \ldots, x_{17}$ are defined as follows:

$$
\begin{aligned}
x_{3} & =\left[x_{2}, x_{1}\right], \\
x_{4} & =\left[x_{3}, x_{1}\right]=\left[x_{2}, x_{1}, x_{1}\right], \\
x_{5} & =\left[x_{3}, x_{2}\right]=\left[x_{2}, x_{1}, x_{2}\right], \\
x_{6} & =\left[x_{4}, x_{1}\right]=\left[x_{2}, x_{1}, x_{1}, x_{1}\right], \\
x_{7} & =\left[x_{4}, x_{2}\right]=\left[x_{2}, x_{1}, x_{1}, x_{2}\right], \\
x_{8} & =\left[x_{5}, x_{1}\right]=\left[x_{2}, x_{1}, x_{2}, x_{1}\right], \\
x_{9} & =\left[x_{5}, x_{2}\right]=\left[x_{2}, x_{1}, x_{2}, x_{2}\right], \\
x_{10} & =\left[x_{6}, x_{1}\right]=\left[x_{2}, x_{1}, x_{1}, x_{1}, x_{1}\right], \\
x_{11} & =\left[x_{6}, x_{2}\right]=\left[x_{2}, x_{1}, x_{1}, x_{1}, x_{2}\right], \\
x_{12} & =\left[x_{7}, x_{1}\right]=\left[x_{2}, x_{1}, x_{1}, x_{2}, x_{1}\right], \\
x_{13} & =\left[x_{7}, x_{2}\right]=\left[x_{2}, x_{1}, x_{1}, x_{2}, x_{2}\right], \\
x_{14} & =\left[x_{8}, x_{1}\right]=\left[x_{2}, x_{1}, x_{2}, x_{1}, x_{1}\right], \\
x_{15} & =\left[x_{8}, x_{2}\right]=\left[x_{2}, x_{1}, x_{2}, x_{1}, x_{2}\right], \\
x_{16} & =\left[x_{9}, x_{1}\right]=\left[x_{2}, x_{1}, x_{2}, x_{2}, x_{1}\right], \\
x_{17} & =\left[x_{9}, x_{2}\right]=\left[x_{2}, x_{1}, x_{2}, x_{2}, x_{2}\right] .
\end{aligned}
$$

A presentation for $G$ on these generators is $\left[x_{j}, x_{i}\right]=1,10 \leq j \leq 17,1 \leq i \leq$ 2. The Knuth-Bendix procedure using the basic wreath-product ordering with $x_{17} \prec x_{17}^{-1} \prec x_{16} \prec \cdots \prec x_{1} \prec x_{1}^{-1}$ will produce the standard polycyclic presentation for $G$ on the $x_{i}$. The Knuth-Bendix procedure can be helped along by including some redundant relations $\left[x_{j}, x_{i}\right]=1$, where $\left[x_{j}, x_{i}\right]$ is clearly in $\gamma_{6}(G)=1$. Examples of such relations are $\left[x_{6}, x_{3}\right]=1$ and $\left[x_{j}, x_{i}\right]=$ 1 for $4 \leq i<j \leq 17$.

The standard presentation obtained in this case is too large to list here, but it is instructive to look at the power relations which occur. They are

$$
\begin{aligned}
x_{7} & =x_{8} x_{11} x_{14}^{-1} x_{15} x_{16}^{-1}, \\
x_{12} & =x_{14}, \\
x_{13} & =x_{15} .
\end{aligned}
$$

Thus $\gamma_{4}(F) / \gamma_{5}(F) \cong \gamma_{4}(G) / \gamma_{5}(G)$ is the abelian group generated by $x_{6}, x_{7}$, $x_{8}$, and $x_{9}$ subject to the single relation $x_{7}=x_{8}$. Therefore $\gamma_{4}(G) / \gamma_{5}(G)$ is free abelian of rank 3 . Similarly, $\gamma_{5}(F) / \gamma_{6}(F) \cong \gamma_{5}(G)$ is free abelian of rank 6.

Computations like those in Example 10.1 suggest that the quotients $\gamma_{k}(F) / \gamma_{k+1}(F)$ are always free abelian groups and that for large $k$ the ranks of these groups are substantially smaller than the upper bound of

$$
\frac{r^{k}-r^{k-1}}{2}
$$

given by Propositions 2.5 and 2.6. The rank of $\gamma_{k}(F) / \gamma_{k+1}(F)$ is known and bases for these groups have been determined. To describe these bases we need to introduce the concept of a basic sequence of commutators.

A basic sequence of commutators in $F$ is an infinite sequence $c_{1}, c_{2}, \ldots$ of elements of $F$, where each $c_{i}$ has associated with it a positive integer $w_{i}$ called its weight. The $c_{i}$ must satisfy several conditions, which will now be described. The $c_{i}$ are ordered by weight. That is, if $j>i$, then $w_{j} \geq w_{i}$. The commutators of weight 1 are $c_{1}, \ldots, c_{r}$, which are the elements of $X$ arranged in some order. If $w_{k}>1$, then $c_{k}$ is described explicitly as the commutator $\left[c_{j}, c_{i}\right]$, where $j>i$ and $w_{k}=w_{i}+w_{j}$. If $w_{j}>1$, so that $c_{j}$ is described as $\left[c_{q}, c_{p}\right]$ with $q>p$, then $p \leq i$. Finally, for each $j>i$ such that either $w_{j}=1$ or $w_{j}>1$ and $c_{j}$ is described as $\left[c_{q}, c_{p}\right]$ with $p \leq i$, there is a unique index $k$ such that $c_{k}$ is described as $\left[c_{j}, c_{i}\right]$. The phrase "sequence of basic commutators" is used by most authors, but being basic is a property of the sequence, not of the individual terms in the sequence. We shall say that a commutator $u$ is basic only when a basic sequence of commutators has previously been specified and $u$ is a term in that sequence.

Example 10.2. Suppose that $X=\{a, b\}$. The terms of weight at most 6 in one basic sequence are

$$
\begin{aligned}
c_{1} & =a, & c_{13}=\left[c_{7}, c_{2}\right], \\
c_{2} & =b, & c_{14}=\left[c_{8}, c_{2}\right], \\
c_{3} & =\left[c_{2}, c_{1}\right], & c_{15}=\left[c_{5}, c_{4}\right], \\
c_{4} & =\left[c_{3}, c_{1}\right], & c_{16}=\left[c_{6}, c_{3}\right], \\
c_{5} & =\left[c_{3}, c_{2}\right], & c_{17}=\left[c_{7}, c_{3}\right], \\
c_{6} & =\left[c_{4}, c_{1}\right], & c_{18}=\left[c_{8}, c_{3}\right], \\
c_{7} & =\left[c_{4}, c_{2}\right], & c_{19}=\left[c_{11}, c_{1}\right], \\
c_{8} & =\left[c_{5}, c_{2}\right], & c_{20}=\left[c_{11}, c_{2}\right], \\
c_{9} & =\left[c_{4}, c_{3}\right], & c_{21}=\left[c_{12}, c_{2}\right], \\
c_{10} & =\left[c_{5}, c_{3}\right], & c_{22}=\left[c_{13}, c_{2}\right], \\
c_{11} & =\left[c_{6}, c_{1}\right], & c_{23}=\left[c_{14}, c_{2}\right] . \\
c_{12} & =\left[c_{6}, c_{2}\right], &
\end{aligned}
$$

Here $c_{1}$ and $c_{2}$ have weight $1, c_{3}$ has weight $2, c_{4}$ and $c_{5}$ have weight 3 , $c_{6}, c_{7}$, and $c_{8}$ have weight $4, c_{9}, \ldots, c_{14}$ have weight 5 , and $c_{15}, \ldots, c_{23}$ have weight 6 .

As defined here, a basic sequence of commutators includes the description of each term of weight greater than 1 as the commutator of earlier terms in the sequence. The reason for this is at this stage it is conceivable that $\left[c_{j}, c_{i}\right]=\left[c_{q}, c_{p}\right]$ even though $(j, i) \neq(q, p)$ and that some of the $c_{k}$ could be trivial. This cannot occur, but the proof is somewhat involved. From now on we shall write $c_{k}=\left[c_{j}, c_{i}\right]$ for the assertion that $c_{k}$ is described as $\left[c_{j}, c_{i}\right]$.

Let us fix a basic sequence $c_{1}, c_{2}, \ldots$ of commutators in $F$. The commutators of weight 1 are in $F=\gamma_{1}(F)$. By Proposition 1.10 and a simple induction argument, it is easy to prove that $c_{i}$ is in $\gamma_{w_{i}}(F)$ for all $i$. Suppose that $c_{1}, \ldots, c_{t}$ are the commutators in the sequence with weight at most $e$, and for $1 \leq i \leq t$ let $a_{i}$ be the image of $c_{i}$ in $G=F / \gamma_{e+1}(F)$. We shall prove that the $a_{i}$ form a polycyclic generating sequence for $G$. In the proof, the following proposition will be needed.

Proposition 10.1. Let $u$ and $v$ be elements of a group. Then

$$
\left[v, u^{-1}\right]=\left[v, u, u^{-1}\right]^{-1}[v, u]^{-1}
$$

and

$$
\left[v^{-1}, u\right]=\left[v, u, v^{-1}\right]^{-1}[v, u]^{-1}
$$

Set $u_{1}=v_{1}=[v, u]$ and for $i \geq 1$ let $u_{i+1}=\left[u_{i}, u\right]$ and $v_{i+1}=\left[v_{i}, v\right]$. Then, for any odd positive integer $s$,

$$
\begin{aligned}
& {\left[v, u^{-1}\right]=u_{2} u_{4} \ldots u_{s-1}\left[u_{s}, u^{-1}\right]^{-1} u_{s}^{-1} u_{s-2}^{-1} \ldots u_{3}^{-1} u_{1}^{-1}} \\
& {\left[v^{-1}, u\right]=v_{2} v_{4} \ldots v_{s-1}\left[v_{s}, v^{-1}\right]^{-1} v_{s}^{-1} v_{s-2}^{-1} \ldots v_{3}^{-1} v_{1}^{-1}}
\end{aligned}
$$

Proof. The first two identities are proved by direct computation in the free group generated by $u$ and $v$. They correspond to the case $s=1$ of the second pair of identities. The second pair is proved by induction on $s$, using the following applications of the first identity:

$$
\begin{aligned}
{\left[u_{s}, u^{-1}\right]^{-1} } & =\left(\left[u_{s}, u, u^{-1}\right]^{-1}\left[u_{s}, u\right]^{-1}\right)^{-1} \\
& =u_{s+1}\left[u_{s+1}, u^{-1}\right] \\
& =u_{s+1}\left[u_{s+1}, u, u^{-1}\right]^{-1}\left[u_{s+1}, u\right]^{-1} \\
& =u_{s+1}\left[u_{s+2}, u^{-1}\right]^{-1} u_{s+2}^{-1} \\
{\left[v_{s}, v^{-1}\right]^{-1} } & =\left(\left[v_{s}, v, v^{-1}\right]^{-1}\left[v_{s}, v\right]^{-1}\right)^{-1} \\
& =v_{s+1}\left[v_{s+1}, v^{-1}\right] \\
& =v_{s+1}\left[v_{s+1}, v, v^{-1}\right]^{-1}\left[v_{s+1}, v\right]^{-1} \\
& =v_{s+1}\left[v_{s+2}, v^{-1}\right]^{-1} v_{s+2}^{-1}
\end{aligned}
$$

Now we are ready to prove that a basic sequence of commutators defines a polycyclic generating sequence for $G$. For $1 \leq i \leq t+1$ define $G_{i}=$ $\operatorname{Grp}\left\langle a_{i}, \ldots, a_{t}\right\rangle$.

Proposition 10.2. The sequence $a_{1}, \ldots, a_{t}$ is a polycyclic generating sequence for $G$.

Proof. We must show that for $1 \leq i<j \leq t$ and any $\alpha$ and $\beta$ in $\{1,-1\}$ there is an element $z$ of $G_{i+1}$ such that $a_{j}^{\alpha} a_{i}^{\beta}=a_{i}^{\beta} z$. If $w_{i}+w_{j}>e$, then $\left[c_{j}, c_{i}\right]$ is in $\gamma_{e+1}(F)$ and so $a_{i}$ and $a_{j}$ commute. Therefore we may take $z=a_{j}^{\alpha}$ in this case. Let us assume that $w_{i}+w_{j} \leq e$. Suppose first that $\left[c_{j}, c_{i}\right]=c_{k}$ is basic. In Proposition 10.1, let $u=c_{i}$ and $v=c_{j}$. Each of the commutators $u_{m}$ and $v_{m}$ is basic. If $m$ is large, then both $u_{m}$ and $v_{m}$ are in $\gamma_{e+1}(F)$ and can be ignored when we pass to the quotient group $G$. Let $x_{m}$ and $y_{m}$ denote the images of $u_{m}$ and $v_{m}$, respectively, in $G$. Then $x_{m}$ and $y_{m}$ lie in $G_{i+1}$ and

$$
\begin{gathered}
a_{j} a_{i}=a_{i} a_{j} a_{k} \\
a_{j} a_{i}^{-1}=a_{i}^{-1} a_{j} x_{2} x_{4} \ldots x_{3}^{-1} x_{1}^{-1}, \\
a_{j}^{-1} a_{i}=a_{i} a_{j}^{-1} y_{2} y_{4} \ldots y_{3}^{-1} y_{1}^{-1} .
\end{gathered}
$$

The products indicated with dots are finite products. Finally,

$$
a_{j}^{-1} a_{i}^{-1}=a_{i}^{-1}\left(a_{i} a_{j} a_{i}^{-1}\right)^{-1}=a_{i}^{-1} x_{1} x_{3} \ldots x_{4}^{-1} x_{2}^{-1} a_{j}^{-1}
$$

Now suppose that $\left[c_{j}, c_{i}\right]$ is not basic. Then $c_{j}=\left[c_{q}, c_{p}\right]$ with $j>q>p>i$. In particular, $j>i+1$, so we may proceed by induction on $j$. The conjugates $a_{i}^{-1} a_{q} a_{i}$ and $a_{i}^{-1} a_{p} a_{i}$ have already been shown to be in $G_{i+1}$. Therefore $a_{i}^{-1} a_{j} a_{i}=a_{i}^{-1}\left[a_{q}, a_{p}\right] a_{i}$ is also in $G_{i+1}$, or, equivalently, $a_{j} a_{i}=a_{i} z$, where $z$ is in $G_{i+1}$. The other cases are handled in the same way.

The proof of Proposition 10.2 allows us to construct a polycyclic presentation for a group $H$ of which $G$ is a homomorphic image. It is in fact the case that the presentation obtained is consistent and $H$ is isomorphic to $G$, although we cannot give the proof here. It is also true that the series $G=G_{1} \supseteq \cdots \supseteq G_{t+1}$ refines the lower central series of $G$. Moreover, if $1 \leq m \leq e$, then the quotient $Q=\gamma_{m}(G) / \gamma_{m+1}(G) \cong \gamma_{m}(F) / \gamma_{m+1}(F)$ is a free abelian group. If $c_{p}, \ldots, c_{q}$ are the basic commutators of weight $m$, then the images of $a_{p}, \ldots, a_{q}$ in $Q$ form a basis of $Q$. The rank of $Q$ is

$$
\frac{1}{m} \sum_{d \mid m} \mu(d) r^{m / d}
$$

where $\mu$ is the Möbius function, which is defined as follows: $\mu(n)=(-1)^{s}$ if $n$ is the product of $s$ distinct primes and $\mu(n)=0$ if $n$ is divisible by the square of a prime. In particular, $\mu(1)=1$.

Example 10.3. Let us again look at the case $r=2$ and $e=5$, using the basic sequence of commutators in Example 10.2. The generators of $G$ are $a_{1}, \ldots, a_{14}$, which are the images of $c_{1}, \ldots, c_{14}$. There are 91 commutators $\left[a_{j}, a_{i}\right]$ with $i<j$. For 76 of these, $w_{i}+w_{j} \geq 6$, and hence the commutator is trivial. Of the 15 remaining commutators, 12 are basic. This leaves only three to be determined. They are $\left[a_{5}, a_{1}\right],\left[a_{7}, a_{1}\right]$, and $\left[a_{8}, a_{1}\right]$.

$$
\begin{aligned}
a_{1}^{-1} a_{5} a_{1} & =a_{1}^{-1}\left[a_{3}, a_{2}\right] a_{1}=\left[a_{1}^{-1} a_{3} a_{1}, a_{1}^{-1} a_{2} a_{1}\right]=\left[a_{3} a_{4}, a_{2} a_{3}\right] \\
& =a_{4}^{-1} a_{3}^{-1} a_{3}^{-1} a_{2}^{-1} a_{3} a_{4} a_{2} a_{3}=a_{4}^{-1} a_{3}^{-1} a_{3}^{-1} a_{2}^{-1} a_{3} a_{2} a_{4} a_{7} a_{3} \\
& =a_{4}^{-1} a_{3}^{-1} a_{3}^{-1} a_{2}^{-1} a_{2} a_{3} a_{5} a_{4} a_{7} a_{3}=a_{4}^{-1} a_{3}^{-1} a_{5} a_{4} a_{7} a_{3} \\
& =a_{4}^{-1} a_{3}^{-1} a_{5} a_{4} a_{3} a_{7}=a_{4}^{-1} a_{3}^{-1} a_{5} a_{3} a_{4} a_{9} a_{7}=a_{4}^{-1} a_{3}^{-1} a_{3} a_{5} a_{10} a_{4} a_{9} a_{7} \\
& =a_{4}^{-1} a_{5} a_{10} a_{4} a_{9} a_{7}=a_{4}^{-1} a_{4} a_{5} a_{10} a_{9} a_{7}=a_{5} a_{7} a_{9} a_{10}
\end{aligned}
$$

Therefore $a_{5} a_{1}=a_{1} a_{5} a_{7} a_{9} a_{10}$. Now

$$
a_{1}^{-1} a_{7} a_{1}=\left[a_{4} a_{6}, a_{2} a_{3}\right]=a_{6}^{-1} a_{4}^{-1} a_{3}^{-1} a_{2}^{-1} a_{4} a_{6} a_{2} a_{3}
$$

which simplifies to $a_{7} a_{9} a_{12}$. Finally,

$$
a_{1}^{-1} a_{8} a_{1}=\left[a_{5} a_{7} a_{9} a_{10}, a_{2} a_{3}\right]
$$

which turns out to be $a_{8} a_{10} a_{13}$.

Once we have a consistent polycyclic presentation for our free nilpotent group $G$, we can compute in $G$ using the techniques developed in Sections 9.4 to 9.7 . However, if many calculations with elements of $G$ are to be carried out, then collection is not the most efficient way to compute products. The approach to be described applies not only to free nilpotent groups but to any group defined by a consistent nilpotent presentation without power relations.

Let $a_{1}, \ldots, a_{n}$ be a polycyclic generating sequence for a group $H$ such that the corresponding standard polycyclic presentation for $H$ is nilpotent and contains no power relations. We can identify $H$ and $\mathbb{Z}^{n}$ as sets by letting ( $\alpha_{1}, \ldots, \alpha_{n}$ ) in $\mathbb{Z}^{n}$ correspond to $a_{1}^{\alpha_{1}} \ldots a_{n}^{\alpha_{n}}$. Suppose that $g$ and $h$ are elements of $H$ and that $g, h$, and $g h$ correspond to $\left(\alpha_{1}, \ldots, \alpha_{n}\right),\left(\beta_{1}, \ldots, \beta_{n}\right)$, and ( $\sigma_{1}, \ldots, \sigma_{n}$ ), respectively. We may consider $\sigma_{1}, \ldots, \sigma_{n}$ to be functions of $\alpha_{1}, \ldots, \alpha_{n}$ and $\beta_{1}, \ldots, \beta_{n}$. In fact, $\sigma_{i}=\sigma_{i}\left(\alpha_{1}, \ldots, \alpha_{i}, \beta_{1}, \ldots, \beta_{i}\right)$ depends only on $\alpha_{1}, \ldots, \alpha_{i}$ and $\beta_{1}, \ldots, \beta_{i}$. In (P. Hall 1957) it is shown that each $\sigma_{i}$ is a polynomial function of the $\alpha$ 's and the $\beta$ 's. If these polynomials can be determined, they can be used to compute products much more rapidly than can be accomplished with collection. The polynomials defining multiplication in $H$ take on integer values whenever the $\alpha$ 's and $\beta$ 's are integers. Any such polynomial is an integer linear combination of products of binomial coefficients of the form

$$
\binom{\alpha_{1}}{s_{1}} \cdots\binom{\alpha_{n}}{s_{n}}\binom{\beta_{1}}{t_{1}} \cdots\binom{\beta_{n}}{t_{n}} .
$$

Notice that these polynomials do not necessarily have integer coefficients when expressed as linear combinations of ordinary monomials. Not only is multiplication in $H$ defined by polynomials, so is inversion. That is, if $a_{1}^{\delta_{1}} \ldots a_{n}^{\delta_{n}}$ is the inverse of $a_{1}^{\alpha_{1}} \ldots a_{n}^{\alpha_{n}}$, then the $\delta$ 's are polynomials in the $\alpha$ 's.

Example 10.4. Suppose that $H$ is $D_{3}^{(1)}$ as defined in Example 2.1 and

$$
a_{1}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right], \quad a_{2}=\left[\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], \quad a_{3}=\left[\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Then $a_{1}^{\alpha_{1}} a_{2}^{\alpha_{2}} a_{3}^{\alpha_{3}}$ is

$$
\left[\begin{array}{ccc}
1 & \alpha_{2} & \alpha_{3} \\
0 & 1 & \alpha_{1} \\
0 & 0 & 1
\end{array}\right]
$$

Moreover,

$$
\left[\begin{array}{ccc}
1 & \alpha_{2} & \alpha_{3} \\
0 & 1 & \alpha_{1} \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
1 & \beta_{2} & \beta_{3} \\
0 & 1 & \beta_{1} \\
0 & 0 & 1
\end{array}\right]=\left[\begin{array}{ccc}
1 & \sigma_{2} & \sigma_{3} \\
0 & 1 & \sigma_{1} \\
0 & 0 & 1
\end{array}\right]
$$

where $\sigma_{1}=\alpha_{1}+\beta_{1}, \sigma_{2}=\alpha_{2}+\beta_{2}$, and $\sigma_{3}=\alpha_{3}+\beta_{3}+\alpha_{2} \beta_{1}$.
A crude upper bound for the total degree of $\sigma_{i}$ is $i$. However, if $H$ is our free nilpotent group $G$ of class $e$ and $a_{1}, \ldots, a_{n}$ are defined by a basic sequence of commutators $c_{1}, c_{2}, \ldots$ with associated weights $w_{1}, w_{2}, \ldots$, then each of the products

$$
\binom{\alpha_{1}}{s_{1}} \cdots\binom{\alpha_{i}}{s_{i}}\binom{\beta_{1}}{t_{1}} \cdots\binom{\beta_{i}}{t_{i}}
$$

which occurs with nonzero coefficient in $\sigma_{i}$ satisfies

$$
\sum_{j=1}^{i}\left(s_{j}+t_{j}\right) w_{j} \leq w_{i}
$$

If the class $e$ of $G$ is not very large, then the polynomials $\sigma_{i}$ can be computed fairly easily. For the moment, let us assume that we know the bivariate polynomials $\eta_{i j k}, n \geq k>j>i$, such that

$$
a_{j}^{\alpha} a_{i}^{\beta}=a_{i}^{\beta} a_{j}^{\alpha} a_{j+1}^{\eta_{i j+1}(\alpha, \beta)} \ldots a_{n}^{\eta_{i j n}(\alpha, \beta)} .
$$

Notice that this formula remains valid even if the exponents $\alpha$ and $\beta$ are themselves polynomials in one or more indeterminates. Given the $\eta_{i j k}$, we can use any of the classical computer algebra systems to construct a "symbolic collector", which collects products of powers of the generators in which the exponents are polynomials. To compute the $\sigma_{i}$, one has only to collect the single "symbolic word" $a_{1}^{\alpha_{1}} \ldots a_{n}^{\alpha_{n}} a_{1}^{\beta_{1}} \ldots a_{n}^{\beta_{n}}$, where the $\alpha$ 's and the $\beta$ 's are indeterminates.

Thus it suffices to determine the polynomials $\eta_{i j k}$. By the remark above, if $\alpha^{r} \beta^{s}$ occurs with nonzero coefficient in $\eta_{i j k}$, then $r w_{j}+s w_{i} \leq w_{k} \leq e$. Thus
we may compute $a_{j}^{\alpha} a_{i}^{\beta}$ for those nonnegative values of $\alpha$ and $\beta$ for which $\alpha w_{j}+\beta w_{i} \leq e$ and then use interpolation to find the $\eta_{i j k}$. Exercise 10.4 describes one convenient way to carry out the interpolation. Although a basic collection procedure would be adequate in principle to compute the necessary values of $a_{j}^{\alpha} a_{i}^{\beta}$, we can accomplish the task much more quickly by using the symbolic collector whenever possible. The values of $i$ are considered in the order $n-1, n-2, \ldots, 1$. For a given $i$, the values of $j$ are considered in the order $n, n-1, \ldots, i+1$. For a given pair $(j, i)$, we take $\alpha=0,1, \ldots$ and for a given $\alpha$ we let $\beta=0,1, \ldots$ The first collection step is $a_{j}^{\alpha} a_{i}^{\beta}=a_{j}^{\alpha-1} a_{i} a_{j}\left[a_{j}, a_{i}\right] a_{i}^{\beta-1}$. After this, if we need to replace $a_{q}^{\mu} a_{p}^{\nu}$ by $a_{p}^{\nu} a_{q}^{\mu}\left[a_{q}^{\mu}, a_{p}^{\nu}\right]$, then either we have already determined the polynomials $\eta_{p q k}$ or we have $(q, p)=(j, i)$ and $a_{j}^{\mu} a_{i}^{\nu}$ has already been computed.

Example 10.5. Let us continue with the case $r=2$ and $e=5$ of Example 10.3. Here are the polynomials $\sigma_{i}$ :

$$
\begin{aligned}
\sigma_{1}= & \alpha_{1}+\beta_{1} \\
\sigma_{2}= & \alpha_{2}+\beta_{2} \\
\sigma_{3}= & \alpha_{3}+\beta_{3}+\alpha_{2} \beta_{1}, \\
\sigma_{4}= & \alpha_{4}+\beta_{4}+\alpha_{3} \beta_{1}+\alpha_{2}\binom{\beta_{1}}{2} \\
\sigma_{5}= & \alpha_{5}+\beta_{5}+\alpha_{3} \beta_{2}+\binom{\alpha_{2}}{2} \beta_{1}+\alpha_{2} \beta_{1} \beta_{2} \\
\sigma_{6}= & \alpha_{6}+\beta_{6}+\alpha_{4} \beta_{1}+\alpha_{3}\binom{\beta_{1}}{2}+\alpha_{2}\binom{\beta_{1}}{3}, \\
\sigma_{7}= & \alpha_{7}+\beta_{7}+\alpha_{5} \beta_{1}+\alpha_{4} \beta_{2}+\alpha_{3} \beta_{1} \beta_{2}+\binom{\alpha_{2}}{2}\binom{\beta_{1}}{2}+\alpha_{2}\binom{\beta_{1}}{2} \beta_{2} \\
\sigma_{8}= & \alpha_{8}+\beta_{8}+\alpha_{5} \beta_{2}+\alpha_{3}\binom{\beta_{2}}{2}+\binom{\alpha_{2}}{3} \beta_{1}+\binom{\alpha_{2}}{2} \beta_{1} \beta_{2}+\alpha_{2} \beta_{1}\binom{\beta_{2}}{2}, \\
\sigma_{9}= & \alpha_{9}+\beta_{9}+\alpha_{4} \beta_{3}+\alpha_{5} \beta_{1}+\alpha_{7} \beta_{1}+\binom{\alpha_{3}}{2} \beta_{1}+\alpha_{5}\binom{\beta_{1}}{2}+2\binom{\alpha_{2}}{2}\binom{\beta_{1}}{2} \\
& +\alpha_{2} \alpha_{3}\binom{\beta_{1}}{2}+\alpha_{2}\binom{\beta_{1}}{3}+\alpha_{2}\binom{\beta_{1}}{2} \beta_{3}+\alpha_{3} \beta_{1} \beta_{3}+3\binom{\alpha_{2}}{2}\binom{\beta_{1}}{3}, \\
\sigma_{10}= & \alpha_{10}+\beta_{10}+\alpha_{5} \beta_{1}+\alpha_{5} \beta_{3}+\alpha_{8} \beta_{1}+\binom{\alpha_{2}}{2} \beta_{1}+\binom{\alpha_{3}}{2} \beta_{2}+\alpha_{3} \beta_{2} \beta_{3} \\
& +2\binom{\alpha_{2}}{3} \beta_{1}+\binom{\alpha_{2}}{2} \alpha_{3} \beta_{1}+3\binom{\alpha_{2}}{2}\binom{\beta_{1}}{2}+\binom{\alpha_{2}}{2} \beta_{1} \beta_{3}+\alpha_{2} \alpha_{3} \beta_{1} \beta_{2} \\
& +\alpha_{2}\binom{\beta_{1}}{2} \beta_{2}+\alpha_{2} \beta_{1} \beta_{2} \beta_{3}+4\binom{\alpha_{2}}{3}\binom{\beta_{1}}{2}+2\binom{\alpha_{2}}{2}\binom{\beta_{1}}{2} \beta_{2}
\end{aligned}
$$

$$
\begin{aligned}
& +\binom{\alpha_{2}}{2} \beta_{1} \beta_{2}, \\
\sigma_{11}= & \alpha_{11}+\beta_{11}+\alpha_{6} \beta_{1}+\alpha_{4}\binom{\beta_{1}}{2}+\alpha_{3}\binom{\beta_{1}}{3}+\alpha_{2}\binom{\beta_{1}}{4}, \\
\sigma_{12}= & \alpha_{12}+\beta_{12}+\alpha_{6} \beta_{2}+\alpha_{7} \beta_{1}+\alpha_{4} \beta_{1} \beta_{2}+\alpha_{5}\binom{\beta_{1}}{2}+\binom{\alpha_{2}}{2}\binom{\beta_{1}}{3} \\
& +\alpha_{2}\binom{\beta_{1}}{3} \beta_{2}+\alpha_{3}\binom{\beta_{1}}{2} \beta_{2}, \\
\sigma_{13}= & \alpha_{13}+\beta_{13}+\alpha_{7} \beta_{2}+\alpha_{8} \beta_{1}+\alpha_{4}\binom{\beta_{2}}{2}+\alpha_{5} \beta_{1} \beta_{2}+\binom{\alpha_{2}}{3}\binom{\beta_{1}}{2}+ \\
& +\binom{\alpha_{2}}{2}\binom{\beta_{1}}{2} \beta_{2}+\alpha_{2}\binom{\beta_{1}}{2}\binom{\beta_{2}}{2}+\alpha_{3} \beta_{1}\binom{\beta_{2}}{2}, \\
\sigma_{14}= & \alpha_{14}+\beta_{14}+\alpha_{8} \beta_{2}+\alpha_{5}\binom{\beta_{2}}{2}+\alpha_{3}\binom{\beta_{2}}{3}+\binom{\alpha_{2}}{4} \beta_{1}+\binom{\alpha_{2}}{3} \beta_{1} \beta_{2} \\
& +\binom{\alpha_{2}}{2} \beta_{1}\binom{\beta_{2}}{2}+\alpha_{2} \beta_{1}\binom{\beta_{2}}{3} .
\end{aligned}
$$

As $e$ increases, the number of terms in the $\sigma_{i}$ grows very rapidly and it becomes difficult to store these polynomials. A compromise is to store only the polynomials

$$
\sigma_{i}^{(j)}=\sigma_{i}\left(\alpha_{1}, \ldots, \alpha_{i}, 0, \ldots, 0, \beta_{j}, 0, \ldots, 0\right)
$$

where $1 \leq j \leq i$. The product

$$
\left(a_{1}^{\alpha_{1}} \ldots a_{n}^{\alpha_{n}}\right)\left(a_{1}^{\alpha_{1}} \ldots a_{n}^{\alpha_{n}}\right)
$$

is now evaluated as

$$
\left(\cdots\left(\left(a_{1}^{\alpha_{1}} \cdots a_{n}^{\alpha_{n}}\right) a_{1}^{\beta_{1}}\right) a_{2}^{\beta_{2}} \cdots\right) a_{n}^{\beta_{n}}
$$

using the polynomials $\sigma_{j}^{(j)}, \sigma_{j+1}^{(j)}, \ldots, \sigma_{n}^{(j)}$ in the computation of the $j$-th product.

## Exercises

10.1. Show that the polycyclic presentation

$$
a_{2} a_{1}=a_{1} a_{2}^{-1}, \quad a_{1}^{-1} a_{1}=a_{1} a_{2}, \quad a_{2} a_{1}^{-1}=a_{1}^{-1} a_{2}^{-1}, \quad a_{2}^{-1} a_{1}^{-1}=a_{1}^{-1} a_{2}
$$

on generators $a_{1}$ and $a_{2}$ is consistent. Determine a formula for $\left(a_{1}^{\alpha_{1}} a_{2}^{\alpha_{2}}\right)\left(a_{1}^{\beta_{1}} a_{2}^{\beta_{2}}\right)$. Conclude that multiplication in this group is not defined by polynomials.
10.2. Each polynomial $f$ in $\mathbb{Q}\left[X_{1}, \ldots, X_{m}\right]$ defines a function $\bar{f}$ from $\mathbb{Q}^{m}$ to $\mathbb{Q}$. Show that the map $f \mapsto \bar{f}$ is an injective ring homomorphism from $\mathbb{Q}\left[X_{1}, \ldots, X_{m}\right]$ to the ring of functions from $\mathbb{Q}^{m}$ to $\mathbb{Q}$ under pointwise addition and multiplication.
10.3. If $s_{1}, \ldots, s_{m}$ are nonnegative integers, define $g_{s_{1} s_{2} \ldots s_{m}}$ to be the product

$$
\binom{X_{1}}{s_{1}} \cdots\binom{X_{m}}{s_{m}}
$$

of binomial coefficients. Prove that the polynomials $g_{s_{1} s_{2} \ldots s_{m}}$ are a vector space basis for $\mathbb{Q}\left[X_{1}, \ldots, X_{m}\right]$ over $\mathbb{Q}$. Suppose $f$ is in $\mathbb{Q}\left[X_{1}, \ldots, X_{m}\right]$ and $\bar{f}\left(\alpha_{1}, \ldots, \alpha_{m}\right)$ is an integer for all $\left(\alpha_{1}, \ldots, \alpha_{m}\right)$ in $\mathbb{Z}^{m}$. Show that $f$ is an integer linear combination of polynomials $g_{s_{1} s_{2} \ldots s_{m}}$.
10.4. Suppose that $s_{1}, \ldots, s_{m}$ and $t_{1}, \ldots, t_{m}$ are sequences of nonnegative integers. Let us say that $g_{t_{1} t_{2} \ldots t_{m}}$ precedes $g_{s_{1} s_{2} \ldots s_{m}}$ if $t_{i} \leq s_{i}$ for all $i$ and $t_{i}<s_{i}$ for some $i$. Let $f$ be in $\mathbb{Q}\left[X_{1}, \ldots, X_{m}\right]$ and let $h$ be the sum of the terms in $f$ involving polynomials $g_{t_{1} t_{2} \ldots t_{m}}$ which precede $g_{s_{1} s_{2} \ldots s_{m}}$. Prove that the coefficient of $g_{s_{1} s_{2} \ldots s_{m}}$ in $f$ is $f\left(s_{1}, \ldots, s_{m}\right)-$ $h\left(s_{1}, \ldots, s_{m}\right)$. Assume that values of $f$ can be computed and that a bound on the degree of $f$ is known. Show how to express $f$ as a linear combination of the $g_{s_{1} s_{2} \ldots s_{m}}$.

## $9.11 p$-Groups

Let $p$ be a prime. A $p$-group is a group in which every element has finite order and these orders are powers of $p$. A finite $p$-group has order $p^{n}$ for some nonnegative integer $n$. An elementary abelian $p$-group is a finite abelian $p$-group in which the $p$-th power of every element is 1 . Such a group is a direct product of cyclic groups of order $p$ and may be considered to be a vector space over the field $\mathbb{Z}_{p}$ of integers modulo $p$. (Additive notation should be used when this is done.) In Section 11.7 we shall describe an algorithm for determining finite $p$-groups which are quotients of a given finitely presented group. This section summarizes the facts about finite $p$-groups which we shall need.

Let $P$ be a nontrivial finite $p$-group. The following statements are proved in most basic texts on finite groups:
(1) The center of $P$ is nontrivial.
(2) Every proper subgroup of $P$ is contained in a subgroup of index $p$ and all subgroups of index $p$ are normal.
(3) $P$ is nilpotent.

By (3), the lower central series of $P$ eventually reaches the trivial subgroup. However, there is another central series which is particularly useful in studying $P$. For any group $G$, define $G^{p}$ to be the subgroup generated by $\left\{g^{p} \mid g \in G\right\}$. The terms $\varphi_{i}(G)$ of the lower exponent-p central series of $G$ are defined as follows: $\varphi_{1}(G)=G$ and $\varphi_{i+1}(G)=\left[\varphi_{i}(G), G\right] \varphi_{i}(G)^{p}$. By induction, $\varphi_{i}(G)$ is normal in $G$ and hence so are $\left[\varphi_{i}(G), G\right]$ and $G^{p}$. Therefore the product $\left[\varphi_{i}(G), G\right] \varphi_{i}(G)^{p}$ is a subgroup. We could also define $\varphi_{i+1}(G)$ as the smallest normal subgroup $N$ of $G$ contained in $\varphi_{i}(G)$ such
that $\varphi_{i}(G) / N$ is in the center of $G / N$ and is an elementary abelian $p$-group. Thus the quotients $\varphi_{i}(G) / \varphi_{i+1}(G)$ are vector spaces over $\mathbb{Z}_{p}$.

In the case of our finite $p$-group $P$, eventually $\varphi_{i}(P)$ is trivial. For if $\varphi_{i}(P)$ is not trivial, then $Q=\left[\varphi_{i}(P), P\right]$ is a proper subgroup of $\varphi_{i}(P)$, since $P$ is nilpotent. The quotient $R=\varphi_{i}(P) / Q$ is a nontrivial finite abelian $p$-group and hence is a direct sum of finite cyclic groups of orders which are powers of $p$. It is easy to show that $R^{p}$ is a proper subgroup of $R$. Then $\varphi_{i+1}(P)$, which is the inverse image of $R^{p}$ in $\varphi_{i}(P)$, is a proper subgroup of $\varphi_{i}(P)$. The smallest nonnegative integer $c$ such that $\varphi_{c+1}(P)$ is trivial is called the exponent-p class of $P$.

The subgroup $\varphi_{2}(P)$ is the intersection of the subgroups of index $p$ in $P$ and is called the Frattini subgroup of $P$. The quotient $P / \varphi_{2}(P)$ is the largest elementary abelian quotient of $P$. In general, the Frattini subgroup of a group $G$ is the intersection of the maximal subgroups of $G$ if $G$ has maximal subgroups. If there are no maximal subgroups, then the Frattini subgroup is $G$. The Frattini subgroup is the set of "nongenerators", elements $x$ in $G$ with the property that, if a subset $X$ of $G$ generates $G$, then $X-\{x\}$ generates $G$. Thus a subset $X$ of our finite $p$-group $P$ generates $P$ if and only if the image of $X$ in $V=P / \varphi_{2}(P)$ generates $V$. If $V$ has order $p^{d}$, then $V$ is a vector space of dimension $d$ over $\mathbb{Z}_{p}$ and minimal generating sets of $V$ all have $d$ elements. Thus minimal generating sets of $P$ also have $d$ elements.

Let us fix a prime $p$. Results analogous to Propositions 1.10, 2.5, and 2.6 hold for the terms of the exponent- $p$ central series.

Proposition 11.1. For any group $G$ and for any positive integers $i$ and $j$, the subgroup $\left[\varphi_{i}(G), \varphi_{j}(G)\right]$ is contained in $\varphi_{i+j}(G)$.

Proposition 11.2. Suppose that $G / \varphi_{2}(G)$ is generated by the images of $x_{1}, \ldots, x_{d}$. Then $\varphi_{2}(G) / \varphi_{3}(G)$ is generated by the images of $x_{i}^{p}, 1 \leq i \leq d$, and $\left[x_{j}, x_{i}\right], 1 \leq i<j \leq d$.

Proposition 11.3. Suppose that $s>1$, that $X$ is a subset of $G$ which generates $G$ modulo $\varphi_{2}(G)$, and $U$ is a subset of $\varphi_{s}(G)$ which generates $\varphi_{s}(G)$ modulo $\varphi_{s+1}(G)$. Then $\varphi_{s+1}(G)$ is generated modulo $\varphi_{s+2}(G)$ by the elements $u^{p}$ with $u$ in $U$ and the elements $[u, x]$ with $u$ in $U$ and $x$ in $X$.

Let $F$ be a free group of rank $r$. Propositions 11.2 and 11.3 give upper bounds for the dimensions of the quotients $\varphi_{s}(F) / \varphi_{s+1}(F)$. In fact, these dimensions are known exactly. Let $c_{1}, c_{2}, \ldots$ be a basic sequence of commutators in $F$. Then a basis for $\varphi_{s}(F) / \varphi_{s+1}(F)$ is given by the elements $c_{i}^{p^{s-w_{i}}}, 1 \leq i \leq t$, where $w_{i}$ is the weight of $c_{i}$ and $c_{t}$ is the last commutator of weight $s$. See [Huppert \& Blackburn 1986].

Let us return to our finite $p$-group $P$. It follows from Propositions 11.2 and 11.3 that $P$ has a $\varphi$-weighted presentation relative to the prime $p$. This is a power-commutator presentation on generators $a_{1}, \ldots, a_{n}$ with the following properties:
(a) Each $a_{i}$ has associated with it a positive integer weight $w_{i}$ such that $w_{1}=1$ and $w_{i} \leq w_{i+1}, 1 \leq i<n$.
(b) For $1 \leq i \leq n$ there is a power relation $a_{i}^{p}=W_{i}$ and the generators which occur in $W_{i}$ all have weight at least $w_{i}+1$.
(c) For each commutation relation $a_{j} a_{i}=a_{i} a_{j} A_{i j}$, the generators which occur in $A_{i j}$ all have weight at least $w_{i}+w_{j}$.
(d) If $w_{k}>1$, then one of the following holds:
(1) There are indices $i$ and $j$ with $w_{i}=1$ and $w_{j}=w_{k}-1$ such that $A_{i j}=a_{k}$.
(2) There is an index $i$ with $w_{i}=w_{k}-1$ such that $W_{i}=a_{k}$.

We choose one relation $a_{j} a_{i}=a_{i} a_{j} a_{k}$ or $a_{i}^{p}=a_{k}$ as the definition of $a_{k}$.

The differences between a $\varphi$-weighted presentation and a $\gamma$-weighted presentation are the following: In a $\varphi$-weighted presentation there is a power relation for each generator, so the group $P$ defined by the presentation is finite; the exponents in the power relations are all equal to a fixed prime $p$; and generators of weight greater than 1 are defined either as commutators or as $p$-th powers of earlier generators. Let $d$ be the largest index for which $w_{d}=1$. Then $P$ is generated by $x_{1}, \ldots, x_{d}$ and $d$ is the minimum number of generators in any generating set. The subgroup $\varphi_{s}(P)$ is generated modulo $\varphi_{s+1}(P)$ by the generators of weight $s$.

A $\varphi$-weighted presentation is a monoid presentation on generators $a_{1}, \ldots, a_{n}$. The techniques of Sections 9.8 and 9.9 can be extended to obtain results which reduce the amount of work needed to test the consistency of a presentation which has the form of a $\varphi$-weighted presentation. In fact, (Vaughan-Lee 1984), which provided the ideas for the proof of Proposition 9.3, actually deals with $\varphi$-weighted presentations. Let $c=w_{n}$. If $w_{i}+w_{j}=c$, then $A_{i j}^{p}$ represents the identity in the group defined by the presentation, since all generators of weight $c$ commute and have order dividing $p$. This implies that a few of the overlaps in Proposition 9.3 do not need to be considered here. To determine consistency we need only test for local confluence at the following overlaps:

$$
\begin{aligned}
& a_{k} a_{j} a_{i}, k>j>i, w_{k}+w_{j}+w_{i} \leq c, w_{i}=1, \\
& a_{j}^{p} a_{i} \quad
\end{aligned} \text { and } \quad \begin{aligned}
a_{j} a_{i}^{p}, & j>i, w_{j}+w_{i}<c \\
a_{i}^{p+1}, & 2 w_{i}<c .
\end{aligned}
$$

## Module bases

In Chapter 11 we shall discuss algorithms for determining various solvable quotient groups of a group given by a finite presentation. One of these algorithms is the Baumslag-Cannonito-Miller polycyclic quotient algorithm. This algorithm involves computation in finitely generated modules over group rings of polycyclic groups. These rings are in general noncommutative but they are similar in many ways to rings of polynomials. An important special case is the group ring of a free abelian group, which is more commonly referred to as a ring of Laurent polynomials.

The group $\mathbb{Z}^{n}$ is a free $\mathbb{Z}$-module of rank $n$. A subgroup, or $\mathbb{Z}$-submodule, $H$ of $\mathbb{Z}^{n}$ can be described conveniently by a matrix in row Hermite normal form. This description makes it relatively easy to check membership in $H$ and hence to solve the word problem in $\mathbb{Z}^{n} / H$. Now let $R$ be the ring $\mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]$ of polynomials with integer coefficients in the indeterminates $X_{1}, \ldots, X_{m}$. Then $R^{n}$ is a free $R$-module of rank $n$. Let $M$ be the $R$-submodule generated by a finite subset $T$ of $R^{n}$. Given $T$, we shall need to produce another module generating set for $M$ which will allow us easily to decide membership in $M$ and so permit us to solve the word problem in $R^{n} / M$.

The algorithms for manipulating integer matrices developed in Chapter 8 can be generalized. Unfortunately, when $m$ becomes even moderately large, the space requirements of this approach become very great. There is an alternative. The technique of Gröbner bases was originated by Bruno Buchberger in the 1960s. It has become a very important tool in computational commutative algebra. This chapter first gives a solution to our problem based on the methods of Chapter 8. Then the Gröbner basis approach is outlined. The intent is to try to show the relationship between the point of view of Baumslag, Cannonito, and Miller and that of Buchberger. The chapter concludes with a sketch of the generalization of these methods to finitely generated modules over rings of Laurent polynomials and over group rings of arbitrary polycyclic groups.

### 10.1 Ideals in $\mathbb{Z}[X]$

Let $I$ be an ideal of the ring $\mathbb{Z}[X]$ of polynomials in one variable with integer coefficients. A special case of the Hilbert basis theorem says that $I$ is finitely generated as an ideal. It will be useful to sketch the proof of this result. For each integer $n \geq 0$ let $I_{n}$ be the set of elements of $I$ having degree at most $n$. For these purposes 0 is defined to have degree $-\infty$, so 0 is in each $I_{n}$. The set of all polynomials of degree at most $n$ is a free abelian group with basis $X^{n}, \ldots, X, 1$. Let $C_{n}$ be the set of coefficients of $X^{n}$ in elements of $I_{n}$. Since $I_{n}$ is an additive subgroup of $\mathbb{Z}[X]$, it follows easily that $C_{n}$ is a subgroup of $\mathbb{Z}$. If $f$ is in $I_{n}$, then $X f$ is in $I_{n+1}$ and the coefficient of $X^{n+1}$ in $X f$ is the same as the coefficient of $X^{n}$ in $f$. Therefore $C_{n} \subseteq C_{n+1}$. The ascending chain condition holds for subgroups of $\mathbb{Z}$, so there is an integer $m$ such that $C_{n}=C_{m}$ for all $n \geq m$. The smallest such $m$ will be called the effective degree of $I$.

The group $I_{m}$ generates $I$ as an ideal. If not, we could choose an element $f$ of $I$ with minimum degree such that $f$ is not in the ideal $J$ generated by $I_{m}$. If the degree $n$ of $f$ is at most $m$, then $f$ is in $I_{m}$, which is certainly not the case. Thus $n>m$. Since $C_{n}=C_{m}$, there is an element $g$ in $I_{m}$ such that the leading coefficient of $g$ is the same as the leading coefficient of $f$. Therefore $f-X^{n-m} g$ has degree less than $n$. Since $f$ and $g$ are in $I$, so is $f-X^{n-m} g$. By the choice of $f$, it follows that $f-X^{n-m} g$ is in J. But $X^{n-m} g$ is in $J$ and therefore $f=\left(f-X^{n-m} g\right)+X^{n-m} g$ is in $J$. This is a contradiction, and hence $I_{m}$ generates $I$. Since $I_{m}$ is finitely generated as an abelian group, $I$ is finitely generated as an ideal.

Suppose that $I$ is defined as the ideal generated by some finite set $T$ of polynomials. The traditional proof of the Hilbert basis theorem does not tell us how to determine the effective degree $m$ of $I$ from the generating set $T$. In fact, it is relatively easy to compute $m$. Let $d$ be the maximum degree of the elements of $T$. The following proposition gives an upper bound for $m$.

Proposition 1.1. If $n \geq d$, then $C_{n}=C_{d}$.
Proof. Since $I_{d}$ contains $T$, it follows that $I_{d}$ generates $I$ as an ideal. Therefore $I$ is generated as an abelian group by the set of products $X^{k} f$, where $k \geq 0$ and $f$ is in $I_{d}$.

Lemma 1.2. If $n \geq d$, then $I_{n}$ is generated as an abelian group by the set of products $X^{k} f$, where $0 \leq k \leq n-d$ and $f$ is in $I_{d}$.

Proof. Let $g$ be an element of degree $n$ in $I$. Then

$$
g=X^{k_{1}} f_{1}+\cdots+X^{k_{s}} f_{s}
$$

where the $k_{i}$ are nonnegative integers, and the $f_{i}$ are in $I_{d}$. If $k_{i}>0$ and $f_{i}$ has degree less than $d$, then we may replace $f_{i}$ by $X f_{i}$ and $k_{i}$ by $k_{i}-1$. Thus we may assume that either $k_{i}=0$ or $\operatorname{deg}\left(f_{i}\right)=d$. Also, if $i \neq j$ and $k_{i}=k_{j}$, then $X^{k_{i}} f_{i}+X^{k_{j}} f_{j}=X^{k_{i}}\left(f_{i}+f_{j}\right)$ and $f_{i}+f_{j}$ is in $I_{d}$. Therefore we may replace the two terms $X^{k_{i}} f_{i}+X^{k_{j}} f_{j}$ by the single term $X^{k_{i}}\left(f_{i}+f_{j}\right)$. Hence we may assume that $k_{1}>k_{2}>\cdots>k_{s}$. Suppose that $k_{1}>n-d$. Then $f_{1}$ has degree $d$ and $X^{k_{1}} f_{1}$ has degree $k_{1}+d$. But all of the other terms $X^{k_{i}} f_{i}$ have degree less than $k_{1}+d$. Therefore the degree of $g$ is $k_{1}+d>n-d+d=n$. This is a contradiction, so $k_{1} \leq n-d$.

Now it is easy to finish the proof of the proposition. By Lemma 1.2, the coefficient of $X^{n}$ in an element of $I_{n}$ is the coefficient of $X^{d}$ in an element of $I_{d}$. Therefore $C_{n} \subseteq C_{d}$. Hence $C_{n}=C_{d}$.

In spite of Proposition 1.1, knowing $T$ does not immediately allow us to decide whether a given polynomial $g$ is in $I$. Although knowing $I_{d}$ is enough to decide membership in $I$, the problem is that $I_{d}$ is not necessarily the additive subgroup $A$ of $\mathbb{Z}[X]$ generated by $T$. Clearly $A$ is contained in $I_{d}$, but in general the containment is proper. There is a way to decide whether $A=I_{d}$. Let $B$ be the set of polynomials in $A$ which have degree less than $d$, and let $X B$ denote the set of products $X f$ with $f$ in $B$.

Proposition 1.3. The subgroups $A$ and $I_{d}$ are equal if and only if $X B$ is contained in $A$.

Proof. Clearly $X B \subseteq I_{d}$. Thus if $A=I_{d}$, then $X B \subseteq A$. Now suppose that $X B \subseteq A$ and let $g$ be in $I_{d}$. Then $g=X^{k_{1}} f_{1}+\cdots+X^{k_{s}} f_{s}$, where the $k_{i}$ are nonnegative integers and the $f_{i}$ are in $A$. Just as in the proof of Lemma 1.2, the fact that $X B \subseteq A$ allows us to assume that $k_{1}>\cdots>k_{s}$ and that $f_{i}$ has degree $d$ if $k_{i}>0$. But now the assumption that $k_{1}>0$ leads again to a contradiction. Therefore $g$ is in $A$.

Proposition 1.3 actually gives us an algorithm for computing a $\mathbb{Z}$-basis for $I_{d}$. If $X B$ is contained in $A$, then we simply take a basis for $A$. If $X B$ is not contained in $A$, then we choose a basis for $B$, multiply those polynomials by $X$, and add the results to our basis for $A$. Now we recompute $A$ and $B$ and check whether $X B$ is contained in $A$. Since all of this is taking place in a free abelian group of rank $d+1$, the ascending chain condition holds, so $A$ cannot continue to grow indefinitely. Eventually $X B$ will be contained in $A$, and at that point $A$ will be $I_{d}$.

Example 1.1. Let $I$ be the ideal of $\mathbb{Z}[X]$ generated by the following set $T$ of polynomials:

$$
2 X^{4}+5 X^{3}-13 X^{2}-4 X+30
$$

$$
\begin{aligned}
& 2 X^{3}+X^{2}-7 X-6 \\
& 6 X^{3}-X^{2}-15 X
\end{aligned}
$$

We may identify the set of integer polynomials of degree at most 4 with $\mathbb{Z}^{5}$ by mapping the polynomial $a_{4} X^{4}+a_{3} X^{3}+a_{2} X^{2}+a_{1} X+a_{0}$ to ( $a_{4}, a_{3}, a_{2}, a_{1}, a_{0}$ ). Under this identification, $T$ corresponds to the rows of the matrix

$$
M_{1}=\left[\begin{array}{rrrrr}
2 & 5 & -13 & -4 & 30 \\
0 & 2 & 1 & -7 & -6 \\
0 & 6 & -1 & -15 & 0
\end{array}\right] .
$$

The subgroup $A$ generated by $T$ corresponds to $S\left(M_{1}\right)$. Row reducing $M_{1}$ over $\mathbb{Z}$, we get

$$
M_{2}=\left[\begin{array}{rrrrr}
2 & 1 & 1 & -14 & -30 \\
0 & 2 & 1 & -7 & -6 \\
0 & 0 & 4 & -6 & -18
\end{array}\right]
$$

The second and third rows of $M_{2}$ correspond to the polynomials $2 X^{3}+X^{2}-$ $7 X-6$ and $4 X^{2}-6 X-18$, respectively. These two polynomials generate the subgroup $B$ of elements of $A$ with degree less than 4 . Multiplying these polynomials by $X$ and adding them to the set represented by $M_{2}$ gives

$$
M_{3}=\left[\begin{array}{rrrrr}
2 & 1 & 1 & -14 & -30 \\
0 & 2 & 1 & -7 & -6 \\
0 & 0 & 4 & -6 & -18 \\
2 & 1 & -7 & -6 & 0 \\
0 & 4 & -6 & -18 & 0
\end{array}\right] .
$$

If $X B$ is contained in $A$, then the nonzero rows in the row Hermite normal form of $M_{3}$ will be the same as in $M_{2}$. However, when we row reduce $M_{3}$, we get

$$
M_{4}=\left[\begin{array}{rrrrr}
2 & 1 & 1 & 2 & -6 \\
0 & 2 & 1 & 1 & 6 \\
0 & 0 & 4 & 2 & -6 \\
0 & 0 & 0 & 4 & 6 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

The group $A$ has gotten larger, so we must repeat the process. The second, third, and fourth rows of $M_{4}$ give a basis for the new $B$. Multiplying
these polynomials by $X$ and adding them to the set of nonzero rows of $M_{4}$ gives

$$
M_{5}=\left[\begin{array}{rrrrr}
2 & 1 & 1 & 2 & -6 \\
0 & 2 & 1 & & 1
\end{array}\right) 6
$$

When we row reduce $M_{5}$, the nonzero rows in the result are the same as in $M_{4}$. This tells us that $X B$ is now contained in $A$, so the rows of $M_{4}$ describe a basis for $I_{4}$. This basis contains bases for $I_{1}, I_{2}$, and $I_{3}$ as well. There are no nonzero constant polynomials in $I$. Therefore the subgroup $C_{0}$ is $\{0\}$. The subgroups $C_{1}$ and $C_{2}$ are both $4 \mathbb{Z}$, and $C_{3}$ and $C_{4}$ are $2 \mathbb{Z}$. Since $C_{4}=C_{3} \neq C_{2}$, the effective degree of $I$ is 3 .

Let us now see whether $f=6 X^{6}+X^{5}+6 X^{4}+3 X^{3}+30 X-36$ is in $I$. Let $g$ be the polynomial represented by the second row of $M_{4}$. If $f$ is in $I$, then $f=g h+r$, where $h$ is in $\mathbb{Z}[X]$ and $r$ is in $I_{2}$. Thus we divide $f$ by $g$ in $\mathbb{Q}[X]$. If the quotient $h$ does not have integer coefficients, then $f$ is not in $I$. If $h$ does have integer coefficients, then $f$ is in $I$ if and only if the remainder $r$ is in $I_{2}$. The division gives $h=3 X^{3}-X^{2}+2 X-8$ and $r=12 X^{2}+26 X+12$. The third and fourth rows of $M_{4}$ describe a basis for $I_{2}$. Using the methods of Section 8.1, we find that $r$ is in $I_{2}$, and therefore $f$ is in $I$.

Let us formalize the algorithm sketched in Example 1.1.
Procedure $\operatorname{ZXIDEAL}\left(f_{1}, \ldots, f_{s} ; g_{1}, \ldots, g_{t}\right)$;
Input: $f_{1}, \ldots, f_{s} \quad$ : Elements of $\mathbb{Z}[X]$;
Output: $g_{1}, \ldots, g_{t} \quad$ : Elements of $\mathbb{Z}[X]$ which generate the same ideal $I$ as the $f_{i}$ and form a $\mathbb{Z}$-basis for $I_{e}$, where $e=\operatorname{deg}\left(g_{1}\right)$ is the effective degree of $I$;
Begin
Let $d$ be the maximum of the degrees of the $f_{i}$;
If $d=-\infty$ then $t:=0 \quad(* I=\{0\} . *)$
Else begin
(* We shall identify $a_{d} X^{d}+\cdots+a_{0}$ in $\mathbb{Z}[X]$ with $\left(a_{d}, \ldots, a_{0}\right)$

$$
\text { in } \left.\mathbb{Z}^{d+1} . *\right)
$$

Let $U$ be the $s$-by- $(d+1)$ integer matrix whose rows correspond to the $f_{i}$;
Let $g_{1}, \ldots, g_{t}$ correspond to the nonzero rows of the row Hermite normal form of $U$;
$\left(* d=\operatorname{deg}\left(g_{1}\right)>\cdots>\operatorname{deg}\left(g_{t}\right) . *\right)$
Repeat
Copy $g_{1}, \ldots, g_{t}$ as $h_{1}, \ldots, h_{r}$;
Let $U$ be the $(2 t-1)$-by- $(d+1)$ integer matrix whose rows correspond to $g_{1}, \ldots, g_{t}, X g_{2}, \ldots, X g_{t}$;
Let $g_{1}, \ldots, g_{t}$ correspond to the nonzero rows in the row Hermite normal form of $U$
Until $g_{1}, \ldots, g_{t}$ are the same as $h_{1}, \ldots, h_{r}$;
While $t>1$ and $g_{1}$ and $g_{2}$ have the same leading coefficient do
Delete $g_{1}$ and renumber the remaining $g_{i}$ beginning at 1
End
End.

In ZXIDEAL, the statement
Copy $g_{1}, \ldots, g_{t}$ as $h_{1}, \ldots, h_{r} ;$
is an abbreviation for

$$
r:=t ; \text { For } i:=1 \text { to } r \text { do } h_{i}:=g_{i}
$$

In the line beginning "Until", the sequences are different unless $t=r$ and $g_{i}=h_{i}, 1 \leq i \leq t$.

Example 1.2. Let $f_{1}=6 X^{4}+2 X^{3}-6 X^{2}+8 X+7$ and $f_{2}=2 X^{2}-9 X-2$. Here are the sequences $g_{1}, \ldots, g_{t}$ at the beginning of each iteration of the Repeat-loop when ZXIDEAL is called with input $f_{1}, f_{2}$ :

$$
\begin{array}{lrrr}
g_{1}=6 X^{4}+2 X^{3} & - & 19 X+ & 1, \\
g_{2}= & 2 X^{2}- & 9 X- & 2 . \\
& & & \\
g_{1}=6 X^{4} & + & X^{2}+ & 19 X+ \\
g_{2}= & 2 X^{3}+X^{2}- & 47 X- & 10, \\
g_{3}= & 2 X^{2}- & 9 X- & 2 . \\
& & & \\
g_{1}=2 X^{4} & & +424 X+ & 95, \\
g_{2}= & X^{3} & +603 X+ & 133, \\
g_{3}= & & X^{2}+1244 X+ & 274, \\
g_{4}= & & 2497 X+ & 550 .
\end{array}
$$

$$
\begin{array}{lrrr}
g_{1}=X^{4} & & + & 3 X+7016 \\
g_{2}= & X^{3} & + & 9 X+10462 \\
g_{3}= & & X^{2}+ & X+2925 \\
g_{4}= & & & 11 X+5852, \\
g_{5}= & & & 11253 .
\end{array}
$$

Since the first three polynomials in the last sequence have leading coefficient 1 , the effective degree of $I$ is 2 . Thus, in the final output,

$$
\begin{array}{lr}
g_{1}=X^{2}+X+2925 \\
g_{2}= & 11 X+5852 \\
g_{3}= & 11253
\end{array}
$$

Let $H$ be a subgroup of $\mathbb{Z}^{n}$ generated by the rows of a matrix $A$ in row Hermite normal form. In Exercise 1.6 in Chapter 8 we defined for each element $u$ of $\mathbb{Z}^{n}$ a canonical representative for the coset $H+u$. Now let $I$ be an ideal of $\mathbb{Z}[X]$ and let $f$ be an element of $\mathbb{Z}[X]$ of degree $n$. Then, under the identification of polynomials of degree at most $n$ with elements of $\mathbb{Z}^{n+1}$ used in ZXIDEAL, the canonical representative $h$ of $I_{n}+f$ is in fact a canonical representative for the coset $I+f$ in $\mathbb{Z}[X]$. Given the generating set for $I$ determined by ZXIDEAL, we can compute $h$ easily using the following procedure:

Procedure ZXIDEALREP $\left(g_{1}, \ldots, g_{t}, f ; h\right)$;
Input: $\quad g_{1}, \ldots, g_{t} \quad$ : Elements of $\mathbb{Z}[X]$ as in the output of ZXIDEAL;
$\begin{aligned} f & : \text { An element of } \mathbb{Z}[X] ; \\ \text { Output: } h & \text { : The canonical representative in } I+f, \text { where } I\end{aligned}$ is the ideal generated by the $g_{i}$;
Begin

$$
d:=\operatorname{deg}\left(g_{1}\right) ; h:=f ; n:=\operatorname{deg}(h)
$$

For $i:=n$ downto $d+1-t$ do begin
If $i \geq d$ then $k:=1$
Else $k:=d+1-i$;
Let $a$ be the coefficient of $X^{i}$ in $h$;
Let $b$ be the leading coefficient of $g_{k}$;
Let $a=q b+r$ with $0 \leq r<b$;
Subtract $q X^{i-d-1+k} g_{k}$ from $h \quad$ (* Now the coefficient of $X^{i}$ in $h$ is $r . *$ )
End
End.

If $g_{1}, \ldots, g_{t}$ and $f$ are as in ZXIDEALREP, then $f$ is in the ideal generated by the $g_{i}$ if and only if $\operatorname{ZXIDEALREP}\left(g_{1}, \ldots, g_{t}, f ; h\right)$ returns with $h=0$.

Example 1.3. Let $g_{1}, g_{2}$, and $g_{3}$ be the final output of ZXIDEAL in Example 1.2 and let $f=3 X^{3}+5 X^{2}-2 X+7$. In ZXIDEALREP with input arguments $g_{1}, g_{2}, g_{3}, f$ we initially set $h$ equal to $f$. Then we subtract $3 X g_{1}$ from $h$ to get

$$
2 X^{2}-8777 X+7
$$

Next we subtract $2 g_{1}$ and obtain

$$
-8779 X-5843
$$

To this we add $799 g_{2}$ to get

$$
10 X+4669905
$$

Finally we subtract $414 g_{3}$. This gives

$$
10 X+11163
$$

## Exercises

1.1. Determine the effective degree of the ideal of $\mathbb{Z}[X]$ generated by $6 X^{4}-13 X^{3}+8 X^{2}+$ $5 X-12$ and $4 X^{4}-16 X^{3}+25 X^{2}-25 X+15$.
1.2. Suppose that $f_{1}, \ldots, f_{s}$ are elements of $\mathbb{Z}[X]$. Prove that after the execution of $\operatorname{ZXIDEAL}\left(f_{1}, \ldots, f_{s} ; g_{1}, \ldots, g_{t}\right)$ the polynomial $g_{t}$ is a (not necessarily monic) gcd of $f_{1}, \ldots, f_{s}$ in $\mathbb{Q}[X]$. Let $I$ be the ideal generated by $f_{1}, \ldots, f_{s}$. Show that $\mathbb{Z}[X] / I$ is finitely generated as an abelian group if and only if $g_{1}$ is monic.
1.3. Modify ZXIDEALREP to produce polynomials $u_{1}, \ldots, u_{t}$ such that $h=f-u_{1} g_{1}-\cdots-$ $u_{t} g_{t}$.

### 10.2 Modules over $\mathbb{Z}[X]$

An ideal of $\mathbb{Z}[X]$ is a submodule of $\mathbb{Z}[X]$ considered as a module over itself. The techniques developed in Section 10.1 extend very naturally to $\mathbb{Z}[X]$ submodules of $\mathbb{Z}[X]^{n}$. If $u=\left(f_{1}, \ldots, f_{n}\right)$ is in $\mathbb{Z}[X]^{n}$, then the degree of $u$ is defined to be the maximum $d$ of the degrees of the $f_{i}$. It will sometimes be convenient to write $u=a_{d} X^{d}+a_{d-1} X^{d-1}+\cdots+a_{0}$, where each $a_{i}$ is in $\mathbb{Z}^{n}$. The vector $a_{i}$ is called the coefficient of $X^{i}$ in $u$. For example, in $Z[X]^{2}$, $u=\left(2 X^{2}-3 X+1,5 X^{3}+4 X-2\right)=(0,5) X^{3}+(2,0) X^{2}+(-3,4) X+(1,-2)$ has degree 3 and the coefficient of $X$ in $u$ is ( $-3,4$ ).

The set $F$ of all elements of $\mathbb{Z}[X]^{n}$ with degree at most $d$ is a free abelian group of rank $k=n(d+1)$. If $b_{1}, \ldots, b_{n}$ is the standard basis of $\mathbb{Z}^{n}$, then the elements $b_{i} X^{j}, 1 \leq i \leq n$ and $0 \leq j \leq d$, form a basis of $F$. To construct an explicit isomorphism between $F$ and $\mathbb{Z}^{k}$ we must choose an ordering of the basis. Two useful orderings are $b_{1} X^{d}, b_{2} X^{d}, \ldots, b_{n} X^{d}, b_{1} X^{d-1}, \ldots, b_{n} X^{d-1}, \ldots, b_{1}, \ldots, b_{n}$ and $b_{1} X^{d}$, $b_{1} X^{d-1}, \ldots, b_{1}, b_{2} X^{d}, \ldots, b_{2}, \ldots, b_{n} X^{d}, \ldots, b_{n}$. The first ordering will be called the ordering by degree and the second the ordering by component. If the ordering by degree is used, then an element $u=a_{d} X^{d}+\cdots+a_{0}$ in $F$ is identified with the concatenation of its coefficients $a_{d}, \ldots, a_{0}$. However, if the ordering by component is used and $u=\left(f_{1}, \ldots, f_{n}\right)$, then $u$ is identified with the $k$-tuple obtained by taking the coefficients of $X^{d}, \ldots, 1$ in $f_{1}$, following them by the coefficients of $X^{d}, \ldots, 1$ in $f_{2}$, and so on.

Example 2.1. In $\mathbb{Z}[X]^{2}$, let

$$
\begin{aligned}
& u_{1}=\left(12 X^{2}+5 X-3,-7 X^{2}+X+2\right), \quad u_{2}=\left(4 X^{2}+1,3 X-2\right) \\
& u_{3}=\left(5 X+4,3 X^{2}+2 X-1\right), \quad u_{4}=(X-3,9)
\end{aligned}
$$

The maximum of the degrees of the $u_{i}$ is 2 . Let $F$ be the group of all elements of $\mathbb{Z}[X]^{2}$ of degree at most 2 . If we use the ordering by degree to identify $F$ with $\mathbb{Z}^{6}$, then the $u_{i}$ correspond to the rows of the matrix

$$
U=\left[\begin{array}{rrrrrr}
12 & -7 & 5 & 1 & -3 & 2 \\
4 & 0 & 0 & 3 & 1 & -2 \\
0 & 3 & 5 & 2 & 4 & -1 \\
0 & 0 & 1 & 0 & -3 & 9
\end{array}\right]
$$

Let $H$ be the abelian group generated by the $u_{i}$. By computing the row Hermite normal form of $U$, which is

$$
\left[\begin{array}{rrrrrr}
4 & 0 & 0 & 3 & 1 & -2 \\
0 & 1 & 0 & 4 & -47 & 129 \\
0 & 0 & 1 & 0 & -3 & 9 \\
0 & 0 & 0 & 10 & -160 & 433
\end{array}\right],
$$

we can see that the subgroup of $H$ consisting of those elements of degree at most 1 has $(X-3,9)$ and $(-160,10 X+433)$ as a basis.

If we use the ordering by component to identify $F$ and $\mathbb{Z}^{6}$, then the $u_{i}$ correspond to the rows of

$$
V=\left[\begin{array}{rrrrrr}
12 & 5 & -3 & -7 & 1 & 2 \\
4 & 0 & 1 & 0 & 3 & -2 \\
0 & 5 & 4 & 3 & 2 & -1 \\
0 & 1 & -3 & 0 & 0 & 9
\end{array}\right]
$$

The row Hermite normal form of $V$ is

$$
\left[\begin{array}{rrrrrr}
4 & 0 & 0 & 143 & 155 & 259 \\
0 & 1 & 0 & 51 & 54 & 93 \\
0 & 0 & 1 & 17 & 18 & 28 \\
0 & 0 & 0 & 160 & 170 & 289
\end{array}\right] .
$$

From this we see that the subgroup of $H$ consisting of those elements with first component 0 is generated by $\left(0,160 X^{2}+170 X+289\right)$. Either ordering could be used to decide membership in $H$.

The two orderings of the basis elements $b_{i} X^{j}$ lead to two different algorithms for producing nice generating sets for $\mathbb{Z}[X]$-submodules of $\mathbb{Z}[X]^{n}$. Let us first consider how the ordering by degree can be used. Suppose $M$ is the submodule of $\mathbb{Z}[X]^{n}$ generated by a finite set $T$. For each nonnegative integer $d$, let $M_{d}$ be the set of elements in $M$ with degree at most $d$ and let $C_{d}$ be the set of coefficients of $X^{d}$ in elements of $M_{d}$. Then $C_{d}$ is a subgroup of $\mathbb{Z}^{n}$ and $C_{d} \subseteq C_{d+1}$. Since the ascending chain condition holds in $\mathbb{Z}^{n}$, eventually $C_{d}$ remains constant. The smallest integer $e$ such that $C_{k}=C_{e}$ for $k \geq e$ will be called the effective degree of $M$. Proposition 1.1 generalizes trivially. If $d$ is the maximum of the degrees of the elements of $T$, then $e \leq d$. Also, knowing $M_{e}$ is enough to allow us to decide membership in $M$, for if $f$ in $M$ has degree $k$ and $k>e$, then there is an element $g$ in $M_{e}$ with the same leading coefficient as $f$ and $f-X^{k-e} g$ has degree less than $k$.

Let $A$ be the subgroup generated by $T$ and let $B$ be the subgroup of elements in $A$ of degree less than $d$. Proposition 1.3 also generalizes immediately, so $A=M_{d}$ if and only if $X B$ is contained in $A$. As shown in Example 2.1, we can find a basis for $B$ and hence a basis for $X B$. This gives us an algorithm for determining a $\mathbb{Z}$-basis for $M_{d}$.

Example 2.2. Let $M$ be the $\mathbb{Z}[X]$-submodule of $\mathbb{Z}[X]^{2}$ generated by

$$
\begin{gathered}
\left(X^{2}+3 X-2,3 X^{2}+X-2\right), \quad\left(3 X^{2}+3 X, 2 X^{2}+X-3\right) \\
\left(2 X^{2}+3 X-3,3 X^{2}-3 X-3\right)
\end{gathered}
$$

Here $d=2$. Using the ordering by degree, we find that our generating set $T$ corresponds to the rows of the matrix

$$
N_{1}=\left[\begin{array}{rrrrrr}
1 & 3 & 3 & 1 & -2 & -2 \\
3 & 2 & 3 & 1 & 0 & -3 \\
2 & 3 & 3 & -3 & -3 & -3
\end{array}\right]
$$

and the subgroup $A$ generated by $T$ corresponds to $S\left(N_{1}\right)$. The row Hermite normal form of $N_{1}$ is

$$
N_{2}=\left[\begin{array}{rrrrrr}
1 & 0 & 0 & -4 & -1 & -1 \\
0 & 1 & 0 & -8 & -4 & -1 \\
0 & 0 & 3 & 29 & 11 & 2
\end{array}\right]
$$

The subgroup $B$ of those elements in $A$ of degree less than 2 corresponds to the subgroup of $\mathbb{Z}^{6}$ generated by the last row of $N_{2}$. The group $X B$ corresponds to the subgroup generated by the vector obtained by shifting the last row of $N_{2}$ two places to the left. Thus $A+X B$ corresponds to the subgroup generated by the rows of

$$
N_{3}=\left[\begin{array}{rrrrrr}
1 & 0 & 0 & -4 & -1 & -1 \\
0 & 1 & 0 & -8 & -4 & -1 \\
0 & 0 & 3 & 29 & 11 & 2 \\
3 & 29 & 11 & 2 & 0 & 0
\end{array}\right]
$$

The row Hermite normal form of $N_{3}$ is

$$
N_{4}=\left[\begin{array}{llllll}
1 & 0 & 0 & 415 & 235 & 73 \\
0 & 1 & 0 & 411 & 232 & 73 \\
0 & 0 & 1 & 289 & 161 & 50 \\
0 & 0 & 0 & 419 & 236 & 74
\end{array}\right]
$$

Now $B$ corresponds to the subgroup generated by the last two rows of $N_{4}$. If we shift the last two rows of $N_{4}$ two places to the left, add them as new rows to $N_{4}$, compute the row Hermite normal form of the result, and delete rows of zeros, we obtain the matrix

$$
N_{5}=\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & 22071 & 7914 \\
0 & 1 & 0 & 0 & 20964 & 7518 \\
0 & 0 & 1 & 0 & 10397 & 3728 \\
0 & 0 & 0 & 1 & 22900 & 8212 \\
0 & 0 & 0 & 0 & 23176 & 8311
\end{array}\right]
$$

Repeating, this time shifting the last three rows, gives us

$$
N_{6}=\left[\begin{array}{rrrrrr}
1 & 0 & 0 & 0 & 3 & 2667 \\
0 & 1 & 0 & 0 & 0 & 14382 \\
0 & 0 & 1 & 0 & 1 & 10735 \\
0 & 0 & 0 & 1 & 0 & 35943 \\
0 & 0 & 0 & 0 & 4 & 123010 \\
0 & 0 & 0 & 0 & 0 & 132057
\end{array}\right] .
$$

One more iteration produces no change.
The group $M_{2}$ is generated by the elements of $\mathbb{Z}[X]^{2}$ corresponding to the rows of $N_{6}$. The subgroup $C_{2}$ is generated by the rows of the 2 -by- 2 matrix in the upper left corner of $N_{6}$. Therefore $C_{2}=\mathbb{Z}^{2}$. The group $M_{1}$ corresponds to the group generated by rows three through six of $N_{6}$. Thus $C_{1}$ is generated by the rows of the 2-by-2 submatrix in the center of $N_{6}$. Hence $C_{1}$ is also $\mathbb{Z}^{2}$. The group $C_{0}$ is generated by the rows of the 2 -by- 2 submatrix in the lower right corner of $N_{6}$. Since $C_{2}=C_{1} \neq C_{0}$, the effective degree of $M$ is 1 and $M$ is generated as a module by $M_{1}$, which is described most conveniently by the matrix

$$
N_{7}=\left[\begin{array}{rrrr}
1 & 0 & 1 & 10735 \\
0 & 1 & 0 & 35943 \\
0 & 0 & 4 & 123010 \\
0 & 0 & 0 & 132057
\end{array}\right]
$$

That is, $M_{1}$ is generated as an abelian group by

$$
(X+1,10735), \quad(0, X+35943), \quad(4,123010), \quad(0,132057)
$$

Let us formalize the algorithm sketched in Example 2.2.
Procedure ZXMODULE $\left(u_{1}, \ldots, u_{s} ; v_{1}, \ldots, v_{t}\right)$;
Input: $\quad u_{1}, \ldots, u_{s} \quad$ : Elements of $\mathbb{Z}[X]^{n}$;
Output: $v_{1}, \ldots v_{t} \quad:$ Elements of $\mathbb{Z}[X]^{n}$ which generate the same $\mathbb{Z}[X]$-submodule $M$ as the $u_{i}$ and form a $\mathbb{Z}$-basis for $M_{e}$, where $e=\operatorname{deg}\left(v_{1}\right)$ is the effective degree of $M$;
Begin
Let $d$ be the maximum of the degrees of the $u_{i}$;
(* We shall use the ordering by degree to identify elements of $\mathbb{Z}[X]^{n}$ and vectors of integers. *)
Let $U$ be the $s$-by- $n(d+1)$ matrix whose rows correspond to $u_{1}, \ldots, u_{s} ;$

Let $A$ consist of the nonzero rows in the row Hermite normal form of $U$;

Repeat
$D:=A$;
Let $B$ be the matrix consisting of the rows of $A$ with zeros in the first $n$ columns;
Let $C$ be the matrix obtained by shifting the rows of $B$ to the left $n$ places and appending them to the rows of A;
Let $A$ consist of the nonzero rows in the row Hermite normal form of $C$
Until $A=D$;
While $A$ has at least $2 n$ columns do begin
Let $p$ be the largest integer such that the $p$-th row of $A$ has a nonzero entry in the first $n$ columns;
Let $q$ be the largest integer such that the $q$-th row of $A$ has a nonzero entry in the first $2 n$ columns;
Let $P$ be the $p$-by- $n$ submatrix of $A$ in the upper left corner;
Let $Q$ be the $(q-p)$-by- $n$ submatrix of $A$ consisting of the entries in rows $p+1, \ldots, q$ and columns $n+1, \ldots, 2 n$;
If $P \neq Q$ then break;
Drop the first $p$ rows and the first $n$ columns from $A$ End;

Let $v_{1}, \ldots, v_{t}$ in $\mathbb{Z}[X]^{n}$ correspond to the rows of A End.

If $P$ is a module over $\mathbb{Z}[X]$ and $P$ is generated by $n$ elements, then $P$ is isomorphic to a quotient module of $\mathbb{Z}[X]^{n}$. A finite module presentation for $P$ is a finite generating set for a submodule $M$ of $\mathbb{Z}[X]^{n}$ such that $P$ is isomorphic to $\mathbb{Z}[X]^{n} / M$. The procedure ZXMODULE makes it possible to solve the word problem for $P$ if we know a finite presentation. That is, given $u$ in $\mathbb{Z}[X]^{n}$, we can decide whether $u$ is in $M$ and hence determine whether $u$ defines the zero element of $P$.

Let $M$ be a submodule of $\mathbb{Z}[X]^{n}$. For $1 \leq i \leq n+1$ let $M^{(i)}$ be the set of elements in $M$ whose first $i-1$ components are 0 . Then $M=M^{(1)} \supseteq$ $M^{(2)} \supseteq \cdots \supseteq M^{(n+1)}=\{0\}$ and each $M^{(i)}$ is a submodule of $M$. Let $S$ be the generating set for $M$ obtained using ZXMODULE. Then $S \cap M^{(i)}$ need not generate $M^{(i)}$. However, using the ordering by component, we can produce a generating set for $M$ which contains generating sets for all of the $M^{(i)}$. The proof of correctness of this algorithm is based on the notion of a syzygy.

Let $\left(f_{1}, \ldots, f_{n}\right)$ be an element of $\mathbb{Z}[X]^{n}$. A syzygy of $f_{1}, \ldots, f_{n}$ is an element $\left(g_{1}, \ldots, g_{n}\right)$ of $\mathbb{Z}[X]^{n}$ such that $g_{1} f_{1}+\cdots+g_{n} f_{n}=0$. Thus a syzygy is
a linear relation with polynomial coefficients satisfied by a given sequence of polynomials. The set of syzygies of $f_{1}, \ldots, f_{n}$ is a $\mathbb{Z}[X]$-submodule of $\mathbb{Z}[X]^{n}$.

Proposition 2.1. Let $M$ be the $\mathbb{Z}[X]$-submodule of $\mathbb{Z}[X]^{n}$ generated by $u_{1}, \ldots, u_{k}$. If $S$ is a generating set for the syzygies of the first components of $u_{1}, \ldots, u_{k}$, then $M^{(2)}$ is generated as a $\mathbb{Z}[X]$-submodule by the set of elements $g_{1} u_{1}+\cdots+g_{k} u_{k}$, where $g=\left(g_{1}, \ldots, g_{k}\right)$ ranges over $S$.

Proof. Let $v$ be in $M^{(2)}$. Then $v$ can be written as $h_{1} u_{1}+\cdots+h_{k} u_{k}$, where the $h_{i}$ are in $\mathbb{Z}[X]$. Since the first component of $v$ is $0,\left(h_{1}, \ldots, h_{k}\right)$ is a syzygy of the first components of the $u_{i}$. Thus $h=\left(h_{1}, \ldots, h_{k}\right)$ can be written as a $\mathbb{Z}[X]$-linear combination of the elements of $S$. If

$$
h=\sum_{g \varepsilon S} p_{g} g
$$

then it is immediate that

$$
v=\sum_{g \varepsilon S} p_{g}\left(g_{1} u_{1}+\cdots+g_{k} u_{k}\right)
$$

Suppose that $f_{1}, \ldots, f_{k}$ is the generating set for an ideal $I$ of $\mathbb{Z}[X]$ produced by ZXIDEAL. If $d$ is the degree of $f_{1}$, then the degree of $f_{i}$ is $d-i+1$ and $f_{i}, \ldots, f_{k}$ is an abelian group basis for $I_{d-i+1}$. Thus for $1<i \leq k$ there are unique integers $a_{i i-1}, a_{i i}, \ldots, a_{i k}$, such that

$$
X f_{i}=\sum_{j=i-1}^{k} a_{i j} f_{j}
$$

Therefore $g^{(i)}=\left(0, \ldots, 0, a_{i i-1}, a_{i i}-X, a_{i i+1}, \ldots, a_{i k}\right)$ is a syzygy of $f_{1}, \ldots, f_{k}$.
Proposition 2.2. Under the preceding assumptions, the syzygies of $f_{1}, \ldots, f_{k}$ are generated as a $\mathbb{Z}[X]$-module by $g^{(2)}, \ldots, g^{(k)}$.

Proof. Let $h=\left(h_{1}, \ldots, h_{k}\right)$ be a syzygy of $f_{1}, \ldots, f_{k}$. Among $h_{2}, \ldots, h_{k}$, let $h_{i}$ have maximum degree $e$ and let $b$ be the leading coefficient of $h_{i}$. If $e>0$, then adding $b X^{e-1} g^{(i)}$ to $h$ reduces the degree of $h_{i}$ and does not raise the degree of any other $h_{j}$ above $e-1$. It follows that we may subtract from $h$ an element of the submodule generated by $g^{(2)}, \ldots, g^{(k)}$ and assume that $h_{2}, \ldots, h_{k}$ all have degree 0 . Since $h_{1} f_{1}+\cdots+h_{k} f_{k}=0$ and the degree of $f_{1}$ is greater than the degrees of the other $f_{i}$, we must have $h_{1}=0$. The $f_{i}$ are linearly independent over $\mathbb{Z}$, so $h_{2}=\cdots=h_{k}=0$. Thus the original syzygy $h$ is in the submodule generated by $g^{(2)}, \ldots, g^{(k)}$.

Now, given a generating set $T$ for a submodule $M$ of $\mathbb{Z}[X]^{n}$, we can find a generating set for $M^{(2)}$ by applying ZXIDEAL to the first components of the elements of $T$ while keeping track of what happens to the other components and then applying Proposition 2.1. In fact, the two steps can be combined.

Example 2.3. Let $M$ be the submodule of $\mathbb{Z}[X]^{2}$ generated by

$$
\left(X^{2}-2 X-3,-3 X^{2}-2 X+2\right) \quad \text { and } \quad\left(3 X^{2}+X,-2 X^{2}-2 X+1\right)
$$

To find a generating set for $M^{(2)}$, we shall apply ZXIDEAL to the first components of our generating set. The degree of the first components will remain bounded by 2 throughout the computation. However, the degrees of the second components will grow. The ordering by component will be used to identify elements of $\mathbb{Z}[X]^{2}$ with integer vectors. Because the degrees of the elements grow, the lengths of the vectors also grow. Our original generators for $M$ correspond to the rows of

$$
P_{1}=\left[\begin{array}{rrrrrr}
1 & -2 & -3 & -3 & -2 & 2 \\
3 & 1 & 0 & -2 & -2 & 1
\end{array}\right]
$$

The row Hermite normal form of $P_{1}$ is

$$
P_{2}=\left[\begin{array}{cccccc}
1 & 5 & 6 & 4 & 2 & -3 \\
0 & 7 & 9 & 7 & 4 & -5
\end{array}\right]
$$

In the subgroup generated by the first components of the corresponding elements of $\mathbb{Z}[X]^{2}$, the subgroup of elements of degree less than 2 is generated by $7 X+9$. In ZXIDEAL we would multiply this element by $X$ and add it as a new generator. Now, however, the pair corresponding to the second row of $P_{2}$ must be multiplied by $X$ and added as a new module generator. The resulting generating set is represented by

$$
P_{3}=\left[\begin{array}{rrrrrrrrr}
0 & 1 & 5 & 6 & 0 & 4 & & 2 & -3 \\
0 & 0 & 7 & 9 & 0 & 7 & 4 & -5 \\
0 & 7 & 9 & 0 & 7 & 4 & -5 & 0
\end{array}\right] .
$$

The row Hermite normal form of $P_{3}$ is

$$
P_{4}=\left[\begin{array}{lllllrrr}
0 & 1 & 0 & 51 & -42 & -13 & 24 & -14 \\
0 & 0 & 1 & 27 & -21 & -5 & 13 & -8 \\
0 & 0 & 0 & 60 & -49 & -14 & 29 & -17
\end{array}\right]
$$

Now we must multiply the pairs corresponding to the last two rows of $P_{4}$ by $X$ and add the pairs produced as new generators. This gives

$$
P_{5}=\left[\begin{array}{rrrrrrrrrr}
0 & 0 & 1 & 0 & 51 & 0 & -42 & -13 & 24 & -14 \\
0 & 0 & 0 & 1 & 27 & 0 & -21 & -5 & 13 & -8 \\
0 & 0 & 0 & 0 & 60 & 0 & -49 & -14 & 29 & -17 \\
0 & 0 & 1 & 27 & 0 & -21 & -5 & 13 & -8 & 0 \\
0 & 0 & 0 & 60 & 0 & -49 & -14 & 29 & -17 & 0
\end{array}\right]
$$

The nonzero rows in the row Hermite normal form of $P_{5}$ are given by

$$
P_{6}=\left[\begin{array}{llllllrrrr}
0 & 0 & 1 & 0 & 51 & 0 & -42 & -13 & 24 & -14 \\
0 & 0 & 0 & 1 & 27 & 0 & -21 & -5 & 13 & -8 \\
0 & 0 & 0 & 0 & 60 & 0 & -49 & -14 & 29 & -17 \\
0 & 0 & 0 & 0 & 0 & 7 & 11 & 7 & 2 & -3
\end{array}\right]
$$

Since the nonzero first components of our generating set have not changed, we are done. The process of row reducing $P_{5}$ has constructed the set $U$ of generators of $M^{(2)}$ given by Proposition 2.1 using the syzygies of Proposition 2.2 and produced a $\mathbb{Z}$-basis for the abelian group generated by $U$. In this example, the submodule $M^{(2)}$ is generated by the single pair $\left(0,7 X^{4}+11 X^{3}+7 X^{2}+2 X-3\right)$.

By repeated application of the algorithm illustrated in Example 2.3, we can find generators for each of the submodules $M^{(i)}$. A formal description of the algorithm follows. In the algorithm we shall need to compute $\mathbb{Z}$-bases of subgroups of $\mathbb{Z}[X]^{n}$. This will be done using the procedure ZBASIS, which employs the ordering by component.

Procedure $\operatorname{ZBASIS}\left(u_{1}, \ldots, u_{s} ; w_{1}, \ldots, w_{t}\right)$
Input: $u_{1}, \ldots, u_{s} \quad$ : Elements of $\mathbb{Z}[X]^{n}$;
Output: $w_{1}, \ldots, w_{t} \quad: \mathrm{A} \mathbb{Z}$-basis for the abelian group generated by $u_{1}, \ldots, u_{s}$;
Begin
Let $d$ be the maximum of the degrees of the $u_{i}$;
(* Use the ordering by component to identify the $u_{i}$ with elements of $\left.\mathbb{Z}^{n(d+1)} . *\right)$
Let $U$ be the $s$-by- $n(d+1)$ integer matrix whose rows correspond to the $u_{i}$;
Let $w_{1}, \ldots, w_{t}$ in $\mathbb{Z}[X]^{n}$ correspond to the nonzero rows in the row Hermite normal form of $U$
End.

Here is the algorithm for finding generators of the submodules $M^{(i)}$.
Procedure $\operatorname{ZXSERIES}\left(u_{1}, \ldots, u_{s} ; v_{1}, \ldots, v_{t}\right)$;
Input: $\quad u_{1}, \ldots, u_{s} \quad$ : Elements of $\mathbb{Z}[X]^{n}$;
Output: $v_{1}, \ldots, v_{t} \quad$ : Generators for the submodule $M$ of $\mathbb{Z}[X]^{n}$ generated by the $u_{i}$ which include generators for each of the submodules $M^{(i)}, 1 \leq i \leq n$;
Begin
$\operatorname{ZBASIS}\left(u_{1}, \ldots, u_{s} ; v_{1}, \ldots, v_{t}\right) ; \quad k:=1$;
For $i:=1$ to $n$ do begin
(* At this point $v_{k}, \ldots, v_{t}$ generate $M^{(i)} . *$ )
If $t<k$ then break; $\quad\left(* M^{(i)}=\{0\} . *\right)$
done $:=$ false;
Repeat
If the $i$-th components of $v_{k}, \ldots, v_{t}$ are all 0 then begin
$q:=k-1$; done $:=$ true
End
Else begin
Let $q$ be maximal such that the $i$-th component of $v_{q}$ is nonzero;
$\operatorname{ZBASIS}\left(v_{k}, \ldots, v_{t}, X v_{k+1}, \ldots, X v_{q} ; z_{1}, \ldots, z_{p}\right)$;
If the set of nonzero $i$-th components of $z_{1}, \ldots, z_{p}$ is the same as the set of nonzero $i$-th components of $v_{k}, \ldots, v_{t}$ then done := true;
Copy $z_{1}, \ldots, z_{p}$ as $v_{k}, \ldots, v_{t}$
End
Until done;
(* The following is not needed for correctness but it makes the output depend only on M. *)
If $q \geq k$ then begin
Let $p$ be maximal such that the $i$-th components of $v_{k}, \ldots, v_{p}$ have the same leading coefficient;
Delete $v_{k}, \ldots, v_{p-1}$ and renumber the $v$ 's;
Let $q$ be maximal such that the $i$-th component of $v_{q}$ is not 0 ;
Let $f_{1}, \ldots, f_{r}$ be the $i$-th components of $v_{k}, \ldots, v_{q}$;
( $* f_{1}, \ldots, f_{r}$ are the standard generators, as produced by ZXIDEAL, for the ideal $I^{(i)}$ of $i$-th components in elements of $\left.M^{(i)} . *\right)$
For $j:=1$ to $k-1$ do begin
Let $g$ be the $i$-th component of $v_{j}$;
ZXIDEALREP $\left(f_{1}, \ldots, f_{r}, g ; h\right)$;
(* The element $g-h$ is in $I^{(i)} . *$ )

```
Write g-h as }\mp@subsup{e}{1}{}\mp@subsup{f}{1}{}+\cdots+\mp@subsup{e}{r}{}\mp@subsup{f}{r}{}\mathrm{ ;
Subtract }\mp@subsup{e}{1}{}\mp@subsup{v}{k}{}+\cdots+\mp@subsup{e}{r}{}\mp@subsup{v}{q}{}\mathrm{ from }\mp@subsup{v}{j}{
(* The i-th component of vj is now h.*)
```

End
End;
$k:=q+1$
End

## End.

Let $v_{1}, \ldots, v_{t}$ be the output of ZXSERIES. Then the nonzero components of those $v_{j}$ which lie in $M^{(i)}$ form the standard basis for $I^{(i)}$ and the $i$-th components of earlier $v$ 's are their own canonical representatives modulo $I^{(i)}$. Using these facts, it is not hard to show that the $v$ 's depend only on $M$. If we only need module generators for $M^{(2)}$, then we can stop the main For-loop after the first iteration and take only those $v_{i}$ which belong to $M^{(2)}$.

Example 2.4. In $\mathbb{Z}[X]^{3}$ let

$$
\begin{aligned}
& u_{1}=(-X-5,2 X-5, X-4), \\
& u_{2}=(5 X+3,5 X \quad, 3 X-1), \\
& u_{3}=(\quad-2, X-4,5 X-4), \\
& u_{4}=(-X-3,4 X-3,3 X+4) .
\end{aligned}
$$

Here are the triples $v_{1}, \ldots, v_{t}$ at the end of each iteration of the outer For-loop in the call to ZXSERIES with the $u_{i}$ as input:

$$
\begin{aligned}
& v_{1}=\left(X+1, \quad 10,118 X^{2}-48 X+89\right) \text {, } \\
& v_{2}=\left(\quad 2, \quad 12,117 X^{2}-60 X+136\right), \\
& v_{3}=\left(\quad 0, X+8,117 X^{2}-55 X+132\right) \text {, } \\
& v_{4}=\left(\quad 0, \quad 13,118 X^{2}-57 X+93\right) \text {, } \\
& v_{5}=\left(\quad 0, \quad 0,295 X^{2}-58 X+206\right) .
\end{aligned}
$$

$$
\begin{aligned}
& v_{1}=(X+1, \quad 10, \quad 4 X+577557), \\
& v_{2}=(\quad 2, \quad 12, \quad 2 X+21310), \\
& v_{3}=(\quad 0, X+8, \quad 7 X+21306), \\
& v_{4}=(\quad 0, \quad 13, \quad 3 X+213825) \text {, } \\
& v_{5}=\left(\quad 0, \quad 0, X^{2}+2 X+262602\right) \text {, } \\
& v_{6}=(\quad 0, \quad 0, \quad 8 X+265264), \\
& v_{7}=(\quad 0, \quad 0, \quad 629000) .
\end{aligned}
$$

There is a close analogy between the output of ZXSERIES and integer matrices in row Hermite normal form. If we think of the final sequence $v_{1}, \ldots, v_{7}$ as the rows of a 7 -by- 3 matrix with entries in $\mathbb{Z}[X]$, then we can define corner entries to be entries which are the first nonzero entry in their row. A given column may have more than one corner entry, but the corner entries in a given column are the generators produced by ZXIDEAL for an ideal of $\mathbb{Z}[X]$ and the entries above those corner entries are standard representatives for cosets of that ideal. This set of generators for the module $M$ generated by the $u_{i}$ looks quite different from the generating set produced by ZXMODULE, which is

$$
\begin{aligned}
& w_{1}=(X+1, \quad 62, \quad 273329), \\
& w_{2}=(\quad 0, X+47, \quad 132253) \text {, } \\
& w_{3}=(\quad 0, \quad 39, X+376211) \text {, } \\
& w_{4}=(\quad 2, \quad 38, \quad 183696), \\
& w_{5}=(\quad 0, \quad 104, \quad 285808), \\
& w_{6}=(\quad 0, \quad 0, \quad 629000) .
\end{aligned}
$$

The generators $w_{4}, w_{5}$, and $w_{6}$ form a $\mathbb{Z}$-basis for $M \cap \mathbb{Z}^{3}$.
We have used row Hermite normal forms to decide equality of subgroups of $\mathbb{Z}^{n}$. Since the associated unimodular matrices are not needed, there are many possible ways to compute these normal forms. We could also use lattice reduction, as described in Sections 8.6 and 8.7, to compare subgroups of $\mathbb{Z}^{n}$.

## Exercises

2.1. Show that the output of ZXMODULE depends only on the module $M$ generated by $u_{1}, \ldots, u_{s}$. Do the same for ZXSERIES.
2.2. Devise a procedure ZXMODULEREP analogous to ZXIDEALREP in Section 10.1.
2.3. Let $M$ be a submodule of $\mathbb{Z}[X]^{n}$ with effective degree $e$. Prove that $\mathbb{Z}[X]^{n} / M$ is finitely generated as an abelian group if and only if the group $C_{e}$ is $\mathbb{Z}^{n}$.

### 10.3 Modules over $\mathbb{Z}[X, Y]$

In Section 10.2 we developed methods for working with submodules of $\mathbb{Z}[X]^{n}$. In this section we shall look at submodules of $\mathbb{Z}[X, Y]^{n}$. After the two-variable case has been mastered, the generalization to $m$ variables is relatively straightforward. Throughout this section $R$ will denote $\mathbb{Z}[X, Y]$.

The first approach we shall consider singles out one of the variables, say $Y$, as the primary variable. An element $u$ of $R^{n}$ can be written in the form $a_{d} Y^{d}+a_{d-1} Y^{d-1}+\cdots+a_{0}$, where each $a_{i}$ is in $\mathbb{Z}[X]^{n}$. If $a_{d} \neq 0$, then $d$ will be called the degree in $Y$ of $u$. For example, in $R^{2}$, the element
$u=\left(3 X Y^{2}-2 Y^{2}+X^{2} Y+2 Y-X+7, X^{3} Y^{2}+5 X Y^{2}-X Y+2 Y+X^{2}-3\right)$
can be written

$$
\left(3 X-2, X^{3}+5 X\right) Y^{2}+\left(X^{2}+2,-X+2\right) Y+\left(-X+7, X^{2}-3\right)
$$

The degree of $u$ in $Y$ is 2 .
Let $M$ be an $R$-submodule of $R^{n}$. For each nonnegative integer $k$, let $M_{k}$ be the set of elements in $M$ whose degree in $Y$ does not exceed $k$ and let $C_{k}$ be the set of coefficients of $Y^{k}$ in elements of $M_{k}$. Then $C_{k}$ is a $\mathbb{Z}[X]$-submodule of $\mathbb{Z}[X]^{n}$ and $C_{k} \subseteq C_{k+1}$. Let $T$ be a finite generating set for $M$ and let $d$ be the maximum of the degrees in $Y$ of the elements in $T$. The analogue of Proposition 1.1 holds, so $C_{k}=C_{d}$ if $k \geq d$. The smallest integer $e$ such that $C_{k}=C_{e}$ for $k \geq e$ will be called the effective degree in $Y$ of $M$. Let $A$ be the $\mathbb{Z}[X]$-submodule generated by $T$ and let $B=A \cap M_{d-1}$, the submodule of $A$ consisting of the elements whose degree in $Y$ is less than $d$. The analogue of Proposition 1.3 is valid and $A=M_{d}$ if and only if $Y B \subseteq A$.

We can identify $A$ with a $\mathbb{Z}[X]$-submodule of $\mathbb{Z}[X]^{n(d+1)}$ in several ways. The elements $b_{i} Y^{j}$ with $1 \leq i \leq n$ and $0 \leq j \leq d$ form a $\mathbb{Z}[X]$-basis for the set of all elements in $R^{n}$ whose degree in $Y$ is at most $d$. Here $b_{1}, \ldots, b_{n}$ is the standard basis of $\mathbb{Z}^{n}$. If we order the $b_{i} Y^{j}$ by degree, as in Section 10.2, then $a_{d} Y^{d}+\cdots+a_{0}$ is identified with the concatenation of $a_{d}, \ldots, a_{0}$. Thus the element $u$ is mapped to

$$
\left(3 X-2, X^{3}+5 X, X^{2}+2,-X+2,-X+7, X^{2}-3\right)
$$

However, if we order the basis by component, then $u$ corresponds to

$$
\left(3 X-2, X^{2}+2,-X+7, X^{3}+5 X,-X+2, X^{2}-3\right)
$$

Suppose that under the ordering by degree the $\mathbb{Z}[X]$-submodule $A$ generated by $T$ corresponds to the submodule $N$ of $\mathbb{Z}[X]^{n(d+1)}$. Then $B$
corresponds to $N^{(n+1)}$. Thus, using ZXSERIES, we can find a module generating set for $B$. In fact, it suffices to terminate the main For-loop in ZXSERIES after only $n$ iterations. The following procedure ZXYMODULE is obtained from ZXMODULE by replacing the determination of row Hermite normal forms with calls to ZXMODULE or ZXSERIES.

Procedure ZXYMODULE $\left(u_{1}, \ldots, u_{s} ; v_{1}, \ldots, v_{t}\right)$;
Input: $\quad u_{1}, \ldots, u_{s} \quad$ : Elements of $R^{n}$;
Output: $v_{1}, \ldots, v_{t} \quad$ : Elements of $R^{n}$ which generated the same $R$-submodule $M$ as the $u_{i}$ and form a $\mathbb{Z}[X]$-basis for $M_{e}$, where $e$ is the effective degree in $Y$ of $M$;
Begin
Let $d$ be the maximum degree in $Y$ of the $u_{i}$;
(* We shall use the ordering by degree to identify the $u_{i}$ with elements of $\left.\mathbb{Z}[X]^{n(d+1)} \cdot{ }^{*}\right)$
Let $w_{1}, \ldots, w_{s}$ in $\mathbb{Z}[X]^{n(d+1)}$ correspond to $u_{1}, \ldots, u_{s}$;
ZXMODULE $\left(w_{1}, \ldots, w_{s} ; z_{1}, \ldots, z_{t}\right)$;
Repeat
Copy $z_{1}, \ldots, z_{t}$ as $x_{1}, \ldots, x_{m}$;
Let $N$ be the submodule of $\mathbb{Z}[X]^{n(d+1)}$ generated by the $z_{i}$;
Use ZXSERIES to find a generating set $y_{1}, \ldots, y_{q}$ for $N^{(n+1)}$;
For $i:=1$ to $q$ do let $g_{i}$ be obtained from $y_{i}$ by shifting its components $n$ places to the left;
ZXMODULE $\left(x_{1}, \ldots, x_{m}, g_{1}, \ldots, g_{q} ; z_{1}, \ldots, z_{t}\right)$
Until the sequences $x_{1}, \ldots, x_{m}$ and $z_{1}, \ldots, z_{t}$ are the same;
(* At this point $z_{1}, \ldots, z_{t}$ correspond to a $\mathbb{Z}[X]$-basis for $M_{d}$, but $d$ may not equal $e . *$ )
While $d \geq 1$ do begin
Let $f_{1}, \ldots, f_{t}$ be the projections of $z_{1}, \ldots, z_{t}$ onto their first $n$ components;
Let $g_{1}, \ldots, g_{q}$ be the projections of $y_{1}, \ldots, y_{q}$ onto components $n+1, \ldots, 2 n$;
ZXMODULE $\left(f_{1}, \ldots, f_{t} ; h_{1}, \ldots, h_{r}\right)$;
ZXMODULE $\left(g_{1}, \ldots, g_{q} ; k_{1}, \ldots, k_{m}\right)$;
If $h_{1}, \ldots, h_{r}$ and $k_{1}, \ldots, k_{m}$ are different then break;
$\left(* M_{d-1}=M_{d} *\right)$
$d:=d-1$;
For $i:=1$ to $q$ do let $w_{i}$ be obtained from $y_{i}$ by dropping the first $n$ components ( $*$ which are $0 *$ );
$\operatorname{ZXMODULE}\left(w_{1}, \ldots, w_{q} ; z_{1}, \ldots, z_{t}\right)$;
Let $N$ be the $\mathbb{Z}[X]$-submodule generated by the $z_{i}$;
Use ZXSERIES to find a generating set $y_{1}, \ldots, y_{q}$ for $N^{(n+1)}$

End
Let $v_{1}, \ldots, v_{t}$ in $R^{n}$ correspond to $z_{1}, \ldots, z_{t}$ End.

Example 3.1. Let us follow the execution of ZXYMODULE with input

$$
\begin{aligned}
& u_{1}=(Y+X+1, Y+\quad 1) \\
& u_{2}=(\quad X-1, Y-X \\
& u_{3}=(Y-X+1, Y+X-1)
\end{aligned}
$$

Using the ordering by degree, the $u_{i}$ are identified with

$$
\begin{aligned}
& w_{1}=(1,1, \quad X+1, \\
& w_{2}=(0,1, \quad X-1,-X), \\
& w_{3}=(1,1,-X+1, \quad X-1) .
\end{aligned}
$$

The output of ZXMODULE with the $w_{i}$ as input is

$$
\begin{aligned}
& z_{1}=\left(\begin{array}{rlrr}
X, 2 X-2, & 2, & 2
\end{array}\right) \\
& z_{2}=\left(\begin{array}{rrrr}
0, & -1, X+1, & 2
\end{array}\right), \\
& z_{3}=\left(\begin{array}{rrrr}
0, & -2, & 2, X+2
\end{array}\right) \\
& z_{4}=\left(\begin{array}{rrrr}
1, & 2, & 0, & -1
\end{array}\right) .
\end{aligned}
$$

On the first pass through the Repeat-loop, the following generators for $N^{(3)}$ are found:

$$
\left.\left.\begin{array}{ll}
y_{1}=\left(0,0,2 X^{2}\right. & ,-X^{2}+2 X
\end{array}\right), ~ 子 \begin{array}{ll}
(0,0, & 2 X,
\end{array}-X+2\right) .
$$

Note that since the main For-loop in ZXSERIES was terminated after the second iteration, ZXSERIES did not detect that $y_{1}$ is in fact $X y_{2}$. Now ZXMODULE is called, with input the $z_{i}$ above together with

$$
\begin{aligned}
& g_{1}=\left(2 X^{2},-X^{2} \quad+2,0,0\right) \\
& g_{2}=\left(\begin{array}{c}
2 X,
\end{array}-X+2,0,0\right)
\end{aligned}
$$

The output is

$$
\left.\begin{array}{lll}
z_{1}=(X, 2 X-2, & 2, & 2
\end{array}\right),
$$

$$
\begin{aligned}
& z_{3}=\left(\begin{array}{rrr}
0, & -1, X+1, & 2
\end{array}\right) \\
& z_{4}=\left(\begin{array}{rrrr}
0, & -2, & 2, X+2
\end{array}\right) \\
& z_{5}
\end{aligned}=\left(\begin{array}{rrrr}
1, & 2, & 0, & -1
\end{array}\right) .
$$

On the second pass through the repeat loop, the generators for $N^{(3)}$ are found to be

$$
\begin{aligned}
& y_{1}=\left(0,0, X^{2}+X+2,-5 X^{3}-12 X^{2}+12 X+4\right), \\
& y_{2}=(0,0, \quad 2 X \quad, \quad-X+2), \\
& y_{3}=\left(0,0, \quad 4,-5 X^{2} \quad-9 X+14\right) \text {. }
\end{aligned}
$$

This time the call to ZXMODULE returns exactly the same $z_{i}$ as before, so the Repeat-loop terminates. Entering the While-loop, we find that

$$
\begin{aligned}
f_{1} & =(X, 2 X-2) \\
f_{2} & =(0,5 X-6) \\
f_{3} & =(0, \\
f_{4} & =\left(\begin{array}{rr}
0, & -2
\end{array}\right), \\
f_{5} & =\left(\begin{array}{rr}
1, & 2
\end{array}\right)
\end{aligned}
$$

and

$$
\begin{array}{lr}
g_{1}=\left(X^{2}+X+2,-5 X^{3}-12 X^{2}+12 X+4\right) \\
g_{2}=(r, & -X+2) \\
g_{3}=(r & \left.-5 X^{2}-9 X+14\right)
\end{array}
$$

The two calls to ZXMODULE produce

$$
\begin{aligned}
& h_{1}=(1,0), \\
& h_{2}=(0,1),
\end{aligned}
$$

and

$$
\begin{aligned}
& k_{1}=\left(X^{2}+X-2,2 X^{2}+5 X-6\right), \\
& k_{2}=\left(r-4,5 X^{2}+9 X-14\right), \\
& k_{3}=(\quad 2 X, \quad-X+2) .
\end{aligned}
$$

Since the $h$ 's and $k$ 's differ, no further changes are made to the $z$ 's. The final output is

$$
\begin{aligned}
& v_{1}=(X Y+2,2 X Y-2 Y+2), \\
& v_{2}=(\quad 4,5 X Y-6 Y+4), \\
& v_{3}=\left(\begin{array}{l}
X+1, \quad-Y+2), ~
\end{array}\right. \\
& v_{4}=(\quad 2,-2 Y+X+2) \text {, } \\
& v_{5}=(\quad Y, \quad 2 Y-1) .
\end{aligned}
$$

A number of variations on the procedure ZXYMODULE are possible. For example, the calls to ZXMODULE could be replaced by calls to ZXSERIES. If this is done, then with the data of Example 3.1 the following generating set is obtained:

$$
\left.\begin{array}{lrr}
v_{1}=( & Y+2, & X+1
\end{array}\right), \begin{array}{lr}
( & X+3, \\
v_{2}=( & \left.Y-5 X^{2}-10 X+14\right), \\
v_{3}=\left(X^{2}+X+2,\right. & \left.-3 X^{2}-4 X+8\right), \\
v_{4}=( & 2 X,
\end{array}
$$

Either this generating set or the one obtained in Example 3.1 can be used to decide membership in the module.

Let $M$ be a submodule of $R^{n}$. For $1 \leq i \leq n+1$ let $M^{(i)}$ be the submodule of $M$ consisting of the elements whose first $i-1$ components are 0 . In order to be able to extend the approach of ZXMODULE and ZXYMODULE to submodules of $\mathbb{Z}[X, Y, Z]^{n}$, we need an analogue of ZXSERIES to find generators for the submodules $M^{(i)}$. This in turn requires generalizations of ZBASIS and ZXIDEALREP. The description of a procedure ZXYSERIES is left to the reader as an exercise.

## Exercises

3.1. Find the effective degree in $Y$ of the ideal $I$ of $\mathbb{Z}[X, Y]$ generated by $2 X Y^{2}-3 Y+7$ and $X Y^{2}-2 Y+X+1$. Determine the effective degree in $X$ of $I \cap \mathbb{Z}[X]$.
3.2. Let $M$ be a submodule of $\mathbb{Z}[X, Y]^{n}$ with effective degree $e$ in $Y$. Show that $\mathbb{Z}[X, Y]^{n} / M$ is finitely generated as a $\mathbb{Z}[X]$-module if and only if the $\mathbb{Z}[X]$-submodule $C_{e}$ is $\mathbb{Z}[X]^{n}$. Under what conditions is $\mathbb{Z}[X, Y]^{n} / M$ finitely generated as an abelian group?

### 10.4 The total degree ordering

The procedure ZXYMODULE of the previous section reduces questions about a $\mathbb{Z}[X, Y]$-module generated by a finite set $T$ to questions about the
$\mathbb{Z}[X]$-module generated by $T$, and it calls ZXMODULE to answer those questions. Within ZXMODULE, the questions are converted into questions about the subgroup A generated by $T$, and these questions are answered by computing the row Hermite normal form of an integer matrix. Let $r$ and $s$ denote the maxima of the degrees in $X$ and $Y$, respectively, of the elements in $T$. Then $A$ is a subgroup of the group $P$ which has a basis consisting of the elements $b_{i} X^{j} Y^{k}, 1 \leq i \leq n, 0 \leq j \leq r$, and $0 \leq k \leq s$. To associate elements of $P$ with integer vectors, we must order the basis. One possible order is obtained by letting $k$ run from $s$ to 0 , for a given $k$ letting $j$ run from $r$ to 0 , and for given values of $k$ and $j$ letting $i$ run from 1 to $n$. In the case of an ideal of $R=\mathbb{Z}[X, Y]$, where we can identify $b_{1}$ with 1 , we are taking the monomials $X^{j} Y^{k}$ in decreasing order according to the reverse lexicographic ordering, in which we compare degrees in $Y$ first and then, if necessary, the degrees in $X$. In this ordering, the monomials of degree at most 2 in $X$ and in $Y$ arranged in decreasing order are

$$
X^{2} Y^{2}, X Y^{2}, Y^{2}, X^{2} Y, X Y, X^{2}, X, 1
$$

There is another ordering on monomials which is quite useful. The total degree of $X^{i} Y^{j}$ is $i+j$. In the total-degree ordering of monomials, we compare total degree first and then, if necessary, the degree in $Y$. The monomials of total degree at most 3 , in decreasing order, are

$$
Y^{3}, X Y^{2}, X^{2} Y, X^{3}, Y^{2}, X Y, X^{2}, Y, X, 1
$$

The usual proof that ideals in $\mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]$ are finitely generated proceeds by induction on $m$. The total-degree ordering on monomials can be used to give a proof that ideals in $R$ are finitely generated without invoking the corresponding statement for ideals in $\mathbb{Z}[X]$. Let us write $X^{i} Y^{j} \prec X^{r} Y^{s}$ if $X^{i} Y^{j}$ comes before $X^{r} Y^{s}$ in the total degree ordering. Any nonzero element $f$ of $R$ can be written uniquely as $a_{1} u_{1}+\cdots+a_{t} u_{t}$, where the $u_{i}$ are monomials such that $u_{1} \succ u_{2} \succ \cdots \succ u_{t}$ and the $a_{i}$ are nonzero integers. We shall call $a_{1} u_{1}, a_{1}$, and $u_{1}$ the leading term, the leading coefficient, and the leading monomial of $f$, respectively. The total degree of $f$ is defined to be the total degree of $u_{1}$. Note that the leading monomial of $X^{i} Y^{j} f$ is $X^{i} Y^{j} u_{1}$.

Let $I$ be an ideal of $R$ and for each pair $(i, j)$ of nonnegative integers let $I_{i j}$ be the set of elements $f$ in $I$ such that either $f=0$ or the leading monomial $u$ of $f$ satisfies $u \preceq X^{i} Y^{j}$. Let $C_{i j}$ be the set of coefficients of $X^{i} Y^{j}$ in elements of $I_{i j}$. Clearly $C_{i j}$ is a subgroup of $\mathbb{Z}$. Let us say that $(i, j) \leq(r, s)$ if $i \leq r$ and $j \leq s$, or equivalently, if $X^{i} Y^{j}$ divides $X^{r} Y^{s}$ in $R$. If $(i, j) \leq(r, s)$, then $X^{r-i} Y^{s-j} I_{i j} \subseteq I_{r s}$, so $C_{i j} \subseteq C_{r s}$. Let $c_{i j}$ denote the nonnegative generator of $C_{i j}$. Define $U=U(I)$ to be the set of pairs ( $r, s$ ) such that $c_{r s} \neq 0$ and $c_{r s} \neq c_{i j}$ for any pair $(i, j)<(r, s)$.

Proposition 4.1. For every ideal $I$ of $R$ the set $U(I)$ is finite.
Proof. If $I=\{0\}$, then $U=\emptyset$. Thus we may assume that $I \neq\{0\}$, so some $c_{r s}>0$. Choose ( $r, s$ ) minimal with respect to $<$ such that $c_{r s}$ is the minimum among all nonzero $c_{i j}$. Then $(r, s)$ is in $U$. If $(i, j)$ is some other element of $U$, then either $i<r$ or $j<s$. But for a given $i$ there can be only finitely many values of $j$ such that $(i, j)$ is in $U$. Similarly, for a given $j$ there are only finitely many possibilities for $i$. Thus $U$ is finite.

For each $d \geq 0$ let $I_{(d)}$ be the abelian group of elements in $I$ with total degree at most $d$. The maximum $e$ of $r+s$ as $(r, s)$ ranges over $U$ will be called the effective total degree of $I$. If we know $I_{(e)}$, we can decide membership in $I$.

Proposition 4.2. Suppose that $I$ is an ideal of $R$ with effective total degree $e$. Then any element $f$ of $I$ can be expressed in the form $u_{1} f_{1}+\cdots+$ $u_{r} f_{r}$, where the $u_{i}$ are monomials, the $f_{i}$ are nonzero elements of $I_{(e)}$, and the leading monomials of the terms $u_{i} f_{i}$ are strictly decreasing with respect to $\prec$.

Proof. If $f=0$, then we may take $r=0$. If $f$ is in $I_{(e)}$, then we may take $r=1, u_{1}=1$, and $f_{1}=f$. Thus we may assume that the total degree of $f$ is greater than $e$. Let the leading term of $f$ be $b X^{r} Y^{s}$. The coefficient $b$ is divisible by $c_{r s}$. Since $r+s>e$, the pair $(r, s)$ is not in $U(I)$. Therefore $c_{r s}=c_{i j}$ for some pair $(i, j)<(r, s)$. Choose $(i, j)$ as small as possible with respect to $<$. Then $i+j \leq e$. Let $f_{1}$ be an element of $I_{(e)}$ with leading term $b X^{i} Y^{j}$ and set $u_{1}=X^{r-i} Y^{s-j}$. Then $g=f-u_{1} f_{1}$ is in $I$ and the leading monomial of $g$ precedes $X^{r} Y^{s}$ with respect to $\prec$. Continuing in this manner, we obtain the desired decomposition.

It follows from Proposition 4.2 that $I_{(e)}$ generates $I$ and that $I$ is finitely generated as an ideal.

Given group generators for $I_{(e)}$, to decide membership in $I$ we take the monomials of total degree at most $e$ in decreasing total-degree order to associate integer vectors with polynomials and we find the row Hermite normal form of the matrix associated with our generators of $I_{(e)}$. A corner entry corresponds to a pair $(r, s)$ for which $c_{r s} \neq 0$ and the row containing the corner entry gives an element $f_{r s}$ of $I_{r s}$ with leading term $c_{r s} X^{r} Y^{s}$. Now we can decide membership in $I$ using the following procedure:

Function ZXYMEMBER $(g)$ : boolean;
(* The polynomials $f_{r s}$ are available as global variables. True is returned if and only if $g$ is in $I . *$ )
Begin

Table 10.4.1

|  | $s$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |  |
|  | 0 | 1 | 2 | 3 | 4 | 5 |
| 0 | 0 | 0 | 2 | 2 | 2 | 2 |
| 1 | 0 | 3 | 1 | 1 | 1 |  |
| 2 | 2 | 1 | 1 | 1 |  |  |
| 3 | 2 | 1 | 1 |  |  |  |
| 4 | 2 | 1 |  |  |  |  |
| 5 | 2 |  |  |  |  |  |

$h:=g$; done $:=$ false;
While $h \neq 0$ and not done do begin
Let $a X^{i} Y^{j}$ be the leading term of $h$;
If there is an $f_{r s}$ such that $(r, s) \leq(i, j)$ and the leading coefficient $c$ of $f_{r s}$ divides $a$ then begin
$q:=a / c ; h:=h-q X^{i-r} Y^{j-s} f_{r s}$
End
Else done := true
End
ZXYMEMBER $:=(h=0)$
End.
Let $I$ be generated by a finite set $T$, let $d$ be the maximum of the total degrees of the elements in $T$, and let $A$ be the abelian group generated by $T$. Given our experience so far, it should be expected that $A$ is usually not $I_{(d)}$. Perhaps somewhat less expected is the fact that $d$ may be less than the effective total degree of $I$.

Example 4.1. Let $I$ be the ideal of $R$ generated by $2 Y^{2}, 3 X Y$, and $2 X^{2}$. The polynomials $X(3 X Y)-Y\left(2 X^{2}\right)=X^{2} Y$ and $Y(3 X Y)-X\left(2 Y^{2}\right)=X Y^{2}$ are in $I$. It is fairly easy to see that $I$ consists of all polynomials satisfying the following conditions:
(a) The coefficients of $1, X$, and $Y$ are 0.
(b) The coefficients of powers of $X$ and powers of $Y$ are even.
(c) The coefficient of $X Y$ is divisible by 3 .

The values of $c_{r s}$ for $r+s \leq 5$ are given in Table 10.4.1. The set $U$ is $\{(0,2),(1,1),(1,2),(2,0),(2,1)\}$ and the effective total degree of $I$ is 3 . The total degree of the generators is 2 and in this case $A$ is $I_{(2)}$.

Let $T, d$, and $A$ be as before. We need a criterion which will tell us whether $A=I_{(d)}$ and $e \leq d$. Let $B=A \cap I_{(d-1)}$, the set of elements in $A$
of total degree at most $d-1$. Clearly a necessary condition for $A$ to equal $I_{(d)}$ is for both $X B$ and $Y B$ to be contained in $A$. We can ensure that this condition is satisfied without increasing the value of $d$.

Example 4.2. Let $I$ be the ideal of $R$ generated by

$$
\begin{aligned}
& f_{1}=Y^{2}-3 X Y+X^{2}-2 Y-X+6 \\
& f_{2}=4 Y^{2}+6 X Y-6 X^{2}-Y+5 X-5 \\
& f_{3}=Y^{2}+5 X Y-4 X^{2}+5 Y-6 X+3 \\
& f_{4}=5 Y^{2} \quad+X^{2}+5 Y-X+1
\end{aligned}
$$

Each of these polynomials has total degree 2. The monomials of total degree at most 2 are, in decreasing order, $Y^{2}, X Y, X^{2}, Y, X, 1$. Using this basis for the group $P$ of polynomials of total degree at most 2 , we can identify $P$ with $\mathbb{Z}^{6}$. Under this identification, the $f_{i}$ correspond to the rows of the matrix

$$
D_{1}=\left[\begin{array}{rrrrrr}
1 & -3 & 1 & -2 & -1 & 6 \\
4 & 6 & -6 & -1 & 5 & -5 \\
1 & 5 & -4 & 5 & -6 & 3 \\
5 & 0 & 1 & 5 & -1 & 1
\end{array}\right]
$$

and the subgroup $A$ generated by the $f_{i}$ corresponds to $S\left(D_{1}\right)$. The row Hermite normal form of $D_{1}$ is

$$
D_{2}=\left[\begin{array}{llllll}
1 & 0 & 0 & 350 & -652 & 640 \\
0 & 1 & 0 & 194 & -359 & 350 \\
0 & 0 & 1 & 230 & -426 & 416 \\
0 & 0 & 0 & 395 & -737 & 723
\end{array}\right]
$$

Therefore $A \cap I_{(1)}$ is generated by the single polynomial $f_{5}=395 Y-737 X+$ 723. If we add $X f_{5}$ and $Y f_{5}$ to the set of generators for $A$ represented by $D_{2}$, the result corresponds to

$$
D_{3}=\left[\begin{array}{rrrrrr}
1 & 0 & 0 & 350 & -652 & 640 \\
0 & 1 & 0 & 194 & -359 & 350 \\
0 & 0 & 1 & 230 & -426 & 416 \\
0 & 0 & 0 & 395 & -737 & 723 \\
0 & 395 & -737 & 0 & 723 & 0 \\
395 & -737 & 0 & 723 & 0 & 0
\end{array}\right] .
$$

The row Hermite normal form of $D_{3}$ is

$$
D_{4}=\left[\begin{array}{rrrrrr}
1 & 0 & 0 & 0 & 0 & 68418721 \\
0 & 1 & 0 & 0 & 1 & 400252057 \\
0 & 0 & 1 & 0 & 0 & 499274494 \\
0 & 0 & 0 & 1 & 1 & 428686078 \\
0 & 0 & 0 & 0 & 2 & 745217559 \\
0 & 0 & 0 & 0 & 0 & 749145811
\end{array}\right] .
$$

Now $A \cap I_{(1)}$ has rank 3. If we take the polynomials corresponding to the last three rows of $D_{4}$, multiply them by both $X$ and $Y$, add the results to our generating set, and compute the row Hermite normal form again, then the nonzero rows form the 6 -by- 6 identity matrix. This says that 1 is in $I$, so $I=R$.

Example 4.3. Now let $J$ be the ideal of $R$ generated by $f_{1}, f_{2}$, and $f_{3}$ of Example 4.2. Our generators correspond to the rows of the matrix

$$
E_{1}=\left[\begin{array}{rrrrrr}
1 & -3 & 1 & -2 & -1 & 6 \\
4 & 6 & -6 & -1 & 5 & -5 \\
1 & 5 & -4 & 5 & -6 & 3
\end{array}\right]
$$

The row Hermite normal form of $E_{1}$ is

$$
E_{2}=\left[\begin{array}{rrrrrr}
1 & 1 & 1 & -17 & 37 & -40 \\
0 & 2 & 0 & -7 & 19 & -23 \\
0 & 0 & 5 & -35 & 81 & -89
\end{array}\right]
$$

so $B=A \cap J_{(1)}=\{0\}$. Thus trivially $X B$ and $Y B$ are contained in $A$. However, we are still a long way from having a good understanding of $J$. If $A=J_{(2)}$, then $C=(A+X A+Y A) \cap J_{(2)}$ must be $A$. Let us take the polynomials $g_{1}, g_{2}, g_{3}$ corresponding to the three rows of $E_{2}$ and determine the abelian group generated by the $g_{i}$, their products with $X$, and their products with $Y$. Since polynomials of total degree 3 are involved, we use the basis $Y^{3}, X Y^{2}, X^{2} Y, X^{3}, Y^{2}, X Y, X^{2}, Y, X, 1$ to identify polynomials with integer vectors. Our nine generators correspond to the rows of

$$
E_{3}=\left[\begin{array}{rrrrrrrrrr}
0 & 0 & 0 & 0 & 1 & 1 & 1 & -16 & 37 & -40 \\
0 & 0 & 0 & 0 & 0 & 2 & 0 & -7 & 19 & -23 \\
0 & 0 & 0 & 0 & 0 & 0 & 5 & -35 & 81 & -89 \\
0 & 1 & 1 & 1 & 0 & -16 & 37 & 0 & -40 & 0 \\
0 & 0 & 2 & 0 & 0 & -7 & 19 & 0 & -23 & 0 \\
0 & 0 & 0 & 5 & 0 & -35 & 81 & 0 & -89 & 0 \\
1 & 1 & 1 & 0 & -16 & 37 & 0 & -40 & 0 & 0 \\
0 & 2 & 0 & 0 & -7 & 19 & 0 & -23 & 0 & 0 \\
0 & 0 & 5 & 0 & -35 & 81 & 0 & -89 & 0 & 0
\end{array}\right] .
$$

The row Hermite normal form of $E_{3}$ is

$$
E_{4}=\left[\begin{array}{rrrrrrrrrr}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 326565 & -521780 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 823394 & -1315603 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 592792 & -947155 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 698714 & -1116398 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 974340 & -1556775 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 416261 & -665092 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 512300 & -818541 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 118929 & -190023 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1601096 & -2558189
\end{array}\right] .
$$

The group $C$ corresponds to the subgroup generated by the last five rows of $E_{4}$. Thus $C$ is not $A$. Since $C$ contains $A$, the ideal $J$ is generated by $C$. Let us replace $A$ by $C$ and take as generators for $A$ the polynomials corresponding to the last five rows of $E_{4}$. If we now let $B=A \cap J_{(1)}$ and compute $A+X B+Y B$, we find that this subgroup corresponds to $S\left(E_{5}\right)$, where

$$
E_{5}=\left[\begin{array}{rrrrrr}
1 & 0 & 0 & 0 & 0 & 52533167 \\
0 & 1 & 0 & 0 & 0 & 7275654 \\
0 & 0 & 1 & 0 & 0 & 388980876 \\
0 & 0 & 0 & 1 & 0 & 345736188 \\
0 & 0 & 0 & 0 & 1 & 201309868 \\
0 & 0 & 0 & 0 & 0 & 473095169
\end{array}\right]
$$

If we replace $A$ by $A+X B+Y B$ and iterate again, this time we find that $X B$ and $Y B$ are contained in $A$. In this particular case it is now easy to describe $J$. Let $n=473095169$. There is a unique ring homomorphism $\varphi$
of $R$ onto $\mathbb{Z}_{n}$ in which $X$ maps to $[-201309868]$ and $Y$ to $[-345736188]$. Here $[a]$ denotes the congruence class of a modulo $n$. Under this homomorphism, $Y^{2}, X Y$, and $X^{2}$ map to [ -52533167 ], [ -7275654 ], and [-388980876], respectively. This is all consistent with $E_{5}$ and it is not hard to show that $J$ is the kernel of $\varphi$.

Examples 4.2 and 4.3 use somewhat ad hoc techniques to determine the structure of certain ideals in $R$. It is time to give a general algorithm based on the total-degree ordering of monomials. Let $A$ be a finitely generated subgroup of $R$ and let $I$ be the ideal of $R$ generated by $A$. For each integer $e \geq 0$ let $A_{(e)}=A \cap I_{(e)}$, the set of polynomials in $A$ with total degree at most $e$. For each pair ( $r, s$ ) of nonnegative integers set $A_{r s}=A \cap I_{r s}$ and let $a_{r s}$ be the nonnegative generator for the set of coefficients of $X^{r} Y^{s}$ in elements of $A_{r s}$. Define $U(A)$ to be the set of pairs $(r, s)$ such that $a_{r s}$ is nonzero and not equal to any $a_{i j}$ with $(i, j)<(r, s)$. The effective total degree of $A$ is defined to be the maximum $e$ of $r+s$ with $(r, s)$ in $U(A)$. In general, the sets $U(A)$ and $U(I)$ will be quite different. However, we can state a necessary and sufficient condition for $e$ to be the effective total degree of $I$ and for $I_{(e)}$ to be contained in $A$.

Proposition 4.3. Let $A$ be a nontrivial, finitely generated subgroup of $R$, let $d$ be the maximum of the total degrees of the elements of $A$, and let $I$ be the ideal of $R$ generated by $A$. Set $D$ equal to the subgroup generated by $\left\{X^{r} Y^{s} A \mid r \geq 0, s \geq 0, r+s \leq d\right\}$ and e equal to the effective total degree of $D$. The following are equivalent:
(i) $A_{(e)}=D_{(e)}$.
(ii) $e$ is the effective total degree of $I$ and $I_{(e)}$ is contained in $A$.

Proof. By the definition of $e$, there is an element of total degree $e$ in $D_{(e)}$. Thus (i) certainly implies that $e \leq d$. Also $A_{(e)} \subseteq D_{(e)} \subseteq I_{(e)}$. Therefore (ii) trivially implies (i).

To prove (i) implies (ii), suppose that $A_{(e)}=D_{(e)}$. If $e=0$, then $D_{(0)}$ is generated by some nonnegative integer $a$ and all elements of $D$ are divisible by $a$. In this case $I=R a$ and condition (ii) clearly holds. Thus we may assume that $e>0$. Let $B=A_{(e-1)}$. Then $X B$ and $Y B$ are contained in $D_{(e)}$, so $X B$ and $Y B$ are contained in $A_{(e)}$. For nonnegative integers $r$ and $s$ let $a_{r s}$ be the nonnegative generator of the set of coefficients of $X^{r} Y^{s}$ in elements of $A_{r s}$. Then $a_{r s}$ divides $a_{i j}$ whenever $r+s \leq e$ and $(i, j) \leq(r, s)$.

Lemma 4.4. If $f$ is a nonzero element of $D$ with total degree at most $d+e$, then $f$ can be written as $u_{1} f_{1}+\cdots+u_{m} f_{m}$, where the $u_{i}$ are monomials, the $f_{i}$ are nonzero elements of $A_{(e)}$, and the leading monomials of the terms $u_{i} f_{i}$ form a strictly decreasing sequence in the total degree ordering.

Proof. Let $X^{p} Y^{q}$ be the leading monomial of $f$. If $p+q \leq e$, then $f$ is in $D_{(e)}=A_{(e)}$ and we can take $m=1, f_{1}=f$, and $u_{1}=1$. Thus we may assume that $p+q>e$. By the definition of $e$, there exist a pair $(r, s)<(p, q)$ with $r+s=e$ and an element $f_{1}$ of $D$ with leading monomial $X^{r} Y^{s}$ such that $f_{1}$ has the same leading coefficient as $f$. The polynomial $f_{1}$ is in $D_{(e)}=A_{(e)}$. Set $r_{1}=p-r, s_{1}=q-s$, and $u_{1}=X^{r_{1}} Y^{s_{1}}$. Since

$$
r_{1}+s_{1}=p r+q-s=p+q-(r+s) \leq d+e-e=d,
$$

the polynomial $u_{1} f_{1}$ is in $D$ and therefore so is $g=f-u_{1} f_{1}$. If $g$ is not 0 , then the leading monomial of $g$ precedes $X^{p} Y^{q}$. Continuing this process, we obtain the desired description of $f$.

Lemma 4.4 applies to elements of $A$. It follows that $I$ is generated as an ideal by $A_{(e)}$.

Lemma 4.5. Any nonzero element $f$ of $I$ can be written as $u_{1} f_{1}+\cdots+$ $u_{m} f_{m}$, where the $u_{i}$ are monomials, the $f_{i}$ are nonzero elements of $A_{(e)}$, the leading monomials of the terms $u_{i} f_{i}$ form a strictly decreasing sequence in the total-degree ordering, and the total degree of $f_{i}$ is e whenever $u_{i} \neq 1$.

Proof. Since $A_{(e)}$ generates $I$, we can write $f=u_{1} f_{1}+\cdots+u_{m} f_{m}$, where the $u_{i}$ are monomials and the $f_{i}$ are nonzero elements of $A_{(e)}$. Suppose that the total degree of $f_{i}$ is less than $e$. Then $X f_{i}$ and $Y f_{i}$ are in $D_{(e)}=A_{(e)}$. Therefore, if $u_{i} \neq 1$, we can replace $f_{i}$ by $X f_{i}$ or $Y f_{i}$ and decrease the total degree of $u_{i}$ by 1 . Thus we may assume that the total degree of $f_{i}$ is $e$ whenever $u_{i} \neq 1$.

Next suppose that $u_{1} f_{1}$ and $u_{2} f_{2}$ have the same leading monomial $X^{p} Y^{q}$. If $p+q \leq e$, then $u_{1}=u_{2}=1$. In this case we may replace $f_{1}$ by $f_{1}+f_{2}$ and delete $f_{2}$. Therefore we may assume that $p+q>e$. For $i=1,2$, let $u_{i}=X^{r_{i}} Y^{s_{i}}$. The leading monomial of $f_{i}$ is $X^{p-r_{i}} Y^{q-s_{i}}$, which has total degree $e$. Set $a=\max \left(p-r_{1}, p-r_{2}\right)$ and $b=\max \left(q-s_{1}, q-s_{2}\right)$. Since the maximum of two nonnegative integers does not exceed their sum, we have
$a+b \leq p-r_{1}+p-r_{2}+q-s_{1}+q-s_{2}=\left(p-r_{1}+q-s_{1}\right)+\left(p-r_{2}+q-s_{2}\right)=2 e$
and

$$
u_{1} f_{1}+u_{2} f_{2}=X^{r_{1}} Y^{s_{1}} f_{1}+X^{r_{2}} Y^{s_{2}} f_{2}=X^{p-a} Y^{q-b} g
$$

where

$$
g=X^{r_{1}+a-p} Y^{s_{1}+b-q} f_{1}+X^{r_{2}+a-p} Y^{s_{2}+b-q} f_{2}
$$

Now

$$
r_{1}+a-p+s_{1}+b-q=a+b-\left(p-r_{1}+q-s_{1}\right) \leq 2 e-e=e
$$

Similarly, $r_{2}+a-p+s_{2}+b-q$ is at most $e$. Therefore $g$ is in $D$ and the total degree of $g$ does not exceed $2 e \leq d+e$. The leading monomial of $g$ does not exceed $X^{a} Y^{b}$ in the total-degree ordering. By Lemma 4.4, $g$ can be written $v_{1} g_{1}+\cdots+v_{t} g_{t}$, where the $v_{j}$ are monomials, the $g_{j}$ are in $A_{(e)}$, and the leading monomials of the terms $v_{j} g_{j}$ form a strictly decreasing sequence, which starts at or below $X^{a} Y^{b}$. Therefore, by replacing $u_{1} f_{1}+u_{2} f_{2}$ with

$$
X^{p-a} Y^{q-b} v_{1} g_{1}+\cdots+X^{p-a} Y^{q-b} v_{t} g_{t}
$$

we have reduced the number of terms in the expression for $f$ which have leading monomial $X^{p} Y^{q}$ and we have not introduced any leading monomials greater than $X^{p} Y^{q}$. Thus, by considering the leading monomials in decreasing order, we can modify the sum so that the leading monomials form a strictly decreasing sequence.

It follows from Lemma 4.5 that $A_{(e)}=I_{(e)}$. Also, for every nonzero $f$ in $I$ there is an element $f_{1}$ in $A_{(e)}$ such that $f$ and $f_{1}$ have the same leading coefficient. Therefore $e$ is the effective total degree of $I$.

Let $I$ be an ideal of $R$ given by a finite generating set $T$. Proposition 4.3 gives us an algorithm for determining the effective total degree $e$ of $I$ and finding a basis for $I_{(e)}$. The algorithm involves a variant of ZBASIS described in Section 10.2. This variant uses the reverse of the total-degree ordering on monomials to define a correspondence between polynomials and integer vectors.

Procedure ZBASIS_TD $\left(u_{1}, \ldots, u_{s} ; v_{1}, \ldots, v_{t}\right)$
Input: $\quad u_{1}, \ldots, u_{s} \quad$ : elements of $\mathbb{Z}[X, Y]$;
Output: $v_{1}, \ldots, v_{t} \quad:$ a $\mathbb{Z}$-basis for the subgroup generated by the $u_{i}$; Begin

Let $d$ be the maximum of the total degrees of the $u_{i}$;
Let $w_{1}=Y^{d}, \ldots, w_{r}=1$ be the monomials in $X$ and $Y$ with total degree at most $d$ listed in decreasing order;
(* The basis $w_{1}, \ldots, w_{r}$ will be used to identify polynomials of total degree at most $d$ with integer vectors. *)
Let $P$ be the $s$-by- $r$ integer matrix whose rows correspond to the $u_{i}$;
Let $v_{1}, \ldots, v_{t}$ in $\mathbb{Z}[X, Y]$ correspond to the nonzero rows of the row Hermite normal form of $P$
End.
Procedure ZXYIDEAL_TD $\left(u_{1}, \ldots, u_{s} ; v_{1}, \ldots, v_{t}\right)$;

Input: $\quad u_{1}, \ldots, u_{s} \quad:$ Elements of $\mathbb{Z}[X, Y]$;
Output: $v_{1}, \ldots, v_{t} \quad:$ a basis for $I_{(e)}$, where $I$ is the ideal generated by the $u_{i}$ and $e$ is the effective total degree of $I$;

## Begin

Let $d$ be the maximum of the total degrees of the $u_{i}$;
ZBASIS_TD $\left(u_{1}, \ldots, u_{s} ; v_{1}, \ldots, v_{t}\right)$; done $:=$ false;
While not done do begin
Let $y_{1}, \ldots, y_{p}$ denote the elements $X^{r} Y^{s} v_{i}$ with $r+s \leq d$ and
$1 \leq i \leq t ;$
ZBASIS_TD $\left(y_{1}, \ldots, y_{p} ; z_{1}, \ldots, z_{m}\right)$;
Let $k$ be minimal such that $z_{k}$ has total degree $d$;
If $z_{k}, \ldots, z_{m}$ and $v_{1}, \ldots, v_{t}$ are not the same then
Copy $z_{k}, \ldots, z_{m}$ as $v_{1}, \ldots, v_{t} \quad\left(* D_{(d)} \neq A . *\right)$
Else begin
For $r \geq 0, s \geq 0$, and $r+s \leq 2 d$ do If there is some $z_{i}$ with leading monomial $X^{r} Y^{s}$ then

Set $a_{r s}$ equal to the leading coefficient of $z_{i}$ Else $a_{r s}:=0$;
Let $e$ be the maximum of $r+s$ for those pairs $(r, s)$ for which

$$
a_{r s} \neq 0
$$

and either $r=0$ or $a_{r s} \neq a_{r-1 s}$
and either $s=0$ or $a_{r s} \neq a_{r s-1}$;
If $e \leq d$ then done $:=$ true $\quad\left(* D_{(e)}=A_{(e)} *\right)$
Else begin
Let $k$ be minimal such that the total degree of $z_{k}$ is $e$;
Copy $z_{k}, \ldots, z_{m}$ as $v_{1}, \ldots, v_{t}$;
$d:=e$
End
End
End;
Let $k$ be minimal such that $v_{k}$ has total degree $e$;
Copy $v_{k}, \ldots, v_{t}$ as $v_{1}, \ldots, v_{t}$
End.

The reader is warned that ZXYIDEAL_TD is practical only if the value of $d$ remains small. For example, suppose that $d$ is 6 in the first line of the While-loop. The number of monomials of total degree at most 6 is 28. Thus $t$ could be as large as 28 , and $p$, which is $28 t$, could be $28^{2}=784$. The largest total degree of the $y_{i}$ will be 12 . There are 91 monomials of total degree at most 12. Thus the matrix $P$ in the call to ZBASIS_TD will have 91 columns and up to 784 rows. Computing the row Hermite normal form of such a matrix will take a long time. The Gröbner basis method described

Table 10.4.2

|  | $s$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
|  | 0 | 1 | 2 | 3 | 4 | 5 |
| 0 | 7 | 0 | 2 | 3 | 2 | 2 |
| 1 | 0 | 3 | 0 | 1 | 1 |  |
| 2 | 2 | 4 | 2 | 1 |  |  |
| 3 | 1 | 5 | 1 |  |  |  |
| 4 | 2 | 1 |  |  |  |  |
| 5 | 2 |  |  |  |  |  |

in Section 10.6 uses special knowledge about the matrix $P$ to speed up the computation. As we saw in Example 4.3, one can get useful information if the inequality $r+s \leq d$ in the first line of the While-loop is replaced by $r+s \leq 1$ or $r+s \leq 2$.

The main difficulty in proving the correctness of ZXYIDEAL_TD is showing that the procedure terminates. If $d$ remains bounded, then the group $A$ generated by the $v_{i}$ is contained in a fixed free abelian group of finite rank. With each iteration of the While-loop $A$ gets larger. Thus eventually the While-loop must terminate. If $d$ goes to infinity, then, from some point on, $A$ contains the products of the original generators $u_{i}$ by any given monomial. The group $I_{(e)}$ is finitely generated. The generators of $I_{(e)}$ can be expressed in the form $p_{1} u_{1}+\cdots+p_{s} u_{s}$, where the $p_{i}$ are in $R$. Eventually the terms $p_{i} u_{i}$ for the various generators of $I_{(e)}$ will be in A. At this point $I_{(e)}$ will be contained in $A$ and ZXYIDEAL_TD will terminate by Proposition 4.3 .

The total-degree ordering can be used to study submodules of $R^{n}$. The ordering is extended to basis elements $b_{i} X^{j} Y^{k}$ by first using the total degree ordering of $X^{j} Y^{k}$ and then taking the $b_{i}$ in increasing order of $i$. In this case, the groups $C_{r s}$ are subgroups of $\mathbb{Z}^{n}$.

## Exercises

4.1. Suppose that $A$ is a subgroup of $\mathbb{Z}[X, Y]$ and the nonnegative generators $a_{r s}$ of the subgroups $A_{r s}$ are given by Table 10.4.2. What is $U(A)$ ?
4.2. Let $A$ be the subgroup of $\mathbb{Z}[X, Y]$ generated by $2 X Y^{2}-3 Y+7$ and $X Y^{2}-2 Y+X+1$, and let $B$ be the subgroup of $A$ consisting of the elements with total degree at most 2 . Find bases for $A+X B+Y B$ and for the subgroup of $A+X A+Y A$ consisting of the elements with total degree at most 3.
4.3. Apply ZXIDEAL_TD to the generators of $A$ in Exercise 4.2. Compare the results with Exercise 3.1.

### 10.5 The Gröbner basis approach

In Sections 10.1 to 10.4 we sketched methods for deciding membership in submodules of $\mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]^{n}$ given by finite generating sets. These
methods are based ultimately on the computation of row Hermite normal forms of integer matrices. Unfortunately, for most interesting problems these matrices are very large. The Gröbner basis approach solves the same problem. However, by adopting a rewriting point of view and being very careful about the choice of generators, the approach reduces the time and space requirements. The worst-case complexity remains highly exponential, but the range of practicality is extended substantially.

To begin to get an insight into the Gröbner basis approach, let us look at an example.

Example 5.1. Let $I$ be the ideal of $\mathbb{Z}[X]$ generated by the following polynomials:

$$
\begin{aligned}
& f_{1}=X^{6}+X^{5}+X^{4}+2 X^{3}+3 X^{2}+3 X+5, \\
& f_{2}=2 X^{5}+2 X^{3}+2 X^{2}+2 \text {, } \\
& f_{3}=\quad 2 X^{4}+2 X^{3} \quad+2 X+6 \text {, } \\
& f_{4}=\quad 4 X^{3} \quad+4, \\
& f_{5}=\quad 4 X^{2}+4, \\
& f_{6}=\quad 4 X+4, \\
& f_{7}=\quad 8 .
\end{aligned}
$$

The effective degree of $I$ is 6 and the $f_{i}$ form the basis of $I_{6}$ produced by the procedure ZXIDEAL of Section 10.1. The product $X f_{6}$ is in $I_{6}$ and has the same leading coefficient as $f_{5}$. If we replace $f_{5}$ by $X f_{6}$, then the abelian group $A$ generated by the polynomials is contained in $I_{6}$. By Exercise 1.10 in Chapter $8, A$ is actually equal to $I_{6}$. The same argument shows that the polynomials $f_{1}, X f_{3}, f_{3}, X^{2} f_{6}, X f_{6}, f_{6}, f_{7}$ form a basis for $I_{6}$ which contains bases for $I_{d}, 0 \leq d \leq 5$. Thus we only have to remember four polynomials, $f_{1}, f_{3}, f_{6}$, and $f_{7}$, not seven. This is the way that the Gröbner basis approach saves space. When describing an abelian group of polynomials, generators which are monomial multiples of other generators are not explicitly written down.

Now let us see how time is saved. To prove that our new generating set is a $\mathbb{Z}$-basis for $I_{6}$, we must take each basis element $g$ of degree less than 6 and show that $X g$ is an integral linear combination of our basis polynomials. For $g=f_{6}, X f_{6}$, or $f_{3}$, the polynomial $X g$ is actually part of the basis. Therefore, the only nonobvious cases occur when $g$ is $f_{7}, X^{2} f_{6}$, and $X f_{3}$.

As mentioned earlier, the Gröbner basis approach adopts a rewriting point of view. Because $f_{1}$ is in $I$, it follows that $X^{6}$ is congruent modulo $I$ to $-X^{5}-X^{4}-X^{3}-2 X^{3}-3 X^{2}-3 X-5$. Thus, if $g$ is any element of $\mathbb{Z}[X]$ which has a term $a X^{r}$ with $r \geq 6$, then we can replace that term by $a X^{r-6}\left(-X^{5}-X^{4}-X^{3}-2 X^{3}-3 X^{2}-3 X-5\right)$ and the resulting polynomial
will be congruent to $g$ modulo $I$. In this way, we can think of $f_{1}, f_{3}, f_{6}$, and $f_{7}$ as defining the following "rewriting rules":

$$
\begin{aligned}
X^{6} & \rightarrow-X^{5}-X^{4}-X^{3}-2 X^{3}-3 X^{2}-3 X-5, \\
2 X^{4} & \rightarrow-2 X^{3}-2 X-6 \\
4 X & \rightarrow-4 \\
8 & \rightarrow 0
\end{aligned}
$$

To show that these rules are confluent in the sense that any polynomial can be reduced to a unique canonical form using them, we must look at overlaps of left sides, terms $a X^{r}$ which are reducible by two rules. In fact, we need consider only minimal overlaps, overlaps $a X^{r}$ with $a$ positive such that neither $a X^{r-1}$ nor $(a-1) X^{r}$ is reducible by two rules. In this example, the minimal overlaps are $8 X, 4 X^{4}$, and $2 X^{6}$. Proving confluence involves essentially the same computations as showing that $X f_{7}, X^{3} f_{6}$, and $X^{2} f_{3}$ are in the abelian group generated by $f_{1}, X f_{3}, f_{3}, X^{2} f_{6}, X f_{6}, f_{6}$, and $f_{7}$.

In order to be able to describe the Gröbner basis approach in a manner which can be generalized to modules over group rings of polycyclic groups, we shall initially take a very general point of view and consider a free abelian group $F$ with a basis $\mathcal{U}$ which is well-ordered by a linear ordering $\prec$. Later we shall impose more structure on $F, \mathcal{U}$, and $\prec$. $A$ nonzero element of $F$ can be written uniquely in the standard form

$$
f=a_{1} u_{1}+a_{2} u_{2}+\cdots+a_{s} u_{s}
$$

where the $a_{i}$ are nonzero integers and the $u_{i}$ are elements of $\mathcal{U}$ with $u_{1} \succ$ $u_{2} \succ \cdots \succ u_{s}$. We shall refer to $u_{1}, a_{1}$, and $a_{1} u_{1}$ as the leading generator, the leading coefficient, and the leading term of $f$, respectively. Also, $a_{i}$ will be called the coefficient of $u_{i}$ in $f$. If $u$ is an element of $\mathcal{U}$ which is not equal to any $u_{i}$, then the coefficient of $u$ in $f$ will be defined to be 0 . In our primary example, $F$ will be $\mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]^{n}, \mathcal{U}$ will be the basis consisting of all terms $b_{i} X^{\alpha_{1}} \ldots X_{m}^{a_{m}}$, where $b_{1}, \ldots, b_{n}$ is the standard basis of $\mathbb{Z}^{n}$, and $\prec$ will be a linear ordering of $\mathcal{U}$ similar to the ones we have used already. An important special case occurs when $m=0$ and $F=\mathbb{Z}^{n}$. If we take $b_{1} \succ b_{2} \succ \cdots \succ b_{n}$, then the leading coefficient of a nonzero element $f=\left(a_{1}, \ldots, a_{n}\right)$ of $F$ is the first nonzero component of $f$.

It will be convenient to extend $\prec$ to be a well-ordering of $F$. To do this, we first well-order $\mathbb{Z}$. The order used here will be $0 \prec 1 \prec 2 \prec \ldots \prec-1 \prec-2 \ldots$ Other orderings are possible. See (Buchberger 1984). Terms $a u$ and $b v$ with $a$ and $b$ in $\mathbb{Z}-\{0\}$ and $u$ and $v$ in $\mathcal{U}$ are ordered as follows: $a u \prec b v$ if and only if $u \prec v$ or $u=v$ and $a \prec b$. Finally we order $F$. The zero element of $F$ comes first. If $f$ and $g$ are nonzero elements of $F$, then $f \prec g$ if and only
if either the leading term of $f$ precedes the leading term of $g$ or $f$ and $g$ have the same leading term $a u$ and $f-a u \prec g-a u$.

Proposition 5.1. The ordering $\prec$ on $F$ is a well-ordering.
Proof. Exercise.
Suppose now that $S$ is a possibly infinite set of nonzero elements of $F$. To simplify the exposition, we shall assume that the leading coefficients of the elements of $S$ are positive. Thus $f \prec-f$ for all $f$ in $S$. Our goal will be to decide membership in the subgroup $M$ of $F$ generated by $S$. We shall eventually have to put some additional conditions on $S$, but for now $S$ is arbitrary. In the case $F=\mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]^{n}$ we shall have a finite set $T$ of nonzero elements of $F$, and $S$ will be the set of all products $u f$, where $u$ is a monomial and $f$ is in $T$. Here $M$ is the submodule of $\mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]^{n}$ generated by $T$.

Let $f$ be a nonzero element of $F$ with standard form $a_{1} u_{1}+\cdots+a_{s} u_{s}$. Suppose for some $i, 1 \leq i \leq s$, there is an element $h$ of $S$ with leading term $b u_{i}$ and $b \preceq a_{i}$. Thus either $a_{i}$ is negative or $b \leq a_{i}$. Let $a_{i}=q b+r$, where $q$ and $r$ are integers and $0 \leq r<b$. Then $r \prec a_{i}$. If $g=f-q h$, then the cosets $g+M$ and $f+M$ are equal and

$$
g=a_{1} u_{1}+\cdots+a_{i-1} u_{i-1}+r u_{i}+\cdots
$$

If $r=0$, then this is not the standard form of $g$, but $g \prec f$ whether or not $r=0$. We could now check to see whether another such reduction is possible with $g$. Since $\prec$ is a well-ordering of $F$, eventually we reach an element of $f+M$ which cannot be reduced further. Such an element will be called irreducible. The following function describes this reduction procedure.

Function GRP_REDUCE $(S, f)$;
Input: $S \quad:$ a set of nonzero elements of $F$ with positive leading coefficients;
$f \quad$ : an element of $F$;
(* The value returned is an irreducible element of $f+M$, where $M$ is the subgroup of $F$ generated by $S . *$ )
Begin
$i:=1 ; g:=f ;$
(* At all times the standard form of $g$ will be $a_{1} u_{1}+\cdots+a_{s} u_{s}$. If $g=0$, then $s=0 . *$ )
While $i \leq s$ do
If there is no element in $S$ with leading term $b u_{i}$ such that $b \preceq a_{i}$ then $i:=i+1$

Else begin
Let $h$ in $S$ have leading term $b u_{i}$ with $b \preceq a_{i}$;
Let $a_{i}=q b+r$, where $q$ and $r$ are integers and $0 \leq r<b$;
$g:=g-q h$;
(* Recompute $s$ and the terms $a_{j} u_{j}$ with $j \geq i . *$ )
End;
GRP_REDUCE := $g$
End.
It may be possible to execute $\operatorname{GRP} \_\operatorname{REDUCE}(S, f)$ even when $S$ is infinite. For each $u$ in $\mathcal{U}$ let $S_{u}$ be the set of elements in $S$ with leading generator $u$. If for each $u$ the set $S_{u}$ is finite and we have an algorithm for listing its elements, then we can carry out the steps in GRP_REDUCE.

There is a strong similarity between GRP_REDUCE and REWRITE of Section 2.2. In particular, executing GRP_REDUCE may involve making choices for the element $h$ and the output may depend on those choices. We need a condition analogous to confluence of rewriting systems which will insure that the output of GRP_REDUCE is independent of the choices. We would also like the result returned to be the first element with respect to $\prec$ in $f+M$. In particular, 0 should be returned whenever $f$ is in $M$.

There is one case in which everything works as we would like.

Proposition 5.2. Suppose that for each $u$ in $\mathcal{U}$ there is at most one element of $S$ with leading generator $u$. Then $S$ is a basis for $M$ and the element $g$ of $F$ returned by $\operatorname{GRP} \_\operatorname{REDUCE}(S, f)$ is the first element of $f+M$. In particular, if $f$ is in $M$, then $g=0$.

Proof. The case in which $\mathcal{U}$ is finite has already been proved. Here $F$ may be identified with $\mathbb{Z}^{n}$, where $n=|\mathcal{U}|$, and the first part of the proposition is just the statement that the nonzero rows of a matrix in row echelon form are a basis for the subgroup they generate. The fact that $g$ is first in $M+f$ follows from Exercises 1.6 and 1.7 in Chapter 8. The general case requires only simple modifications of the proof when $\mathcal{U}$ is finite and is left as an exercise.

In general, $S$ may have many elements with the same leading generator. For each $u$ such that $S_{u}$ is not empty, let $h_{u}$ be the first element in $S_{u}$ with respect to $\prec$, and let $P$ be the set of element $h_{u}$ so defined. The leading coefficient of $h_{u}$ is minimal among the leading coefficients of elements of $S_{u}$. Hence, if we wanted to, we could always take the element $h$ in GRP_REDUCE to be $h_{u_{i}}$. Thus, if GRP_REDUCE $(S, f)$ is always to be 0 if $f$ is in $M$, then it had better be true that $M$ is generated by $P$.

Proposition 5.3. The following are equivalent:
(a) $P$ generates $M$.
(b) GRP_REDUCE $(S, f)$ always returns the first element in $f+M$ for any element $f$ of $F$.
(c) GRP_REDUCE $(P, f)$ returns 0 for each $f$ in $S-P$.

Proof. (a) implies (b). Assume (a). By Proposition 5.2, the first element $g$ of $f+M$ is the only element of $f+M$ which is irreducible with respect to $P$. Therefore $g$ is the only element in $f+M$ which is irreducible with respect to $S$. Hence $g$ is returned by GRP_REDUCE $(S, f)$.
(b) implies (c). Assume (b) and suppose $f$ is in $M$. As noted earlier, any element returned by GRP_REDUCE $(P, f)$ could be returned by $\operatorname{GRP}$ _REDUCE $(S, f)$. Since GRP_REDUCE $(S, f)$ always returns 0 , the same must hold for GRP_REDUCE $(P, f)$.
(c) implies (a). Assume (c). Then every element of $S-P$ is in the subgroup generated by $P$. Therefore $P$ and $S$ generate the same subgroup.

Let $f$ and $g$ be elements of $S$ with the same leading generator such that $f \prec g$. We shall call $(f, g)$ a semicritical pair. Note that whenever $h_{u}$ is defined and $g$ is in $S_{u}-\left\{h_{u}\right\}$, then $\left(h_{u}, g\right)$ is a semicritical pair. Let $b$ and $c$ be the leading coefficients of $f$ and $g$, respectively. Then $b \leq c$. Let $c=q b+r$, where $q$ and $r$ are integers and $0 \leq r<b$. The element $t(f, g)=g-q f$ will be called the test element corresponding to $f$ and $g$. (In the context of polynomial rings, $t(f, g)$ is often referred to as the $S$ polynomial of $f$ and $g$.) We shall say that $f$ is consonant with $g$ or the pair ( $f, g$ ) is consonant if some invocation of GRP_REDUCE $(S, t(f, g))$ returns 0 .

Proposition 5.4. Suppose that each $h_{u}$ in $P$ is consonant with every element in $S_{u}-\left\{h_{u}\right\}$. Then $P$ generates $M$.

Proof. If $P$ does not generate $M$, then there is an element $g$ of $S$ which is not in the group $N$ generated by $P$. Choose $g$ minimal with respect to $\prec$ and let $u$ be the leading generator of $g$. By assumption, $h_{u}$ is consonant with $g$. Therefore some invocation of GRP_REDUCE $\left(S, t\left(h_{u}, g\right)\right)$ returns 0 . Either the leading generator $v$ of $t\left(h_{u}, g\right)$ is less than $u$ or $v=u$ and the leading coefficient of $t\left(h_{u}, g\right)$ is positive and smaller than the leading coefficient of $h_{u}$. It follows that every element $h$ used during the execution of GRP_REDUCE $\left(S, t\left(h_{u}, g\right)\right)$ satisfies $h \prec g$. All such elements $h$ are in $N$ by the choice of $g$. Therefore $t\left(h_{u}, g\right)$ is in $N$. But $h_{u}$ is in $N$ and $g=t\left(h_{u}, g\right)+q h_{u}$ for some integer $q$. Therefore $g$ is in $N$. This contradicts the choice of $g$, so $P$ generates $M$.

Proposition 5.5. The following are equivalent:
(a) Every semicritical pair is consonant.
(b) For each semicritical pair $(f, g)$ the element $t(f, g)$ is in the subgroup generated by all $h$ in $S$ with $h \prec g$.

Proof. (a) implies (b). Assume (a) and let $(f, g)$ be a semicritical pair. Some invocation of GRP_REDUCE $(S, t(f, g))$ returns 0 . Every element $h$ used in GRP_REDUCE satisfies $h \prec g$ and $t(f, g)$ is in the subgroup generated by these elements.
(b) implies (a). Assume (b). We shall show that $P$ generates $M$. If not, let $g$ be a minimal element of $S$ which is not in the subgroup $N$ generated by $P$ and let $u$ be the leading generator of $g$. By assumption, $t\left(h_{u}, g\right)$ is in the subgroup generated by the elements $h$ of $S$ with $h \prec g$. All such elements are in $N$, so $t\left(h_{u}, g\right)$ is in $N$. But $h_{u}$ is in $N$ and $g=t\left(h_{u}, g\right)+q h_{u}$ for some integer $q$. Therefore $g$ is in $N$. This is a contraction and $P$ generates $M$. In this case all semicritical pairs are consonant by Proposition 5.3.

Corollary 5.6. Condition (b) of Proposition 5.5 implies that GRP_ $\operatorname{REDUCE}(S, f)$ always returns the first element of $f+M$.

## Exercise

5.1. The most common use of Gröbner basis methods is in the study of ideals in polynomial rings where the coefficients come from a field $K$. Rework the exposition in this section assuming that $F$ is a vector space over $K$ with basis $\mathcal{U}$ and we want to decide membership in the subspace of $F$ generated by a subset $S$.

### 10.6 Gröbner bases

In this section we shall apply the ideas of Section 10.5 to the situation in which $F$ is $\mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]^{n}, \mathcal{U}$ is the set of terms $b_{i} X_{1}^{\alpha_{1}} \ldots X_{m}^{\alpha_{m}}$, and $\prec$ is a well-ordering of $\mathcal{U}$ satisfying certain conditions to be described later. The ring $\mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]$ will be denoted by $R$. Let $\mathcal{X}$ be the set of monomials $X_{1}^{\alpha_{1}} \ldots X_{m}^{\alpha_{m}}$. Given a finite subset $T$ of $F$, we want to decide membership in the submodule $M$ of $F$ generated by $T$. It is easy to see that $M$ is generated as an abelian group by the set $S$ of products $x f$, where $x$ is in $\mathcal{X}$ and $f$ is in $T$.

Our work will be made easier if we choose an ordering $\prec$ on $\mathcal{U}$ which is in some way compatible with the multiplicative structure of $F$ as an $R$ module. Let us start with orderings of $\mathcal{X}$. An ordering $\prec$ of $\mathcal{X}$ is consistent with multiplication if $x \prec y$ implies $x z \prec y z$ for all $x, y$, and $z$ in $\mathcal{X}$. As in the case of the reduction orderings on words considered in Chapter 2, if $\prec$ is a well-ordering which is consistent with multiplication, then 1 is the first element of $\mathcal{X}$. Both the reverse lexicographic ordering and the total-degree ordering are well-orderings of $\mathcal{X}$ which are consistent with multiplication. Let us fix one well-ordering $\prec$ of $\mathcal{X}$ which is consistent with multiplication.

We shall assume that we have a well-ordering, also denoted $\prec$, of $\mathcal{U}$ satisfying the following properties:
(i) If $u$ and $v$ are in $\mathcal{U}$ and $u \prec v$, then $x u \prec x v$ for all $x$ in $\mathcal{X}$.
(ii) If $x$ and $y$ are in $\mathcal{X}$ and $x \prec y$, then $x u \prec y u$ for all $u$ in $\mathcal{U}$.

Such an ordering will again be said to be consistent with multiplication. Given $\prec$ on $\mathcal{X}$, we can construct orderings of $\mathcal{U}$ which are consistent with multiplication. Elements of $\mathcal{U}$ have the form $b_{i} x$ with $x$ in $\mathcal{X}$. If $u=b_{i} x$ and $v=b_{j} y$ are in $\mathcal{U}$, we can say $u \prec v$ if $x \prec y$ or $x=y$ and $i>j$. (It is convenient to have $b_{1} \succ \cdots \succ b_{n}$.) On the other hand, we can say $u \prec v$ if $i>j$ or $i=j$ and $x \prec y$. Both of these orderings are well-orderings of $\mathcal{U}$ which are consistent with multiplication.

As described in Section 10.5, we extend $\prec$ to a well ordering of $F$. Suppose that $f$ is a nonzero element of $F$ and the standard form of $f$ is $a_{1} u_{1}+\cdots+a_{s} u_{s}$, where the $a_{i}$ are integers and the $u_{i}$ are in $\mathcal{U}$. If $x$ is in $\mathcal{X}$, then the standard form of $x f$ is $a_{1} x u_{1}+\cdots+a_{s} x u_{s}$. Also, if $g$ is in $F$ and $f \prec g$, then $x f \prec x g$.

Now let $T$ be a finite subset of $F$. We shall assume that elements of $T$ are nonzero and have positive leading coefficients. The $R$-module $M$ generated by $T$ is generated as an abelian group by $S=\{x f \mid x \in \mathcal{X}, f \in T\}$. By the remarks of the preceding paragraph, the leading coefficients of elements of $S$ are positive and there are only finitely many elements of $S$ with a given leading generator. Thus we can execute $\operatorname{GRP} \_\operatorname{REDUCE}(S, f)$ for any $f$ in $F$. Let us write $\operatorname{REDUCE}(T, f)$ for $\operatorname{GRP} \_\operatorname{REDUCE}(S, f)$. This makes sense since $T$ determines $S$.

The value returned by $\operatorname{REDUCE}(T, f)$ will be the first element of $M+f$ provided the semicritical pairs from $S$ are consonant. Unfortunately, there are infinitely many semicritical pairs. However, because of our choice of ordering, there is a finite set of semicritical pairs whose consonance suffices. A critical pair is a semicritical pair ( $x f, y g$ ), where $f$ and $g$ are in $T, x$ and $y$ are in $\mathcal{X}$, and $\operatorname{gcd}(x, y)=1$. Suppose that $f$ and $g$ are elements of $T$ with leading generators $u$ and $v$, respectively. If $u$ and $v$ do not involve the same standard basis vector $b_{i}$, then for all $x$ and $y$ in $\mathcal{X}$ the elements $x f$ and $y g$ have different leading generators. Thus ( $x f, y g$ ) cannot be a semicritical pair. Suppose that $u=b_{i} z$ and $v=b_{i} w$, where $z$ and $w$ are in $\mathcal{X}$. Then there are unique elements $x$ and $y$ of $\mathcal{X}$ such that $\operatorname{gcd}(x, y)=1$ and $x u=y v$, namely $x=\operatorname{lcm}(z, w) / z$ and $y=\operatorname{lcm}(z, w) / w$. If $x f \neq y g$, then exactly one of the pairs $(x f, y g)$ and $(y g, x f)$ is a critical pair. Hence the set of critical pairs is finite.

Proposition 6.1. If all critical pairs are consonant, then all semicritical pairs are consonant.

Proof. Let ( $x f, y g$ ) be a semicritical pair. Set $z=\operatorname{gcd}(x, y), x_{1}=x / z$ and $y_{1}=y / z$. Then $\operatorname{gcd}\left(x_{1}, y_{1}\right)=1$ and $\left(x_{1} f, y_{1} g\right)$ is a critical pair. By assumption, $t\left(x_{1} f, y_{1} g\right)$ can be written as $a_{1} h_{1}+\cdots+a_{s} h_{s}$, where each $a_{i}$
is an integer and each $h_{i}$ is an element of $S$ with $h_{i} \prec y_{1} g$. It is easy to see that $t(x f, y g)=z t\left(x_{1} f, y_{1} g\right)=a_{1} z h_{1}+\cdots+a_{s} z h_{s}$ and $z h_{i} \prec z y_{1} g=y g$. Therefore all semicritical pairs are consonant by Proposition 5.5.

If all critical pairs are consonant, then $T$ is said to be a Gröbner basis for $M$ with respect to $\prec$. This terminology may be a little confusing. A Gröbner basis is not necessarily a basis, that is, a generating set whose elements are linearly independent over $R$. In the ideal $I$ of Example 5.1, the polynomials $f_{1}, f_{3}, f_{6}$, and $f_{7}$ form a Gröbner basis, but $(X+1) f_{7}=2 f_{6}$, so these polynomials are not linearly independent over $\mathbb{Z}[X]$. Submodules of $R^{n}$ may not be free. Hence they may not have any bases. The word "basis" in "Gröbner basis" simply means finite generating set, which is the same meaning it has in "Hilbert basis theorem".

The following result will be used several times in proving results about Gröbner bases.

Proposition 6.2. The ascending chain condition holds for subsets of $\mathcal{U}$ which are closed under multiplication by elements of $\mathcal{X}$.

Proof. Let $\mathcal{V}$ be a subset of $\mathcal{U}$ which is closed under multiplication by elements of $\mathcal{X}$ and let $M$ be the abelian group generated by $\mathcal{V}$. Then $\mathcal{V}$ is a basis for $M$ and $M$ is an $R$-submodule of $F$. Now let $\mathcal{V}_{1} \subseteq \mathcal{V}_{2} \subseteq \cdots$ be an ascending chain of subsets of $\mathcal{U}$ which are each closed under multiplication by elements of $\mathcal{X}$. If $M_{k}$ is the $R$-submodule generated by $\mathcal{V}_{k}$, then $M_{1} \subseteq$ $M_{2} \subseteq \cdots$. Since the ascending chain condition holds for submodules of $F$, there is an index $j$ such that $M_{k}=M_{j}$ for all $k \geq j$. Since $\mathcal{V}_{k}=M_{k} \cap \mathcal{U}$, it follows that $\mathcal{V}_{k}=\mathcal{V}_{j}$ for $k \geq j$.

The first application of Proposition 6.2 will be in the proof of the existence of Gröbner bases. Let us fix well-orderings of $\mathcal{X}$ and $\mathcal{U}$, both denoted by $\prec$, which are consistent with multiplication.

Proposition 6.3. If $M$ is any submodule of $F$, then $M$ has a finite Gröbner basis with respect to $\prec$.

Proof. For each $u$ in $\mathcal{U}$, let $M_{u}$ be the abelian group consisting of 0 and those nonzero elements of $M$ whose leading generators do not exceed $u$. Let $C_{u}$ be the set of coefficients of $u$ in elements of $M_{u}$. Then $C_{u}$ is a subgroup of $\mathbb{Z}$. If $x$ is in $\mathcal{X}$, then $x M_{u} \subseteq M_{x u}$, so $C_{u} \subseteq C_{x u}$. Let $c_{u}$ be the nonnegative generator of $C_{u}$. If $c_{u} \neq 0$, let $h_{u}$ be an element of $M_{u}$ such that the leading term of $h_{u}$ is $c_{u} u$. Let $P$ be the set of $h_{u}$ so chosen and let $L$ denote the set of leading terms of elements of $P$. That is, $L=\left\{c_{u} u \mid c_{u} \neq 0\right\}$.

Lemma 6.4. There is a finite subset $K$ of $L$ such that every element in $L$ has the form $x k$ for some $x$ in $\mathcal{X}$ and some $k$ in $K$.

Proof. Suppose no such $K$ exists. Choose $c_{u} u$ in $L$ with $c_{u}$ as small as possible. If $x$ is in $\mathcal{X}$, then $c_{u}$ is divisible by $c_{x u}$. But by the choice of $u$ we must have $c_{x u}=c_{u}$, so $c_{x u} x u=x\left(c_{u} u\right)$. Set $k_{1}=c_{u} u$ and $\mathcal{V}_{1}=\{x u \mid x \in \mathcal{X}\}$. Now suppose that $k_{1}, \ldots, k_{r}$ have been chosen in $L$ and $\mathcal{V}_{r}$ is the set of multiples by elements of $\mathcal{X}$ of the leading generators of the $k_{i}$. Assume that for all $v$ in $\mathcal{V}_{r}$ we have $c_{v} v=x k_{i}$ for some $x$ in $\mathcal{X}$ and some $i$. By assumption there exists $c_{w} w$ in $L$ such that $w$ is not in $\mathcal{V}_{r}$. Among all such $w$, choose one such that $c_{w}$ is minimal. If $x$ is in $\mathcal{X}$, then $c_{x w}$ divides $c_{w}$. If $c_{x w}=c_{w}$, then $c_{x w} x w=x\left(c_{w} w\right)$. If $c_{x w}$ is a proper divisor of $c_{w}$, then $x w$ is in $\mathcal{V}_{r}$, so $c_{x w} x w=y k_{i}$ for some $y$ in $\mathcal{X}$ and some $i$. Thus we may define $k_{r+1}$ to be $c_{w} w$ and the induction hypothesis remains true. But the sets $\mathcal{V}_{r}$ are closed under multiplication by elements of $\mathcal{X}$ and are strictly increasing. This contradicts Proposition 6.2.

Let $K$ be as in Lemma 6.4, let $T$ be $\left\{h_{u} \mid c_{u} u \in K\right\}$, and let $S=$ $\{x f \mid x \in \mathcal{X}, f \in T\}$. Suppose $g$ is a nonzero element of $M$ with leading term $a v$. By Lemma $6.4, c_{v} v=x c_{u} u$ for some $c_{u} u$ in $K$. Let $q=a / c_{v}$. Then $x h_{u}$ is in $S$ and $g-q x h_{u}$ is zero or has leading generator less than $v$. Hence $g$ is reducible with respect to $S$. Therefore GRP_REDUCE $(S, g)$ must return 0 . This means that all semicritical pairs from $S$ are consonant, so certainly all critical pairs are consonant. Therefore $T$ is a Gröbner basis for $M$ with respect to $\prec$.

Suppose that $T$ is a finite subset of $F$ in which all elements are nonzero and have positive leading coefficients. If $T$ is not a Gröbner basis for the $R$-submodule $M$ generated by $T$, then there is a critical pair ( $f, g$ ) such that $\operatorname{REDUCE}(T, t(f, g))$ returns a nonzero element $h$. If we multiply $h$ by -1 if necessary to make its leading coefficient positive and add $h$ to $T$, then it is possible for $\operatorname{REDUCE}(T, t(f, g))$ to return 0 , so $(f, g)$ is now consonant. Unfortunately, by increasing the size of $T$ we have increased the number of critical pairs. However, it turns out that eventually we shall reach a (finite) Gröbner basis for $M$. This Gröbner basis procedure is very similar to the Knuth-Bendix procedure for strings, except that it always terminates. Here is one version of the procedure:

Procedure GRÖBNER $(T, \prec ; B)$;
Input: $T \quad$ : a finite subset of $\mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]^{n}$;
$\prec \quad:$ well-orderings of $\mathcal{X}$ and $\mathcal{U}$ which are consistent with multiplication;
Output: $B \quad:$ a finite Gröbner basis relative to $\prec$ for the submodule $M$ generated by $T$;

```
Begin
    \(B:=T-\{0\}\);
    Multiply elements of \(B\) by -1 , if necessary, so that all elements have
        positive leading coefficient;
    Let \(C\) be the set of critical pairs obtained from \(B\);
    While \(C\) is not empty do begin
        Remove a critical pair \((f, g)\) from \(C ; h:=\operatorname{REDUCE}(B, t(f, g))\);
        If \(h \neq 0\) then begin
            If the leading coefficient of \(h\) is negative then \(h:=-h\);
            Form all critical pairs involving \(h\) and some element of \(B\) and
                add these pairs to \(C\);
            Add \(h\) to \(B\)
        End
    End
End.
```

Proposition 6.5. The procedure GRÖBNER terminates and returns a Gröbner basis.

Proof. The proof makes repeated use of Proposition 6.2. During the operation of GRÖBNER, let $\mathcal{V}$ denote the set of elements of $\mathcal{U}$ of the form $x u$, where $x$ is in $\mathcal{X}$ and $u$ is the leading generator of some element of $B$. The set $\mathcal{V}$ is closed under multiplication by elements of $\mathcal{X}$, so by Proposition 6.2 $\mathcal{V}$ is eventually constant. From this point on, whenever $h$ is added to $B$ there is an element $e$ already in $B$ such that the leading generator of $h$ is $x v$, where $v$ is the leading generator of $e$ and $x$ is in $\mathcal{X}$. Let $a$ and $b$ be the leading coefficients of $h$ and $e$, respectively. We must have $a<b$, since otherwise the call $\operatorname{REDUCE}(B, t(f, g))$ would have further reduced the coefficient of $x v$ in $h$. Therefore the leading coefficients of the elements of $B$ are bounded. For each integer $b>0$, let $\mathcal{V}_{b}$ denote the set of elements of $\mathcal{U}$ of the form $x u$, where some element of $B$ has leading term $c u$ and $c \leq b$. Again the set $\mathcal{V}_{b}$ is closed under multiplication, so for any given $b$ the set $\mathcal{V}_{b}$ is eventually constant. But since the leading coefficients of elements of $B$ are bounded, this means that eventually no elements are added to $B$. Therefore the set $C$ of critical pairs is emptied and the procedure terminates. Since all critical pairs of the final set $B$ are consonant, $B$ is a Gröbner basis for $M$.

Example 6.1. Let us apply GRÖBNER to the input data of Example 3.1. The set $\mathcal{U}$ consists of the terms $b_{i} X^{j} Y^{k}$. We shall order $\mathcal{U}$ by using the reverse lexicographic ordering on the monomials $X^{j} Y^{k}$ and then, if necessary to break a tie, looking at the value of $i$. As remarked earlier, we assume $b_{1} \succ b_{2}$. In computing $\operatorname{REDUCE}(B, f)$ we shall always take the earliest possible element of $B$ which could be used to reduce a particular
term in $f$. Elements of $C$ will be processed as a queue, first in, first out. The initial generators in their standard forms are

$$
\begin{aligned}
& u_{1}=b_{1} Y+b_{2} Y+b_{1} X+b_{1}+b_{2}, \\
& u_{2}=b_{2} Y+b_{1} X-b_{2} X-b_{1}, \\
& u_{3}=b_{1} Y+b_{2} Y-b_{1} X+b_{2} X+b_{1}-b_{2} .
\end{aligned}
$$

The only critical pair which can be formed from these generators is ( $u_{1}, u_{3}$ ), and $t\left(u_{1}, u_{3}\right)=u_{3} u_{1}=-2 b_{1} X+b_{2} X-2 b_{2}$. The call to REDUCE returns this element unchanged. Since its leading coefficient is negative, we multiply it by -1 and add it to our generating set as

$$
u_{4}=2 b_{1} X-b_{2} X+2 b_{2} .
$$

The critical pairs involving $u_{4}$ are ( $X u_{1}, Y u_{4}$ ) and ( $X u_{3}, Y u_{4}$ ). Processing the first of these, we find that reducing $t\left(X u_{1}, Y u_{4}\right)$ leads to a new generator,

$$
u_{5}=b_{1} X^{2}-3 b_{2} X^{2}+b_{1} X-4 b_{2} X+2 b_{1}+8 b_{2} .
$$

The critical pairs from $u_{5}$ are $\left(X^{2} u_{1}, Y u_{5}\right),\left(X^{2} u_{3}, Y u_{5}\right)$, and ( $u_{5}, X u_{4}$ ). The next pair to be processed is ( $X u_{3}, Y u_{4}$ ), which does not produce a new generator. The pair ( $X^{2} u_{1}, Y u_{5}$ ) gives us the generator

$$
u_{6}=5 b_{2} X^{2}+9 b_{2} X-4 b_{1}-14 b_{2} .
$$

The only critical pair coming from $u_{6}$ is ( $X^{2} u_{2}, Y u_{6}$ ). The remaining critical pairs do not yield new generators, so the final output of GRÖBNER is the sequence $u_{1}, \ldots, u_{6}$.

The basis produced by GRÖBNER depends not only on the module $M$ and on $\prec$ but also on the particular input generating set for $M$. We can remove this dependence on the input generating set by requiring the output be a reduced Gröbner basis, a basis $B$ such that for all $f$ in $B$ the result of $\operatorname{REDUCE}(B-\{f\}, f)$ is $f$. A reduced Gröbner basis can be obtained from an arbitrary Gröbner basis $B$ by taking the elements $f$ of $B$ in turn, computing $g=\operatorname{REDUCE}(B-\{f\}, f)$, and then either deleting $f$ from $B$ if $g=0$ or replacing $f$ by $g$ if $g$ is nonzero and different from $f$. This process is continued until no further changes are possible. The reduced Gröbner basis for the module in Example 6.1 consists of $u_{2}, u_{4}$, and $u_{6}$, together with

$$
\begin{aligned}
& u_{7}=b_{1} Y+b_{2} X+2 b_{1}+b_{2}, \\
& u_{8}=b_{1} X^{2}+2 b_{2} X^{2}+b_{1} X+5 b_{2} X-2 b_{1}-6 b_{2} .
\end{aligned}
$$

Just as the original version of the Knuth-Bendix procedure for strings needed a number of modifications to become really useful, improvements must be made to GRÖBNER. Redundant generators must be removed early rather than waiting for the final computation of a reduced basis. The order in which the critical pairs are processed must be considered very carefully. Data structures which permit fast execution of REDUCE must be devised. Research on these points is continuing and we shall not attempt to present recommendations here.

It will be important for us to be able to decide, for a given submodule $M$ of $R^{n}$, whether $R^{n} / M$ is finitely generated as an abelian group. The following result gives us a simple test.

Proposition 6.6. Suppose that $B$ is a Gröbner basis for a submodule $M$ of $R^{n}$ with respect to an ordering $\prec$ of $\mathcal{U}$ which is consistent with multiplication. The quotient $R^{n} / M$ is finitely generated as an abelian group if and only for if each $i, 1 \leq i \leq n$, and each $j, 1 \leq j \leq m$, there is a nonnegative integer $r_{i j}$ such that $B$ has an element with leading term $b_{i} X_{j}^{r_{i j}}$.

Proof. Assume first that the nonnegative integers $r_{i j}$ all exist. If $f$ in $R^{n}$ is nonzero and irreducible with respect to $B$, then no term $a b_{i} X_{1}^{\alpha_{1}} \ldots X_{m}^{\alpha_{m}}$ in $f$ can have $\alpha_{j}>r_{i j}$. Therefore $f$ is in the $\mathbb{Z}$-module $N$ generated by the elements $b_{i} X_{1}^{\alpha_{1}} \ldots X_{m}^{\alpha_{m}}$ with $0 \leq \alpha_{j}<r_{i j}$ for all $i$ and $j$. The rank of $N$ is

$$
\sum_{i=1}^{n} \prod_{j=1}^{m} r_{i j}
$$

Since $N$ maps onto $Q=R^{n} / M$, this quotient is finitely generated as an abelian group.

Now assume that $Q$ is finitely generated as an abelian group. Fix $i$ and $j$ with $1 \leq i \leq n$ and $1 \leq j \leq m$. The subgroup of $Q$ generated by the images of the elements $b_{i} X_{j}^{\alpha}, \alpha=0,1, \ldots$, is finitely generated. Therefore there is a nonnegative integer $s$ and integers $a_{0}, \ldots, a_{s-1}$ such that $f=$ $b_{i} X_{j}^{s}-a_{s-1} b_{i} X_{j}^{s-1} \ldots a_{0} b_{i}$ is in $M$. Since $1 \prec X_{j}$ in $\mathcal{X}$, we must have $b_{i} \prec$ $b_{i} X_{j} \prec \cdots \prec b_{i} X_{j}^{s}$. Therefore $b_{i} X_{j}^{s}$ is the leading term of $f$. Reduction using $B$ eventually produces 0 . But this can happen only if $B$ contains an element with leading term $b_{i} X_{j}^{r}$ with $r \leq s$.

## Exercises

6.1. Apply GRÖBNER to Examples 1.1, 1.2, 2.1, 2.2, 2.4, 4.2, and 4.3 and to Exercises 1.1 and 3.1. Use various well-orderings of $\mathcal{X}$ and $\mathcal{U}$.
6.2. Show that each submodule of $R^{n}$ has a unique reduced Gröbner basis with respect to a particular choice of orderings on $\mathcal{X}$ and $\mathcal{U}$.

### 10.7 Rings of Laurent polynomials

The ring of Laurent polynomials with integer coefficients in variables $X_{1}, \ldots, X_{m}$ is a free abelian group $L$ with basis the set $\mathcal{U}$ of Laurent monomials, monomials $X_{1}^{\alpha_{1}} \ldots X_{m}^{\alpha_{m}}$, where the $\alpha_{i}$ are arbitrary integers. Monomials are multiplied in the obvious way and multiplication is extended to all of $L$ using the distributive law. The set $\mathcal{U}$ is a subgroup of the group of units of $L$ and $\mathcal{U}$ is free abelian of rank $m$. Sometimes $L$ is denoted $\mathbb{Z}\left[X_{1}, 1 / X_{1}, \ldots, X_{m}, 1 / X_{m}\right]$, but the notation $\mathbb{Z}\left\langle X_{1}, \ldots, X_{m}\right\rangle$ will be used here.

Modules over rings of Laurent polynomials play an important role in the determination of metabelian quotients of finitely presented groups. There is more than one way to study such modules. Perhaps the simplest approach is to describe $L$ as a quotient ring of a polynomial ring in $2 m$ variables.

Proposition 7.1. The ring $L=\mathbb{Z}\left\langle X_{1}, \ldots, X_{m}\right\rangle$ is isomorphic to the quotient of $R=\mathbb{Z}\left[Y_{1}, Z_{1}, \ldots, Y_{m}, Z_{m}\right]$ modulo the ideal I generated by $Y_{1} Z_{1}-$ $1, \ldots, Y_{m} Z_{m}-1$.

Proof. The map taking $Y_{i}$ to $X_{i}$ and $Z_{i}$ to $X_{i}^{-1}$ defines a ring homomorphism $f$ of $R$ onto $L$. Since $f\left(Y_{i} Z_{i}-1\right)=X_{i} X_{i}^{-1}-1=1-1=0$, the elements $Y_{i} Z_{i}-1$ are in the kernel of $f$. Given an element $u=X_{1}^{\alpha_{1}} \ldots X_{m}^{\alpha_{m}}$ in $\mathcal{U}$, define $g(u)$ to be $U_{1} \ldots U_{m}$ in $R$, where $U_{i}=Y_{i}^{\alpha_{i}}$ if $\alpha_{i} \geq 0$ and $U_{i}=Z_{i}^{-\alpha_{i}}$ if $\alpha_{i}<0$. The map $g$ extends to a homomorphism of abelian groups of $L$ into $R$. It is tedious but not difficult to show that $g(u v) \equiv g(u) g(v)(\bmod I)$ for all $u$ and $v$ in $\mathcal{U}$. Then it is straightforward to show that $g$ defines a ring homomorphism of $L$ onto $R / I$. Since $g \circ f$ is the identity and $f \circ g$ is the identity modulo $I$, it follows that $L$ and $R / I$ are isomorphic.

Corollary 7.2. There is a natural correspondence between $L$-modules and $R$-modules on which the elements $Y_{i} Z_{i}-1$ act trivially.

Proof. Exercise.
Corollary 7.3. Submodules of finitely generated L-modules are finitely generated.

Proof. Exercise.
Suppose that $F$ is $L^{n}$ and $M$ is the $L$-submodule of $F$ generated by a finite set $T$. Let $F_{1}$ be $R^{n}$ and let $f$ and $g$ be the maps defined in the proof of Proposition 7.1. Then $f$ can be extended to an $R$-homomorphism of $F_{1}$ onto $F$. The kernel $N$ of $f$ is generated by the elements $b_{i}\left(Y_{j} Z_{j}-1\right)$, where $b_{1}, \ldots, b_{n}$ are the standard basis vectors. The map $g$ extends to a homomorphism of abelian groups from $F$ to $F_{1}$. The inverse image $M_{1}$ of
$M$ under $f$ is generated by $N$ and $g(T)$, and the quotients $F / M$ and $F_{1} / M_{1}$ are isomorphic as $R$-modules. We can compute a Gröbner basis for $M_{1}$ and therefore we can solve the word problem for $F / M$.

Although the approach to finitely presented $L$-modules just sketched is conceptually straightforward, there are some problems. The complexity of Gröbner basis computations tends to increase as the number of variables increases. In moving from $L$ to $R$, we have doubled the number of variables. This is likely to cause difficulties. It seems desirable to have techniques for working directly with submodules of $L^{n}$. There are two possible approaches. We can generalize the methods of Sections 10.1 to 10.4 or we can generalize the Gröbner basis method.

Let us begin by looking again at Section 10.1 and trying to generalize ZXIDEAL to ideals of $L=\mathbb{Z}\langle X\rangle$. Let $T$ be a finite subset of $L$. Since $X$ is a unit in $L$, we can multiply elements of $T$ by powers of $X$ without changing the ideal $I$ of $L$ generated by $T$. Thus we may assume that the elements of $T$ are ordinary polynomials in $X$ with nonzero constant terms. The set $J=I \cap \mathbb{Z}[X]$ of ordinary polynomials in $I$ is an ideal of $\mathbb{Z}[X]$. Given $f$ in $L$, we can multiply $f$ by a power of $X$ so that the result $g$ is in $\mathbb{Z}[X]$. Then $f$ is in $I$ if and only if $g$ is in $J$. Thus, if we can determine the effective degree $e$ of $J$ and find a $\mathbb{Z}$-basis for $J_{e}$, we can decide membership in $I$. Let $d$ be the maximum of the degrees of the elements of $T$. It is not hard to modify the proof of Proposition 1.1 to show that $e \leq d$. Let $A$ be the abelian group generated by $T$. The condition for $A$ to equal $J_{d}$ is slightly more complicated than that given in Proposition 1.3. Let $B$ be the subgroup of $A$ of elements of degree at most $d-1$. Then we must have $X B \subseteq A$. However, more is necessary. Let $f$ be an element of $A$ with zero constant term. Then $X^{-1} f$ is in $J$. Therefore, if $C$ is the subgroup of $A$ consisting of those elements with zero constant term, then for $A$ to equal $J_{d}$ we must have $X^{-1} C \subseteq A$.

Proposition 7.4. A necessary and sufficient condition for $A$ to equal $J_{d}$ is for both $X B$ and $X^{-1} C$ to be contained in $A$.

Proof. Exercise.
Example 7.1. Let us determine the ideal $I$ of $L=\mathbb{Z}\langle X\rangle$ generated by the polynomials

$$
\begin{gathered}
2 X^{4}+5 X^{3}-13 X^{2}-4 X+30 \\
2 X^{3}+X^{2}-7 X-6 \\
6 X^{3}-X^{2}-15 X
\end{gathered}
$$

The ideal of $\mathbb{Z}[X]$ generated by these polynomials was determined in Example 1.1. The subgroup $A$ generated by these polynomials corresponds to
$S\left(M_{1}\right)$, where

$$
M_{1}=\left[\begin{array}{rrrrr}
2 & 5 & -13 & -4 & 30 \\
0 & 2 & 1 & -7 & -6 \\
0 & 6 & -1 & -15 & 0
\end{array}\right]
$$

The row Hermite normal form of $M_{1}$ is

$$
M_{2}=\left[\begin{array}{rrrrr}
2 & 1 & 1 & -14 & -30 \\
0 & 2 & 1 & -7 & -6 \\
0 & 0 & 4 & -6 & -18
\end{array}\right]
$$

and the subgroup $B$ corresponds to the group generated by the last two rows of $M_{2}$. To find generators for $C$, we must row reduce $M_{1}$, processing the columns from right to left. One way to do this is to reverse the order of the columns, compute the row Hermite normal form, and then reverse the order of the columns again. The result is

$$
N_{2}=\left[\begin{array}{rrrrr}
-2 & 1 & 4 & 1 & 6 \\
-4 & 0 & 11 & 3 & 0 \\
-10 & 3 & 27 & 0 & 0
\end{array}\right]
$$

Therefore $C$ corresponds to the group generated by the last two rows of $N_{2}$. The group $A+X B+X^{-1} C$ corresponds to the group generated by the rows of

$$
M_{3}=\left[\begin{array}{rrrrr}
2 & 1 & 1 & -14 & -30 \\
0 & 2 & 1 & -7 & -76 \\
0 & 0 & 4 & -6 & -18 \\
2 & 1 & -7 & -6 & 0 \\
0 & 4 & -6 & -18 & 0 \\
0 & -4 & 0 & 11 & 3 \\
0 & -10 & 3 & 27 & 0
\end{array}\right] .
$$

The nonzero rows in the row Hermite normal form of $M_{3}$ are given by

$$
M_{4}=\left[\begin{array}{llllr}
2 & 1 & 1 & 2 & -6 \\
0 & 2 & 1 & 1 & 6 \\
0 & 0 & 2 & 1 & -3 \\
0 & 0 & 0 & 4 & 6
\end{array}\right]
$$

Row reducing $M_{4}$ from right to left gives

$$
N_{4}=\left[\begin{array}{lllll}
2 & 3 & 0 & 2 & 3 \\
2 & 3 & 2 & 3 & 0 \\
2 & 5 & 3 & 0 & 0 \\
4 & 6 & 0 & 0 & 0
\end{array}\right] .
$$

Now $A+X B+X^{-1} C$ corresponds to the group generated by the rows of

$$
M_{5}=\left[\begin{array}{rrrrr}
2 & 1 & 1 & 2 & -6 \\
0 & 2 & 1 & 1 & 6 \\
0 & 0 & 2 & 1 & -3 \\
0 & 0 & 0 & 4 & 6 \\
2 & 1 & 1 & 6 & 0 \\
0 & 2 & 1 & -3 & 0 \\
0 & 0 & 4 & 6 & 0 \\
0 & 2 & 3 & 2 & 3 \\
0 & 2 & 5 & 3 & 0 \\
0 & 4 & 6 & 0 & 0
\end{array}\right] .
$$

The nonzero rows of the row Hermite normal form of $M_{5}$ are given by $M_{4}$. Thus now $X B$ and $X^{-1} C$ are contained in $A$. Therefore the effective degree of $J=I \cap \mathbb{Z}[X]$ is 2 and $J_{2}$ has a $\mathbb{Z}$-basis $2 X^{2}+X-3$ and $4 X+6$.

Proposition 7.4 generalizes easily to handle submodules of $\mathbb{Z}\langle X\rangle^{n}$ in the spirit of Section 10.2. Questions about submodules of $\mathbb{Z}\langle X, Y\rangle^{n}$ can be reduced to questions about submodules of $\mathbb{Z}\langle X\rangle^{k}$, where $k$ is a multiple of $n$. Suppose that $M$ is the submodule of $\mathbb{Z}\langle X, Y\rangle^{n}$ generated by a finite set $T$. We may assume that elements of $T$ lie in $\mathbb{Z}[X, Y]^{n}$. Let $d$ be the maximum of the degrees in $Y$ of the elements of $T$. If $A$ is the $\mathbb{Z}\langle X\rangle$-module generated by $T$, then we need to compute both the $\mathbb{Z}\langle X\rangle$-submodule $B$ of elements in $A$ whose degree in $Y$ is less than $d$ and the $\mathbb{Z}\langle X\rangle$-submodule $C=A \cap\left(Y \mathbb{Z}[X, Y]^{n}\right)$ of elements in $A$ whose constant terms with respect to $Y$ are 0 . We then check whether $Y B+Y^{-1} C$ is contained in $A$.

It is also possible to generalize the total-degree methods of Section 10.4. Let us assume that our generating set $T$ is contained in $\mathbb{Z}[X, Y]$. Let $d$ be the maximum of the total degrees of the elements of $T$ and let $A$ be the abelian group generated by $T$. We consider the subgroup $D$ generated by all sets of the form $X^{r} Y^{s} A$, where $|r|+|s| \leq d$. We then determine $E=D \cap \mathbb{Z}[X, Y]$ and check whether $A$ is the set of elements in $E$ with total degree at most $d$ and whether the effective total degrees of $A$ and $E$ are the same.

The Gröbner basis methods of Section 10.6 also generalize, but the details get slightly complicated. The problem is that there is no well-ordering of the set $\mathcal{U}$ of Laurent monomials in $X_{1}, \ldots, X_{m}$ which is consistent with multiplication. Suppose that $\prec$ is such an ordering. If $x$ is in $\mathcal{U}$ and $x \succ 1$, then multiplying by $x^{-1}$ gives $1 \succ x^{-1}$. Multiplying by $x^{-1}$ again gives $x^{-1} \succ x^{-2}$. Thus we have an infinite, strictly decreasing sequence $1 \succ x^{-1} \succ x^{-2} \cdots$, contradicting the assumption that $\prec$ is a well-ordering.

It turns out that it is more important for the ordering to be a wellordering than it is for the ordering to be consistent with multiplication. Rather than try to axiomatize the class of orderings which work, we shall simply choose one ordering as an illustration. The reader is encouraged to experiment with other possibilities. Let $\prec$ be the reverse lexicographic ordering on the Laurent monomials $X_{1}^{\alpha_{1}} \ldots X_{m}^{\alpha_{m}}$ in which the exponents are compared not with the usual ordering of $\mathbb{Z}$ but with the ordering $\ll$ in which $0 \ll 1 \ll-1 \ll 2 \ll-2 \ll \ldots$. In the ordering $\prec$ on $\mathcal{U}$ we have

$$
X_{1} \prec X_{1}^{-1} \prec X_{1}^{3} X_{2} \prec X_{1} X_{2}^{2} \prec X_{1}^{-1} X_{2}^{2} \prec X_{1} X_{2}^{-2} \prec X_{1}^{-1} X_{2} X_{3} \prec X_{1} X_{2} X_{3}^{-2} .
$$

Note that when $\prec$ is extended to the ring $L$ of Laurent polynomials, the coefficients are still compared according to the ordering $0 \prec 1 \prec 2 \prec \cdots \prec$ $-1 \prec-2 \prec \cdots$.

Although this ordering on $\mathcal{U}$ is not consistent with multiplication, there is still some regularity. Let $u=X_{1}^{\alpha_{1}} \ldots X_{m}^{\alpha_{m}}$ and $v=X_{1}^{\beta_{1}} \ldots X_{m}^{\beta_{m}}$ be elements of $\mathcal{U}$. We shall say that $u$ and $v$ are aligned, or $u$ is aligned with $v$, if $\alpha_{i} \beta_{i} \geq 0,1 \leq i \leq m$. Thus $u$ and $v$ are aligned unless there is an index $i$ such that $\alpha_{i}$ and $\beta_{i}$ are nonzero and have opposite signs. In the ordering $\prec$ on $\mathcal{U}$, exponents are compared first by comparing absolute values. An equivalent definition for $u$ and $v$ to be aligned is that $\left|\alpha_{i}+\beta_{i}\right|=\left|\alpha_{i}\right|+\left|\beta_{i}\right|, 1 \leq i \leq m$.

Proposition 7.5. Suppose $u$ and $v$ are in $\mathcal{U}$ and $u \succ v$. If the exponent $\alpha_{i}$ on $X_{i}$ in $u$ is nonnegative, then $X_{i} u \succ X_{i} v$. If $\alpha_{i}$ is nonpositive, then $X_{i}^{-1} u \succ X_{i}^{-1} v$.

Proof. Adding 1 to nonnegative integers makes them bigger in the ordering $\ll$ and preserves their relative position, while adding 1 to negative numbers makes them smaller with respect to $\ll$. Thus $i \geq 0$ and $i \gg j \mathrm{im}-$ ply $i+1 \gg j+1$. Similarly, if $i \leq 0$ and $i \gg j$, then $i-1 \gg j-1$. Suppose that $u=X_{1}^{\alpha_{1}} \ldots X_{m}^{\alpha_{m}}$ and $v=X_{1}^{\bar{\beta}_{1}} \ldots X_{m}^{\beta_{m}}$. Let $k$ be the largest index such that $\alpha_{k} \neq \beta_{k}$. If $k \neq i$, then $X_{i}^{\gamma} u \succ X_{i}^{\gamma} v$ for any integer $\gamma$. Let us assume that $k=i$. Then $\alpha_{i} \gg \beta_{i}$ and $\alpha_{i} \neq 0$. If $\alpha_{i}>0$, then $\alpha_{i}+1 \gg \beta_{i}+1$, so $X_{i} u \succ X_{i} v$. Similarly, if $\alpha_{i}<0$, then $X_{i}^{-1} u \succ X_{i}^{-1} v$.

Corollary 7.6. Suppose that $u$, $v$, and $x$ are in $\mathcal{U}$ and that $u \succ v$. If $x$ and $u$ are aligned, then $x u \succ x v$.

Proof. The computation of $x u$ and $x v$ can be accomplished by a sequence of steps which involve multiplication by $X_{i}$ or $X_{1}^{-1}$ for some $i$. Proposition 7.5 applies to each of these steps.

Corollary 7.7. Suppose $a_{1} u_{1}+\cdots+a_{s} u_{s}$ is the standard form for a nonzero element $f$ of $\mathbb{Z}\left\langle X_{1}, \ldots, X_{m}\right\rangle$. If $x$ in $\mathcal{U}$ is aligned with $u_{1}$, then $a_{1} x u_{1}$ is the leading term of $x f$.

Proof. If $2 \leq i \leq s$, then $u_{1} \succ u_{i}$. By Corollary 7.6, $x u_{1} \succ x u_{i}$.
Let $u=X_{1}^{\alpha_{1}} \ldots X_{m}^{\alpha_{m}}$ and $v=X_{1}^{\beta_{1}} \ldots X_{m}^{\beta_{m}}$ be monomials in $\mathcal{U}$ and assume that $u$ and $v$ are aligned. Define the gcd of $u$ and $v$ to be $w=X_{1}^{\gamma_{1}} \ldots X_{m}^{\gamma_{m}}$, where $\gamma_{i}$ is the element of $\left\{\alpha_{i}, \beta_{i}\right\}$ of smallest absolute value. Then $w$ is aligned with both $u$ and $v$. The monomials $u w^{-1}$ and $v w^{-1}$ are also aligned, and their gcd is 1 . The lcm of $u$ and $v$ is defined to be $X_{1}^{\delta_{1}} \ldots X_{m}^{\delta_{m}}$, where $\delta_{i}$ is the element of $\left\{\alpha_{i}, \beta_{i}\right\}$ of largest absolute value. For example, if $u=$ $X^{-3} Y^{4} Z^{-2}$ and $v=X^{-5} Y^{3} Z^{-1}$, then $\operatorname{gcd}(u, v)=X^{-3} Y^{3} Z^{-1}$ and $\operatorname{lcm}(u, v)=$ $X^{-5} Y^{4} Z^{-2}$.

Let $E$ be the set of integer vectors $e=\left(\epsilon_{1}, \ldots, \epsilon_{m}\right)$ with $\left|\epsilon_{i}\right|=1,1 \leq i \leq m$. For $e$ in $E$, let $\mathcal{U}_{e}$ be the set of monomials aligned with $u_{e}=X_{1}^{\epsilon_{1}} \ldots X_{m}^{\epsilon_{m}}$. Any two elements of $\mathcal{U}_{e}$ are aligned and $\mathcal{U}_{e}$ is closed under gcd's. Every monomial belongs to at least one $\mathcal{U}_{e}$.

Proposition 7.8. Suppose that $u, v, x$, and $y$ in $\mathcal{U}$ satisfy $x u \succ x v$ and $y u \succ$ $y v$. If $x$ and $y$ are aligned and their gcd is 1 , then $u \succ v$.

Proof. Clearly $u \neq v$. Let $k$ be the largest index such that the exponents on $X_{k}$ in $u$ and $v$ differ. Then $k$ is the largest index such that the exponents on $X_{k}$ in $x u$ and $x v$ differ and $k$ is the largest index such that the exponents on $X_{k}$ in $y u$ and $y v$ differ. Because the $\operatorname{gcd}$ of $x$ and $y$ is 1 , the exponent on $X_{k}$ is 0 in at least one of $x$ and $y$. Let us assume that the exponent on $X_{k}$ in $x$ is 0 . Then the exponents on $X_{k}$ in $u$ and $v$ are the same as the exponents on $X_{k}$ in $x u$ and $x v$, respectively. Since $x u \succ x v$, the exponent on $X_{k}$ in $u$ is greater with respect to $\ll$ than the exponent on $X_{k}$ in $v$. Therefore $u \succ v$.

Suppose $T$ is a finite subset of $L=\mathbb{Z}\left\langle X_{1}, \ldots, X_{m}\right\rangle$. The ideal of $L$ generated by $T$ is generated as an abelian group by the set of products $x f$, where $x$ is in $\mathcal{U}$ and $f$ is in $T$. We need to be able to describe the set of leading terms in these products.

Example 7.2. Let $m=1$ and let

$$
f=5 X^{-4}-X^{3}+3 X^{2}+2 X^{-1}
$$

What is the leading term of $X^{\alpha} f$ ? If $\alpha \leq 0$, then the unique exponent in $X^{\alpha} f$ with largest absolute value is $\alpha-4$. Therefore the leading term will be $5 X^{\alpha-4}$. However, if $\alpha \geq 1$, then the exponent of largest absolute value is $\alpha+3$ and the leading term is $-X^{\alpha+3}$.

Example 7.3. Now let $m=2$ and let

$$
g=2 X^{-2} Y^{3}-4 X^{2} Y^{3}-X Y^{2}+X Y
$$

The leading term $t$ of $X^{\alpha} Y^{\beta} g$ is determined as follows:

$$
\begin{array}{ll}
t=2 X^{\alpha-2} Y^{\beta+3}, & \text { if } \beta \geq-1 \quad \text { and } \quad \alpha \leq 0 \\
t=-4 X^{\alpha+2} Y^{\beta+3}, & \text { if } \beta \geq-1 \quad \text { and } \quad \alpha \geq 1 \\
t=\quad X^{\alpha+1} Y^{\beta+1}, & \text { if } \beta \leq-2
\end{array}
$$

On the basis of these two examples, the following proposition should seem plausible.

Proposition 7.9. Let $f$ be a nonzero element of $L$. There is a unique subset $\mathcal{I}(f)$ of $L$ such that the following hold:
(i) Each element of $\mathcal{I}(f)$ has the form $y f$ with $y$ in $\mathcal{U}$.
(ii) If $x$ is in $\mathcal{U}$, then $x f=y g$ for a unique pair $(y, g)$ such that $g$ is in $\mathcal{I}(f), y$ is in $\mathcal{U}$, and $y$ is aligned with the leading monomial of $g$.

The cardinality of $\mathcal{I}(f)$ is at most $2^{m}$.
Proof. We begin with the following lemma.

Lemma 7.10. If $x$ is in $\mathcal{U}$ and $x f$ has the same leading monomial as $f$, then $x=1$.

Proof. Let $u=X_{1}^{\alpha_{1}} \ldots X_{m}^{\alpha_{m}}$ be the leading monomial of $f$ and $x f$ and let $u$ belong to $\mathcal{U}_{e}$, where $e=\left(\epsilon_{1}, \ldots, \epsilon_{m}\right)$ is in $E$. Choose $k$ greater than the absolute values of all the exponents in all of the monomials involved in $f$ and $x f$. By Corollary 7.7, the leading monomial of $\left(u_{e}\right)^{k} f$ and $\left(u_{e}\right)^{k} x f$ is $\left(u_{e}\right)^{k} u$. All monomials occurring in either $\left(u_{e}\right)^{k} f$ or $\left(u_{e}\right)^{k} x f$ are aligned with $u_{e}$ and hence with each other. Thus, replacing $f$ by $\left(u_{e}\right)^{k} f$, we may assume that all the monomials in $f$ and $x f$ are aligned with each other. Let $x=X_{1}^{\beta_{1}} \ldots X_{m}^{\beta_{m}}$. If $\epsilon_{m}=1$, then $\alpha_{m}$ is the algebraically largest exponent on $X_{m}$ in any of the monomials of $f$. The algebraically largest exponent on $X_{m}$ in the monomials of $x f$ is $\alpha_{m}+\beta_{m}$. But this number must be $\alpha_{m}$, so $\beta_{m}=0$. If $\epsilon_{m}=-1$, then the same argument applies with "largest"
replaced by "smallest". If $\epsilon_{m-1}=1$, then $\alpha_{m-1}$ is the largest exponent on $X_{m-1}$ in any monomial of $f$ involving $X_{m}^{\alpha_{m}}$. The largest exponent on $X_{m-1}$ in any monomial of $x f$ involving $X_{m}^{\alpha_{m}}$ is $\alpha_{m-1}+\beta_{m-1}$. But this number must be $\alpha_{m-1}$, so $\beta_{m-1}$ must be 0 . Again the case $\epsilon_{m-1}=-1$ is equally easy. Continuing in this manner, we find that $\beta_{1}=\cdots=\beta_{m}=0$, so $x=1$.

Now suppose that $x$ and $y$ are in $\mathcal{U}$ and that the leading monomials $u$ and $v$ of $x f$ and $y f$, respectively, are aligned. By Corollary 7.7, $u v$ is the leading monomial of both $v x f$ and $u y f$. By Lemma 7.10, $u y v^{-1} x^{-1}=1$, or $y x^{-1}=v u^{-1}$. Let $t$ be the gcd of $u$ and $v$ and let $u=z t$ and $v=w t$. Define $g$ to be $z^{-1} x f$. Then

$$
g=z^{-1} x f=z^{-1} t^{-1} t w w^{-1} x f=u^{-1} v w^{-1} x f=y x^{-1} w^{-1} x f=w^{-1} y f
$$

The monomial $t$ occurs in $g$. Suppose that $s$ is some other monomial of $g$. Then $z s$ is a monomial of $z g=x f$ and $w s$ is a monomial of $w g=y f$. Therefore $u=z t \succ z s$ and $v=w t \succ w s$. By Proposition 7.8, $t \succ s$, so $t$ is the leading monomial of $g$. Thus $x f=z g$ and $y f=w g$ and $z$ and $w$ are aligned with the leading monomial of $g$.

The remarks of the preceding paragraph show that for each $e$ in $E$ there is a unique polynomial $g_{e}$ with the properties that the leading monomial $u$ of $g_{e}$ lies in $\mathcal{U}_{e}$ and any polynomial $x f$ whose leading monomial lies in $\mathcal{U}_{e}$ has the form $y g_{e}$, where $y$ is aligned with $u$. If $u$ lies in $\mathcal{U}_{d}$ for some $d$ in $E-\{e\}$, then $g_{e}=y g_{d}$, where $y$ is aligned with the leading monomial $v$ of $g_{d}$. This implies that $v$ is in $\mathcal{U}_{e}$. By symmetry, $g_{e}=g_{d}$. Let $\mathcal{I}(f)=\left\{g_{e} \mid e \in E\right\}$. Then $|\mathcal{I}(f)| \leq|E|=2^{m}$. The uniqueness of $\mathcal{I}(f)$ is easy to show and is left as an exercise.

Let $T$ be a finite subset of $L$. As noted earlier, the ideal $I$ generated by $T$ is generated as an abelian group by the set of products $x f$, where $x$ is in $\mathcal{U}$ and $f$ is in $T$. In Section 10.5 we required that the leading coefficients of our generators be positive. Thus let $S$ be the set of elements $\epsilon x f$, where $f$ is in $T, x$ is in $\mathcal{U}$, and $\epsilon$ is chosen in $\{1,-1\}$ to make the leading coefficient of $\epsilon x f$ positive. Let $\mathcal{I}(T)$ be the union of the sets $\mathcal{I}(f)$ with $f$ in $T$ and let $\mathcal{S}(T)$ be the set obtained from $\mathcal{I}(T)$ by multiplying those elements with negative leading coefficients by -1 . Then every element of $S$ is uniquely $y g$, where $g$ is in $\mathcal{S}(T)$ and $y$ is aligned with the leading monomial of $g$. The set $\mathcal{S}(T)$ will be called the symmetrized set for $T$. It can be computed using the following procedure:

## Function SYMM( $T$ );

Input: $T \quad$ : a finite subset of $\mathbb{Z}\left\langle X_{1}, \ldots, X_{m}\right\rangle$; (* The symmetrized set for $T$ is returned. *)

## Begin

$\mathcal{S}:=T-\{0\} ;$
For $i:=m$ down to 1 do begin $\mathcal{T}:=\emptyset ;$

For $f$ in $\mathcal{S}$ do begin
Let $u$ be the leading monomial of $f$;
Let $\alpha$ and $\beta$ be the algebraically largest and smallest exponents, respectively, on $X_{i}$ occurring in any monomial $v$ of $f$ for which the exponents on $X_{i+1}, \ldots, X_{m}$ in $v$ agree with the corresponding exponents in $u$;
If $\alpha=\beta$ then $\mathcal{T}:=\mathcal{T} \cup\left\{X_{i}^{-\alpha} f\right\}$
Else begin
Let $\gamma$ be the greatest integer in $(\alpha+\beta-1) / 2$;

$$
\mathcal{T}:=\mathcal{T} \cup\left\{X_{i}^{-\gamma} f, X_{i}^{-\gamma-1} f\right\}
$$

End
End;
$\mathcal{S}:=\mathcal{T}$
End;
For $f$ in $\mathcal{S}$ do
If $f$ has negative leading coefficient then replace $f$ by $-f$ in $\mathcal{S}$;

$$
\text { SYMM }:=\mathcal{S}
$$

End

Example 7.4. Let us follow the execution of $\operatorname{SYMM}(\{g\})$, where $g=$ $2 X^{-2} Y^{3}-4 X^{2} Y^{3}-X Y^{2}+X Y$ as in Example 7.3. On the first pass through the For-loop on $i$ we have $\mathcal{S}=\{g\}$ and $X_{i}=Y$. With $f=g$ we get $\alpha=3$ and $\beta=1$. Therefore, at the end of the pass, $\mathcal{T}$ contains

$$
g_{1}=Y^{-1} g=2 X^{-2} Y^{2}-4 X^{2} Y^{2}-X Y+X
$$

and

$$
g_{2}=Y^{-2} g=X Y^{-1}+2 X^{-2} Y-4 X^{2} Y-X
$$

On the second pass, $\mathcal{S}=\left\{g_{1}, g_{2}\right\}$ and $X_{i}=X$. With $f=g_{1}$, we have $\alpha=2$ and $\beta=-2$, so

$$
g_{3}=X g_{1}=-4 X^{3} Y^{2}+2 X^{-1} Y^{2}-X^{2} Y+X^{2}
$$

and

$$
X^{0} g_{1}=g_{1}
$$

are added to $\mathcal{T}$. With $f=g_{2}$, we find that $\alpha=\beta=1$. Therefore we add

$$
g_{4}=X^{-1} g_{2}=Y^{-1}+2 X^{-3} Y-4 X Y-1
$$

to $\mathcal{T}$. Since $g_{3}$ has a negative leading coefficient, the final set returned is $\left\{-g_{3}, g_{1}, g_{4}\right\}$.

Suppose $T$ is given and $S$ is defined as before. For each $u$ in $\mathcal{U}$, the set $S_{u}$ of elements in $S$ which have $u$ as their leading generator is finite and can be determined. Therefore we can execute GRP_REDUCE $(S, g)$ for any $g$ in $L$. Let us again denote the result by $\operatorname{REDUCE}(T, g)$. For $\operatorname{REDUCE}(T, g)$ to be independent of the choices made in computing it, the semicritical pairs must be consonant. There are infinitely many semicritical pairs, but it is possible to find a finite set of semicritical pairs whose consonance will imply the consonance of all other semicritical pairs.

Suppose that $(f, g)$ is a semicritical pair of elements of $S$ and $u$ is the leading generator of $f$ and $g$. Let $x$ be an element of $\mathcal{U}-\{1\}$ which is aligned with $u$. Then $x u$ is the leading generator of $x f$ and $x g$, and both $x f$ and $x g$ are in $S$. Assume that $(f, g)$ is consonant. Then $t(f, g)=a_{1} h_{1}+\cdots+a_{r} h_{r}$, where the $a_{i}$ are integers and the $h_{i}$ are elements of $S$ which precede $g$ with respect to $\prec$. Let $v_{i}$ be the leading generator of $h_{i}$. Then either $u \succ v_{i}$ or $u=v_{i}$ and the leading coefficient of $h_{i}$ is less than the leading coefficients of $f$ and $g$. If $u \succ v_{i}$, then $u$ is greater than any monomial occurring in $h_{i}$. Therefore $x u$ is greater than any monomial occurring in $x h_{i}$, so $x f$ and $x g$ come after $x h_{i}$ with respect to $\prec$. If $u=v_{i}$, then $x v_{i}$ is the leading generator of $x h_{i}$ and again $x f$ and $x g$ come after $x h_{i}$. If $x f \prec x g$, then $t(x f, x g)=x t(f, g)=a_{1} x h_{1}+\cdots+a_{r} x h_{r}$ is in the group generated by the elements of $S$ preceding $x g$. If $x g \prec x f$, then $f$ and $g$ have the same leading coefficient and $t(f, g)=g-f$. Therefore $t(x g, x f)=$ $x f-x g=-x t(f, g)=-a_{1} x h_{1}-\cdots-a_{r} x h_{r}$ is in the subgroup generated by the elements of $S$ preceding $x f$. By Proposition 5.5, we do not need to check consonance of semicritical pairs of the form ( $x f, x g$ ) or ( $x g, x f$ ). This observation implies that it is necessary to check only a finite set of critical pairs defined as follows: Let $f$ and $g$ be elements of $\mathcal{S}(T)$ with leading monomials $u$ and $v$, respectively, and assume that $u$ and $v$ are aligned. Let $w=\operatorname{lcm}(u, v), x=w u^{-1}$, and $y=w v^{-1}$. The leading monomial of $x f$ and $y g$ is $w$. Suppose $x f \prec y g$. Then ( $x f, y g$ ) is a critical pair.

Example 7.5. Suppose that $m=1$ and that $T$ consists of

$$
f=3 X^{3}-X^{-2}-4 X+7 \quad \text { and } \quad g=X^{-2}-2 X^{2}+1
$$

Then $\mathcal{S}(T)=\left\{f,-X^{-1} f, g,-X g\right\}$ and the critical pairs are $(-X g, f)$ and $\left(X^{-1} g,-X^{-1} f\right)$.

Example 7.6. Assume that $m=2$ and that $T$ consists of the polynomials

$$
f=2 X^{2} Y^{2}-3 X Y^{2}+7 \quad \text { and } \quad g=3 X Y^{3}+2 X-4
$$

This time $\mathcal{S}(T)=\left\{X^{-1} f,-X^{-2} f, Y^{-1} f, X^{-1} Y^{-1} g, Y^{-2} g,-X^{-1} Y^{-2} g\right\}$ and the critical pairs are $\left(X^{-1} f, Y^{-1} g\right),\left(X^{-2} Y^{-1} g,-X^{-2} f\right),\left(Y^{-2} g, X Y^{-2} f\right)$, and $\left(-X^{-1} Y^{-2} g, X^{-1} Y^{-2} f\right)$.

Once the correct definition of critical pair has been worked out, it is relatively easy to extend the Gröbner basis algorithm to $L$. If $I$ is an ideal of $L$, then a Gröbner basis for $I$ is a finite generating set $B$ for which all critical pairs are consonant. If $T$ is a finite subset of $L$ which is its own symmetrized set, then $\operatorname{REDUCE}(T, f)$ can be computed with the following function:

Function REDUCE_L $(T, f)$;
Input: $T \quad$ : a finite subset of $L=\mathbb{Z}\left\langle X_{1}, \ldots, X_{m}\right\rangle$ whose elements have positive leading coefficients;
$f \quad:$ an element of $L$;
(* An element $g$ of $I+f$ is returned, where $I$ is the ideal of $L$ generated by $T$. The element $g$ is irreducible with respect to the set of products $y h$, where $h$ is in $T, y$ is in $\mathcal{U}$, and $y$ is aligned with the leading monomial of $h . *$ )
Begin
$i:=1 ; g:=f ;$
(* At all times the standard form of $g$ will be $a_{1} u_{1}+\cdots+a_{s} u_{s}$. If $g=0$, then $s=0 . *$ )
While $i \leq s$ do
If there is an element $h$ in $T$ such that the leading term $b v$ of $h$ satisfies $b \preceq a_{i}$ and $u_{i}=y v$, where $y$ is in $\mathcal{U}$ and $y$ and $v$ are aligned, then begin
Let $a_{i}=q b+r$, where $q$ and $r$ are integers and $0 \leq r<b$;
$g:=g-q y h \quad\left(*\right.$ Recompute $s$ and the terms $a_{j} u_{j}$ with $\left.j \geq i . *\right)$
End
Else $i:=i+\mathbf{1}$;
REDUCE_L := $g$
End
Here is one version of a Laurent polynomial Gröbner basis procedure:
Procedure GRÖBNER_L $(T ; B)$;

```
Input: \(\quad T \quad\) : a finite subset of \(L=\mathbb{Z}\left\langle X_{1}, \ldots, X_{m}\right\rangle\);
Output: \(B \quad\) : a Gröbner basis for the ideal of \(L\) generated by \(T\);
Begin
    \(B:=\operatorname{SYMM}(T)\);
    Let \(C\) be the set of critical pairs obtained from \(B\);
    While \(C\) is not empty do begin
        Remove a critical pair \((f, g)\) from \(C ; h:=\operatorname{REDUCE} \mathbf{L}(B, t(f, g))\);
        If \(h \neq 0\) then begin
            \(U:=\operatorname{SYMM}(\{h\}) ;\)
            Form all critical pairs obtainable from an element of \(U\) and an
                    element of \(B\) and add these pairs to \(C\);
            \(B:=B \cup U\)
        End
    End
End.
```

The set $B$ returned by GRÖBNER_L will in general be larger than it needs to be. There are several ways one could define a reduced Gröbner basis for an ideal $I$ of $L$. Here is one possibility. A reduced Gröbner basis for $I$ is a Gröbner basis $B$ such that
(a) $\operatorname{REDUCE}(B, f)$ and $\operatorname{REDUCE} \_\mathrm{L}(B, f)$ always return the same value.
(b) The value of REDUCE_L $(B-\{h\}, h)$ is $h$ for all $h$ in $B$.

Condition (a) implies that $I$ is generated as an abelian group by the set of products $y h$, where $h$ is in $B$ and $y$ is an element of $\mathcal{U}$ which is aligned with the leading monomial of $h$. Reduced Gröbner bases in this sense are unique, but they are not necessarily Gröbner bases of minimal cardinality.

Example 7.7. Let us apply GRÖBNER_L to $T=\{f, g\}$, where

$$
f=3 Y+2 X \quad \text { and } \quad g=Y-4 X-2
$$

The set $B$ returned depends on the way the set $C$ of critical pairs is managed and on the choices made in REDUCE_L. One implementation returned the following Gröbner basis for the ideal $I$ generated by $T$ :

$$
\begin{gathered}
3 Y+2 X, \quad 2 Y^{-1}+3 X^{-1}, \quad Y-4 X-2, \quad 4 X Y^{-1}+2 Y^{-1}-1 \\
2 X^{-1} Y^{-1}+4 Y^{-1}-X^{-1}, \quad 4 X+6, \quad 6 X^{-1}+4, \quad 7 X+3, \quad 3 X^{-1}+7, \\
2 Y-X-1, \quad X Y^{-1}+Y^{-1}-2, \quad X^{-1} Y^{-1}+Y^{-1}-2 X^{-1}
\end{gathered}
$$

The reduced Gröbner basis for $I$ consists of the following polynomials:

$$
\begin{gathered}
7 X+3, \quad 3 X^{-1}+7, \quad Y+3 X+1, \quad 2 Y^{-1}-7 \\
X Y^{-1}+Y^{-1}-2, \quad X^{-1} Y^{-1}+Y^{-1}+X^{-1}+7
\end{gathered}
$$

The remarks made about the procedure GRÖBNER in Section 10.6 apply equally well to GRÖBNER_L. Significant modifications are needed to make the procedure truly useful. The ideas used in GRÖBNER_L can be extended to study submodules of $\mathbb{Z}\left\langle X_{1}, \ldots, X_{m}\right\rangle^{n}$.

## Exercises

7.1. Prove termination and correctness of GRÖBNER_L.
7.2. Extend the Gröbner basis approach to submodules of $\mathbb{Z}\left\langle X_{1}, \ldots, X_{m}\right\rangle^{n}$.
7.3. Compute the symmetrized set in $\mathbb{Z}\langle X, Y\rangle$ of the set consisting of

$$
3 X^{2} Y^{-1}+2 X^{-1} Y^{2}-X Y^{-1}+5 X^{-3} Y^{2}
$$

and

$$
X^{4} Y^{5}+X^{3} Y^{3}+X Y^{3}
$$

### 10.8 Group rings

Let $G$ be a group. The integral group ring of $G$ is the set $\mathbb{Z}[G]$ of functions $f: G \rightarrow \mathbb{Z}$ such that for all but a finite number of elements $u$ of $G$ the image $f(u)$ is 0 . Sums in $\mathbb{Z}[G]$ are computed pointwise. That is, $(f+g)(u)=$ $f(u)+g(u)$. However, products are defined by the formula

$$
(f g)(w)=\sum_{u v=w} f(u) g(v)
$$

With these operations, $\mathbb{Z}[G]$ is a ring, which is commutative if and only if $G$ is abelian. The group $G$ is embedded in $\mathbb{Z}[G]$. For $u$ in $G$, define $h_{u}(v)$ to be 0 if $v \neq u$ and 1 if $v=u$. If $u v=w$, then $h_{u} h_{v}=h_{w}$. Moreover, for any $f$ in $\mathbb{Z}[G]$,

$$
f=\sum_{u \in G} f(u) h_{u}
$$

If 1 denotes the identity element of $G$, then $h_{1}$ is the multiplicative identity of $\mathbb{Z}[G]$. If we identify $u$ in $G$ with $h_{u}$, then elements of $\mathbb{Z}[G]$ may be considered to be formal integral linear combinations of elements of $G$. If $a$ and $b$ are in $\mathbb{Z}$ and $u$ and $v$ are in $G$, then $(a u)(b v)$ is $(a b)(u v)$ and multiplication is extended to $\mathbb{Z}[G]$ using the distributive law.

Example 8.1. Let $G$ be the cyclic group of order 3 generated by an element $u$. The elements of $G$ are $1, u$, and $u^{2}$. An element of $\mathbb{Z}[G]$ has the form $a+b u+c u^{2}$, where $a, b$, and $c$ are integers. In $\mathbb{Z}[G]$,

$$
\left(3-2 u+u^{2}\right)+\left(4+u-2 u^{2}\right)=7-u-u^{2}
$$

and

$$
\left(3-2 u+u^{2}\right)\left(4+u-2 u^{2}\right)=17-7 u-4 u^{2}
$$

Example 8.2. The ring $\mathbb{Z}\langle X\rangle$ of integer Laurent polynomials in the variable $X$ is the set of formal sums of terms $a X^{i}$, where $a$ and $i$ are integers. The product $\left(a X^{i}\right)\left(b X^{j}\right)$ is defined to be $a b X^{i+j}$ and multiplication is extended to all of $\mathbb{Z}\langle X\rangle$ by the distributive law. Under the identification of $i$ with $X^{i}, \mathbb{Z}\langle X\rangle$ is the integral group ring of $\mathbb{Z}$. More generally, $\mathbb{Z}\left\langle X_{1}, \ldots, X_{m}\right\rangle$ is the integral group ring of $\mathbb{Z}^{m}$.

The integral group ring of any finitely generated abelian group can be described as a quotient of a polynomial ring. Let $H$ be the abelian group generated by $a_{1}, \ldots, a_{n}$ subject to the defining relations $a_{j} a_{i}=a_{i} a_{j}, 1 \leq$ $i<j \leq n$, and $a_{i}^{m_{i}}=1$ for $i$ in $I$, where $I$ is a subset of $\{1, \ldots, n\}$. For $1 \leq i \leq n$ let $X_{i}$ be an indeterminate, and for $i$ not in $I$ let $Y_{i}$ be an additional indeterminate. Set $R$ equal to the ring of integer polynomials in the indeterminates thus defined. Let $J$ be the ideal of $R$ generated by the elements $X_{i} Y_{i}-1$ with $i$ not in $I$ and the elements $X_{i}^{m_{i}}-1$ with $i$ in $I$. Then $\mathbb{Z}[H]$ is isomorphic to $R / J$ and there is a one-to-one correspondence between $\mathbb{Z}[H]$-modules and $R$-modules annihilated by $J$. We can also describe $\mathbb{Z}[H]$ as the quotient ring of $\mathbb{Z}\left\langle X_{1}, \ldots, X_{n}\right\rangle$ modulo the ideal generated by the elements $X_{i}^{m_{i}}-1$ with $i$ in $I$.

Modules over group rings will play an important part in our computation of quotients of finitely presented groups. If $G$ is an abelian group, then $\mathbb{Z}[G]$ is commutative, so we do not have to distinguish between left and right $\mathbb{Z}[G]$-modules. However, if $G$ may be nonabelian, then we shall use only right $\mathbb{Z}[G]$-modules. To construct a right module for $\mathbb{Z}[G]$, it suffices to have an abelian group $M$ and a homomorphism from $G$ to the automorphism group of $M$. In this construction, we assume that $M$ is written additively and that elements of $\operatorname{Aut}(M)$ act on the right. That is, if $u$ is in $M$ and $\alpha$ is in $\operatorname{Aut}(M)$, then the image of $u$ under $\alpha$ is $u^{\alpha}$.

Proposition 8.1. Suppose that $M$ is an abelian group and $\varphi: G \rightarrow \operatorname{Aut}(M)$ is a homomorphism of groups. If $a_{1}, \ldots, a_{s}$ are integers and $g_{1}, \ldots, g_{s}$ are distinct elements of $G$, then defining

$$
u\left(a_{1} g_{1}+\cdots+a_{s} g_{s}\right)=a_{1} u^{\varphi\left(g_{1}\right)}+\cdots+a_{s} u^{\varphi\left(g_{s}\right)}
$$

makes $M$ into a right $\mathbb{Z}[G]$-module.
Proof. Suppose that $u$ is in $M$ and that $P=a_{1} g_{1}+\cdots+a_{s} g_{s}$ and $Q=$ $b_{1} h_{1}+\cdots+b_{t} h_{t}$ are in $\mathbb{Z}[G]$. We shall prove that $(u P) Q=u(P Q)$, leaving the remaining module axioms to be checked by the reader.

$$
\begin{aligned}
(u P) Q & =\left(\sum_{i=1}^{s} a_{i} u^{\varphi\left(g_{i}\right)}\right) Q=\sum_{j=1}^{t} b_{j}\left(\sum_{i=1}^{s} a_{i} u^{\varphi\left(g_{i}\right)}\right)^{\varphi\left(h_{j}\right)} \\
& =\sum_{j=1}^{t} b_{j}\left(\sum_{i=1}^{s} a_{i} u^{\varphi\left(g_{i}\right) \varphi\left(h_{j}\right)}\right) \\
& =\sum_{i, j} a_{i} b_{j} u^{\varphi\left(g_{i} h_{j}\right)} \\
& =u\left(\sum_{i, j} a_{i} b_{j} g_{i} h_{j}\right)=u(P Q) .
\end{aligned}
$$

An abelian normal subgroup $M$ of a group $G$ is a right $\mathbb{Z}[G / M]$-module. To see this, suppose that $g$ is in $G$ and $u$ is in $M$. Then $u^{g}=g^{-1} u g$ depends only on the coset $M g$ of $M$ containing $g$, for if $v$ is in $M$, then

$$
(v g)^{-1} u(v g)=g^{-1} v^{-1} u v g=g^{-1} u g
$$

since $u$ and $v$ commute. Thus we can define a map from $G / M$ to $\operatorname{Aut}(M)$ which sends $M g$ to the automorphism of $M$ taking $u$ to $u^{g}$. This map is easily seen to be a homomorphism. By Proposition 8.1, we may consider $M$ to be a right module over $\mathbb{Z}[G / M]$.

We shall be working primarily with modules over the group ring of a polycyclic group. The following important result was first proved in (P. Hall 1954).

Proposition 8.2. Let $M$ be a finitely generated right module over the group ring of a polycyclic group. Then all submodules of $M$ are finitely generated. Equivalently, $M$ satisfies the ascending chain condition for submodules.

In Section 10.7 we saw several ways of studying finitely generated modules over rings of integer Laurent polynomials, which we now view as group rings of finitely generated free abelian groups. The techniques of Section 10.7 can be extended to handle finitely generated right modules over the integral group ring of any polycyclic group $G$. The discussion which follows is based on (Baumslag et al. 1981b).

We may assume that we know a polycyclic generating sequence $a_{1}, \ldots, a_{n}$ for $G$ and a consistent polycyclic presentation for $G$ in terms of these
generators. If $n=1$, then $G$ is abelian and we have already seen how to describe finitely generated modules over $\mathbb{Z}[G]$. Let us assume that $n>1$. Let $H=\operatorname{Grp}\left\langle a_{2}, \ldots, a_{n}\right\rangle$. Then $H$ is normal in $G$ and $G / H$ is a cyclic group which is generated by the image of $a_{1}$. From now on, we shall write $a$ for $a_{1}$. By induction on $n$, we may assume that we know how to describe submodules of $\mathbb{Z}[H]^{s}$. Suppose first that $G / H$ is finite and let $m=|G / H|$. Then $F=\mathbb{Z}[G]^{s}$ is isomorphic as a $\mathbb{Z}[H]$-module to $\mathbb{Z}[H]^{s m}$, for if $b_{1}, \ldots, b_{s}$ is a $\mathbb{Z}[G]$-basis for $F$, then the products $b_{i} a^{j}$ with $1 \leq i \leq s$ and $0 \leq j<m$ form a $\mathbb{Z}[H]$-basis for $F$. A $\mathbb{Z}[H]$-submodule $M$ of $F$ is a $\mathbb{Z}[G]$-submodule if and only if $M$ is closed under multiplication by $a$. If $T$ is a generating set for $M$ as a $\mathbb{Z}[H]$-module, then $M$ is closed under multiplication by $a$ if and only if $f a$ is in $M$ for all $f$ in $T$. Suppose the products $f a$ do belong to $M$. A typical element $g$ of $M$ has the form $f_{1} h_{1}+\cdots+f_{r} h_{r}$, where the $f_{i}$ are in $T$ and the $h_{i}$ are in $H$. Then

$$
g a=f_{1} h_{1} a+\cdots+f_{r} h_{r} a=f_{1} a k_{1}+\cdots+f_{r} a k_{r}
$$

where each $k_{i}=a^{-1} h_{i} a$ is in $H$. Since each $f_{i} a$ is in $M$, it follows that $g a$ is in $M$. If some fa is not in $M$, then we can add it to $T$ and recompute the $\mathbb{Z}[H]$-submodule generated by $T$. Because the ascending chain condition holds, this process will terminate. Since we can describe submodules of $\mathbb{Z}[H]^{s m}$ effectively, we can describe submodules of $\mathbb{Z}[G]^{s}$.

The more challenging case is the one in which $G / H$ is infinite. It is still true that $F=\mathbb{Z}[G]^{s}$ is a free $\mathbb{Z}[H]$-module, but it is no longer a finitely generated one. Let $b_{1}, \ldots, b_{s}$ be the standard $\mathbb{Z}[G]$-basis for $F$. The set $\mathcal{U}$ of elements $b_{i} a^{j}$ is a $\mathbb{Z}[H]$-basis for $F$. Any element $g$ of $G$ can be written uniquely in the form $a^{j} h$, where $h$ is in $H$. In this way, $b_{i} g$ can be expressed as $b_{i} a^{j} h$. Thus elements of $F$ can easily be described as $\mathbb{Z}[H]$ linear combinations of elements of $\mathcal{U}$. However, it is also useful to write $g$ in the form $k a^{j}$, where $k$ is in $H$. When this is done, every element $z$ of $F$ can be described as

$$
c_{p} a^{p}+c_{p-1} a^{p-1}+\cdots+c_{q+1} a^{q+1}+c_{q} a^{q}
$$

where $p \geq q$ and the $c_{i}$ are uniquely determined elements in the free $\mathbb{Z}[H]$ module $F_{0}$ generated by $b_{1}, \ldots, b_{s}$. If $c_{i}=0$ for $i<0$, we shall refer to $z$ as a polynomial in $a$, although this is a slight abuse of terminology. If $z$ is a nonzero polynomial in $a$, then the degree of $z$ is the largest index $r$ such that $c_{r} \neq 0$, and the coefficient $c_{0}$ will be called the constant term of $z$.

Let $T$ be a finite subset of $F$ and let $M$ be the $\mathbb{Z}[G]$-submodule generated by $T$. Since $a$ is a unit in $\mathbb{Z}[G]$, we may multiply elements of $T$ on the right by powers of $a$ so that $T$ consists of polynomials in $a$ with nonzero constant terms. Given a nonnegative integer $d$, let $M_{d}$ be the set of polynomials in $a$ which have degree at most $d$ and belong to $M$ and let $C_{d}$ be the set of
coefficients of $a^{d}$ in elements of $M_{d}$. Let $z=c_{d} a^{d}+\cdots+c_{0}$ be in $M_{d}$ and suppose $h$ is in $H$. Then $k=a^{-d} h a^{d}$ is also in $H$ and

$$
z k=c_{d} a^{d} k+\cdots+c_{0} k=c_{d} h a^{d}+\cdots+c_{0} k
$$

Therefore $C_{d}$ is a $\mathbb{Z}[H]$-submodule of $F_{0}$. Since $z a=c_{d} a^{d+1}+\cdots+c_{0} a$, we have $C_{d} \subseteq C_{d+1}$.

Let $d$ be the maximum of the degrees of the elements of $T$. Then the same arguments we have used several times already show that $C_{k}=C_{d}$ if $k \geq d$. Knowing $M_{d}$ is enough to allow us to decide membership in $M$. Given $g$ in $F$, we multiply $g$ on the right by a power of $a$ so that $g$ is a polynomial in $a$ of degree $k$. If $k>d$, then we check whether the coefficient $c_{k}$ of $a^{k}$ in $g$ is in $C_{d}$. If not, $g$ is not in $M$. If $c_{k}$ is in $C_{d}$, then we can produce an element $h$ in $M_{d}$ of degree $d$ whose leading coefficient is $c_{k}$. Then subtracting $h a^{k-d}$ from $g$ reduces the degree of $g$. Thus we may assume that $k \leq d$. In this case we have only to check whether $g$ is in $M_{d}$.

The $\mathbb{Z}[H]$-submodule $A$ generated by $T$ is contained in $M_{d}$, but in general $A$ is not equal to $M_{d}$. Let $B$ and $C$ be the sets of elements in $A$ with degree at most $d-1$ and with constant term 0 , respectively. Then $A=M_{d}$ if and only if $B a$ and $C a^{-1}$ are contained in $A$. Thus the basic algorithm we used first in $\mathbb{Z}\left[X_{1}, \ldots, X_{m}\right]^{s}$ and later generalized to $\mathbb{Z}\left\langle X_{1}, \ldots, X_{m}\right\rangle^{s}$ also works in $F$.

Example 8.3. Let $G$ be the free nilpotent group of class 2 on two generators, which is defined by the nilpotent group presentation

$$
b a=a b c, \quad c a=a c, \quad c b=b c
$$

on generators $a, b, c$. Let us determine the right ideal $M$ of $\mathbb{Z}[G]$ generated by the set $T$ consisting of

$$
f=a+b \quad \text { and } \quad g=a+c .
$$

The subgroup $H=\operatorname{Grp}\langle b, c\rangle$ is free abelian of rank 2 , so $\mathbb{Z}[H]$ is isomorphic to $\mathbb{Z}\langle X, Y\rangle$. Let us fix an isomorphism by associating $b$ with $X$ and $c$ with $Y$. The two generators of $M$ are polynomials in $a$ of degree 1. The $\mathbb{Z}[H]$-submodule $A$ generated by $T$ corresponds to the $\mathbb{Z}\langle X, Y\rangle$-submodule $U$ of $\mathbb{Z}\langle X, Y\rangle^{2}$ generated by

$$
(1, X) \quad \text { and } \quad(1, Y)
$$

The set of coefficients of $a$ in elements of $A$ does not necessarily correspond to the projection of $U$ onto its first component. However, the submodule $B$ of $A$ does correspond to the set $U^{(2)}$ of elements in $U$ which have 0
as their first component. To obtain generators for $U^{(2)}$, we can use the Gröbner basis method with the ordering on the abelian group generators $b_{i} X^{j} Y^{k}$ in which we look first at $b_{i}$ and then at the monomial $X^{j} Y^{k}$ in the reverse lexicographic ordering determined by the ordering $\ll$ of $\mathbb{Z}$ defined in Section 10.7. In comparing basis elements $b_{i}$, we use the ordering $b_{2} \prec b_{1}$.

The reduced Gröbner basis for $U$ obtained in this way consists of the following elements:

$$
(1, X), \quad(0, Y-X), \quad\left(0, Y^{-1}-X^{-1}\right)
$$

The last two elements generate $U^{(2)}$. However, the second of these is $-X^{-1} Y^{-1}$ times the first, so $B$ is generated as a $\mathbb{Z}[H]$-module by $w=c-b$. To find generators for $C$, we perform another Gröbner basis computation in $U$, this time assuming $b_{1} \prec b_{2}$. It turns out that $C$ is generated by $a w$. Therefore, to see whether $A$ is $M_{1}$ we must check whether the $\mathbb{Z}[H]$-submodule $D$ generated by $f, g, w a=a c-a b c$, and $a w a^{-1}=c-b c^{-1}$ is $A$. The generators of $D$ correspond to

$$
(1, X), \quad(1, Y), \quad(Y-X Y, 0), \quad \text { and } \quad\left(0, Y-X Y^{-1}\right)
$$

in $\mathbb{Z}\langle X, Y\rangle^{2}$. Using the ordering with $b_{2} \prec b_{1}$, we find that the reduced Gröbner basis for the $\mathbb{Z}\langle X, Y\rangle$-module generated by these pairs consists of

$$
(1,1), \quad(0, X-1), \quad\left(0, X^{-1}-1\right), \quad(0, Y-1), \quad\left(0, Y^{-1}-1\right)
$$

Since this is different from the first basis of $U$, earlier, we must iterate again. Now we may take $T$ to have the following elements:

$$
a+1, \quad b-1, \quad b^{-1}-1, \quad c-1, \quad c^{-1}-1
$$

Computing bases for $A, B, C$, and $D=A+B a+C a^{-1}$, we find that $D=A$, so we have a $\mathbb{Z}[H]$-basis for $M_{1}$.

The Gröbner basis approach can also be generalized to modules over group rings of polycyclic groups. Research continues on the best way to formulate this generalization.

## Exercise

8.1. Let $G$ be the group in Example 8.3. Determine the right ideal of $\mathbb{Z}[G]$ generated by $2 a+b$ and $a+c$.

### 10.9 Historical notes

During the 1960 s , three closely related procedures were developed, the resolution procedure, the Gröbner basis algorithm, and the Knuth-Bendix
procedure. The relationships among these procedures are discussed in (Buchberger 1987). The resolution procedure, which is related to automatic theorem proving, was presented in (Robinson 1965). The general Knuth-Bendix procedure was described in (Knuth \& Bendix 1970). A brief survey of the use of the special case discussed in Chapter 2 of this book and of the rewriting approach to finitely presented monoids is given in the introduction to [Le Chenadec 1986].

Perhaps the first paper to raise algorithmic questions about ideals in polynomial rings was (Hermann 1926). In polynomial rings over a field, practical algorithms for the ideal membership problem, using Gröbner bases, were given in (Buchberger 1965), which also described a computer implementation. Several researchers, working independently of Buchberger and each other, considered the case in which the coefficients of the polynomials come from $\mathbb{Z}$ or from various other rings. A number of references are given in (Buchberger 1984). The work in (Baumslag et al. 1981b) was influenced by (Richman 1974) and (Romanovskii 1974).

## 11

## Quotient groups

We come now to the last of the major tools for studying a given finitely presented group $G$, the nilpotent quotient algorithm, the $p$-quotient algorithm, and the polycyclic quotient algorithm. Let $e$ be a positive integer. Using the nilpotent quotient algorithm, we can determine the quotient $G / \gamma_{e+1}(G)$, the largest nilpotent quotient of $G$ having class at most $e$. For a given prime $p$, the $p$-quotient algorithm constructs the quotient $G / \varphi_{e+1}(G)$, the largest quotient of $G$ which is a $p$-group with exponent- $p$ central class at most $e$. The polycyclic quotient algorithm lets us determine $G / G^{(e)}$, the largest solvable quotient of $G$ having derived length at most $e$, provided $G / G^{(e)}$ is polycyclic. The quotients $G / \gamma_{e+1}(G)$ and $G / \varphi_{e+1}(G)$ are always polycyclic, but $G / G^{(e)}$ need not be. We can solve the word problem in $G / G^{(e)}$ if $G / G^{(e-1)}$ is polycyclic, but we cannot in general work with subgroups of $G / G^{(e)}$ unless that group is polycyclic.

The definition of the term "nilpotent quotient algorithm" given here differs from the one used by most previous authors. Until recently, the only computer programs available for obtaining any nonabelian nilpotent quotients of a finitely presented group were implementations of the $p$-quotient algorithm, so this algorithm was frequently referred to as the nilpotent quotient algorithm. While it is certainly true that the $p$-quotient algorithm computes quotients which are nilpotent, it seems best to reserve the name "nilpotent quotient algorithm" for a procedure which determines the groups $G / \gamma_{e+1}(G)$.

### 11.1 Describing quotient groups

This section explains the general approach used in the quotient algorithms discussed in this chapter. The first step is to define precisely what it means to determine a quotient group of a finitely presented group. Let $(X, \mathcal{R})$ be a finite presentation for a group $G$ and suppose that we wish to find some polycyclic quotient of $G$, say $G / \gamma_{5}(G)$. Certainly we want a consistent polycyclic presentation $(Y, \mathcal{S})$ for $G / \gamma_{5}(G)$. It is quite likely
that the elements of $X$ do not map to a polycyclic generating sequence for $G / \gamma_{5}(G)$. Thus the set $Y$ may not have any simple relation to $X$. For this reason, it is also very useful to know an explicit isomorphism between $G / \gamma_{5}(G)$ and $K=\operatorname{Grp}\langle Y \mid \mathcal{S}\rangle$. Such an isomorphism can be described by a monoid homomorphism $\sigma$ from $X^{ \pm *}$ to $Y^{ \pm *}$. We may assume that $\sigma\left(x^{-1}\right)=\sigma(x)^{-1}$ for all $x$ in $X$, and hence that $\sigma\left(U^{-1}\right)=\sigma(U)^{-1}$ for all $U$ in $X^{ \pm *}$. Such a homomorphism will be called a regular homomorphism from $X^{ \pm *}$ to $Y^{ \pm *}$.

Given a regular homomorphism $\sigma$ from $X^{ \pm *}$ to $Y^{ \pm *}$, it is easy to check whether $\sigma$ defines a homomorphism $\bar{\sigma}$ of $G$ into $K$. We simply have to check whether for each pair $(R, S)$ in $\mathcal{R}$ the words $\sigma(R)$ and $\sigma(S)$ define the same element of $K$. Since we have a consistent polycyclic presentation for $K$, this can be done. Suppose $\sigma$ does determine a homomorphism $\bar{\sigma}$ of $G$ into $K$. One way to decide whether $G$ is mapped onto $K$ by $\bar{\sigma}$ is to test whether the elements of $K$ defined by the words $\sigma(x)$ with $x$ in $X$ generate $K$. The techniques of Chapter 9 make this possible. Assume that $\bar{\sigma}$ is surjective. At this point we know that the kernel of $\bar{\sigma}$ is $\gamma_{5}(G)$, for $K \cong G / \gamma_{5}(G)$ is nilpotent of class at most 4. Therefore the kernel of $\bar{\sigma}$ contains $\gamma_{5}(G)$. The group $G / \gamma_{5}(G)$ is hopfian and hence is not isomorphic to a proper homomorphic image of itself. Therefore the kernel of $\bar{\sigma}$ is $\gamma_{5}(G)$ and $\bar{\sigma}$ defines an isomorphism $\rho$ of $G / \gamma_{5}(G)$ onto $K$.

The procedure for determining the subgroup generated by a set of elements in a polycyclic group can be quite time-consuming. It would be much easier to prove that $\bar{\sigma}$ is surjective if we were given, for each $y$ in $Y$, a word $\tau(y)$ in $X^{ \pm *}$ such that $\sigma(\tau(y))$ and $y$ define the same element of $K$. Such a map $\tau$ can be extended uniquely to a regular homomorphism from $Y^{ \pm *}$ to $X^{ \pm *}$ such that $\sigma(\tau(U))$ and $U$ define the same element of $K$ for all $U$ in $Y^{ \pm *}$. It follows that $\tau$ describes the isomorphism $\rho^{-1}$ of $K$ onto $G / \gamma_{5}(G)$. Therefore $\tau(\sigma(V))$ and $V$ define the same element of $G / \gamma_{5}(G)$ for all $V$ in $X^{ \pm *}$.

The nilpotent quotient algorithm and the polycyclic quotient algorithm return a consistent polycyclic group presentation $(Y, \mathcal{S})$ for a group $K$ isomorphic to the desired quotient and regular homomorphisms $\sigma$ and $\tau$ from $X^{ \pm *}$ to $Y^{ \pm *}$ and $Y^{ \pm *}$ to $X^{ \pm *}$, respectively, such that $\sigma$ defines a homomorphism of $G$ onto $K$ and $\sigma(\tau(U))$ and $U$ define the same element of $K$ for all $U$ in $Y^{ \pm *}$. When the procedure ADJUST of Section 11.5 is used, the nilpotent quotient algorithm returns a presentation which is weakly $\gamma$-weighted as defined in Exercise 4.3 in Chapter 9.

The $p$-quotient algorithm returns a $\varphi$-weighted power-commutator presentation $(Y, \mathcal{S})$ for a group $K$ isomorphic to $G / \varphi_{e+1}(G)$ and two homomorphisms $\sigma$ and $\tau$ exhibiting the isomorphism. Since $(Y, \mathcal{S})$ is a monoid presentation, $\sigma$ goes from $X^{ \pm *}$ to $Y^{*}$ and $\tau$ goes from $Y^{*}$ back to $X^{ \pm *}$. The homomorphism $\bar{\sigma}$ from $G$ to $K$ is determined by the values of $\sigma(x)$ with $x$ in $X$. Given $\sigma(x)$, there is no really natural way to define $\sigma\left(x^{-1}\right)$. One
reasonable choice is the collected word in $Y^{*}$ describing the inverse in $K$ of $\bar{\sigma}(x)$.

All three quotient algorithms are iterative procedures which build the groups $G / \gamma_{e+1}(G), G / \varphi_{e+1}(G)$, and $G / G^{(e)}$ first for $e=1$, then for $e=2$, and so on. The following result is basic to the formulation of the iteration.

Proposition 1.1. Let $G$ and $H$ be groups given by presentations $(X, \mathcal{R})$ and $(Z, \mathcal{T})$, respectively. Suppose that $\mu$ and $\nu$ are regular homomorphisms from $X^{ \pm *}$ to $Z^{ \pm *}$ and $Z^{ \pm *}$ to $X^{ \pm *}$, respectively, such that $\mu$ defines a homomorphism $\bar{\mu}$ of $G$ onto $H$ and, for all $U$ in $Z^{ \pm *}$, the words $U$ and $\mu(\nu(U))$ define the same element of $H$. Then the kernel $N$ of $\bar{\mu}$ is generated as a normal subgroup of $G$ by the images of the words $\nu(\mu(x))^{-1} x$ with $x$ in $X$ and the words $\nu\left(S^{-1} R\right)$ with $(R, S)$ in $\mathcal{T}$.

Proof. A word $S^{-1} R$ with $(R, S)$ in $\mathcal{T}$ defines the identity in $H$. By assumption, this means that $\mu\left(\nu\left(S^{-1} R\right)\right)$ defines the identity in $H$, so $\nu\left(S^{-1} R\right)$ defines an element of $N$. If $x$ is in $X$, then $\mu\left(\nu(\mu(x))^{-1} x\right)=$ $\mu(\nu(\mu(x)))^{-1} \mu(x)$ defines the same element of $H$ as $\mu(x)^{-1} \mu(x)$, namely the identity. Therefore $\nu(\mu(x))^{-1} x$ defines an element of $N$. Let $M$ be the normal closure in $G$ of the elements defined by the words $\nu\left(S^{-1} R\right)$ and $\nu(\mu(x))^{-1} x$ and suppose that $W=x_{1} \ldots x_{r}$ is a word in $X^{ \pm *}$ which defines an element of $N$. If $x$ is in $X$, then $x$ is congruent to $\nu(\mu(x))$ modulo $M$. Therefore, modulo $M$, the word $W$ defines the same element as $\nu(\mu(W))$. Now $\mu(W)$ defines the identity in $H$, so $\mu(W)$ is freely equivalent to a product

$$
U_{1}^{-1}\left(S_{1}^{-1} R_{1}\right)^{a_{1}} U_{1} \ldots U_{k}^{-1}\left(S_{k}^{-1} R_{k}\right)^{a_{k}} U_{k}
$$

where $\left(R_{i}, S_{i}\right)$ is in $T, 1 \leq i \leq k$. Therefore $\nu(\mu(W))$ is freely equivalent to

$$
\nu\left(U_{1}\right)^{-1} \nu\left(S_{1}^{-1} R_{1}\right)^{a_{1}} \nu\left(U_{1}\right) \ldots \nu\left(U_{k}\right)^{-1} \nu\left(S_{k}^{-1} R_{k}\right)^{a_{k}} \nu\left(U_{k}\right)
$$

which defines an element of $M$. Since $W$ and $\nu(\mu(W))$ define congruent elements modulo $M$, it follows that $W$ defines an element of $M$. Therefore $N=M$.

Suppose under the assumptions of Proposition 1.1 that $N_{1}$ is a normal subgroup of $G$ contained in $N$ and that $N / N_{1}$ is abelian. Then $N / N_{1}$ is a right module for $\mathbb{Z}[G / N]$. Using the isomorphisms between $G / N$ and $H$ defined by $\mu$ and $\nu$, we can consider $N / N_{1}$ to be a right $\mathbb{Z}[H]$-module. The following result follows immediately from Proposition 1.1.

Corollary 1.2. If, in Proposition 1.1, $N_{1}$ is a normal subgroup of $G$ contained in $N$ and $N / N_{1}$ is abelian, then $N / N_{1}$ is generated as a right $\mathbb{Z}[H]$ -
module by the images of the words $\nu(\mu(x))^{-1} x$ with $x$ in $X$ and $\nu\left(S^{-1} R\right)$ with $(R, S)$ in $\mathcal{T}$. Thus if $G$ is finitely generated and $H$ is finitely presented, then $N / N_{1}$ is finitely generated as a right $\mathbb{Z}[H]$-module.

In our applications, $(X, \mathcal{R})$ and $(Z, \mathcal{T})$ will be finite presentations and $H$ will be polycyclic. We shall use Corollary 1.2 with four choices for $N_{1}$. These are $N_{1}=[N, G], N_{1}=[N, G] N^{p}$ for some prime $p, N_{1}=N^{\prime}$, and $N_{1}=$ $N^{\prime} N^{p}$. The group $G / N_{1}$ will be polycyclic if and only if $N / N_{1}$ is finitely generated as an abelian group. In the first two cases, this will always be true, but if $N_{1}=N^{\prime}$ or $N_{1}=N^{\prime} N^{p}$, then $N / N_{1}$ may not be finitely generated as an abelian group, even though it is finitely generated as a $\mathbb{Z}[H]$-module.

We shall approach $G / N_{1}$ in two steps. First we shall construct a solvable group $P$ and a homomorphism $\pi$ of $P$ onto $G / N_{1}$. Following $\pi$ by the homomorphism from $G / N_{1}$ to $H$, we obtain a homomorphism of $P$ onto $H$. The kernel $Q$ of this composition will be abelian. The group $P$ may not be polycyclic, but we shall be able to solve the word problem in $P$. The second step is to determine the kernel of $\pi$, which is a $\mathbb{Z}[H]$-submodule of $Q$.

### 11.2 Abelian quotients

Let $G$ be a finitely presented group, let $p$ be a prime, and let $e$ be a positive integer. The first step in using the $p$-quotient algorithm to compute $G / \varphi_{e+1}(G)$ is to determine $G / \varphi_{2}(G)$, the largest elementary abelian $p$-group which is a quotient of $G$. Similarly, the first step in using the nilpotent quotient algorithm to compute $G / \gamma_{e+1}(G)$ or the polycyclic quotient algorithm to compute $G / G^{(e)}$ is to determine $G / \gamma_{2}(G)=G / G^{\prime}$, the largest abelian quotient of $G$. This section describes how to find these abelian quotients.

Let $X=\left\{x_{1}, \ldots, x_{n}\right\}$ be an finite set of cardinality $n$ and let $F=F_{X}$, the free group on $X$. The map of $X$ into $\mathbb{Z}^{n}$ which takes $x_{i}$ to the $i$-th standard basis element $e_{i}$ of $\mathbb{Z}^{n}$ defines a homomorphism $f$ from $F$ to $\mathbb{Z}^{n}$. If $U$ is the word $x_{j_{1}}^{\alpha_{1}} \ldots x_{j_{k}}^{\alpha_{k}}$, then the $i$-th component of $f([U])$ is the $i$-th exponent sum of $U$, the sum of those $\alpha_{m}$ such that $j_{m}=i$. Clearly $f$ is surjective.

Proposition 2.1. The kernel of $f$ is $F^{\prime}$.
Proof. Since $\mathbb{Z}^{n}$ is abelian, the kernel of $f$ contains $F^{\prime}$. Therefore $f$ defines a homomorphism $\bar{f}$ of $F / F^{\prime}$ onto $\mathbb{Z}^{n}$. Since $\mathbb{Z}^{n}$ is a free abelian group with basis $e_{1}, \ldots, e_{n}$, there is a homomorphism $g$ from $\mathbb{Z}^{n}$ to $F / F^{\prime}$ such that $g\left(e_{i}\right)=F^{\prime}\left[x_{i}\right]$. The compositions $\bar{f} \circ g$ and $g \circ \bar{f}$ are both the identity. Therefore $\bar{f}$ and $g$ are isomorphisms.

In a similar way we can define a homomorphism of $F$ onto $\mathbb{Z}_{p}^{n}$ with kernel $\varphi_{2}(F)$. We simply consider the exponent sums modulo $p$.

Now let $N$ be a normal subgroup of $F$ and set $G=F / N$. Then $G^{\prime}=$ $F^{\prime} N / N$ and $G / G^{\prime}=(F / N) /\left(F^{\prime} N / N\right)$ is isomorphic to $F / F^{\prime} N$, which is isomorphic to $\left(F / F^{\prime}\right) /\left(F^{\prime} N / F^{\prime}\right)$. By Proposition $2.1, G / G^{\prime}$ is isomorphic to $\mathbb{Z}^{n} / f(N)$. Suppose that $G=\operatorname{Grp}\langle X \mid \mathcal{R}\rangle$, so $N$ is the normal closure in $F$ of the elements $\left[S^{-1} R\right]$ with $(R, S)$ in $\mathcal{R}$. Since homomorphisms map conjugates to conjugates, it follows that $f(N)$ is the normal closure in $\mathbb{Z}^{n}$ of the set of images $f\left(\left[S^{-1} R\right]\right)$. But $\mathbb{Z}^{n}$ is abelian and all subgroups are normal. Thus $f(N)$ is simply the subgroup generated by the elements $f\left(\left[S^{-1} R\right]\right)$. If $\mathcal{R}$ is finite and consists of the pairs $\left(R_{i}, S_{i}\right), 1 \leq i \leq m$, then $G / G^{\prime}$ is isomorphic to $\mathbb{Z}^{n} / M$, where $M$ is the subgroup of $\mathbb{Z}^{n}$ generated by the rows of the $m$-by- $n$ matrix $A$ such that $A_{i j}$ is the exponent sum of $x_{j}$ in $S_{i}^{-1} R_{i}$. The invariant factors of $A$ determine the isomorphism type of $G / G^{\prime}$. The matrix $A$ is called the matrix of abelianized relations.

By a similar argument, we can show that $G / \varphi_{2}(G)$ is isomorphic to $\mathbb{Z}_{p}^{n} / M_{1}$, where $M_{1}$ is the subspace of $\mathbb{Z}_{p}^{n}$ generated by the rows of $A$ taken modulo $p$. To determine $G / \varphi_{2}(G)$, one needs only row operations modulo $p$. To get the best description of $G / G^{\prime}$, integer row and column operations are needed. Here is the procedure for finding $G / \varphi_{2}(G)$.

Procedure ABEL_PQUOT $(X, \mathcal{R}, p ; Y, \mathcal{S}, \sigma, \tau)$;
Input: $X \quad:$ a finite set $\left\{x_{1}, \ldots, x_{n}\right\}$;
$\mathcal{R} \quad:$ a set of ordered pairs $\left(R_{i}, S_{i}\right), 1 \leq i \leq m$, of elements from $X^{ \pm *}$;
$p \quad:$ a prime;
Output: $Y$ : a finite set;
$\mathcal{S} \quad$ : a finite set of ordered pairs of elements from $Y^{*}$ such that $K=\operatorname{Mon}\langle Y \mid \mathcal{S}\rangle$ is isomorphic to $G / \varphi_{2}(G)$, where $G=\operatorname{Grp}\langle X \mid \mathcal{R}\rangle$, and $(Y, \mathcal{S})$ is a consistent exponent- $p$ power-commutator presentation;
$\sigma \quad$ : a homomorphism from $X^{ \pm *}$ to $Y^{*}$ defining a homomorphism of $G$ onto $K$;
$\tau \quad:$ a homomorphism from $Y^{*}$ to $X^{ \pm *}$ such that $U$ and $\sigma(\tau(U))$ define the same element of $K$ for all $U$ in $Y^{*}$;
Begin
Let $B$ be the $m$-by- $n$ matrix such that $B_{i j}$ is the exponent sum of $x_{j}$ in $S_{i}^{-1} R_{i}$;
Let $A$ be the row Hermite normal form modulo $p$ of $B$;
Let the corner entries of $A$ occur in the columns with indices $c_{1}<\cdots<c_{s}$;
$r:=n-s ; Y:=\left\{a_{1}, \ldots, a_{r}\right\} ;$
Let $d_{1}<\cdots<d_{r}$ be the indices of the columns in $A$ which do not contain corner entries;
Let $\mathcal{S}$ consist of the relations $a_{j} a_{i}=a_{i} a_{j}, 1 \leq i<j \leq r$, and $a_{i}^{p}=1,1 \leq i \leq r ;$

For $i:=1$ to $n$ do
If $i=d_{j}$ then $\sigma\left(x_{i}\right):=a_{j}$
Else if $i=c_{j}$ then $\sigma\left(x_{i}\right):=a_{1}^{-A_{j d_{1}}} \ldots a_{r}^{-A_{j d_{r}}}$;
(* Here the exponents are taken modulo $p . *$ )
For $i:=1$ to $r$ do $\tau\left(a_{i}\right):=x_{d_{i}}$
End.

Example 2.1. Let $G=\operatorname{Grp}\left\langle x, y, z \mid x y^{2} z^{2} x y z^{2}=x^{2} y^{3} z^{5} x^{2} y^{4} z^{5}=1\right\rangle$. The matrix of abelianized relations is

$$
B=\left[\begin{array}{rrr}
2 & 3 & 4 \\
4 & 7 & 10
\end{array}\right]
$$

The row Hermite normal form modulo 3 of $B$ is

$$
A=\left[\begin{array}{lll}
1 & 0 & 2 \\
0 & 1 & 2
\end{array}\right]
$$

In the notation of ABEL_PQUOT, $s=2, r=1, c_{1}=1, c_{2}=2$, and $d_{1}=3$. The largest elementary abelian 3-group which is a homomorphic image of $G$ is given by $K=\operatorname{Mon}\left\langle a_{1} \mid a_{1}^{3}=1\right\rangle$. The homomorphisms $\sigma$ and $\tau$ satisfy

$$
\sigma(x)=\sigma(y)=\sigma(z)=a_{1}, \quad \tau\left(a_{1}\right)=z
$$

Modulo 2, the row Hermite normal form of $B$ is

$$
\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

so the largest elementary abelian 2 -group which is a quotient of $G$ is $K=$ $\operatorname{Mon}\left\langle a_{1}, a_{2} \mid a_{2} a_{1}=a_{1} a_{2}, a_{1}^{2}=a_{2}^{2}=1\right\rangle$. In this case, the homomorphisms $\sigma$ and $\tau$ are given by

$$
\sigma(x)=a_{1}, \quad \sigma(y)=\varepsilon, \quad \sigma(z)=a_{2}, \quad \tau\left(a_{1}\right)=x, \quad \tau\left(a_{2}\right)=z
$$

Example 2.2. Let $G$ be the group generated by $b, c, d$, and $e$ subject to the relations

$$
b^{3}=1, \quad d^{3}=1, \quad b c b^{-1} c^{2}=1, \quad c^{-1} d^{-1} c d=1, \quad b c d e^{-1} d b d c b e^{-1} d=1
$$

The abelianized relation matrix for $G$ is

$$
B=\left[\begin{array}{rrrr}
3 & 0 & 0 & 0 \\
0 & 0 & 3 & 0 \\
0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 \\
3 & 2 & 4 & -2
\end{array}\right]
$$

Let us take $p=3$ and determine the largest elementary abelian 3-group which is a quotient of $G$. The row Hermite normal form modulo 3 of $B$ is

$$
A=\left[\begin{array}{llll}
0 & 1 & 2 & 2 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

Therefore $Y=\left\{a_{1}, a_{2}, a_{3}\right\}$ and $\mathcal{S}$ consists of the relations

$$
\begin{array}{cl}
a_{j} a_{i}=a_{i} a_{j}, & 1 \leq i<j \leq 3 \\
a_{i}^{3}=1, & 1 \leq i \leq 3
\end{array}
$$

The homomorphisms $\sigma$ and $\tau$ are given by

$$
\begin{gathered}
\sigma(b)=a_{1}, \quad \sigma(c)=a_{2} a_{3}, \quad \sigma(d)=a_{2}, \quad \sigma(e)=a_{3} \\
\tau\left(a_{1}\right)=b, \quad \tau\left(a_{2}\right)=d, \quad \tau\left(a_{3}\right)=e
\end{gathered}
$$

The simplest procedure for computing $G / G^{\prime}$ is based on ABEL_PQUOT and uses integer row operations to compute the row Hermite normal form of the abelianized relation matrix. Unfortunately, this does not usually describe $G / G^{\prime}$ as a direct product of cyclic groups. For example, the row Hermite normal form of the abelianized relation matrix $B$ in Example 2.1 is

$$
\left[\begin{array}{rrr}
2 & 0 & -2 \\
0 & 1 & 2
\end{array}\right]
$$

This means that $G / G^{\prime}$ is isomorphic to $\operatorname{Grp}\left\langle a_{1}, a_{2} \mid a_{2} a_{1}=a_{1} a_{2}, a_{1}^{2}=a_{2}^{2}\right\rangle$. This presentation is consistent, but does not immediately describe $G / G^{\prime}$ as a direct product of cyclic groups. To obtain this decomposition we must use both row and column operations. The Smith normal form of $B$ is

$$
\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 2 & 0
\end{array}\right]
$$

so $G / G^{\prime}$ is isomorphic to $\mathbb{Z}_{2} \times \mathbb{Z}$.
Here is a version of the abelian quotient procedure which gives the answer as a direct product of cyclic groups.

Procedure ABEL_QUOT $(X, \mathcal{R} ; Y, \mathcal{S}, \sigma, \tau)$;
Input: $X \quad$ : a finite set $\left\{x_{1}, \ldots, x_{n}\right\}$;
$\mathcal{R} \quad$ : a set of ordered pairs $\left(R_{i}, S_{i}\right), 1 \leq i \leq m$, of elements from $X^{ \pm *}$;
Output: $Y \quad:$ a finite set;
$\mathcal{S} \quad:$ a finite set of ordered pairs of elements from $Y^{ \pm *}$ such that $K=\operatorname{Grp}\langle Y \mid \mathcal{S}\rangle$ is isomorphic to $G / G^{\prime}$, where $G=\operatorname{Grp}\langle X \mid \mathcal{R}\rangle$, and $(Y, \mathcal{S})$ is a consistent polycyclic presentation;
$\sigma \quad:$ a regular homomorphism from $X^{ \pm *}$ to $Y^{ \pm *}$ defining a homomorphism of $G$ onto $K$;
$\tau \quad:$ a regular homomorphism from $Y^{ \pm *}$ to $X^{ \pm *}$ such that $U$ and $\sigma(\tau(U))$ define the same element of $K$ for all $U$ in $Y^{ \pm *}$;

## Begin

Let $B$ be the $m$-by- $n$ matrix such that $B_{i j}$ is the exponent sum of $x_{j}$ in $S_{i}^{-1} R_{i}$;
Let $A$ be the Smith normal form of $B$ and let $P$ and $Q$ be unimodular matrices such that $A=P B Q$;
Let $d_{1}, \ldots, d_{r}$ be the nonzero diagonal entries of $A$;
If $d_{1}>1$ then $s:=0$
Else let $s$ be maximal such that $d_{s}=1$;
$t:=n-s ; Y:=\left\{a_{1}, \ldots, a_{t}\right\}$;
Let $\mathcal{S}$ consist of the relations $a_{j} a_{i}=a_{i} a_{j}, 1 \leq i<j \leq t$, and $a_{i}^{d_{s+i}}=1,1 \leq i \leq r-s ;$
For $i:=1$ to $n$ do $\sigma\left(x_{i}\right):=a_{1}^{Q_{i s+1}} \ldots a_{t}^{Q_{i n}}$;
$T:=Q^{-1}$;
For $i:=1$ to $t$ do $\tau\left(a_{i}\right):=x_{1}^{T_{s+i 1}} \ldots x_{n}^{T_{s+i n}}$
End.
Example 2.3. Let $G=\operatorname{Grp}\left\langle x, y \mid\left(x^{2} y^{3}\right)^{3}=\left(x^{3} y\right)^{4}=1\right\rangle$. The abelianized relation matrix is

$$
B=\left[\begin{array}{rr}
6 & 9 \\
12 & 4
\end{array}\right]
$$

The Smith normal form for $B$ is

$$
A=\left[\begin{array}{rr}
1 & 0 \\
0 & 84
\end{array}\right]
$$

so $G / G^{\prime}$ is cyclic of order 84 . Thus $Y=\left\{a_{1}\right\}$ and $\mathcal{S}$ consists of the single relation $a_{1}^{84}=1$. One choice for unimodular matrices $P$ and $Q$ such that $A=P B Q$ is

$$
P=\left[\begin{array}{rr}
1 & -2 \\
-4 & 9
\end{array}\right], \quad Q=\left[\begin{array}{rr}
0 & 1 \\
1 & 18
\end{array}\right]
$$

In this case,

$$
Q^{-1}=\left[\begin{array}{rr}
-18 & 1 \\
1 & 0
\end{array}\right]
$$

and the regular homomorphisms $\sigma$ and $\tau$ are given by

$$
\sigma(x)=a_{1}, \quad \sigma(y)=a_{1}^{18}, \quad \tau\left(a_{1}\right)=x
$$

Example 2.4. The following presentation is taken from (Neubüser \& Sidki 1988). Let $S$ be the group generated by $t_{1}, t_{2}, t_{3}$, and $t_{4}$ subject to the relations

$$
\begin{gathered}
t_{1} t_{2} t_{1}^{-1} t_{2}^{-1}=1, \quad t_{1}^{5} t_{2}^{-2}=1 \\
t_{1}^{2} t_{3} t_{1}^{-2} t_{4} t_{3}^{-1} t_{1} t_{4}^{-1}=1, \quad t_{1} t_{2} t_{4} t_{1}^{-1} t_{3} t_{4}^{-1} t_{2}^{-1} t_{1}^{-1} t_{3}^{-1}=1 \\
t_{1}^{3} t_{2} t_{4} t_{1}^{-3} t_{2}^{-1} t_{4}^{-1}=1
\end{gathered}
$$

The matrix of abelianized relations is

$$
B=\left[\begin{array}{rrrr}
0 & 0 & 0 & 0 \\
5 & -2 & 0 & 0 \\
1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

The Smith normal form of $B$ is

$$
A=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

and $A$ can be computed from $B$ using row operations alone. Thus $S / S^{\prime}$ is isomorphic to $\mathbb{Z}_{2} \oplus \mathbb{Z} \oplus \mathbb{Z}$ and the unimodular matrix $Q$ can be chosen to be the identity matrix. If this is done, then the presentation for $K$ is

$$
\begin{gathered}
a_{j} a_{i}=a_{i} a_{j}, \quad 1 \leq i<j \leq 3, \\
a_{i}^{2}=1,
\end{gathered}
$$

and the homomorphisms $\sigma$ and $\tau$ are given by

$$
\begin{gathered}
\sigma\left(t_{1}\right)=1, \quad \sigma\left(t_{2}\right)=a_{1}, \quad \sigma\left(t_{3}\right)=a_{2}, \quad \sigma\left(t_{4}\right)=a_{3} \\
\tau\left(a_{1}\right)=t_{2}, \quad \tau\left(a_{2}\right)=t_{3}, \quad \tau\left(a_{3}\right)=t_{4}
\end{gathered}
$$

A major source of presentations is the Reidemeister-Schreier algorithm. Presentations obtained this way tend to have many generators and many relations. Computing the Smith normal form of the abelianized relation matrix and finding a unimodular matrix $Q$ can be quite difficult, despite the array of techniques discussed in Chapter 8.

If it is known that the output of the Reidemeister-Schreier algorithm is going to be fed directly into ABEL_QUOT or ABEL_PQUOT, then it may be possible to save a great deal of space in the Reidemeister-Schreier portion of the computation. In the procedure HLT_X of Section 6.3, all words in $Y^{*}$ can be abelianized immediately. Words in $Y^{*}$ occur as secondary labels on the edges of the extended Schreier automaton and in the coincidence procedure. Since the abelianization of a word $W$ takes no more space, and frequently much less space, than $W$, the potential for saving memory in this abelianized Reidemeister-Schreier algorithm is substantial.

The techniques just described can in principle be generalized to provide an algorithm for determining, for any positive integer $e$, a consistent polycyclic presentation for $G / \gamma_{e+1}(G)$, the largest quotient group of $G$ which is nilpotent of class not exceeding $e$. In Section 9.10 we described how to get a consistent polycyclic presentation for the free nilpotent group $Q=F / \gamma_{e+1}(F)$ and how to construct the natural homomorphism $f$ from $F$ to $Q$. The quotient $G / \gamma_{e+1}(G)$ is isomorphic to $Q / N$, where $N$ is the normal closure in $Q$ of the set of elements $f\left(\left[S^{-1} R\right]\right)$ with $(R, S)$ in $\mathcal{R}$. The algorithms of Sections 9.5 and 9.6 allow us to find a consistent polycyclic presentation for $Q / N$.

Example 2.5. Let us describe $G / \gamma_{3}(G)$, where $G=\operatorname{Grp}\langle x, y|(x y)^{4}=$ $\left.\left(x^{2} y^{2} x^{-1} y^{-1}\right)^{4}=1\right\rangle$. Let $F$ be the free group on $x$ and $y$. Then $F / \gamma_{3}(F)$ is isomorphic to $Q=\operatorname{Grp}\langle a, b, c \mid c a=a c, c b=b c, b a=a b c\rangle$, and $x \mapsto a$ and $y \mapsto b$ defines a homomorphism $f$ of $F$ onto $Q$. The image of $(x y)^{4}$ under $f$ is $(a b)^{4}=a^{4} b^{4} c^{6}$. The image of $\left(x^{2} y^{2} x^{-1} y^{-1}\right)^{4}$ is $\left(a^{2} b^{2} a^{-1} b^{-1}\right)^{4}=\left(a b c^{-2}\right)^{4}=$ $a^{4} b^{4} c^{-2}$. The commutator $\left[a^{4} b^{4} c^{6}, a\right]$ is $c^{4}$. It is easy to check that the
normal closure in $Q$ of $a^{4} b^{4} c^{6}$ and $a^{4} b^{4} c^{-2}$ is generated as a subgroup by $a^{4} b^{4} c^{2}$ and $c^{4}$. Thus $G / \gamma_{3}(G)$ is isomorphic to the group generated by $a, b$, and $c$ subject to the relations

$$
\begin{gathered}
c a=a c, \quad c b=b c, \quad b a=a b c \\
c^{4}=1, \quad a^{4}=b^{-4} c^{2}
\end{gathered}
$$

which form a consistent nilpotent presentation.
Although the procedure illustrated in Example 2.5, which one could call the free nilpotent approach to nilpotent quotients, is valid for any $e$, it is practical only for small $e$. The problem is that the number of generators in the polycyclic presentation for $Q$ grows very rapidly with $e$. It could well happen that $G / \gamma_{e+1}(G)$ has a polycyclic presentation on relatively few generators, but the presentation for $Q$ is too large to work with. An alternative approach to computing nilpotent quotients will be described in Sections 11.4 and 11.5. There is no analogue of the free nilpotent approach for polycyclic quotients because there are no such things as free polycyclic groups of a given derived length greater than 1 . If $e \geq 2$, then $F / F^{(e)}$ is not polycyclic and has no largest polycyclic quotient.

## Exercises

2.1. Let $G$ be the group generated by $x, y, z$ and defined by the relations

$$
\left(x y^{-1} z\right)^{4}=\left(x^{2} y^{-1} z^{2}\right)^{6}=1
$$

Find the structure of the largest elementary abelian $p$-quotient of $G$ for $p=2,3$, and 5 . Describe $G / G^{\prime}$ as a direct sum of cyclic groups.
2.2. Using the method of Example 2.5, find the largest class-2 nilpotent quotient of the group $G$ in Exercise 2.1.

### 11.3 Extensions of modules

Let $H$ be a group given by a finite presentation and let $M$ be a right $\mathbb{Z}[H]$ module. In order to be able to determine polycyclic quotients, we shall need to be able to decide whether it is possible to construct a group $G$ with the following properties:
(1) $M$, considered as an abelian group, is a normal subgroup of $G$ and $G / M$ is isomorphic to $H$.
(2) The module structure on $M$ induced from $G$ is the same as the original structure.
(3) Certain additional relations to be described are satisfied.

If the answer is negative, then we shall want to find the largest quotient module of $M$ for which the construction is possible.

To be more precise, let $H$ be given as $\operatorname{Grp}\left\langle X \mid R_{1}=S_{1}, \ldots, R_{s}=S_{s}\right\rangle$ and let $M$ contain elements $u_{1}, \ldots, u_{s}$. In what follows, we shall give a presentation for a group $G$ with $X \cup M$ as the set of generators. To reduce the possibility of confusion between multiplication in $G$ and the module action of $H$ on $M$, elements of $M$ will be enclosed in brackets. Within these brackets, multiplication denotes the module action. Outside the brackets, multiplication is the group operation in $G$. Thus if $v$ is in $M$ and $x$ is in $X$, then the expression $[v x]$ denotes the element of $M$ which is the product of $v$ and the element of $H$ represented by $x$, while $[v] x$ is the product of two generators of $G$.

The defining relations for $G$ are as follows:
(i) $[v][w]=[v+w]$ for all $v$ and $w$ in $M$.
(ii) $[v] x=x[v x]$ for all $v$ in $M$ and all $x$ in $X$.
(iii) $R_{i}=S_{i}\left[u_{i}\right], 1 \leq i \leq s$.

The group $G$ will be called the formal extension of $M$ by $H$ relative to the given presentation of $H$ and the choice of $u_{1}, \ldots, u_{s}$. Let $\varphi$ be the map from $M$ to $G$ taking $v$ to the element of $G$ represented by $[v]$ and let $N$ be the image of $M$ under $\varphi$.

Proposition 3.1. The set $N$ is a normal abelian subgroup of $G$ and $G / N$ is isomorphic to $H$.

Proof. The relations (i) show that $N$ is closed under products and inverses and that any two elements of $N$ commute. Therefore $N$ is an abelian subgroup of $G$ and $\varphi$ is a homomorphism of groups. Let $x$ be in $X$ and let $w$ be in $M$. By the relations (ii), the conjugate $x^{-1}[w] x$ is in $N$. To prove that $N$ is normal we must prove that the conjugate $x[w] x^{-1}$ is also in $N$. Applying (ii) with $v=w x^{-1}$, we have

$$
\left[w x^{-1}\right] x=x\left[w x^{-1} x\right]=x[w],
$$

or $x[w] x^{-1}=\left[w x^{-1}\right]$. Therefore $N$ is normal in $G$. If we add the relations $[v]=1$ for all $v$ in $M$, then, after Tietze transformations, we are left with the presentation for $H$. Thus $G / N$ is isomorphic to $H$.

There is one case in which it is easy to see that $N$ is isomorphic to $M$.
Proposition 3.2. If $u_{i}=0,1 \leq i \leq s$, then $\varphi$ is an isomorphism.
Proof. Let us define a binary operation on $H \times M$ by the formula

$$
\left(h_{1}, v_{1}\right)\left(h_{2}, v_{2}\right)=\left(h_{1} h_{2}, v_{1} h_{2}+v_{2}\right)
$$

Here $v_{1} h_{2}$ represents the module action of the element $h_{2}$ on $v_{1}$ and + is the addition in $M$. It is not difficult to show that this binary operation makes $H \times M$ into a group $K$ called the split extension of $M$ by $H$. The identity of $K$ is $\left(1_{H}, 0_{M}\right)$ and the inverse of $(h, v)$ is $\left(h^{-1},-v h^{-1}\right)$. If each of the $u_{i}$ is 0 , then there is a homomorphism of the formal extension $G$ of $M$ by $H$ onto $K$. We map $v$ in $M$ to $(1, v)$ and $x$ in $X$ to $(x, 0)$. In fact, this homomorphism is an isomorphism. In particular, no element $v$ of $M$ maps to the identity in $G$.

In general, $N$ is not isomorphic to $M$. Using the isomorphism of $G / N$ and $H$, we can make $N$ into a right $\mathbb{Z}[H]$-module. The relations (ii) say that $\varphi$ is a module homomorphism. Thus the kernel $M_{0}$ of $\varphi$ is a submodule of $M$. Determining $M_{0}$ can be difficult. However, when $H$ is polycyclic and the presentation for $H$ is a consistent polycyclic one, then it is possible to describe a finite module generating set for $M_{0}$. The simplest case occurs when $H$ is abelian.

Let us assume that $H$ is generated by $a_{1}, \ldots, a_{n}$ subject to the relations

$$
\begin{gathered}
a_{j} a_{i}=a_{i} a_{j}, \quad 1 \leq i<j \leq n \\
a_{i}^{m_{i}}=1, \quad i \in I
\end{gathered}
$$

Here $I$ is a subset of $\{1, \ldots, n\}$ and for each $i$ in $I$ the integer $m_{i}$ is positive. Let $M$ be a right $\mathbb{Z}[H]$-module containing elements $v_{i j}, 1 \leq i<j \leq n$, and $u_{i}$ with $i$ in $I$. If $i>j$, set $v_{i j}=-v_{j i}$. Let $G$ be the formal extension of $M$ by $H$ in which

$$
\begin{gathered}
a_{j} a_{i}=a_{i} a_{j}\left[v_{i j}\right], \quad 1 \leq i<j \leq n, \\
a_{i}^{m_{i}}=\left[u_{i}\right], \quad i \in I
\end{gathered}
$$

The following proposition is taken from Section III. 8 of [Zassenhaus 1958].
Proposition 3.3. The image in $G$ of $M$ is isomorphic to $M / M_{0}$, where $M_{0}$ is the $\mathbb{Z}[H]$-submodule of $M$ generated by the following elements:
(1) The elements $u_{i}\left(a_{i}-1\right)$, where $i$ is in $I$.
(2) The elements

$$
u_{j}\left(a_{i}-1\right)-v_{i j}\left(1+a_{j}+\cdots+a_{j}^{m_{j}-1}\right)
$$

where $j$ is in $I$ and $i \neq j$.
(3) The elements

$$
v_{i j}\left(a_{k}-1\right)+v_{j k}\left(a_{i}-1\right)+v_{k i}\left(a_{j}-1\right)
$$

where $1 \leq i<j<k \leq n$.
Proof. Let $\varphi$ be the homomorphism from $M$ into $G$. Suppose that $i$ is in $I$. In $G$, the element $a_{i}$ commutes with $a_{i}^{m_{i}}=\left[u_{i}\right]$, so

$$
a_{i}\left[u_{i}\right]=\left[u_{i}\right] a_{i}=a_{i}\left[u_{i} a_{i}\right] .
$$

Therefore $\left[u_{i} a_{i}\right]=\left[u_{i}\right]$, so $u_{i}\left(a_{i}-1\right)$ is in the kernel $M_{0}$ of $\varphi$. The elements of type (2) come from evaluating $a_{j}^{m_{j}} a_{i}$ with $i \neq j$. First, note that since $a_{j} a_{i}=a_{i} a_{j}\left[v_{i j}\right]$ when $i<j$, we have $a_{i} a_{j}=a_{j} a_{i}\left[-v_{i j}\right]=a_{j} a_{i}\left[v_{j i}\right]$. Therefore $a_{j} a_{i}=a_{i} a_{j}\left[v_{i j}\right]$ whenever $i \neq j$. Now

$$
a_{j}^{m_{j}} a_{i}=\left[u_{j}\right] a_{i}=a_{i}\left[u_{j} a_{i}\right] .
$$

But we also have

$$
\begin{aligned}
a_{j}^{m} a_{i} & =a_{j}^{m_{j}-1} a_{i} a_{j}\left[v_{i j}\right]=a_{j}^{m_{j}-2} a_{i} a_{j}\left[v_{i j}\right] a_{j}\left[v_{i j}\right] \\
& =a_{j}^{m_{j}-2} a_{i} a_{j}^{2}\left[v_{i j}\left(1+a_{j}\right)\right] \\
& =a_{j}^{m_{j}-3} a_{i} a_{j}\left[v_{i j}\right] a_{j}^{2}\left[v_{i j}\left(1+a_{j}\right)\right] \\
& =a_{j}^{m_{j}-3} a_{i} a_{j}^{3}\left[v_{i j}\left(1+a_{j}+a_{j}^{2}\right)\right]=\cdots \\
& =a_{i} a_{j}^{m_{j}}\left[v_{i j}\left(1+a_{j}+\cdots+a_{j}^{m_{j}-1}\right)\right] \\
& =a_{i}\left[u_{j}\right]\left[v_{i j}\left(1+a_{j}+\cdots+a_{j}^{m_{j}-1}\right)\right] \\
& =a_{i}\left[u_{j}+v_{i j}\left(1+a_{j}+\cdots+a_{j}^{m_{j}-1}\right)\right] .
\end{aligned}
$$

Therefore

$$
\left[u_{j} a_{i}\right]=\left[u_{j}+v_{i j}\left(1+a_{j}+\cdots+a_{j}^{m_{j}-1}\right)\right]
$$

so

$$
u_{j}\left(a_{i}-1\right)-v_{i j}\left(1+a_{j}+\cdots+a_{j}^{m_{j}-1}\right)
$$

is in $M_{0}$.
The elements of type (3) come from evaluating $a_{k} a_{j} a_{i}$ in two different ways:

$$
\begin{aligned}
a_{k} \dot{a}_{j} a_{i} & =a_{j} a_{k}\left[v_{j k}\right] a_{i}=a_{j} a_{k} a_{i}\left[v_{j k} a_{i}\right]=a_{j} a_{i} a_{k}\left[v_{i k}\right]\left[v_{j k} a_{i}\right] \\
& =a_{j} a_{i} a_{k}\left[v_{i k}+v_{j k} a_{i}\right]=a_{i} a_{j}\left[v_{i j}\right] a_{k}\left[v_{i k}+v_{j k} a_{i}\right] \\
& =a_{i} a_{j} a_{k}\left[v_{i j} a_{k}\right]\left[v_{i k}+v_{j k} a_{i}\right]=a_{i} a_{j} a_{k}\left[v_{i j} a_{k}+v_{i k}+v_{j k} a_{i}\right] .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
a_{k} a_{j} a_{i} & =a_{k} a_{i} a_{j}\left[v_{i j}\right]=a_{i} a_{k}\left[v_{i k}\right] a_{j}\left[v_{i j}\right]=a_{i} a_{k} a_{j}\left[v_{i k} a_{j}\right]\left[v_{i j}\right] \\
& =a_{i} a_{k} a_{j}\left[v_{i k} a_{j}+v_{i j}\right]=a_{i} a_{j} a_{k}\left[v_{j k}\right]\left[v_{i k} a_{j}+v_{i j}\right] \\
& =a_{i} a_{j} a_{k}\left[v_{j k}+v_{i k} a_{j}+v_{i j}\right]
\end{aligned}
$$

Hence

$$
\left[v_{i j} a_{k}+v_{i k}+v_{j k} a_{i}\right]=\left[v_{j k}+v_{i k} a_{j}+v_{i j}\right]
$$

so

$$
v_{i j}\left(a_{k}-1\right)+v_{j k}\left(a_{i}-1\right)-v_{i k}\left(a_{j}-1\right)
$$

is in the kernel of $\varphi$. Replacing $v_{i k}$ by $-v_{k i}$ gives the element in (3).
Now suppose that all of the elements (1), (2), and (3) are zero in $M$. We shall prove that $\varphi$ is an isomorphism. If $n=0$, then $G$ is clearly isomorphic to $M$. Thus we may assume that $n>0$. As should come as no surprise, we have two ways of proceeding. We could show that the rules

$$
\begin{aligned}
{[v][w] } & \rightarrow[v+w], \quad v, w \in M, \\
{[v]^{-1} } & \rightarrow[-v], \quad v \in M, \\
{[v] x } & \rightarrow x[v x], \quad v \in M, x \in\left\{a_{1}, \ldots, a_{n}\right\}^{ \pm}, \\
a_{i} a_{i}^{-1} & \rightarrow \epsilon, \quad 1 \leq i \leq n, i \notin I \\
a_{i}^{-1} a_{i} & \rightarrow \epsilon, \quad 1 \leq i \leq n, \quad i \notin I, \\
a_{i}^{m_{i}} & \rightarrow\left[u_{i}\right], \quad i \in I, \\
a_{i}^{-1} & \rightarrow a_{i}^{m_{i}-1}\left[-u_{i}\right], \quad i \in I, \\
a_{j} a_{i} & \rightarrow a_{i} a_{j}\left[v_{i j}\right], \quad 1 \leq i<j \leq n, \\
a_{j}^{-1} a_{i} & \rightarrow a_{i} a_{j}^{-1}\left[-v_{i j} a_{j}^{-1}\right], \quad 1 \leq i<j \leq n, j \notin I \\
a_{j} a_{i}^{-1} & \rightarrow a_{i}^{-1} a_{j}\left[-v_{i j} a_{i}^{-1}\right], \quad 1 \leq i<j \leq n, i \notin I, \\
a_{j}^{-1} a_{i}^{-1} & \rightarrow a_{i}^{-1} a_{j}^{-1}\left[v_{i j} a_{i}^{-1} a_{j}^{-1}\right], \quad 1 \leq i<j \leq n, i, j \notin I,
\end{aligned}
$$

form a confluent rewriting system $\mathcal{S}$ (What ordering is being used here?) and that $(X \cup M, \mathcal{S}, \mathcal{I})$ is a restricted presentation for a group $G$, where $\mathcal{I}$ is the ideal of $(X \cup M)^{ \pm *}$ generated by $M$. It would be possible to avoid the use of a restricted presentation by adding the rule $[0] \rightarrow \varepsilon$. However, with $\mathcal{S}$ as given, it is possible to describe canonical forms for the elements of $G$ in a very natural way. Every element of $\mathcal{I}$ can be reduced using $\mathcal{S}$ to a unique word of the form $W[u]$, where $u$ is in $M$ and $W$ is a word in $X^{ \pm *}$
which is reduced with respect to the standard polycyclic rewriting system for $H$ relative to the polycyclic generating sequence $a_{1}, \ldots, a_{n}$.

The alternative approach is to consider the subgroup $K$ of $H$ generated by $a_{2}, \ldots, a_{n}$, assume by induction that $M$ embeds isomorphically in the formal extension $F$ of $M$ by $K$ defined by the relations

$$
\begin{gathered}
a_{j} a_{i}=a_{i} a_{j}\left[v_{i j}\right], \quad 2 \leq i<j \leq n, \\
a_{i}^{m_{i}}=\left[u_{i}\right], \quad i \in(I-\{1\})
\end{gathered}
$$

and then show that the relations involving $a_{1}$ define a cyclic extension of $F$. Let us sketch briefly the second approach.

Conjugation by $a_{1}$ defines the following map $\sigma$ of the generators of $F$ :

$$
\begin{gathered}
{[v]^{\sigma}=\left[v a_{1}\right], \quad v \in M} \\
a_{i}^{\sigma}=a_{i}\left[v_{1 i}\right], \quad 2 \leq i \leq n
\end{gathered}
$$

We must show that these images satisfy the defining relations for $F$. For $v$ and $w$ in $M$,

$$
[v]^{\sigma}[w]^{\sigma}=\left[v a_{1}\right]\left[w a_{1}\right]=\left[v a_{1}+w a_{1}\right]=\left[(v+w) a_{1}\right]=[v+w]^{\sigma}
$$

since $M$ is a $\mathbb{Z}[H]$-module. For $2 \leq i \leq n$ and $v$ in $M$,

$$
\begin{aligned}
{[v]^{\sigma} a_{i}^{\sigma} } & =\left[v a_{1}\right] a_{i}\left[v_{1 i}\right]=a_{i}\left[v a_{1} a_{i}+v_{1 i}\right]=a_{i}\left[v_{1 i}+v a_{i} a_{1}\right] \\
& =a_{i}\left[v_{1 i}\right]\left[v a_{i} a_{1}\right]=a_{i}^{\sigma}\left[v a_{i}\right]^{\sigma}
\end{aligned}
$$

since $H$ is commutative and $\left[v a_{1} a_{i}\right]=\left[v a_{i} a_{1}\right]$. For $i$ in $I-\{1\}$,

$$
\begin{aligned}
\left(a_{i}^{\sigma}\right)^{m_{i}} & =\left(a_{i}\left[v_{1 i}\right]\right)^{m_{i}}=a_{i}^{m_{i}}\left[v_{1 i}\left(1+a_{i}+\cdots+a_{i}^{m_{i}-1}\right)\right] \\
& =\left[u_{i}\right]\left[v_{1 i}\left(1+a_{i}+\cdots+a_{i}^{m_{i}-1}\right)\right] \\
& =\left[u_{i}+v_{1 i}\left(1+a_{i}+\cdots+a_{i}^{m_{i}-1}\right)\right]=\left[u_{i} a_{1}\right]=\left[u_{i}\right]^{\sigma}
\end{aligned}
$$

since elements of type (2) are 0 . For $2 \leq i<j \leq n$,

$$
\begin{aligned}
a_{j}^{\sigma} a_{i}^{\sigma} & =a_{j}\left[v_{1 j}\right] a_{i}\left[v_{1 i}\right]=a_{j} a_{i}\left[v_{1 j} a_{i}+v_{1 i}\right]=a_{i} a_{j}\left[v_{i j}\right]\left[v_{1 j} a_{i}+v_{1 i}\right] \\
& =a_{i} a_{j}\left[v_{i j}+v_{1 j} a_{i}+v_{1 i}\right]=a_{i} a_{j}\left[v_{1 i} a_{j}+v_{1 j}+v_{i j} a_{1}\right] \\
& =a_{i}\left[v_{1 i}\right] a_{j}\left[v_{1 j}\right]\left[v_{i j} a_{1}\right]=a_{i}^{\sigma} a_{j}^{\sigma}\left[v_{i j}\right]^{\sigma},
\end{aligned}
$$

since elements of type (3) are 0.
Since the defining relations of $F$ are satisfied by the images under $\sigma$ of the generators of $F$, we may extend $\sigma$ to be a homomorphism of $F$ into
itself. Perhaps the easiest way to show that $\sigma$ is an automorphism is to show that $\sigma^{-1}$ is defined by the following map on the generators:

$$
\begin{array}{cc}
{[v]^{\sigma^{-1}}=\left[v a_{1}^{-1}\right], \quad v \in M} \\
a_{i}^{\sigma^{-1}}=a_{i}\left[v_{1 i} a_{1}^{-1}\right], \quad 2 \leq i \leq n
\end{array}
$$

If 1 is not in $I$, then we are done once we know that $\sigma$ is an automorphism, for then $G$ is a cyclic extension of $F$, and since $M$ is embedded isomorphically in $F$, it follows that $M$ is embedded isomorphically in $G$.

Now suppose that 1 is in $I$. We must check that $\sigma$ fixes $a_{1}^{m_{1}}=\left[u_{1}\right]$ and that $\sigma^{m_{1}}$ is the inner automorphism of $F$ induced by $\left[u_{1}\right]$. Now $\left[u_{1}\right]^{\sigma}=$ [ $\left.u_{1} a_{1}\right]=\left[u_{1}\right]$ since $u_{1}\left(a_{1}-1\right)=0$. If $2 \leq i \leq n$, then

$$
\begin{aligned}
a_{i}^{\sigma^{m_{1}}} & =a_{i}\left[v_{1 i}\right]\left[v_{1 i} a_{1}\right] \ldots\left[v_{1 i} a_{1}^{m_{1}-1}\right]=a_{i}\left[-v_{i 1}\left(1+a_{1}+\cdots+a_{1}^{m_{1}-1}\right)\right] \\
& =a_{i}\left[u_{1}\left(1-a_{i}\right)\right]=\left[u_{1}\right]^{-1} a_{i}\left[u_{1}\right]
\end{aligned}
$$

and, if $v$ is in $M$, then

$$
[v]^{\sigma_{1}}=\left[v a_{1}^{m_{1}}\right]=[v]=\left[-u_{1}+v+u_{1}\right]=\left[u_{1}\right]^{-1}[v]\left[u_{1}\right] .
$$

Thus we have a cyclic extension in this case too, so $M$ is embedded isomorphically in $G$.

In general, let $M_{1}$ be the submodule of $M$ generated by the elements of types (1), (2), and (3). Then $M_{1}$ is contained in $M_{0}$. However, in the formal extension of $M / M_{1}$ by $H$, the quotient $M / M_{1}$ embeds isomorphically. Therefore $M / M_{1}$ must be a quotient of $M / M_{0}$. It follows that $M_{1}=M_{0}$.

When we compute nilpotent quotients, we shall extend $\mathbb{Z}[H]$-modules $M$ on which $H$ acts trivially, modules in which $v h=v$ for all $v$ in $M$ and all $h$ in $H$. In this situation, Proposition 3.3 can be simplified considerably.

Proposition 3.4. Suppose that in Proposition 3.3 the group $H$ acts trivially on $M$. Then $M_{0}$ is generated as an abelian group by the elements $m_{i} v_{i j}$ and $m_{j} v_{i j}$, where $1 \leq i<j \leq n$ and $i \in I$ in the first case and $j \in I$ in the second.

Proof. The elements of types (1) and (3) in Proposition 3.3 are trivial and the elements of type (2) become simply $-m_{j} v_{i j}, i \neq j$. Since $m_{i} v_{i j}=-m_{i} v_{j i}$, the proposition follows.

Example 3.1. Suppose that $G$ is a group such that $G / G^{\prime}$ is isomorphic to $H=\mathbb{Z}_{4} \oplus \mathbb{Z}_{6} \oplus \mathbb{Z}$. How big can $G^{\prime} / \gamma_{3}(G)$ be? Let $a_{1}, a_{2}$, and $a_{3}$ be elements of $G$ which map, respectively, onto generators of the direct summands $\mathbb{Z}_{4}$,
$\mathbb{Z}_{6}$, and $\mathbb{Z}$ of $H$. By Proposition 2.5 in Chapter $9, G^{\prime} / \gamma_{3}(G)$ is generated by the images $v_{i j}$ of $\left[a_{j}, a_{i}\right], 1 \leq i<j \leq 3$. By Proposition 3.4, the only conditions which the $v_{i j}$ must satisfy are $4 v_{12}=4 v_{13}=6 v_{12}=6 v_{23}=0$. Therefore $2 v_{12}=4 v_{13}=6 v_{23}=0$ and $G^{\prime} / \gamma_{3}(G)$ is a quotient group of $\mathbb{Z}_{2} \oplus \mathbb{Z}_{4} \oplus \mathbb{Z}_{6}$. The images of $a_{1}^{4}$ and $a_{2}^{6}$ may be arbitrary elements of $\operatorname{Grp}\left\langle v_{12}, v_{13}, v_{23}\right\rangle$. Therefore a presentation such as

$$
\begin{gathered}
a_{1}^{4}=a_{2}^{6}=v_{12}^{2}=v_{13}^{4}=v_{23}^{6}=1, \\
a_{2} a_{1}=a_{1} a_{2} v_{12}, \quad a_{3} a_{1}=a_{1} a_{3} v_{13}, \quad a_{3} a_{2}=a_{2} a_{3} v_{23} \\
v_{i j} a_{k}=a_{k} v_{i j}, \quad 1 \leq i<j \leq 3, \quad 1 \leq k \leq 3 \\
v_{13} v_{12}=v_{12} v_{13}, \quad v_{23} v_{12}=v_{12} v_{23}, \quad v_{23} v_{13}=v_{13} v_{23}
\end{gathered}
$$

can immediately be recognized as consistent.
Suppose now that $H$ is an arbitrary polycyclic group and that the presentation $(X, \mathcal{R})$ for $H$ satisfies the following conditions:
(i) $X=\left\{a_{1}, \ldots, a_{n}\right\}$, where $a_{1}, \ldots, a_{n}$ is a polycyclic generating sequence for $H$.
(ii) The relations in $\mathcal{R}$ are $V_{k}=W_{k}, 1 \leq k \leq s$, and these are the relations in the standard polycyclic group presentation for $H$ with respect to $a_{1}, \ldots, a_{n}$ which have positive left sides. (By Proposition 8.2 in Chapter 9, these relations define $H$.)

We shall denote by $I$ the set of indices $i$ such that there is a relation with left side $a_{i}^{m_{i}}$ in $\mathcal{R}$. Let $M$ be a right $\mathbb{Z}[H]$-module containing elements $u_{1}, \ldots, u_{s}$ and let $G$ be the formal extension of $M$ by $H$ in which $V_{k}=$ $W_{k}\left[u_{k}\right], 1 \leq k \leq s$. Set $Y=X \cup M$ and $Y_{i}=\left\{a_{i}, \ldots, a_{n}\right\} \cup M, 1 \leq i \leq n+1$, and let $\mathcal{I}$ be the ideal of $Y^{ \pm *}$ generated by $M$. Starting with the rules

$$
\begin{aligned}
{[v][w] } & \rightarrow[v+w], \quad v, w \in M \\
{[v]^{-1} } & \rightarrow[-v], \quad v \in M \\
x x^{-1} & \rightarrow \epsilon, \quad x \in X^{ \pm} \\
{[v] x } & \rightarrow x[v x], v \in M, \quad x \in X^{ \pm}, \\
V_{k} & \rightarrow W_{k}\left[u_{k}\right], \quad 1 \leq k \leq s
\end{aligned}
$$

we can construct a (not necessarily confluent) rewriting system $\mathcal{S}$ for $G$ with the following property: Let $W$ be in $\mathcal{I}$. Then $W$ can be rewritten using $\mathcal{S}$ into the form $U[u]$, where $U$ is a word in $X^{ \pm *}$ which is collected with respect to $\mathcal{R}$ and $u$ is in $M$.

To produce the rest of the rewriting system $\mathcal{S}$, we must find, for $i<j$, rules with left sides

$$
\begin{array}{cc}
a_{j}^{-1} a_{i}, & j \notin I, \\
a_{j} a_{i}^{-1}, & i \notin I, \\
a_{j}^{-1} a_{i}^{-1}, & i, j \notin I,
\end{array}
$$

and the rules with left sides $a_{i}^{-1}$, where $i$ is in $I$. The proof of Proposition 8.2 in Chapter 9 serves as a guide for the construction of these additional rules.

Procedure EXTEND_RULES $\left(X, \mathcal{R}, M, u_{1}, \ldots, u_{s} ; \mathcal{S}\right)$;
(* The input and output are as described earlier. The entire standard polycyclic presentation for $H$ with respect to $a_{1}, \ldots, a_{n}$ is assumed to be known. *)
Begin
Let $\mathcal{S}$ consist initially of the rules $[v][w] \rightarrow[v+w],[v]^{-1} \rightarrow[-v]$, $x x^{-1} \rightarrow \varepsilon,[v] x \rightarrow x[v x]$, where $v$ and $w$ are in $M$ and $x$ is in $X^{ \pm}$, together with the rules $V_{k} \rightarrow W_{k}\left[u_{k}\right], 1 \leq k \leq s ;$
For $i:=n$ downto 1 do begin
For $j:=n$ downto $i+1$ do begin
If $j$ is not in $I$ then begin
Let $a_{j} a_{i} \rightarrow a_{i} V[v]$ be the unique rule in $\mathcal{S}$ with left side $a_{j} a_{i}$;
Rewrite $[-v] V^{-1}$ with respect to $\mathcal{S}$ to get $W[w]$;
Add the rule $a_{i}^{-1} a_{i} \rightarrow a_{i} W[w]$ to $\mathcal{S}$
End;
If $i$ is not in $I$ then begin
Let $a_{j} a_{i}^{-1} \rightarrow a_{i}^{-1} U$ be the rule in the standard polycyclic presentation for $H$ with left side $a_{j} a_{i}^{-1}$;
Rewrite $U a_{i}$ with respect to $\mathcal{S}$ to get $a_{i} U^{\prime}$, where $U^{\prime}$ is in $Y_{i+1}^{ \pm *}$;
Rewrite $a_{j}^{-1} U^{\prime}[0]$ with respect to $\mathcal{S}$ to get $[u]$, where $u$ is in $M$;
Add the rule $a_{j} a_{i}^{-1} \rightarrow a_{i}^{-1} U\left[-u a_{i}^{-1}\right]$ to $\mathcal{S}$
End;
If neither $i$ nor $j$ is in $I$ then begin
Rewrite $\left[u a_{i}^{-1}\right] U^{-1}$ with respect to $\mathcal{S}$ to get $B[b]$;
Add the rule $a_{j}^{-1} a_{i}^{-1} \rightarrow a_{i}^{-1} B[b]$
End
End;
If there is a rule $a_{i}^{m} \rightarrow C[c]$ in $\mathcal{S}$ then begin
Rewrite $[-c] C^{-1}$ with respect to $\mathcal{S}$ to get $D[d]$;
Add the rule $a_{i}^{-1} \rightarrow a_{i}^{m-1} D[d]$
End
End
End.

Once the rewriting system $\mathcal{S}$ has been constructed using EXTEND_ RULES, we can find module generators for $M_{0}$. The following result helps to reduce somewhat the amount of work involved.

Proposition 3.5. Suppose the rewriting system $\mathcal{S}$ produced by EXTEND_ RULES has the property that there is local confluence at the overlaps of left sides which are positive words in $X^{ \pm *}$, that is, at the overlaps

$$
\begin{gathered}
a_{k} a_{j} a_{i}, \quad 1 \leq i<j<k \leq n, \\
a_{i}^{m_{i}} a_{j}, \quad i \in I, \quad 1 \leq j<i \leq n, \\
\\
a_{i}^{m_{i}+1}, \quad i \in I, \\
a_{j} a_{i}^{m_{i}}, \quad i \in I, \quad 1 \leq i<j \leq n .
\end{gathered}
$$

Then $\mathcal{S}$ is confluent.
Proof. The proof is similar to that of Proposition 8.3 in Chapter 9. Only a sketch will be given. The details are left as an exercise. Because $M$ is a $\mathbb{Z}[H]$-module, it is easy to see that local confluence holds at any overlap of left sides which involves one or more elements of $M$. Proposition 8.3 in Chapter 9 requires checking seven kinds of overlaps. However, because EXTEND_RULES was used to construct many of the rules in $\mathcal{S}$, it turns out that one does not need to look at overlaps of the forms $a_{j} a_{i}^{-1} a_{i}, a_{j}^{-1} a_{j} a_{i}$, and $a_{j}^{-1} a_{j} a_{i}^{-1}$.

In general, local confluence will fail for one or more of the overlaps in Proposition 3.5. However, since the presentation for $H$ is confluent, rewriting the overlap in two ways will produce results of the form $W\left[w_{1}\right]$ and $W\left[w_{2}\right]$. Then $M_{0}$ is the $\mathbb{Z}[H]$-submodule generated by the elements $w_{1} w_{2}$ obtained by processing the overlaps in Proposition 3.5, for modulo this submodule we have local confluence.

Example 3.2. The free nilpotent group $H$ of rank 2 and class 2 has the following presentation on generators $a, b$, and $c$ :

$$
c a=a c, \quad c b=b c, \quad b a=a b c .
$$

Let $M$ be a right $\mathbb{Z}[H]$-module containing elements $u, v$, and $w$ and let $G$ be the formal extension of $M$ by $H$ in which

$$
c a=a c[u], \quad c b=b c[v], \quad b a=a b c[w]
$$

The image of $M$ in $G$ is isomorphic to $M / M_{0}$, where $M_{0}$ is the submodule of $M$ generated by $u(1-b c)+v(a-c)+w(c-1)$, for by Proposition 3.5 we
need only look at the single overlap $c b a$. Processing this overlap, we find that

$$
\begin{aligned}
c b a & =b c[v] a=b c a[v a]=b a c[u][v a]=a b c[w] c[u+v a] \\
& =a b c^{2}[w c+u+v a] \\
c b a & =c a b c[w]=a c[u] b c[w]=a c b c[u b c][w]=a b c[v] c[u b c+w] \\
& =a b c^{2}[v c+u b c+w] .
\end{aligned}
$$

Therefore $[w c+u+v a]=[v c+u b c+w]$ in $G$, and $u(1-b c)+v(a-c)+w(c-1)$ generates the kernel of the map from $M$ to $G$.

The rewriting system $\mathcal{S}$ returned by EXTEND_RULES is infinite, since it contains the rules $[v][w] \rightarrow[v+w],[v]^{-1} \rightarrow[-v]$, and $[v] x \rightarrow x[v x]$. Suppose that $M$ is a $\mathbb{Z}[H]$-module on which $H$ acts trivially and which is freely generated as an abelian group by a finite subset $W=\left\{w_{1}, \ldots, w_{t}\right\}$. Set $Z=$ $X \cup W$. We can produce a finite rewriting system $\mathcal{U}$ on $Z^{ \pm *}$ which is equivalent to $\mathcal{S}$ when $\left[\alpha_{1} w_{1}+\cdots+\alpha_{t} w_{t}\right]$ is identified with $w_{1}^{\alpha_{1}} \ldots w_{t}^{\alpha_{t}}$. That is, every word in $Z^{ \pm *}$ can be rewritten using $\mathcal{U}$ into the form $U V$, where $U$ is a collected word in $X^{ \pm *}$ and $V$ is a collected word in $W^{ \pm *}$. Initially, the following rules are placed in $\mathcal{U}$ :

$$
\begin{gathered}
w_{j}^{\alpha} w_{i}^{\beta} \rightarrow w_{i}^{\beta} w_{j}^{\alpha}, \quad 1 \leq i<j \leq t, \alpha= \pm 1, \beta= \pm 1 \\
w x \rightarrow x w, \quad w \in W^{ \pm}, x \in X^{ \pm} \\
V_{k} \rightarrow W_{k} U_{k}, \quad 1 \leq k \leq s
\end{gathered}
$$

where $U_{k}$ is the collected word in $W^{ \pm *}$ which describes $u_{k}$. Then the main For-loop of EXTEND_RULES is executed with elements of the form [ $v]$ replaced by the corresponding collected word in $W^{ \pm *}$. This procedure will be referred to as the finitely generated version of EXTEND_RULES.

## Exercises

3.1. Suppose that $G$ is a group and $G / G^{\prime}$ is isomorphic to $\mathbb{Z}_{4} \times \mathbb{Z}_{8} \times \mathbb{Z}_{24} \times \mathbb{Z}^{2}$. Show that $G^{\prime} / \gamma_{3}(G)$ is isomorphic to a quotient of $\mathbb{Z}_{4}^{4} \times \mathbb{Z}_{8}^{3} \times \mathbb{Z}_{24}^{2} \times \mathbb{Z}$.
3.2. Let $H$ be a free abelian group with basis $a, b, c$. Let $M$ be a right $\mathbb{Z}[H]$-module which has a $\mathbb{Z}$-basis $u, v, w$ and on which

$$
\begin{gathered}
u a=2 u-v, \quad v a=u, \quad w a=-u+v+w, \\
u b=-v-2 w, \quad v b=-u-2 w, \quad w b=u+v+3 w, \\
u c=u-v-w, \quad v c=-w, \quad w c=v+2 w .
\end{gathered}
$$

Find the kernel $M_{0}$ of the homomorphism from $M$ to the formal extension of $M$ by $H$ in which $b a=a b[u], c a=a c[v]$, and $c b=b d[w]$.

### 11.4 Class 2 quotients

Let $G$ be a group given by a finite presentation $(X, \mathcal{R})$. In this section we shall describe the determination of $G / \varphi_{3}(G)$ and $G / \gamma_{3}(G)$. Nilpotent quotients of higher class will be considered in Section 11.5.

Let us start with $G / \varphi_{3}(G)$. We may assume that we already have a power-commutator presentation $(Z, \mathcal{T})$ for a group $H$ isomorphic to $G / \varphi_{2}(G)$ in the form returned by ABEL_PQUOT. Thus $Z=\left\{a_{1}, \ldots, a_{r}\right\}$ and $\mathcal{T}$ consists of the following relations:

$$
\begin{array}{cl}
a_{j} a_{i}=a_{i} a_{j}, & 1 \leq i<j \leq r \\
a_{i}^{p}=1, & 1 \leq i \leq r
\end{array}
$$

We may also assume that we have homomorphisms $\mu$ and $\nu$ from $X^{ \pm *}$ to $Z^{*}$ and $Z^{*}$ to $X^{ \pm *}$, respectively, such that $\mu$ defines a homomorphism of $G$ onto $H$ and for all $U$ in $Z^{*}$ the words $U$ and $\mu(\nu(U))$ define the same element of $H$.

We want to construct a consistent exponent-p power-commutator presentation $(Y, \mathcal{S})$ for $G / \varphi_{3}(G)$ and homomorphisms $\sigma$ and $\tau$ from $X^{ \pm *}$ to $Y^{*}$ and $Y^{*}$ to $X^{ \pm *}$, respectively, such that $\sigma$ defines a homomorphism of $G$ onto $K=\operatorname{Grp}\langle Y \mid \mathcal{S}\rangle$ and for all $U$ in $Y^{*}$ the words $U$ and $\sigma(\tau(U))$ define the same element of $K$. Initially set $Y=Z$ and $\tau=\nu$. By Proposition 11.2 in Chapter 9, $\tau$ defines a homomorphism of $Y^{*}$ onto $G / \varphi_{3}(G)$. In order to be sure that we have generators in $Y$ which map onto a polycyclic generating sequence for $G / \varphi_{3}(G)$, we add generators $v_{i j}, 1 \leq i<j \leq r$, and $u_{i}$, $1 \leq i \leq r$, to $Y$. We extend $\tau$ to the new generators by defining

$$
\tau\left(v_{i j}\right)=\tau\left(a_{j}\right)^{-1} \tau\left(a_{i}\right)^{-1} \tau\left(a_{j}\right) \tau\left(a_{i}\right)=\tau\left(a_{i} a_{j}\right)^{-1} \tau\left(a_{j} a_{i}\right)
$$

and

$$
\tau\left(u_{i}\right)=\tau\left(a_{i}\right)^{p}=\tau\left(a_{i}^{p}\right)
$$

Let $W_{0}$ denote the set of all the $v_{i j}$ and $u_{i}$. The image of $W_{0}^{*}$ in $G / \varphi_{3}(G)$ is $\varphi_{2}(G) / \varphi_{3}(G)$.

Let $\bar{\tau}$ be the homomorphism of $Y^{*}$ onto $G / \varphi_{3}(G)$ defined by $\tau$ and let $\sim$ be the congruence on $Y^{*}$ determined by $\bar{\tau}$. Thus $U \sim V$ if and only if $\bar{\tau}(U)=\bar{\tau}(V)$. Let $K$ be the quotient of $Y^{*}$ by $\sim$, so $K$ is isomorphic to $G / \varphi_{3}(G)$. Note that this is not a constructive definition of $K$, since we do not yet know $\sim$. Besides finding $\sim$ explicitly, we must determine $\sigma$. These two objectives are accomplished simultaneously. To construct $\sigma$, it suffices to determine $\sigma(x)$ for $x$ in $X$. Now $x$ and $\nu(\mu(x))=\tau(\mu(x))$ define the same element of $G / \varphi_{2}(G)$. Therefore there is a word $w_{x}$ in $W_{0}^{*}$ such that $x$ and $\tau\left(\mu(x) w_{x}\right)$ define the same element of $G / \varphi_{3}(G)$. However, we do
not yet know any word $w_{x}$ with this property, so we add a new generator $w_{x}$ to $Y$ and define $\tau\left(w_{x}\right)$ to be $\tau(\mu(x))^{-1} x$. We also set $\sigma(x)=\mu(x) w_{x}$. Since $\tau(\sigma(x))=\tau(\mu(x)) \tau(\mu(x))^{-1} x$ is freely equivalent to $x$, it follows that $\sigma$ and $\tau$ define inverse isomorphisms between $G / \varphi_{3}(G)$ and $K$.

Let $W_{1}$ consist of the elements $w_{x}$ with $x$ in $X$ and let $W=W_{0} \cup W_{1}$. The following relations hold in $K$ :
(1) $a_{j} a_{i}=a_{i} a_{j} v_{i j}, \quad 1 \leq i<j \leq r$.
(2) $a_{i}^{p}=u_{i}, \quad 1 \leq i \leq r$.
(3) $w y=y w, \quad w \in W, y \in Y$.
(4) $w^{p}=1, \quad w \in W$.
(5) $\sigma(R)=\sigma(S), \quad(R, S) \in \mathcal{R}$.
(6) $a_{i}=\sigma\left(\tau\left(a_{i}\right)\right), \quad 1 \leq i \leq r$.

Proposition 4.1. The relations (1) to (6) form a monoid presentation for $K$.

Proof. All of these relations hold in $G / \varphi_{3}(G)$ with respect to $\tau$ and hence by the definition of $K$ they hold in $K$. Let $K_{1}$ be the monoid generated by $Y$ and defined by the relations (1) to (6). The relations (2) and (4) show that the elements of $Y$ define units in $K_{1}$, so $K_{1}$ is a group and $K$ is a quotient group of $K_{1}$. By the relations (3) and (4), the image of $W$ in $K_{1}$ generates an elementary abelian subgroup $D$ of the center of $K_{1}$. By the relations (1) and (2), $K_{1} / D$ is elementary abelian. Therefore $\varphi_{3}\left(K_{1}\right)$ is trivial. The relations (5) say that $\sigma$ defines a homomorphism $\bar{\sigma}$ of $G$ into $K_{1}$. The kernel of $\bar{\sigma}$ contains $\varphi_{3}(G)$.

In fact, $\bar{\sigma}$ maps $G$ onto $K_{1}$. To see this, let $E$ be the image of $G$ under $\bar{\sigma}$. By the relations (6), the $a_{i}$ are in $E$. By the relations (1) and (2), the $v_{i j}$ and the $u_{i}$ are in $E$. Since $D$ is central and $K_{1}$ is generated by $D$ and $E$, it follows that $E$ is normal in $K_{1}$. The quotient $L=K_{1} / E$ is commutative and is generated by the images of the elements $w_{x}$. If $x$ is in $X$, then modulo $E, \mu(x)$ is trivial, so $\sigma(x)=w_{x}$ in $L$. Thus for any word $U$ in $X^{ \pm *}$, the image $\sigma(U)$ in $L$ is just the word obtained by replacing each $x$ by $w_{x}$. Relations (5) and the fact that $L$ is commutative imply that $L$ is isomorphic to a quotient group of $G / \varphi_{2}(G)$. In $L$, the relations (6) become $\sigma\left(\tau\left(a_{i}\right)\right)=1,1 \leq i \leq r$. But $\tau\left(a_{i}\right)=\nu\left(a_{i}\right)$, and $\nu\left(a_{1}\right), \ldots, \nu\left(a_{r}\right)$ define generators for $G / \varphi_{2}(G)$. Hence the relations $\sigma\left(\tau\left(a_{i}\right)\right)=1$ imply that $L$ is trivial, or, equivalently, that $E=K_{1}$.

We have now shown that $K_{1}$ and $G / \varphi_{3}(G)$ are each homomorphic images of each other. Since these groups are finite, they must be isomorphic to each other and therefore $K_{1}$ is $K$.

Let $M$ be the vector space over $\mathbb{Z}_{p}$ generated by $W$ and let $M$ be considered a $\mathbb{Z}[H]$-module on which $H$ acts trivially. Relations (1) to (4) say
that $K$ is a quotient of a formal extension $K_{2}$ of $M$ by $H$. We can get a rewriting system $\mathcal{S}$ for $K_{2}$ as follows: We choose a linear ordering of $Y$ in which $a_{r}, \ldots, a_{1}$ come last, preceded by the elements of $W$ in some order. The rules are then

$$
\begin{aligned}
a_{j} a_{i} & \rightarrow a_{i} a_{j} v_{i j}, \quad 1 \leq i<j \leq r \\
a_{i}^{p} & \rightarrow u_{i}, \quad 1 \leq i \leq r \\
w y & \rightarrow y w, \quad w \in W, y \in Y, y \text { precedes } w, \\
w^{p} & \rightarrow \epsilon, \quad w \in W
\end{aligned}
$$

Using Proposition 3.4, it is not hard to show that $\mathcal{S}$ is confluent. Rewriting both sides of the relations (5) and (6) produces the elements of $M$ needed to generate the kernel $M_{1}$ of the map from $M$ into $K$. If we add to $\mathcal{S}$ the power relations for the presentation of $M / M_{1}$ in terms of the elements of $W$, we get a consistent exponent- $p$ power-commutator presentation for $K$. Since $W_{0}^{*}$ maps onto $\varphi_{2}(G) / \varphi_{3}(G)$, if we choose the order on $W$ so that the elements of $W_{1}$ come first, then in the power relations for the elements in $W_{1}$ the left sides will all have exponent 1 . Hence the elements of $W_{1}$ can be removed from the presentation by Tietze transformations.

Here is the procedure for determining $G / \varphi_{3}(G)$. The presentation returned is $\varphi$-weighted.

Procedure CLASS_2_PQUOT $(X, \mathcal{R}, p, Z, \mathcal{T}, \mu, \nu ; Y, \mathcal{S}, \sigma, \tau)$;
(* The arguments are described in the text. *)
Begin
If $Z=\emptyset$ then begin
(* $G$ has no nontrivial $p$-quotients. *)
$Y:=Z ; \mathcal{S}:=\mathcal{T} ; \sigma:=\mu ; \tau:=\nu$
End
Else begin
Let the elements of $Z$ be $a_{1}, \ldots, a_{r}$;
Let $W$ be a set of new generators of the following types: $w_{x}$ for $x$ in $X, u_{i}, 1 \leq i \leq r, v_{i j}, 1 \leq i<j \leq r ;$
Let $Y=Z \cup W$ and arrange the elements of $Y$ in a sequence with the $u_{i}$ and the $v_{i j}$ first, the $w_{x}$ next, and $a_{r}, \ldots, a_{1}$ last;
Form the rewriting system $\mathcal{S}$ for the group $K_{2}$ as described above;
(* The system $\mathcal{S}$ is confluent. *)
Let $\eta$ be a homomorphism from $X^{ \pm *}$ to $Y^{*}$ such that for $x$ in $X$ we have $\eta(x)=\mu(x) w_{x}$ and $\eta(x) \eta\left(x^{-1}\right)$ can be reduced to $\varepsilon$ using $\mathcal{S}$;
Let $\mathcal{V}$ consist of the pairs $(\eta(R), \eta(S))$ with $(R, S)$ in $\mathcal{R}$ and the pairs $\left(\eta\left(\nu\left(a_{i}\right)\right), a_{i}\right), 1 \leq i \leq r ;$
$\mathcal{W}:=\emptyset ;$
For $(A, B)$ in $\mathcal{V}$ do begin
Collect $A$ and $B$ with respect to $\mathcal{S}$ to obtain words $C D$ and $C E$, respectively, where $C$ is a collected word in $Z^{*}$ and $D$ and $E$ are collected words in $W^{*}$;
If $D \neq E$ then collect $D E^{p-1}$ and add the result to $\mathcal{W}$

## End;

Let $f$ be the homomorphism from $W^{*}$ to $M=\left(\mathbb{Z}_{p}\right)^{|W|}$ which maps the $i$-th element of $W$ to the $(|W|+1-i)$-th standard basis element;
Let $M_{1}$ be the subspace of $M$ spanned by the elements $f(D)$ with $D$ in $\mathcal{W}$;
Let $\mathcal{P}$ be the set of power relations in the standard polycyclic presentation for $M / M_{1}$ relative to the images of the standard basis elements;
( $* \mathcal{P}$ may be found by row reducing modulo $p$ the matrix whose rows are the images $f(D)$. The relations in $\mathcal{P}$ will have one of the forms $z^{p}=1$ or $z=P$, where $P$ is a word which involves generators coming after $z . *$ )
For each relation $z=P$ in $\mathcal{P}$ use a Tietze transformation to eliminate $z$ from the presentation $(Y, \mathcal{S})$;
( $*$ All $w_{x}$ are removed by the previous statement. $*$ )
For $x$ in $X^{ \pm}$set $\sigma(x)$ equal to the word obtained from $\eta(x)$ by applying the Tietze transformations of the previous statement;
$W:=Y-Z$;
For $a_{i}$ in $Z$ define $\tau\left(a_{i}\right)$ to be $\nu\left(a_{i}\right)$, for $v_{i j}$ in $W$ define $\tau\left(v_{i j}\right)$ to be $\tau\left(a_{i} a_{j}\right)^{-1} \tau\left(a_{j} a_{i}\right)$, and for $u_{i}$ in $W$ define $\tau\left(u_{i}\right)$ to be $\tau\left(a_{i}^{p}\right)$;
Assign weight 1 to the elements of $Z$ and weight 2 to the elements of $W$
End
End.

If in CLASS_2_PQUOT we have $x=\nu(\mu(x))$ for some $x$ in $X$, then the element $w_{x}$ will eventually be found to be trivial in $K$ and can be omitted at the beginning.

Example 4.1. Let us continue with the group $G$ of Example 2.2 and $p=3$. By the remark just made, the generators $w_{b}, w_{d}$, and $w_{e}$ will be trivial. By looking at the simpler relations for $G$, we can see that some of the other new generators will be trivial. Since $a_{1}$ and $a_{2}$ map to $b$ and $d$, respectively, which have order 3 , it follows that $u_{1}$ and $u_{2}$ will be the identity in $G / \varphi_{3}(G)$. Therefore, we may take $W$ to consist of $v_{23}, v_{13}, v_{12}, u_{3}$, and $w_{c}$, in that
order. The resulting rewriting system $\mathcal{S}$ is

$$
\begin{gathered}
a_{j} a_{i} \rightarrow a_{i} a_{j} v_{i j}, \quad 1 \leq i<j \leq 3, \\
a_{1}^{3} \rightarrow \epsilon, \quad a_{2}^{3} \rightarrow \epsilon, \quad a_{3}^{3} \rightarrow u_{3} \\
w y \rightarrow y w, \quad w \in W, y \in Y, y \text { precedes } w \text { in } Y, \\
w^{3} \rightarrow \epsilon, \quad w \in W .
\end{gathered}
$$

The homomorphism $\eta$ maps $b, c, d$, and $e$ to $a_{1}, a_{2} a_{3} w_{c}, a_{2}$, and $a_{3}$, respectively. The images under $\eta$ of $x^{3}$ and $z^{3}$ are trivial by our earlier remark. The images of the three remaining relators for $G$ collect to $u_{3} v_{12}^{2} v_{1}^{2} v_{13}^{2}, v_{23}^{2}$, and $w_{c}^{2} v_{12}^{2} v_{13} v_{23}$, respectively. The relations $a_{i}=\eta\left(\nu\left(a_{i}\right)\right)$ have already been used to conclude that $w_{b}, w_{d}$, and $w_{e}$ are trivial. Thus they produce nothing new now. The elements of $\mathcal{W}$ map to the rows of the matrix

$$
\left[\begin{array}{lllll}
0 & 1 & 2 & 2 & 0 \\
0 & 0 & 0 & 0 & 2 \\
2 & 0 & 2 & 1 & 1
\end{array}\right]
$$

whose row Hermite normal form modulo 3 is

$$
\left[\begin{array}{lllll}
1 & 0 & 1 & 2 & 0 \\
0 & 1 & 2 & 2 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

This gives us the additional relations

$$
w_{c}=v_{12}^{2} v_{13}, \quad u_{3}=v_{12} v_{13}, \quad v_{23}=1
$$

The elements remaining in $W$ are $v_{12}$ and $v_{13}$. If we rename these generators $a_{4}$ and $a_{5}$, then the relations in the final presentation are

$$
\begin{gathered}
a_{2} a_{1}=a_{1} a_{2} a_{4}, \quad a_{3} a_{1}=a_{1} a_{3} a_{5}, \quad a_{3} a_{2}=a_{2} a_{3} \\
a_{j} a_{i}=a_{i} a_{j}, \quad 4 \leq j \leq 5, \quad 1 \leq i<j \\
a_{1}^{3}=1, \quad a_{2}^{3}=1, \quad a_{3}^{3}=a_{4} a_{5} \\
a_{i}^{3}=1, \quad 4 \leq i \leq 5
\end{gathered}
$$

The homomorphisms $\sigma$ and $\tau$ are defined by

$$
\begin{gathered}
\sigma(b)=a_{1}, \quad \sigma(c)=a_{2} a_{3} a_{4}^{2} a_{5}, \quad \sigma(d)=a_{2}, \quad \sigma(e)=a_{3} \\
\tau\left(a_{1}\right)=b, \quad \tau\left(a_{2}\right)=d, \quad \tau\left(a_{3}\right)=e \\
\tau\left(a_{4}\right)=d^{-1} b^{-1} d b, \quad \tau\left(a_{5}\right)=e^{-1} b^{-1} e b .
\end{gathered}
$$

The procedure for going from $G / G^{\prime}$ to $G / \gamma_{3}(G)$ is similar to CLASS_2_ PQUOT. Let $(Z, \mathcal{T})$ be a consistent polycyclic group presentation for a group $H$ isomorphic to $G / G^{\prime}$. If $(Z, \mathcal{T})$ is obtained using ABEL_QUOT, then it describes $G / G^{\prime}$ as a direct product of cyclic groups. We shall assume only that $Z=\left\{a_{1}, \ldots, a_{r}\right\}$ and that $\mathcal{T}$ contains the following relations:

$$
\begin{gathered}
a_{j} a_{i}=a_{i} a_{j}, \quad 1 \leq i<j \leq r \\
a_{i}^{m_{i}}=U_{i}, \quad i \in I
\end{gathered}
$$

where $U_{i}$ is in $\left\{a_{i+1}, \ldots, a_{r}\right\}^{ \pm *}$. We shall also assume that $\mu$ and $\nu$ are regular homomorphisms from $X^{ \pm^{*}}$ to $Z^{ \pm *}$ and $Z^{ \pm *}$ to $X^{ \pm *}$, respectively, such that $\mu$ defines a homomorphism of $G$ onto $H$ and for all $U$ in $Z^{ \pm *}$ the words $U$ and $\mu(\nu(U))$ define the same element of $H$.

We want to construct the same sort of description of $G / \gamma_{3}(G)$. We start by setting $Y=Z$ and $\tau=\nu$. By Proposition 2.5 in Chapter $9, \tau$ defines a homomorphism of $Y^{ \pm *}$ onto $G / \gamma_{3}(G)$. We next add new generators $v_{i j}$, $1 \leq i<j \leq r$, to $Y$ and define $\tau\left(v_{i j}\right)$ to be $\tau\left(a_{j}^{-1} a_{i}^{-1} a_{j} a_{i}\right)$. Let $W_{0}$ be the set of $v_{i j}$. The image of $W_{0}^{ \pm *}$ in $G / \gamma_{3}(G)$ is $G^{\prime} / \gamma_{3}(G)$. Suppose that $i$ is in $I$. Although the words $\tau\left(a_{i}^{m_{i}}\right)$ and $\tau\left(U_{i}\right)$ define the same element of $G / G^{\prime}$, they may not define the same element of $G / \gamma_{3}(G)$. There is a word $u_{i}$ in $W_{0}^{ \pm *}$ such that $\tau\left(a_{i}^{m_{i}}\right)$ and $\tau\left(U_{i} u_{i}\right)$ define the same element of $G / \gamma_{3}(G)$. Since we do not know such a word $u_{i}$ at this point, we add a new generator $u_{i}$ to $Y$ and set $\tau\left(u_{i}\right)=\tau\left(U_{i}^{-1} a_{i}^{m_{i}}\right)$. As we did in constructing $G / \varphi_{3}(G)$, we also add a new generator $w_{x}$ for each $x$ in $X$ and set $\tau\left(w_{x}\right)=\tau(\mu(x))^{-1} x$.

The monoid homomorphism $\tau$ defines a group homomorphism $\bar{\tau}$ from $F_{Y}$ onto $G / \gamma_{3}(G)$. Let $N$ be the kernel of $\bar{\tau}$ and set $K=F_{Y} / N$. Define $\sigma$ to be the regular homomorphism from $X^{ \pm *}$ to $Y^{ \pm *}$ such that $\sigma(x)=\mu(x) w_{x}$ for all $x$ in $X$. As in the earlier case, $\sigma$ and $\tau$ define inverse isomorphisms between $G / \gamma_{3}(G)$ and $K$.

Let $W_{1}$ consist of the elements $u_{i}$ with $i$ in $I$ and $w_{x}$ with $x$ in $X$, and let $W=W_{0} \cup W_{1}$. The following relations hold in $K$ :
(1) $a_{j} a_{i}=a_{i} a_{j} v_{i j}, \quad 1 \leq i<j \leq r$.
(2) $a_{i}^{m_{i}}=U_{i} u_{i}, \quad i \in I$.
(3) $w y=y w, \quad w \in W, y \in Y$.
(4) $\sigma(R)=\sigma(S), \quad(R, S) \in \mathcal{R}$.
(5) $a_{i}=\sigma\left(\tau\left(a_{i}\right)\right), \quad 1 \leq i \leq r$.

By an argument very similar to the proof of Proposition 4.1, we can show that these relations form a group presentation for $K$.

Let $M$ be the free abelian group on $W$ and let $M$ be considered a $\mathbb{Z}[H]$ module on which $H$ acts trivially. Relations (1) to (3) say that $K$ is a quotient of a formal extension $K_{2}$ of $M$ by $H$. Using the finitely generated
version of EXTEND_RULES, we can get a rewriting system $\mathcal{S}$ for $K_{2}$. This time $\mathcal{S}$ is not automatically confluent. Processing the overlaps of the left sides of the relations described in Proposition 3.5, we obtain generators for the kernel $M_{0}$ of the map from $M$ to $K_{2}$. Rewriting both sides of the relations (4) and (5) produces the additional elements of $M$ needed to generate the kernel $M_{1}$ of the map from $M$ to $K$. We add the power relations for the presentation of $M / M_{1}$ in terms of the elements of $W$ and remove redundant generators.

Here is the formal description of the algorithm for going from $G / G^{\prime}$ to $G / \gamma_{3}(G)$ :

Procedure CLASS_2_QUOT $(X, \mathcal{R}, Z, \mathcal{T}, \mu, \nu ; Y, \mathcal{S}, \sigma, \tau)$;
(* The arguments are described in the text. *)
Begin
If $Z=\emptyset$ then begin
(* $G$ is perfect. *)
$Y:=Z ; \mathcal{S}:=\mathcal{T} ; \sigma:=\mu ; \tau:=\nu$
End
Else begin
Let the elements of $Z$ be $a_{1}, \ldots, a_{r}$ and let $\mathcal{T}$ contain the relations $a_{j} a_{i}=a_{i} a_{j}, 1 \leq i<j \leq r$, and $a_{i}^{m_{i}}=U_{i}, i \in I ;$
Let $W$ be a set containing new generators of the following types: $w_{x}$ for $x$ in $X, u_{i}$ for $i$ in $I$, and $v_{i j}$ for $i \leq i<j \leq r$;
Let $Y=Z \cup W$ and arrange the elements of $Y$ in a sequence with the $v_{i j}$ first, the $w_{x}$ next, and $a_{r}, \ldots, a_{1}$ last;
Let $M$ be the free abelian group on $W$ considered as a $\mathbb{Z}[H]$-module on which $H=\operatorname{Grp}\langle Z \mid \mathcal{T}\rangle$ acts trivially;
Use the finitely generated version of EXTEND_RULES with input $Z, \mathcal{T}, M$, the $v_{i j}$, and the $u_{i}$ to obtain a rewriting system $\mathcal{S}$ on $Y^{ \pm *}$ for the formal extension $K_{2}$ of $M$ by $H$ containing, among others, rules $a_{j} a_{i} \rightarrow a_{i} a_{j} v_{i j}, 1 \leq i<j \leq r$, and $a_{i}^{m_{i}} \rightarrow U_{i} u_{i}$ with $i$ in $I$;
Let $\eta$ be the regular homomorphism from $X^{ \pm *}$ to $Y^{ \pm *}$ such that $\eta(x)=\mu(x) w_{x}$ for all $x$ in $X ;$
Let $\mathcal{V}$ consist of the pairs $(\eta(R), \eta(S))$ with $(R, S)$ in $\mathcal{R}$, the pairs $\left(\eta\left(\nu\left(a_{i}\right)\right), a_{i}\right)$, and the pairs $(D R, P E)$, where $P Q R$ is an overlap between rules $P Q \rightarrow D$ and $Q R \rightarrow E$ in $\mathcal{S}$ with positive left sides;
(* If each $U_{i}$ is empty, then Proposition 3.4 can be used as an alternative to processing the overlaps $P Q R$. *)
$\mathcal{W}:=\emptyset ;$
For $(A, B)$ in $\mathcal{V}$ do begin

Collect $A$ and $B$ with respect to $\mathcal{S}$ to obtain $C D$ and $C E$, respectively, where $C$ is a collected word in $Z^{ \pm *}$ and $D$ and $E$ are collected words in $W^{ \pm *}$;
If $D \neq E$ then add $D E^{-1}$ to $\mathcal{W}$
End;
Let $M_{1}$ be the subgroup of $M$ generated by the image of $\mathcal{W}$;
Let $\mathcal{P}$ be the set of power relations in the standard polycyclic presentation for $M / M_{1}$ in terms of the elements of $W$ in the chosen order;
(* $\mathcal{P}$ may be found by establishing an isomorphism between $M$ and $\mathbb{Z}^{|W|}$ using the chosen ordering of $W$ and then row reducing the matrix whose rows correspond to the elements of $\mathcal{W} . *$ )
For each relation $z^{m}=P$ in $\mathcal{P}$ add $z^{m} \rightarrow P$ and $z^{-1} \rightarrow z^{m-1} P^{-1}$ to $\mathcal{S}$;
For each relation in $\mathcal{P}$ whose left side has the form $z^{m}$ with $m=1$ use a Tietze transformation to eliminate $z$ from the presentation $(Y, \mathcal{S})$;
(* All $u_{i}$ and $w_{x}$ are removed by the previous statement. *)
For $x$ in $X$ set $\sigma(x)$ equal to $\mu(x) \overline{w_{x}}$, where $\overline{w_{x}}$ denotes the result of applying the Tietze transformations of the previous statement to $w_{x}$;
$W:=Y-Z$;
For $a_{i}$ in $Z$ define $\tau\left(a_{i}\right)$ to be $\nu\left(a_{i}\right)$ and for $v_{i j}$ in $W$ define $\tau\left(v_{i j}\right)$ to be $\tau\left(a_{j}^{-1} a_{j}^{-1} i a_{j} a_{i}\right)$;
Assign weight 1 to elements of $Z$ and weight 2 to elements of $W$ End
End.
Example 4.2. Let us continue with the group $S$ of Example 2.4. Here $Z=\left\{a_{1}, a_{2}, a_{3}\right\}$, and $\mathcal{T}$ contains the following relations:

$$
\begin{gathered}
a_{j} a_{i}=a_{i} a_{j}, \quad 1 \leq i<j \leq 3 \\
a_{1}^{2}=1
\end{gathered}
$$

The homomorphisms $\mu$ and $\nu$ are given by

$$
\begin{gathered}
\mu\left(t_{1}\right)=1, \quad \mu\left(t_{2}\right)=a_{1}, \quad \mu\left(t_{3}\right)=a_{2}, \quad \mu\left(t_{4}\right)=a_{3} \\
\nu\left(a_{1}\right)=t_{2}, \quad \nu\left(a_{2}\right)=t_{3}, \quad \nu\left(a_{3}\right)=t_{4} .
\end{gathered}
$$

According to CLASS_2_QUOT, we should allow for the following generators in $W: w_{1}, w_{2}, w_{3}, w_{4}, u_{1}, v_{12}, v_{13}, v_{23}$, where $w_{i}$ denotes $w_{t_{i}}$. However,
since $\mu\left(\nu\left(a_{i}\right)\right)=a_{i}, 1 \leq i \leq 3$, we can see immediately that $w_{2}, w_{3}$, and $w_{4}$ are trivial in $K$ and can be omitted. Thus the elements of $W$ will be taken to be $v_{23}, v_{13}, v_{12}, u_{1}, w_{1}$, in that order.

The result of applying EXTEND_RULES is a rewriting system $\mathcal{S}$ with the following rules:

$$
\begin{aligned}
& v^{\alpha} u^{\beta} \rightarrow u^{\beta} v^{\alpha}, \quad u, v \in W, v \text { precedes } u, \\
& u^{\alpha} a_{i}^{\beta} \rightarrow a_{i}^{\beta} u^{\alpha}, \quad u \in W, 1 \leq i \leq 3, \\
& a_{j}^{\alpha} a_{i}^{\beta} \rightarrow a_{i}^{\beta} a_{j}^{\alpha} v_{i j}^{\alpha \beta}, \quad 1 \leq i<j \leq 3, \\
& a_{1}^{2} \rightarrow u_{1}, \quad a_{1}^{-1} \rightarrow a_{1} u_{1}^{-1}
\end{aligned}
$$

Here $\alpha$ and $\beta$ range independently over $\{1,-1\}$. By Proposition 3.4, the results of processing the overlaps among these relations are all consequences of the relations $v_{12}^{2}=v_{13}^{2}=1$. Thus we put $v_{12}^{2}$ and $v_{13}^{2}$ into $\mathcal{W}$.

The homomorphism $\eta$ is given by $\eta\left(t_{1}\right)=w_{1}, \eta\left(t_{i}\right)=a_{i-1}, 2 \leq i \leq 4$. The image under $\eta$ of $t_{1} t_{2} t_{1}^{-1} t_{2}^{-1}$ is

$$
w_{1} a_{1} w_{1}^{-1} a_{1}^{-1} \rightarrow w_{1} a_{1} w_{1}^{-1} a_{1} u_{1}^{-1} \rightarrow a_{1}^{2} u_{1}^{-1} \rightarrow u_{1} u_{1}^{-1} \rightarrow \epsilon
$$

Therefore no element needs to be added to $\mathcal{W}$ for this relator. The image of $t_{1}^{5} t_{2}^{-2}$ is

$$
w_{1}^{5} a_{1}^{-2} \rightarrow w_{1}^{5} a_{1} u_{1}^{-1} a_{1} u_{1}^{-1} \rightarrow a_{1}^{2} w_{1}^{5} u_{1}^{-2} \rightarrow u_{1} w_{1}^{5} u_{1}^{-2} \rightarrow w_{1}^{5} u_{1}^{-1}
$$

Hence $w_{1}^{5} u_{1}^{-1}$ is added to $\mathcal{W}$. The images of the three remaining original relators can be rewritten to $w_{1} v_{23}^{-1}, w_{1}^{-1} v_{12} v_{23}$, and $v_{13}$, respectively, so these elements are also added to $\mathcal{W}$. The image of $a_{i}^{-1} \nu\left(a_{i}\right)$ can be rewritten to $\varepsilon, 1 \leq i \leq 3$, so no elements need to be added to $\mathcal{W}$ for these relators.

We identify $M$ with $\mathbb{Z}^{5}$ so that

$$
\begin{aligned}
w_{1} & =(1,0,0,0,0), \\
u_{1} & =(0,1,0,0,0), \\
v_{12} & =(0,0,1,0,0), \\
v_{13} & =(0,0,0,1,0), \\
v_{23} & =(0,0,0,0,1) .
\end{aligned}
$$

The elements of $\mathcal{W}$ correspond to the rows of

$$
A=\left[\begin{array}{rrrrr}
0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 \\
5 & -1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & -1 \\
-1 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 0
\end{array}\right]
$$

Row-reducing $A$ over the integers, we get

$$
\left[\begin{array}{rrrrr}
1 & 0 & 0 & 0 & -1 \\
0 & 1 & 0 & 0 & -5 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

Thus in $M / M_{1}$, the images of $v_{12}$ and $v_{13}$ are trivial, $w_{1}=v_{23}$, and $u_{1}=v_{23}^{5}$. If we rename $v_{23}$ as $a_{4}$, then $S / \gamma_{3}(S)$ is given by the following consistent nilpotent presentation:

$$
\begin{gathered}
a_{2} a_{1}=a_{1} a_{2}, \quad a_{3} a_{1}=a_{1} a_{3}, \quad a_{3} a_{2}=a_{2} a_{3} a_{4} \\
a_{4} a_{i}=a_{i} a_{4}, \quad 1 \leq i \leq 3 \\
a_{1}^{2}=a_{4}^{5}
\end{gathered}
$$

The homomorphisms $\sigma$ and $\tau$ are given by

$$
\begin{gathered}
\sigma\left(t_{1}\right)=a_{4}, \quad \sigma\left(t_{2}\right)=a_{1}, \quad \sigma\left(t_{3}\right)=a_{2}, \quad \sigma\left(t_{4}\right)=a_{3} \\
\tau\left(a_{1}\right)=t_{2}, \quad \tau\left(a_{2}\right)=t_{3}, \quad \tau\left(a_{3}\right)=t_{4}, \quad \tau\left(a_{4}\right)=t_{4}^{-1} t_{3}^{-1} t_{4} t_{3}
\end{gathered}
$$

The value of $\tau\left(a_{4}\right)$ comes from the fact that $a_{4}$ is $v_{23}$ renamed and $\tau$ maps $a_{3}$ and $a_{2}$ to $t_{4}$ and $t_{3}$, respectively.

The presentation for $G^{\prime} / \gamma_{3}(G)$ obtained directly from CLASS_2_QUOT does not always give this group as a direct sum of cyclic groups. Such a presentation can be obtained. See the procedure ADJUST in Section 11.5.

## Exercise

4.1. Let $G$ be the group defined in Exercise 2.1. Compute $G / \varphi_{3}(G)$ for $p=2$ and 3. Determine $G / \gamma_{3}(G)$.

### 11.5 Other nilpotent quotients

Let $(X, \mathcal{R})$ be a finite presentation for a group $G$. The procedures ABEL_PQUOT and ABEL_QUOT of Section 11.2 allow us to determine $G / \varphi_{2}(G)$ and $G / G^{\prime}$. Once these quotients are known, the procedures CLASS_2_PQUOT and CLASS_2_QUOT from Section 11.4 can be used to compute $G / \varphi_{3}(G)$ and $G / \gamma_{3}(G)$. In this section we shall describe algorithms for determining $G / \varphi_{e+1}(G)$ and $G / \gamma_{e+1}(G)$, where $e \geq 3$.

Let us look at $G / \varphi_{e+1}(G)$ first. By induction on $e$, we may assume that we know a consistent $\varphi$-weighted exponent- $p$ power-commutator presentation $(Z, \mathcal{T})$ for a group $H$ isomorphic to $G / \varphi_{e}(G)$. If $\varphi_{e-1}(H)=1$, then $\varphi_{k}(G)=$ $\varphi_{e-1}(G)$ for all $k \geq e-1$. In this case we may stop since $G / \varphi_{e+1}(G)$ is isomorphic to $H$. Thus we may assume that $\varphi_{e-1}(H)$ is nontrivial.

Let $Z=\left\{a_{1}, \ldots, a_{t}\right\}$, let $w_{i}$ be the weight of $a_{i}$, and let $\mathcal{T}$ contain the relations

$$
\begin{gathered}
a_{j} a_{i}=a_{i} a_{j} V_{i j}, \quad 1 \leq i<j \leq t \\
a_{j}^{p}=U_{j}, \quad 1 \leq j \leq t
\end{gathered}
$$

where the generators occurring in $V_{i j}$ and $U_{j}$ have weights at least $w_{i}+w_{j}$ and $w_{j}+1$, respectively. We may assume that we have homomorphisms $\mu$ and $\nu$ from $X^{ \pm *}$ to $Z^{*}$ and $Z^{*}$ to $X^{ \pm *}$, respectively, such that $\mu$ defines a homomorphism of $G$ onto $H$ and for all $U$ in $Z^{*}$ the words $\mu(\nu(U))$ and $U$ define the same element of $H$. The generators of a given weight $m$ generate $\varphi_{m}(H)$ modulo $\varphi_{m+1}(H)$. We shall denote by $r$ the largest index such that $w_{r}=1$ and by $s$ the smallest index such that $w_{s}=e-1$.

We want a consistent $\varphi$-weighted exponent- $p$ power-commutator presentation $(Y, \mathcal{S})$ for $G / \varphi_{e+1}(G)$ and associated homomorphisms $\sigma$ and $\tau$. The procedure for going from $Z, \mathcal{T}, \mu, \nu$ to $Y, \mathcal{S}, \sigma, \tau$ is similar to CLASS_2_ PQUOT. The difference is analogous to the difference between Propositions 11.2 and 11.3 in Chapter 9. We start by taking $Y=Z$ and $\tau=\nu$. The image of $Y^{*}$ under $\tau$ maps onto $G / \varphi_{2}(G)$ and hence onto $G / \varphi_{e+1}(G)$. To be sure that we have generators in $Y$ which map to a polycyclic generating sequence for $G / \varphi_{e+1}(G)$, we add generators $v_{i j}$ and $u_{j}$ to $Y$, where $1 \leq i \leq r$ and $s \leq j \leq t$. We define $\tau\left(v_{i j}\right)$ and $\tau\left(u_{j}\right)$ to be $\tau\left(a_{i} a_{j}\right)^{-1} \tau\left(a_{j} a_{i}\right)$ and $\tau\left(a_{i}^{p}\right)$, respectively. The set of these $v_{i j}$ and $u_{j}$ will be denoted $W_{0}$. We must also add certain temporary generators, generators which are guaranteed to be removed from the presentation later in the computation. These temporary generators are $w_{x}$ with $x$ in $X, u_{i}$ with $1 \leq i<s$, and $v_{i j}$, where $1 \leq i<$ $j \leq t$ and either $r<i$ or $j<s$. We set $\tau\left(v_{i j}\right)=\tau\left(V_{i j}\right)^{-1} \tau\left(a_{i} a_{j}\right)^{-1} \tau\left(a_{j} a_{i}\right)$ and $\tau\left(u_{i}\right)=\tau\left(U_{i}\right)^{-1} \tau\left(a_{i}^{p}\right)$. In addition, we define $\tau\left(w_{x}\right)=\tau(\mu(x))^{-1} x$. The set of temporary generators will be denoted $W_{1}$. The map $\sigma$ is defined by $\sigma(x)=\mu(x) w_{x}$.

Let $W=W_{0} \cup W_{1}$ and $Y=Z \cup W$. The following relations on the generators in $Y$ form a monoid presentation for $G / \varphi_{e+1}(G)$ :
(1) $a_{j} a_{i}=a_{i} a_{j} V_{i j} v_{i j}, \quad 1 \leq i<j \leq t$,
(2) $a_{i}^{p}=U_{i} u_{i}, \quad 1 \leq i \leq t$,
(3) $w y=y w, \quad w \in W, y \in Y$,
(4) $w^{p}=1, \quad w \in W$,
(5) $\sigma(R)=\sigma(S), \quad(R, S) \in \mathcal{R}$,
(6) $a_{i}=\sigma\left(\tau\left(a_{i}\right)\right), \quad 1 \leq i \leq t$.

The proof of this assertion is similar to the proof of Proposition 4.1.
Here is the procedure for going from $G / \varphi_{e}(G)$ to $G / \varphi_{e+1}(G)$ when $e \geq 3$ :
Procedure NEXT_PQUOT $(X, \mathcal{R}, p, Z, \mathcal{T}, \mu, \nu, e ; Y, \mathcal{S}, \sigma, \tau)$;
( $*$ The arguments are described in the text. $*$ )
Begin
If there are no generators of weight $e-1$ in $Z$ then begin

$$
Y:=Z ; \mathcal{S}:=\mathcal{T}, \sigma:=\mu ; \tau:=\nu
$$

End
Else begin
Let $Z$ consist of $a_{1}, \ldots, a_{t}$ and let $\mathcal{T}$ contain the relations $a_{j} a_{i}=a_{i} a_{j} V_{i j}, 1 \leq i<j \leq t$, and $a_{i}^{p}=U_{i}, 1 \leq i \leq t ;$
Let $a_{r}$ be the last generator of weight 1 and let $a_{s}$ be the first generator of weight $e-1$;
Let $W_{0}$ be a set of new generators $v_{i j}$ and $u_{j}, 1 \leq i \leq r, s \leq j \leq t$;
Let $W_{1}$ be a set of new generators $w_{x}$ with $x$ in $X, u_{i}$ with
$1 \leq i<s$, and $v_{i j}$ with $1 \leq i<j \leq t$ and either $r<i$ or $j<s ;$
$W:=W_{0} \cup W_{1} ; Y:=Z \cup W$;
Arrange the elements of $Y$ in a sequence with the elements of $W_{0}$ first, the elements of $W_{1}$ next, and $a_{t}, \ldots, a_{1}$ last;
Let $\mathcal{S}$ be the rewriting system on $Y^{*}$ containing the rules $a_{j} a_{i} \rightarrow a_{i} a_{j} V_{i j} v_{i j}$ for $1 \leq i<j \leq t, a_{i}^{p} \rightarrow U_{i} u_{i}$ for $1 \leq i \leq t$, $w^{p} \rightarrow \varepsilon$ for $w$ in $W$, and $w y \rightarrow y w$ for $w$ in $W, y$ in $Y$, and $y$ precedes $w$;
Let $\eta$ be a homomorphism from $X^{ \pm *}$ to $Y^{*}$ such that for $x$ in $X$ we have $\eta(x)=\mu(x) w_{x}$ and $\eta(x) \eta\left(x^{-1}\right)$ can be reduced to $\varepsilon$ using $\mathcal{S}$;
Let $\mathcal{V}$ consist of the pairs $(\eta(R), \eta(S))$ with $(R, S)$ in $\mathcal{R}$, the pairs $\left(\eta\left(\nu\left(a_{i}\right)\right), a_{i}\right), 1 \leq i \leq t$, and the pairs $(D R, P E)$, where $P Q R$ is an overlap between rules $P Q \rightarrow D$ and $Q R \rightarrow E$ in $\mathcal{S}$ with positive left sides;
$\mathcal{W}:=\emptyset ;$
For $(A, B)$ in $\mathcal{V}$ do begin

Collect $A$ and $B$ with respect to $\mathcal{S}$ to obtain $C D$ and $C E$, respectively, where $C$ is a collected word in $X^{ \pm *}$ and $D$ and $E$ are collected words in $W^{*}$;
If $D \neq E$ then collect $D E^{p-1}$ and add the result to $\mathcal{W}$
End;
Let $f$ be the homomorphism from $W^{*}$ to $M=\left(\mathbb{Z}_{p}\right)^{|W|}$ which maps the $i$-th element of $W$ to the $(|W|+1-i)$-th standard basis element;
Let $M_{1}$ be the subspace of $M$ spanned by the elements $f(D)$ with $D$ in $\mathcal{W}$;
Let $\mathcal{P}$ be the set of power relations in the standard polycyclic presentation for $M / M_{1}$ relative to the images of the standard basis elements;
(* See comment in CLASS_2_PQUOT. *)
For each relation in $\mathcal{P}$ of the form $z=P$ with $z$ in $W$ use a Tietze transformation to eliminate $z$ from the presentation $(Y, \mathcal{S})$;
(* All elements of $W_{1}$ are removed by the previous statement. *)
For $x$ in $X^{ \pm}$set $\sigma(x)$ equal to the word obtained from $\eta(x)$ by applying the Tietze transformations of the previous statement and collecting;
$W:=Y-Z$;
For $a_{i}$ in $Z$ define $\tau\left(a_{i}\right)$ to be $\nu\left(a_{i}\right)$, for $v_{i j}$ in $W$ define $\tau\left(v_{i j}\right)$ to be $\tau\left(a_{i} a_{j}\right)^{-1} \tau\left(a_{j} a_{i}\right)$, and for $u_{i}$ in $W$ define $\tau\left(u_{i}\right)$ to be $\tau\left(a_{i}^{p}\right)$;
Assign weight $e$ to the elements of $W$
End
End.
As noted in Section 11.4, frequently there are many elements of $W$ in NEXT_PQUOT which are obviously trivial and can be omitted entirely. If $\nu(\mu(x))$ is $x$ for some $x$ in $X$, then $w_{x}$ can be omitted. If $1 \leq i<j \leq t$ and the sum of the weights of $a_{i}$ and $a_{j}$ exceeds $e$, then $a_{i}$ and $a_{j}$ will commute in the final presentation and $v_{i j}$ can be omitted. Also, suppose that $1 \leq i<j<k \leq t$ and $T$ contains the relation $a_{j} a_{i}=a_{i} a_{j} a_{k}$. If $\nu$ preserves this relation, then $v_{i j}$ will be found to be trivial. Similarly, if $\nu$ preserves a relation $a_{i}^{p}=a_{j}$, then $u_{i}$ can be omitted. In addition to omitting elements of $W$, it is also possible to obtain early in the procedure formulas describing certain elements of $W$ in terms of later elements. We can use the remarks at the end of Section 9.11 to reduce the number of overlaps which need to be considered.

Example 5.1. Let us determine $G / \varphi_{4}(G)$, where $G$ is the group of Examples 2.2 and 4.1 and $p=3$. By Example 4.1, $G / \varphi_{3}(G)$ is given by

$$
a_{2} a_{1}=a_{1} a_{2} a_{4}, \quad a_{3} a_{1}=a_{1} a_{3} a_{5}, \quad a_{3} a_{2}=a_{2} a_{3}
$$

$$
\begin{gathered}
a_{j} a_{i}=a_{i} a_{j}, \quad 4 \leq j \leq 5,1 \leq i<j, \\
a_{1}^{3}=1, \quad a_{2}^{3}=1, \quad a_{3}^{3}=a_{4} a_{5} \\
a_{i}^{3}=1, \quad 4 \leq i \leq 5
\end{gathered}
$$

The homomorphisms $\mu$ and $\nu$ are defined by

$$
\begin{gathered}
\mu(b)=a_{1}, \quad \mu(c)=a_{2} a_{3} a_{4}^{2} a_{5}, \quad \mu(d)=a_{2}, \quad \mu(e)=a_{3} \\
\nu\left(a_{1}\right)=b, \quad \nu\left(a_{2}\right)=d, \quad \nu\left(a_{3}\right)=e \\
\nu\left(a_{4}\right)=d^{-1} b^{-1} d b, \quad \nu\left(a_{5}\right)=e^{-1} b^{-1} e b
\end{gathered}
$$

Just as in Example 4.1, the new generators $w_{b}, w_{d}, w_{e}, u_{1}$, and $u_{2}$ will all be trivial, and hence can be omitted. In addition, $\tau$ preserves the relations $a_{2} a_{1}=a_{1} a_{2} a_{4}$ and $a_{3} a_{1}=a_{1} a_{3} a_{5}$, which are the definitions of $a_{4}$ and $a_{5}$, so $v_{12}$ and $v_{13}$ will be trivial too. Thus we may take $W$ to consist of $v_{35}, v_{25}$, $v_{15}, v_{34}, v_{24}, v_{14}, u_{5}, u_{4}, v_{23}, u_{3}, w_{c}$, where the last three generators make up $W_{1}$ and the remaining are in $W_{0}$. Processing the overlaps of left sides in the initial presentation produces the following elements of $\mathcal{W}: v_{34} v_{25}^{2}$, $u_{4}^{2}, u_{5}^{2}, u_{5}^{2} v_{14} v_{15}, v_{24} v_{25}$, and $v_{24}^{2} v_{35}^{2}$. Collecting the original relations adds the following elements: $u_{4}^{2} u_{5} v_{14}^{2} v_{24} v_{25} v_{35}, v_{23}^{2} v_{34}^{2} v_{35}^{2}$, and $w_{c}^{2} v_{23} u_{4} u_{5} v_{34}^{2} v_{25}$. The relations $a_{i}=\sigma\left(\tau\left(a_{i}\right)\right)$ yield $u_{4}$ and $u_{5} v_{14}^{2} v_{34}^{2} v_{15}^{2} v_{35}^{2}$. Row reducing the matrix

$$
\left[\begin{array}{lllllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 2 & 0 \\
0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 2 \\
0 & 1 & 0 & 2 & 1 & 2 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 2 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 2 \\
2 & 0 & 1 & 1 & 1 & 0 & 0 & 2 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 2 & 0 & 2 & 2 & 0 & 2
\end{array}\right]
$$

modulo 3 , we get
$\left[\begin{array}{lllllllllll}1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 2 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$

This tells us that $w_{c}, v_{23}, u_{4}$, and $u_{5}$ are trivial and that

$$
u_{3}=v_{15}^{2} v_{35}^{2}, \quad v_{14}=v_{15}^{2}, \quad v_{24}=v_{35}, \quad v_{34}=v_{35}^{2}, \quad v_{25}=v_{35}^{2}
$$

If we rename $v_{15}$ and $v_{35}$ as $a_{6}$ and $a_{7}$, we get the following presentation:

$$
\begin{gathered}
a_{2} a_{1}=a_{1} a_{2} a_{4}, \quad a_{3} a_{1}=a_{1} a_{3} a_{5}, \quad a_{3} a_{2}=a_{2} a_{3} \\
a_{4} a_{1}=a_{1} a_{4} a_{6}^{2}, \quad a_{4} a_{2}=a_{2} a_{4} a_{7}, \quad a_{4} a_{3}=a_{3} a_{4} a_{7}^{2} \\
a_{5} a_{1}=a_{1} a_{5} a_{6}, \quad a_{5} a_{2}=a_{2} a_{5} a_{7}^{2}, \quad a_{5} a_{3}=a_{3} a_{5} a_{7} \\
a_{j} a_{i}=a_{i} a_{j}, \quad 4 \leq i<j \leq 7, \\
a_{1}^{3}=1, \quad a_{2}^{3}=1, \quad a_{3}^{3}=a_{4} a_{5} a_{6}^{2} a_{7}^{2} \\
a_{i}^{3}=1, \quad 4 \leq i \leq 7
\end{gathered}
$$

The homomorphisms $\sigma$ and $\tau$ are given by

$$
\begin{gathered}
\sigma(b)=a_{1}, \quad \sigma(c)=a_{2} a_{3} a_{4}^{2} a_{5}, \quad \sigma(d)=a_{2}, \quad \sigma(e)=a_{3} \\
\tau\left(a_{1}\right)=b, \quad \tau\left(a_{2}\right)=d, \quad \tau\left(a_{3}\right)=e, \quad \tau\left(a_{4}\right)=d^{-1} b^{-1} d b \\
\tau\left(a_{5}\right)=e^{-1} b^{-1} e b, \quad \tau\left(a_{6}\right)=b^{-1} e^{-1} b e b^{-1} e^{-1} b^{-1} e b^{2} \\
\tau\left(a_{7}\right)=b^{-1} e^{-1} b e e^{-2} b^{-1} e b e=b^{-1} e^{-1} b e^{-1} b^{-1} e b e
\end{gathered}
$$

Now let us consider the problem of constructing $G / \gamma_{e+1}(G)$ from $G / \gamma_{e}(G)$. We may suppose that we have a consistent nilpotent group presentation $(Z, \mathcal{T})$ for a group $H$ isomorphic to $G / \gamma_{e}(G)$. Let $Z=\left\{a_{1}, \ldots, a_{t}\right\}$ and let $\mathcal{T}$ contain the relations

$$
\begin{gathered}
a_{j} a_{i}=a_{i} a_{j} V_{i j}, \quad 1 \leq i<j \leq t, \\
a_{j}^{m_{j}}=U_{j}, \quad j \in I
\end{gathered}
$$

We also assume that we have associated regular homomorphisms $\mu$ and $\nu$ from $X^{ \pm *}$ to $Z^{ \pm *}$ and $Z^{ \pm *}$ to $X^{ \pm *}$, respectively. We denote by $r$ the largest index such that $a_{r}$ has weight 1 and by $s$ the smallest index such that $a_{s}$ has weight $e-1$.

We want a consistent nilpotent presentation $(Y, \mathcal{S})$ for $G / \gamma_{e+1}(G)$ and associated regular homomorphisms $\sigma$ and $\tau$. The procedure for going from $Z, \mathcal{T}, \mu, \nu$ to $Y, \mathcal{S}, \sigma, \tau$ is very similar to NEXT_PQUOT. We start by taking $Y=Z$ and $\tau=\nu$. The image of $Y^{ \pm *}$ under $\tau$ maps onto $G / G^{\prime}$ and hence onto $G / \gamma_{e+1}(G)$. To be sure that we have generators in $Y$ which map to a polycyclic generating sequence for $G / \gamma_{e+1}(G)$, we add generators $v_{i j}$ to $Y$, where $1 \leq i \leq r$ and $s \leq j \leq t$, and define $\tau\left(v_{i j}\right)$ to be $\tau\left(a_{j}^{-1} a_{i}^{-1} a_{j} a_{i}\right)$. The set of these $v_{i j}$ will be denoted $W_{0}$. We also add the following temporary generators: $w_{x}$ with $x$ in $X, u_{i}$ with $i$ in $I$, and $v_{i j}$, where $1 \leq i<j \leq t$ and either $r<i$ or $j<s$. We set $\tau\left(v_{i j}\right)=\tau\left(V_{i j}^{-1} a_{j}^{-1} a_{i}^{-1} a_{j} a_{i}\right), \tau\left(w_{x}\right)=$ $\tau(\mu(x))^{-1} x$, and $\tau\left(u_{i}\right)=\tau\left(U_{i}^{-1} a_{i}^{m_{i}}\right)$. The set of temporary generators will be denoted $W_{1}$. The map $\sigma$ is defined by $\sigma(x)=\mu(x) w_{x}$.

Let $W=W_{0} \cup W_{1}$. The following relations define $G / \gamma_{e+1}(G)$ as a group:
(1) $a_{j} a_{i}=a_{i} a_{j} V_{i j} v_{i j}, \quad 1 \leq i<j \leq t$.
(2) $a_{i}^{m_{i}}=U_{i} u_{i}, \quad i \in I$.
(3) $w y=y w, \quad w \in W, y \in Y$.
(4) $\sigma(R)=\sigma(S), \quad(R, S) \in \mathcal{R}$.
(5) $a_{i}=\sigma\left(\tau\left(a_{i}\right)\right), \quad 1 \leq i \leq t$.

Here is the algorithm for going from $G / \gamma_{e}(G)$ to $G / \gamma_{e+1}(G)$ when $e \geq 3$ :

Procedure NEXT_QUOT $(X, \mathcal{R}, Z, \mathcal{T}, \mu, \nu, e ; Y, \mathcal{S}, \sigma, \tau)$;
(* The arguments are described in the text. *)
Begin
If there are no generators of weight $e-1$ in $Z$ then begin

$$
Y:=Z ; \mathcal{S}:=\mathcal{T} ; \sigma:=\mu ; \tau:=\nu
$$

End
Else begin
Let $Z$ consist of the elements $a_{1}, \ldots, a_{t}$ and let $\mathcal{T}$ contain the relations $a_{j} a_{i}=a_{i} a_{j} V_{i j}, 1 \leq i<j \leq t$, and $a_{i}^{m_{i}}=U_{i}, i \in I ;$
Let $a_{r}$ be the last generator of weight 1 and let $a_{s}$ be the first generator of weight $e-1$;
Let $W_{0}$ be a set of new generators $v_{i j}, 1 \leq i \leq r, s \leq j \leq t$;
Let $W_{1}$ be a set of new generators of the following types: $w_{x}$ for $x$ in $X, u_{i}$ for $i$ in $I$, and $v_{i j}$ for those pairs $(i, j)$ such that $1 \leq i<j \leq t$ and either $r<i$ or $j<s ;$
$W:=W_{0} \cup W_{1} ; Y:=Z \cup W$;

Arrange the elements of $Y$ in a sequence with the elements of $W_{0}$ first, the elements of $W_{1}$ next, and $a_{t}, \ldots, a_{1}$ last;
Let $M$ be the free abelian group on $W$ considered as a $\mathbb{Z}[H]$-module on which $H=\operatorname{Grp}\langle Z \mid \mathcal{T}\rangle$ acts trivially;
Use the finitely generated version of EXTEND_RULES with input $Z, \mathcal{T}, M$, and the elements of $W$ to obtain a rewriting system $\mathcal{S}$ on $Y^{ \pm *}$ for the formal extension of $M$ by $H$ containing, among others, rules $a_{j} a_{i} \rightarrow a_{i} a_{j} V_{i j} v_{i j}, 1 \leq i<j \leq t$, and $a_{i}^{m_{i}} \rightarrow U_{i} u_{i}, i \in I ;$
Let $\eta$ be the regular homomorphism from $X^{ \pm *}$ to $Y^{ \pm *}$ such that $\eta(x)=\mu(x) w_{x}$ for $x \in X ;$
Let $\mathcal{V}$ consist of the pairs $(\eta(R), \eta(S))$ with $(R, S)$ in $\mathcal{R}$, the pairs $\left.\eta\left(\nu\left(a_{i}\right)\right), a_{i}\right), 1 \leq i \leq t$, and the pairs $(D R, P E)$, where $P Q R$ is an overlap between rules $P Q \rightarrow D$ and $Q R \rightarrow E$ in $\mathcal{S}$ with positive left sides;
$\mathcal{W}:=\emptyset ;$
For $(A, B)$ in $\mathcal{V}$ do begin
Collect $A$ and $B$ with respect to $\mathcal{S}$ to obtain $C D$ and $C E$, respectively, where $C$ is a collected word in $Z^{ \pm *}$ and $D$ and $E$ are collected words in $W^{ \pm *}$;
If $D \neq E$ then add $D E^{-1}$ to $\mathcal{W}$
End;
Let $M_{1}$ be the subgroup of $M$ generated by the image of $\mathcal{W}$;
Let $\mathcal{P}$ be the set of power relations in the standard polycyclic presentation for $M / M_{1}$ in terms of the elements of $W$ in the chosen order;
(* See comment in CLASS_2_QUOT. *)
For each relation $z^{m}=P$ in $\mathcal{P}$ add $z^{m} \rightarrow P$ and $z^{-1} \rightarrow z^{m-1} P^{-1}$ to $\mathcal{S}$;
For each relation in $\mathcal{P}$ whose left side has the form $z^{m}$ with $m=1$ use a Tietze transformation to eliminate $z$ from the presentation ( $Y, \mathcal{S}$ );
(* All elements of $W_{1}$ are removed by the previous statement. *)
For $x$ in $X$ set $\sigma(x)=\varphi(x) \overline{w_{x}}$, where $\overline{w_{x}}$ denotes the result of applying the Tietze transformations of the previous statement to $w_{x}$;
$W:=Z-Y$;
For $a_{i}$ in $Z$ do $\tau\left(a_{i}\right):=\nu\left(a_{i}\right)$;
(* If $v_{i j}$ is left in $W$, then $V_{i j}$ is trivial. *)
For $v_{i j}$ in $W$ do $\tau\left(v_{i j}\right):=\tau\left(a_{j}^{-1} a_{i}^{-1} a_{j} a_{i}\right)$;
(* Elements of $Z$ retain their weights. *)
Assign weight $e$ to the elements of $W$

End
End.
As with the previous nilpotent quotient procedures, it is possible to reduce the size of the set $W$ of new generators considerably. Results from Section 9.9 can be used to reduce the number of overlaps which must be considered.

Example 5.2. Let us determine $S / \gamma_{4}(S)$, where $S$ is the group of Examples 2.4 and 4.2. By Example 4.2, $H=S / \gamma_{3}(S)$ is given by the presentation

$$
\begin{gathered}
a_{2} a_{1}=a_{1} a_{2}, \quad a_{3} a_{1}=a_{1} a_{3}, \quad a_{3} a_{2}=a_{2} a_{3} a_{4} \\
a_{4} a_{i}=a_{i} a_{4}, \quad 1 \leq i \leq 3 \\
a_{1}^{2}=a_{4}^{5}
\end{gathered}
$$

Here $a_{1}, a_{2}$, and $a_{3}$ have weight 1 and $a_{4}$ has weight 2 . The homomorphisms $\mu$ and $\nu$ are defined by

$$
\begin{gathered}
\mu\left(t_{1}\right)=a_{4}, \quad \mu\left(t_{2}\right)=a_{1}, \quad \mu\left(t_{3}\right)=a_{2}, \quad \mu\left(t_{4}\right)=a_{3}, \\
\nu\left(a_{1}\right)=t_{2}, \quad \nu\left(a_{2}\right)=t_{3}, \quad \nu\left(a_{3}\right)=t_{4}, \quad \nu\left(a_{4}\right)=t_{4}^{-1} t_{3}^{-1} t_{4} t_{3} .
\end{gathered}
$$

Let us follow what happens when we invoke NEXT_QUOT with these input arguments. The set $W_{0}$ contains $v_{34}, v_{24}$, and $v_{14}$. The set $W_{1}$ should contain $v_{23}, v_{13}, v_{12}, u_{1}, w_{4}, w_{3}, w_{2}$, and $w_{1}$.

However, $w_{2}, w_{3}$, and $w_{4}$ will define the identity element in $S / \gamma_{4}(S)$. The element $v_{23}$ will also define the identity, since the relation $a_{3} a_{2}=a_{2} a_{3} a_{4}$ of $H$ is preserved by $\nu$. Thus we can take $W_{1}$ to consist of $v_{34}, v_{24}, v_{14}, v_{13}$, $v_{12}, u_{1}, w_{1}$, in that order.

The finitely generated version of EXTEND_RULES is used to fill out the following presentation:

\[

\]

The result $\mathcal{S}$ consists of

$$
y^{\alpha} y^{-\alpha} \rightarrow \epsilon, \quad y \in Y
$$

$$
\begin{aligned}
& a_{3} a_{2} \rightarrow a_{2} a_{3} a_{4}, \quad \quad a_{3} a_{2}^{-1} \rightarrow a_{2}^{-1} a_{3} a_{4}^{-1} v_{24}, \\
& a_{3}^{-1} a_{2} \rightarrow a_{2} a_{3}^{-1} a_{4}^{-1} v_{34}, \quad a_{3}^{-1} a_{2}^{-1} \rightarrow a_{2}^{-1} a_{3}^{-1} a_{4} v_{24}^{-1} v_{34}^{-1}, \\
& a_{j}^{\alpha} a_{i}^{\beta} \rightarrow a_{i}^{\beta} a_{j}^{\alpha} v_{i j}^{\alpha \beta}, \quad 1 \leq i<j \leq 4,(i, j) \neq(2,3), \\
& w^{\alpha} y^{\beta} \rightarrow y^{\beta} w^{\alpha}, \quad w \in W, y \in Y, y \text { precedes } w \text { in } Y, \\
& a_{1}^{2} \rightarrow a_{4}^{5} u_{1}, \\
& a_{1}^{-1} \rightarrow a_{1} a_{4}^{-5} u_{1}^{-1} .
\end{aligned}
$$

Here $\alpha$ and $\beta$ are elements of $\{1,-1\}$. We shall have to rewrite a number of words with respect to $\mathcal{S}$. Since $\mathcal{S}$ is not confluent, it is necessary to specify a rewriting strategy. In all cases, rewriting from the left will be used.

When we process the overlaps among the positive left sides in $\mathcal{S}$, we find that the only overlap $a_{k} a_{j} a_{i}$ at which local confluence fails is $a_{3} a_{2} a_{1}$. Rewriting $a_{2} a_{3} a_{4} a_{1}$ gives $a_{1} a_{2} a_{3} a_{4} v_{12} v_{13} v_{14}$, while rewriting $a_{3} a_{1} a_{2} v_{12}$ yields $a_{1} a_{2} a_{3} a_{4} v_{12} v_{13}$, so $v_{14}$ goes into $\mathcal{W}$. Processing the overlap $a_{1}^{3}$, we find that $a_{1} a_{4}^{5} u_{1}$ is already reduced, while $a_{4}^{5} u_{1} a_{1}$ can be rewritten to $a_{1} a_{4}^{5} u_{1} v_{14}^{5}$, so $v_{14}^{5}$ gets put into $\mathcal{W}$. Processing the overlaps $a_{i} a_{1}^{2}$ for $i=2,3$, and 4 causes the elements $v_{12}^{2} v_{24}^{5}, v_{13}^{2} v_{34}^{2}$, and $v_{14}^{2}$ to go into $\mathcal{W}$.

We define the regular homomorphism $\eta$ from $\left\{t_{1}, t_{2}, t_{3}, t_{4}\right\}^{ \pm *}$ to $Y^{ \pm *}$ by

$$
\eta\left(t_{1}\right)=a_{4} w_{1}, \quad \eta\left(t_{2}\right)=a_{1}, \quad \eta\left(t_{3}\right)=a_{2}, \quad \eta\left(t_{4}\right)=a_{3}
$$

The first defining relation for $S$ is $t_{1} t_{2} t_{1}^{-1} t_{2}^{-1}=1$. The image under $\eta$ of the left side of this relation is $a_{4} w_{1} a_{1} w_{1}^{-1} a_{4}^{-1} a_{1}^{-1}$, which after rewriting with respect to $\mathcal{S}$ gives $v_{14}$, but $v_{14}$ is already in $\mathcal{W}$. Applying $\eta$ to the left sides of the other defining relations for $S$ and rewriting the results yields the elements $w_{1}^{5} u_{1}^{-1} v_{14}^{5}, w_{1} v_{24}^{3}, w_{1}^{-1} v_{12} v_{14}^{2} v_{34}^{5}$, and $v_{13} v_{14}^{3} v_{34}^{8}$. The relations $a_{i}=\eta\left(\nu\left(a_{i}\right)\right)$ have already been used in our arguments that $w_{2}, w_{3}, w_{4}$, and $v_{23}$ are trivial, so these relations produce nothing new.

We identify the free abelian group $M$ on $W$ with $\mathbb{Z}^{7}$, so that

$$
\begin{aligned}
w_{1} & =(1,0,0,0,0,0,0), \\
u_{1} & =(0,1,0,0,0,0,0), \\
v_{12} & =(0,0,1,0,0,0,0), \\
v_{13} & =(0,0,0,1,0,0,0), \\
v_{14} & =(0,0,0,0,1,0,0), \\
v_{24} & =(0,0,0,0,0,1,0), \\
v_{34} & =(0,0,0,0,0,0,1) .
\end{aligned}
$$

The elements of $\mathcal{W}$ map to the rows of the matrix

$$
\left[\begin{array}{rrrrrrr}
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 5 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 5 & 0 \\
0 & 0 & 0 & 2 & 0 & 0 & 5 \\
0 & 0 & 0 & 0 & 2 & 0 & 0 \\
5 & -1 & 0 & 0 & 5 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 3 & 0 \\
-1 & 0 & 1 & 0 & 2 & 5 & 0 \\
0 & 0 & 0 & 1 & 3 & 0 & 8
\end{array}\right],
$$

whose Hermite normal form is

$$
\left[\begin{array}{rrrrrrr}
1 & 0 & 0 & 0 & 0 & 3 & 0 \\
0 & 1 & 0 & 0 & 0 & 4 & 0 \\
0 & 0 & 1 & 0 & 0 & 8 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 8 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 11 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 11 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

Thus $v_{24}$ and $v_{34}$ each have order 11 in $M / M_{1}$ and modulo $M_{1}$ we have

$$
\begin{gathered}
w_{1}=v_{24}^{-3}=v_{24}^{8}, \quad u_{1}=v_{24}^{7}, \quad v_{12}=v_{24}^{3} \\
v_{13}=v_{34}^{3}, \quad v_{14}=1
\end{gathered}
$$

If we rename $v_{24}$ and $v_{34}$ as $a_{5}$ and $a_{6}$, respectively, then the relations with positive left sides in the final presentation for the group $K$ isomorphic to $S / \gamma_{4}(S)$ are

$$
\begin{array}{cl}
a_{2} a_{1}=a_{1} a_{2} a_{5}^{3}, & a_{3} a_{1}=a_{1} a_{3} a_{6}^{3}, \\
a_{3} a_{2}=a_{2} a_{3} a_{4}, & a_{4} a_{1}=a_{1} a_{4}, \\
a_{4} a_{2}=a_{2} a_{4} a_{5}, & a_{4} a_{3}=a_{3} a_{4} a_{6}, \\
a_{5} a_{i}=a_{i} a_{5}, & 1 \leq i \leq 4, \\
a_{6} a_{i}=a_{i} a_{6}, & 1 \leq i \leq 5, \\
a_{1}^{2}=a_{4}^{5} a_{5}^{7} .
\end{array}
$$

The regular homomorphisms $\sigma$ and $\tau$ are given by

$$
\begin{gathered}
\sigma\left(t_{1}\right)=a_{4} a_{5}^{8}, \quad \sigma\left(t_{2}\right)=a_{1}, \quad \sigma\left(t_{3}\right)=a_{2}, \quad \sigma\left(t_{4}\right)=a_{3} \\
\tau\left(a_{1}\right)=t_{2}, \quad \tau\left(a_{2}\right)=t_{3}, \quad \tau\left(a_{3}\right)=t_{4}, \quad \tau\left(a_{4}\right)=t_{4}^{-1} t_{3}^{-1} t_{4} t_{3} \\
\tau\left(a_{5}\right)=\tau\left(a_{4}^{-1} a_{2}^{-1} a_{4} a_{2}\right)=t_{3}^{-1} t_{4}^{-1} t_{3} t_{4} t_{3}^{-1} t_{4}^{-1} t_{3}^{-1} t_{4} t_{3}^{2} \\
\tau\left(a_{6}\right)=\tau\left(a_{4}^{-1} a_{3}^{-1} a_{4} a_{3}\right)=t_{3}^{-1} t_{4}^{-1} t_{3} t_{4} t_{4}^{-2} t_{3}^{-1} t_{4} t_{3} t_{4}
\end{gathered}
$$

The value of $\tau\left(a_{6}\right)$ may be replaced by the freely reduced word freely equivalent to it.

Let $(X, \mathcal{R})$ be a finite presentation for a group $G$ and suppose that $Y, \mathcal{S}, \sigma, \tau$ are returned by one of the procedures CLASS_2_QUOT or NEXT_QUOT as a description of a group $K$ isomorphic to the class-e quotient of $G$. It may happen that the presentation for $\gamma_{e}(K)$ on the generators of weight $e$ in $Y$ does not describe $\gamma_{e}(K)$ as a direct product of cyclic groups, or at least not as a direct product with the minimum number of factors. The following procedure corrects this defect by returning a new description $Z, \mathcal{T}, \mu, \nu$ for which $\gamma_{e}(K)$ is presented as a direct product of the minimum number of cyclic groups:

Procedure $\operatorname{ADJUST}(X, \mathcal{R}, Y, \mathcal{S}, \sigma, \tau ; Z, \mathcal{T}, \mu, \nu)$;
( $*$ The arguments are described in the text. *)

## Begin

Let $Y$ consist of $a_{1}, \ldots, a_{t}$, let $e$ be the weight of $a_{t}$, and let $a_{s}$ be the last element of $Y$ with weight $e-1$;
Let the relations in $\mathcal{S}$ be $a_{j}^{\beta} a_{i}^{\alpha}=a_{i}^{\alpha} a_{j}^{\beta} V(i, j, \alpha, \beta), 1 \leq i<j \leq t, \alpha, \beta$ in $\{1,-1\}$, and $a_{i}^{m_{i}}=U_{i}, a_{i}^{-1}=a_{i}^{m_{i}-1} W_{i}, i \in I$;
(* For $V(i, j, \alpha, \beta)$ to be defined, $i$ must not be in $I$ if $\alpha=-1$ and $j$ must not be in $I$ if $\beta=-1$. *)
$n:=t-s ;$
Let $B$ be the integer matrix with $n$ columns whose rows give the exponent sums with respect to $a_{s+1}, \ldots, a_{t}$ of the words $a_{i}^{m_{i}} W_{i}$, where $s<i \leq t$ and $i \in I$;
Let $A$ be the Smith normal form of $B$ and let $P$ and $Q$ be unimodular matrices such that $A=P B Q$;
$T:=Q^{-1}$;
Let $d_{1}, \ldots, d_{r}$ be the nonzero diagonal entries of $A$;
If $d_{1}>0$ then $p:=0$
Else let $p$ be maximal such that $d_{p}=1$;
$m:=n-p ; Z:=\left\{a_{1}, \ldots, a_{s}, b_{1}, \ldots, b_{m}\right\}$;
Let $\eta$ and $\rho$ be the regular homomorphisms from $Y^{ \pm *}$ to $Z^{ \pm *}$ and $Z^{ \pm *}$ to $Y^{ \pm *}$, respectively, such that $\eta\left(a_{i}\right)=\rho\left(a_{i}\right)=a_{i}, 1 \leq i \leq s$,

$$
\begin{aligned}
& \eta\left(a_{s+i}\right)=b_{1}^{Q_{i p+1}} \ldots b_{m}^{Q_{i n}}, 1 \leq i \leq n, \\
& \rho\left(b_{i}\right)=a_{s+1}^{T_{1+1}} \ldots a_{t}^{T_{p+i n}}, 1 \leq i \leq m ;
\end{aligned}
$$

Let $\mathcal{T}$ consist of the following relations: $a_{j}^{\alpha} a_{i}^{\beta}=a_{i}^{\beta} a_{j}^{\alpha} \eta(V(i, j, \alpha, \beta))$,

$$
\begin{aligned}
& 1 \leq i<j \leq s, b_{j}^{\alpha} a_{i}^{\beta}=a_{i}^{\beta} b_{j}^{\alpha}, 1 \leq j \leq m, 1 \leq i \leq s, b_{j}^{\alpha} b_{i}^{\beta}=b_{i}^{\beta} b_{j}^{\alpha}, \\
& 1 \leq i<j \leq m, a_{i}^{m_{i}}=\eta\left(U_{i}\right) \text {, and } a_{i}^{-1}=a_{i}^{m_{i}-1} \eta\left(W_{i}\right), 1 \leq i<j \leq s, \\
& i \in I, b_{i}^{d_{i+i}}=1 \text { and } b_{i}^{-1}=b_{1}^{d_{p+i}-1}, 1 \leq i \leq p-r ;
\end{aligned}
$$

Rewrite the right sides of the relations in $\mathcal{T}$ with respect to $\mathcal{T}$;
Let $\mu$ be the composition of $\sigma$ and $\eta$;
Let $\nu$ be the composition of $\tau$ and $\rho$
End.
It is not clear whether on average applying ADJUST will speed up or slow down the computation of the class- $(e+1)$ quotient of $G$. The number of generators in the presentation may decrease, but the homomorphisms get more complicated and it may not be possible to spot easily elements of $W$ in NEXT_QUOT which are trivial. More experimentation is needed.

## Exercises

5.1. Suppose in NEXT_PQUOT that the relation $a_{k}^{p}=a_{j}$ is the definition of $a_{j}$ and $w_{j}=$ $w_{k}+1=e-1$. Suppose also that $w_{i}=1$. Show that in $G / \varphi_{e+1}(G)$ we have $\left[a_{j}, a_{i}\right]=$ $\left[a_{k}^{p}, a_{i}\right]=\left[a_{k}, a_{i}\right]^{p}$. Use this fact to describe how to eliminate $v_{i j}$ from $W_{0}$.
5.2. Let $G$ be the group in Exercise 4.1. Compute $G / \varphi_{4}(G)$ for $p=2$ and $G / \gamma_{4}(G)$.
5.3. In NEXT_QUOT we assumed that $H=\operatorname{Grp}\langle Z \mid \mathcal{T}\rangle$ is isomorphic to $G / \gamma_{e}(G)$. Suppose that $H$ is just some polycyclic group, not necessarily nilpotent, that $(Z, \mathcal{T})$ is a consistent polycyclic presentation for $H$, and that $\mu$ and $\nu$ define inverse isomorphisms between a quotient $G / N$ and $H$. Devise a procedure for finding a consistent polycyclic presentation for $G /[N, G]$.

### 11.6 Metabelian quotients

Let $G$ be a group given by a finite presentation $(X, \mathcal{R})$ and let $e$ be a positive integer. The group $G / G^{(e)}$ is the largest quotient of $G$ which is solvable and has derived length at most $e$. In (Baumslag et al. 1981a,b), Baumslag, Cannonito, and Miller showed that it is possible to decide whether $G / G^{(e)}$ is polycyclic and, if the answer is positive, to construct a consistent polycyclic presentation for $G / G^{(e)}$. Baumslag, Cannonito, and Miller made no attempt to describe their polycyclic quotient algorithm in a form suitable for machine computation. This section describes the ideas involved in the algorithm and presents the metabelian case, the case in which $e=2$, in detail. In order to have a chance of handling solvable quotients with larger derived lengths efficiently, we shall need generalizations of Gröbner basis methods for modules over group rings of nonabelian polycyclic groups, perhaps along the lines sketched in Section 10.8.

We can use ABEL_QUOT to obtain a group presentation $(Z, \mathcal{T})$ for a group $H$ isomorphic to $G / G^{\prime}$ and to find associated regular homomorphisms $\mu$ and $\nu$. Let $Z=\left\{a_{1}, \ldots, a_{r}\right\}$ and let $\mathcal{T}$ contain the relations

$$
\begin{gathered}
a_{j} a_{i}=a_{i} a_{j}, \quad 1 \leq i<j \leq r, \\
a_{i}^{m_{i}}=1, \quad i \in I .
\end{gathered}
$$

To obtain a description of $G / G^{\prime \prime}$, we begin as in CLASS_2_QUOT. We initially set $Y=Z$ and $\tau=\nu$. We then add to $Y$ new generators $v_{i j}$ with $1 \leq i<j \leq t, u_{i}$ with $i$ in $I$, and $w_{x}$ with $x$ in $X$ and define $\tau\left(v_{i j}\right)=$ $\tau\left(a_{j}^{-1} a_{i}^{-1} a_{j} a_{i}\right), \tau\left(u_{i}\right)=\tau\left(a_{i}^{m_{i}}\right)$, and $\tau\left(w_{x}\right)=\tau(\mu(x))^{-1} x$. We also set $\sigma(x)=$ $\mu(x) w_{x}$ for $x$ in $X$. Let $W$ be the set of new generators. By Corollary 1.2, $G^{\prime} / G^{\prime \prime}$ is generated as a $\mathbb{Z}[H]$-module by the image of $W$. Let $F=F_{Y}$, let $N$ be the kernel of the homomorphism $\bar{\tau}$ of $F$ onto $G / G^{\prime \prime}$ defined by $\tau$, and set $K=F / N$.

It is at this point that we diverge from CLASS_2_QUOT. Rather than considering the free abelian group generated by $W$, we define $M$ to be the free $\mathbb{Z}[H]$-module generated by $W$. The group $K$ is a homomorphic image of the formal extension $K_{0}$ of $M$ by $H$ in which

$$
\begin{gathered}
a_{j} a_{i}=a_{i} a_{j}\left[v_{i j}\right], \quad 1 \leq i<j \leq r, \\
a_{i}^{m_{i}}=\left[u_{i}\right], \quad i \in I
\end{gathered}
$$

Proposition 3.2 tells us generators for the kernel $M_{0}$ of the map from $M$ to $K_{0}$. We use the general version of EXTEND_RULES to form a (not necessarily confluent) rewriting system $\mathcal{S}$ for $K_{0}$. If $U$ is a word in ( $Z \cup$ $M)^{ \pm *}$ which is contained in the ideal $\mathcal{I}$ generated by $M$, then $U$ can be rewritten using $\mathcal{S}$ into the form $V[u]$, where $V$ is a collected word in $Z^{ \pm *}$ defining an element of $H$ and $u$ is in $M$. Let $\mathcal{V}$ be the set of ordered pairs $(\sigma(R)[0], \sigma(S)[0])$ with $(R, S)$ in $\mathcal{R}$ and $\left(a_{i}[0], \sigma\left(\tau\left(a_{i}\right)\right)[0]\right), 1 \leq i \leq r$. Note that the factor [0] insures that the components of the pairs in $\mathcal{V}$ lie in $\mathcal{I}$. For each pair $\left(A_{1}, A_{2}\right)$ in $\mathcal{V}$, we rewrite $A_{1}$ and $A_{2}$ with respect to $\mathcal{S}$ to obtain words $C\left[c_{1}\right]$ and $C\left[c_{2}\right]$, where $C$ is a collected word in $Z^{ \pm *}$ and the $c_{i}$ are in $M$. The elements $c_{1}-c_{2}$ so obtained, together with $M_{0}$, generate the kernel $M_{1}$ of the map from $M$ to $K$.

The group ring $\mathbb{Z}[H]$ can be described as a quotient of a ring $R$ which is either a polynomial ring or a ring of Laurent polynomials. See Section 10.8. The free $\mathbb{Z}[H]$-module $M$ can be described as a quotient of $R^{k}$, where $k=|W|$. Using the Gröbner basis techniques of Chapter 10, we can find a Gröbner basis for the submodule $L$ of $R^{k}$ corresponding to $M_{1}$. By Proposition 6.6 in Chapter 10 , we can decide whether $M / M_{1} \cong R^{k} / L$ is finitely generated as an abelian group. If the answer is no, then $G / G^{\prime \prime}$ is not polycyclic. However, if $M / M_{1}$ is a finitely generated abelian group,
then we can obtain a finite group presentation for it and the corresponding description of the module action of $\mathbb{Z}[H]$. It is then a simple matter to write down a consistent polycyclic presentation for $K$.

The procedure just outlined will be referred to as METABEL_QUOT. In developing an implementation of METABEL_QUOT, one has to make a choice between taking $R$ to be a ring of ordinary or Laurent polynomials and decide which ordering to use on the generators of $R^{k}$ as a free abelian group in the Gröbner basis computation.

Example 6.1. Let us turn again to the group $S$ of Examples 2.4, 4.2, and 5.2. By Example 2.4, $S / S^{\prime}$ is isomorphic to $H=\operatorname{Grp}\langle Z \mid \mathcal{T}\rangle$, where $Z=$ $\left\{a_{1}, a_{2}, a_{3}\right\}, \mathcal{T}$ contains the relations

$$
\begin{gathered}
a_{j} a_{i}=a_{i} a_{j}, \quad 1 \leq i<j \leq 3 \\
a_{1}^{2}=1
\end{gathered}
$$

and the homomorphisms $\mu$ and $\nu$ are given by

$$
\begin{gathered}
\mu\left(t_{1}\right)=1, \quad \mu\left(t_{2}\right)=a_{1}, \quad \mu\left(t_{3}\right)=a_{2}, \quad \mu\left(t_{4}\right)=a_{3} \\
\nu\left(a_{1}\right)=t_{2}, \quad \nu\left(a_{2}\right)=t_{3}, \quad \nu\left(a_{3}\right)=t_{4}
\end{gathered}
$$

In METABEL_QUOT, the set $W$ should contain $w_{1}, w_{2}, w_{3}, w_{4}, u_{1}, v_{12}$, $v_{13}, v_{23}$, where $w_{i}$ denotes $w_{t_{i}}$. However, as in Example 4.2, the fact that $\mu\left(\nu\left(a_{i}\right)\right)=a_{i}, 1 \leq i \leq 3$, means that $w_{2}, w_{3}$, and $w_{4}$ will be trivial in $S / S^{\prime \prime}$, so they can be omitted.

The procedure EXTEND_RULES produces the following rewriting system for the formal extension $K_{0}$ of $M$ by $H$ :

$$
\left.\begin{array}{c}
{[u][v] \rightarrow[u+v], \quad u, v \in M,} \\
{[u]^{-1} \rightarrow[-u], \quad u \in M,} \\
{[u] a_{i}^{\alpha} \rightarrow a_{i}^{\alpha}\left[u a_{i}^{\alpha}\right], \quad u \in M, 1 \leq i \leq 3, \alpha= \pm 1,} \\
a_{1}^{2} \rightarrow\left[u_{1}\right], \\
a_{1}^{-1} \rightarrow a_{1}\left[-u_{1}\right], \\
a_{j} a_{i} \rightarrow a_{i} a_{j}\left[v_{i j}\right], \\
a_{j}^{-1} a_{i} \rightarrow a_{i} a_{j}^{-1}\left[-v_{i j} a_{j}^{-1}\right], \\
a_{j} a_{i}^{-1} \rightarrow a_{i}^{-1} a_{j}\left[-v_{i j} a_{i}^{-1}\right], \\
a_{j}^{-1} a_{i}^{-1} \rightarrow a_{i}^{-1} a_{j}^{-1}\left[v_{i j} a_{i}^{-1} a_{j}^{-1}\right]
\end{array}\right\} \quad 1 \leq i<j \leq 3 .
$$

Let $M_{0}$ be the $\mathbb{Z}[H]$-submodule of $M$ generated by the following elements:

$$
\begin{array}{ll}
u_{1}\left(a_{1}-1\right), & u_{1}\left(a_{2}-1\right)+v_{12}\left(1+a_{1}\right), \quad u_{1}\left(a_{3}-1\right)+v_{13}\left(1+a_{1}\right) \\
& v_{12}\left(a_{3}-1\right)+v_{23}\left(a_{1}-1\right)-v_{13}\left(a_{2}-1\right)
\end{array}
$$

By Proposition 3.2, the preceding rewriting system is confluent modulo $M_{0}$. The homomorphism $\sigma$ is given by

$$
\sigma\left(t_{1}\right)=\left[w_{1}\right], \quad \sigma\left(t_{2}\right)=a_{1}, \quad \sigma\left(t_{3}\right)=a_{2}, \quad \sigma\left(t_{4}\right)=a_{3}
$$

The image in $K_{0}$ of the first relator $t_{1} t_{2} t_{1}^{-1} t_{2}^{-1}$ for $S$ is $\left[w_{1}\right] a_{1}\left[w_{1}\right]^{-1} a_{1}^{-1}$. One way to collect this element is

$$
\begin{gathered}
{\left[w_{1}\right] a_{1}\left[w_{1}\right]^{-1} a_{1}^{-1} \rightarrow\left[w_{1}\right] a_{1}\left[-w_{1}\right] a_{1}\left[-u_{1}\right] \rightarrow\left[w_{1}\right] a_{1}^{2}\left[-w_{1} a_{1}\right]\left[-u_{1}\right] \rightarrow} \\
{\left[w_{1}\right]\left[u_{1}\right]\left[-w_{1} a_{1}\right]\left[-u_{1}\right] \rightarrow\left[w_{1}-w_{1} a_{1}\right]}
\end{gathered}
$$

The images in $K_{0}$ of the other four relators for $S$ can be collected to the following elements:

$$
\begin{gathered}
{\left[5 w_{1}-u_{1} a_{1}\right], \quad\left[w_{1}\left(2-2 a_{2}^{-1}+a_{3}^{-1}\right)-v_{23} a_{2}^{-1} a_{3}^{-1}\right]} \\
{\left[w_{1}\left(1-a_{2}^{-1}-a_{1} a_{3}^{-1}\right)+u_{1}\left(1-a_{2}^{-1}\right)+v_{12} a_{2}^{-1}+v_{23} a_{1} a_{2}^{-1} a_{3}^{-1}\right]} \\
{\left[w_{1}\left(3-3 a_{1} a_{3}^{-1}\right)+u_{1}\left(1-a_{3}^{-1}\right)+v_{13} a_{3}^{-1}\right]}
\end{gathered}
$$

The relations $a_{i}=\sigma\left(\tau\left(a_{i}\right)\right)$ have already been used to conclude that $w_{2}, w_{3}$, and $w_{4}$ are trivial and produce nothing new. Thus $S^{\prime} / S^{\prime \prime}$ is isomorphic to $M / M_{1}$, where $M_{1}$ is the $\mathbb{Z}[H]$-submodule generated by $M_{0}$ and the elements

$$
\begin{gathered}
w_{1}\left(1-a_{1}\right), \quad 5 w_{1}-u_{1} a_{1}, \quad w_{1}\left(2-2 a_{2}^{-1}+a_{2}^{-1}\right)-v_{23} a_{2}^{-1} a_{3}^{-1} \\
w_{1}\left(1-a_{2}^{-1}-a_{1} a_{3}^{-1}\right)+u_{1}\left(1-a_{2}^{-1}\right)+v_{12} a_{2}^{-1}+v_{23} a_{1} a_{2}^{-1} a_{3}^{-1} \\
w_{1}\left(3-3 a_{1} a_{3}^{-1}\right)+u_{1}\left(1-a_{3}^{-1}\right)+v_{13} a_{3}^{-1}
\end{gathered}
$$

In this example we shall compute in $M$ using ordinary polynomials. Let $R=\mathbb{Z}\left[Y_{1}, Y_{2}, Z_{2}, Y_{3}, Z_{3}\right]$ and let $J$ be the ideal of $R$ generated by the set $\mathcal{M}=$ $\left\{Y_{1}^{2}-1, Y_{2} Z_{2}-1, Y_{3} Z_{3}-1\right\}$. The group ring $\mathbb{Z}[H]$ is isomorphic to $R / J$. Let $E$ be the free $R$-module generated by $W$. In Chapter 10 we used the notation of left modules, but it is more convenient to continue to use right modules here. We can identify the free $\mathbb{Z}[H]$-module $M$ with $E / D$, where $D$ is the $R$-submodule generated by the 15 products of an element in $W$ by an element of $\mathcal{M}$.

The quotient $M / M_{1}$ is isomorphic to $E / E_{1}$, where $E_{1}$ is generated by $D$ and the elements

$$
\begin{gathered}
u_{1}\left(Y_{1}-1\right), \quad u_{1}\left(Y_{2}-1\right)+v_{12}\left(1+Y_{1}\right), \quad u_{1}\left(Y_{3}-1\right)+v_{13}\left(1+Y_{1}\right) \\
v_{12}\left(Y_{3}-1\right)+v_{23}\left(Y_{1}-1\right)-v_{13}\left(Y_{2}-1\right) \\
w_{1}\left(1-Y_{1}\right), \quad 5 w_{1}-u_{1} Y_{1}, \quad w_{1}\left(2-2 Z_{2}+Z_{3}\right)-v_{23} Z_{2} Z_{3} \\
w_{1}\left(1-Z_{2}-Y_{1} Z_{3}\right)+u_{1}\left(1-Z_{2}\right)+v_{12} Z_{2}+v_{23} Y_{1} Z_{2} Z_{3} \\
w_{1}\left(3-3 Y_{1} Z_{3}\right)+u_{1}\left(1-Z_{3}\right)+v_{13} Z_{3}
\end{gathered}
$$

Thus $E_{1}$ has a total of 24 generators.
To find a Gröbner basis for $E_{1}$, we need to choose an ordering of the $\mathbb{Z}$-basis for $E$ consisting of all products of elements of $W$ by monomials. Let us use the ordering in which elements of $W$ are compared first using

$$
w_{1} \prec v_{12} \prec v_{13} \prec v_{23} \prec u_{1}
$$

and then the monomials $Y_{1}^{\alpha_{1}} Y_{2}^{\alpha_{2}} Z_{2}^{\beta_{2}} Y_{3}^{\alpha_{3}} Z_{3}^{\beta_{3}}$ are compared using the reverse lexicographic ordering. The resulting Gröbner basis has 15 elements. The first four show that $E / E_{1}$ is generated as an $R$-module by the image of $w_{1}$ :

$$
u_{1}-5 w_{1}, \quad v_{23}+w_{1}\left(8 Y_{2}-9\right), \quad v_{13}+w_{1}\left(8 Y_{3}-8\right), \quad v_{12}+w_{1}\left(8 Y_{2}-8\right)
$$

The remaining 11 basis elements involve only $w_{1}$.

$$
\begin{gathered}
w_{1}\left(Y_{3} Z_{3}-1\right), \quad w_{1}\left(Z_{2} Z_{3}+10 Z_{3}+10 Z_{2}-21\right), \\
w_{1}\left(Y_{2} Z_{3}+10 Z_{3}+10 Y_{2}-21\right), \quad w_{1}\left(11 Z_{3}-11\right), \\
w_{1}\left(Z_{2} Y_{3}+10 Y_{3}+10 Z_{2}-21\right), \quad w_{1}\left(Y_{2} Y_{3}+10 Y_{3}+10 Y_{2}-21\right), \\
w_{1}\left(11 Y_{3}-11\right), \quad w_{1}\left(Y_{2} Z_{2}-1\right), \quad w_{1}\left(11 Z_{2}-11\right), \\
w_{1}\left(11 Y_{2}-11\right), \quad w_{1}\left(Y_{1}-1\right) .
\end{gathered}
$$

Since there is no basis element with leading term of the form $w_{1} Y_{2}^{r}$, it follows that $S^{\prime} / S^{\prime \prime} \cong E / E_{1}$ is not finitely generated as an abelian group and hence $S / S^{\prime \prime}$ is not polycyclic.

The limited experimentation with METABEL_QUOT which has been done so far suggests that the procedure works fairly well when the torsion subgroup of $G / G^{\prime}$ is small. When some of the $m_{i}$ are large, then the elements of type (2) in Proposition 3.2 produce monomials of high degree and this dramatically slows the Gröbner basis computation.

If $p$ is a prime, then we can investigate $G / G^{\prime \prime}\left(G^{\prime}\right)^{p}$ by computing the Gröbner basis using coefficients in $\mathbb{Z}_{p}$ rather than $\mathbb{Z}$. With the group $S$ of Example 6.1, it is relatively easy to see that $S^{\prime} / S^{\prime \prime}\left(S^{\prime}\right)^{p}$ is cyclic if $p \neq 11$ and is infinite for $p=11$.

## Exercises

6.1. Let $G$ be the group of Exercises 2.1, 4.1, and 5.2. Is $G / G^{\prime \prime}$ polycyclic?
6.2. Suppose in the input to METABEL_QUOT that $H=\operatorname{Grp}\langle Z \mid T\rangle$ is not necessarily isomorphic to $G / G^{\prime}$ but is just some abelian group which is a homomorphic image of $G$. Interpret the output of METABEL_QUOT.

### 11.7 Enforcing exponent laws

One important application of the $p$-quotient algorithm has been in the study of Burnside groups. Let $d$ and $q$ be positive integers. The Burnside group $B(d, q)$ is the largest group generated by $d$ elements such that the $q$-th power of every element in the group is 1 . More precisely, let $X$ be a set with $d$ elements and let $\mathcal{B}=\left\{W^{q} \mid W \in X^{ \pm *}\right\}$. Then $B(d, q)=\operatorname{Grp}\langle X \mid \mathcal{B}\rangle$. Thus $B(d, q)$ is the largest $d$-generator group with exponent dividing $q$.

Information about Burnside groups can be found in [Kostrikin 1990] and [Vaughan-Lee 1990]. The group $B(d, q)$ is known to be finite if $q \leq 4$ or $q=6$. It is known to be infinite if $d \geq 2$ and $q$ is an odd integer greater than or equal to 665 . (Lysenok has announced the result that 665 may be replaced by 115.) It is not known whether the groups $B(2,5)$ and $B(2,8)$ are finite. These groups have been the subject of considerable study.

Recently a positive solution to the so-called restricted Burnside problem was announced by E. I. Zel'manov. This result states that $B(d, q)$ has a largest finite quotient, which is denoted $R(d, q)$. This means that $B(d, q)$ has a smallest normal subgroup $N(d, q)$ of finite index. If $q$ is a power of a prime $p$, then $R(d, q)$ is a $p$-group and hence is nilpotent. Therefore $N(d, q)$ is $\gamma_{i}(B(d, q))$ and also $\varphi_{j}(B(d, q))$ for some integers $i$ and $j$. Here $\varphi_{j}(B(d, q))$ is defined with respect to $p$. Thus it would be possible, at least in principle, to determine a consistent polycyclic presentation for $R(d, q)$ using the algorithms of this chapter, if only $B(d, q)$ were finitely presented. Unfortunately, since the set $\mathcal{B}$ is infinite, this need not be the case.

Let $q$ be a power of a prime $p$ and set $B=B(d, q)$. For a given integer $e$, it is possible to determine $B / \varphi_{e+1}(B)$, even though $B$ is not defined by a finite presentation. The method is based on an efficient solution to the following problem: Given a consistent polycyclic presentation for a finite $p$-group $G$, determine whether $g^{q}=1$ for every $g$ in $G$. Since $G$ is finite and we can compute products and compare elements in $G$, we could try to find the answer by actually computing the $q$-th power of each element in $G$. However, the groups $G$ with which we shall be dealing have very large orders, so this brute force approach is hopelessly impractical.

If $G$ happens to be abelian, then our problem is easy. We have only to check whether the generators of $G$ have orders dividing $q$. If $G$ is nonabelian, then this may not be adequate. For example, the permutations $x=(1,2)(3,4)$ and $y=(1,3)$ generate the dihedral group of order 8 . Both $x$ and $y$ have order 2 , but $x y=(1,2,3,4)$ has order 4. If $p$ is large with
respect to the class of $G$, then our problem is still easy. In Chapter 4 of [Hall 1959], it is shown that if $G$ has class less than $p$, then the exponent of $G$ is the maximum of the orders of a set of generators.

When the class of $G$ is large compared with $p$, it is more difficult to determine the exponent of $G$. Perhaps the most powerful approach is based on a result of Graham Higman found in (Higman 1959). Let $F$ be the free group on a set $X$. For $x$ in $X$, let $\pi_{x}$ be the endomorphism of $F$ which takes $x$ to 1 and maps each $y$ in $X-\{x\}$ to itself. Define $1-\pi_{x}$ to be the function from $F$ to itself taking an element $u$ to $\left(\pi_{x} u\right)^{-1} u$.

Proposition 7.1. For any $x$ and $y$ in $X$, the maps $\pi_{x},\left(1-\pi_{x}\right), \pi_{y}$, and $\left(1-\pi_{y}\right)$ all commute. Also $\pi_{x} \pi_{x}=\pi_{x}$ and $\pi_{x}\left(1-\pi_{x}\right) u=1$ for every $u$ in $F$.

Proof. The compositions $\pi_{x} \pi_{y}$ and $\pi_{y} \pi_{x}$ each map $x$ and $y$ to 1 and fix every other element of $X$. Clearly $\pi_{x} \pi_{x}$ and $\pi_{x}$ agree. For any $u$ in $F$ we have

$$
\left(1-\pi_{y}\right) \pi_{x} u=\left(\pi_{y} \pi_{x} u\right)^{-1} \pi_{x} u=\left(\pi_{x} \pi_{y} u\right)^{-1} \pi_{x} u
$$

and

$$
\pi_{x}\left(1-\pi_{y}\right) u=\pi_{x}\left(\pi_{y}(u)^{-1} u\right)=\left(\pi_{x} \pi_{y} u\right)^{-1} \pi_{x} u
$$

so ( $1-\pi_{y}$ ) and $\pi_{x}$ commute. Finally,

$$
\pi_{x}\left(1-\pi_{x}\right) u=\pi_{x}\left(\left(\pi_{x} u\right)^{-1} u\right)=\left(\pi_{x} \pi_{x} u\right)^{-1}\left(\pi_{x} u\right)=\left(\pi_{x} u\right)^{-1}\left(\pi_{x} u\right)=1
$$

For any subset $Y$ of $X$, define $F(Y)$ to be the intersection of the kernels of the endomorphisms $\pi_{y}$ with $y$ in $Y$. In the following, the word "commutator" will refer to any element of $F$ obtained as an iterated commutator starting with elements of $X^{ \pm}$.

Proposition 7.2. Let $Y$ be a finite subset of $X$. Then every element of $F(Y)$ can be written as a product of commutators each of which involves every element of $Y$.

Proof. If $Y=\emptyset$, then $F(Y)=F$. Any element of $F$ can be written as a product of elements of $X^{ \pm}$and these factors are commutators which involve every element of $Y$. We proceed by induction on $|Y|$. Suppose $Y$ is nonempty, let $y$ be an element of $Y$, and let $w$ be in $F(Y)$. Then $w$ is in $F(Y-\{y\})$, so $w=u_{1} \ldots u_{r}$, where each $u_{i}$ is a commutator involving every element of $Y-\{y\}$. Suppose some $u_{i}$ involves $y$ as well but $u_{i+1}$ does not involve $y$. Then replacing the terms $u_{i} u_{i+1}$ with $u_{i+1} u_{i}\left[u_{i}, u_{i+1}\right]$ does not change the product. The commutator $\left[u_{i}, u_{i+1}\right]$ introduced involves all
the elements of $Y$. In this way we can move all commutators which do not involve $y$ to the beginning of the product. Thus we may assume that $u_{1}, \ldots, u_{s}$ do not involve $y$, while $u_{s+1}, \ldots, u_{r}$ do involve $y$. But $\pi_{y}$ maps any commutator involving $y$ to 1 , and fixes any commutator not involving $y$. Therefore $1=\pi_{y} w=u_{1} \ldots u_{s}$ and $w=u_{s+1} \ldots u_{r}$ is the required product.

For any finite subset $Y$ of $X$ let $\pi_{Y}$ be the product of the endomorphisms $\pi_{y}$ with $y$ in $Y$. By Proposition 7.1, $\pi_{Y}$ is well defined.

Proposition 7.3. Let $Y$ be a nonempty, finite subset of $X$. Any element $w$ of $F$ can be expressed as a product $u_{1} \ldots u_{r} v$, where $v$ is a product of commutators each involving every element of $Y$ and the $u_{i}$ have the form $\pi_{Z} w^{ \pm 1}$ for some nonempty subset $Z$ of $Y$.

Proof. Let $Y=\left\{y_{1}, \ldots, y_{n}\right\}$ and set $v=\left(1-\pi_{y_{1}}\right) \ldots\left(1-\pi_{y_{n}}\right) w$. Then

$$
\begin{aligned}
v & =\left(1-\pi_{y_{1}}\right) \ldots\left(1-\pi_{y_{n-1}}\right)\left(\pi_{y_{n}} w\right)^{-1} w \\
& =\left(1-\pi_{y_{1}}\right) \ldots\left(1-\pi_{y_{n-2}}\right)\left(\pi_{y_{n-1}}\left(\pi_{y_{n}} w\right)^{-1} w\right)^{-1}\left(\pi_{y_{n}} w\right)^{-1} w \\
& =\left(1-\pi_{y_{1}}\right) \ldots\left(1-\pi_{y_{n-2}}\right)\left(\pi_{Z_{1}} w^{-1}\right)\left(\pi_{Z_{2}} w\right)\left(\pi_{Z_{3}} w^{-1}\right) w,
\end{aligned}
$$

where $Z_{1}=\left\{y_{n-1}\right\}, Z_{2}=\left\{y_{n-1}, y_{n}\right\}$, and $Z_{3}=\left\{y_{n}\right\}$. By induction, $v=$ $u_{r}^{-1} \ldots u_{1}^{-1} w$, where each $u_{i}$ is $\pi_{Z} w^{ \pm 1}$ for some nonempty subset $Z$ of $Y$. Then $w=u_{1} \ldots u_{r} v$ and by Proposition $7.1, v$ is in $F(Y)$, so by Proposition $7.2 v$ is a product of commutators involving all elements of $Y$.

Proposition 7.4. Let $x_{1}, \ldots, x_{s}$ be distinct elements of $X$ and let $q$ be a positive integer. Then $\left(x_{1} \ldots x_{s}\right)^{q}$ can be written as uv, where $u$ is in the subgroup of $F$ generated by the products $\left(x_{i_{1}} \ldots x_{i_{r}}\right)^{q}$, where $1 \leq i_{1}<\cdots<$ $i_{r} \leq s$ and $r<s$, and $v$ is a product of commutators each involving all of the $x_{i}$.

Proof. In Proposition 7.3, let $Y=\left\{x_{1}, \ldots, x_{s}\right\}$ and $w=\left(x_{1} \ldots x_{s}\right)^{q}$. If $1 \leq i_{1}<\cdots<i_{r} \leq s$, then $\left(x_{i_{1}} \ldots x_{i_{r}}\right)^{q}=\pi_{Z} w$, where $Z=Y-\left\{i_{1}, \ldots, i_{r}\right\}$.

Corollary 7.5. Let $G$ be a group which is nilpotent of class at most $c$ and let $A$ be a subset of $G$ which generates $G$ as a monoid. Suppose that for every word $W$ in $A^{*}$ with $|W| \leq c$ we have $W^{q}=1$ in $G$. Then the exponent of $G$ divides $q$.

Proof. We prove by induction on $|W|$ that $W^{q}=1$ in $G$ for every word $W$ in $A^{*}$. By hypothesis, we may assume that $|W|>c$. Let $W=a_{1} \ldots a_{s}$, where
each $a_{i}$ is in $A$. Let $X=\left\{x_{1}, \ldots, x_{s}\right\}$ be a set of cardinality $s$. There is a homomorphism $f$ of the free group $F$ on $X$ into $G$ under which $x_{i}$ goes to $a_{i}$. Under this homomorphism $w=\left(x_{1} \ldots x_{s}\right)^{q}$ maps to $W^{q}$. By Proposition 7.4, $w=u v$, where $u$ is a product of $q$-th powers of words with lengths less than $s$ and $v$ is a product of commutators involving each of $x_{1}, \ldots, x_{s}$. Under $f$, the image of $v$ is in $\gamma_{s}(G)$, and $\gamma_{s}(G)=1$, since $s \geq c+1$. The image of $u$ is a product of $q$-th powers of words in $A^{*}$ of length less than $s$. By induction, these $q$-th powers are trivial. Therefore $W^{q}=f(w)=1$.

We can extend this idea even further. Let $G$ be a finite $p$-group given by a consistent, $\varphi$-weighted presentation on generators $a_{1}, \ldots, a_{n}$. Let $w_{i}$ denote the weight of $a_{i}$ and set $c=w_{n}$. An element $g$ of $G$ can be expressed uniquely as a collected word $a_{1}^{\alpha_{1}} \ldots a_{n}^{\alpha_{n}}$. Define the weight of $g$ with respect to the $a_{i}$ to be $\alpha_{1} w_{1}+\cdots+\alpha_{n} w_{n}$.

Corollary 7.6. Under these assumptions, the exponent of $G$ is the maximum of the orders of the elements in $G$ of weight at most $c$.

Proof. Let $q$ be the maximum of the orders of the elements of weight at most $c$. Since $G$ is a $p$-group, $g^{q}=1$ for every element $g$ of weight at most $c$. Let $W=a_{1}^{\alpha_{1}} \ldots a_{n}^{\alpha_{n}}$ be a collected word defining an element $g$ of weight greater than $c$. In the proof of Corollary 7.5 the commutator factors of $v$ map to the identity in $G$ and the $q$-th power factors of $u$ map to $q$ th powers of words defining elements of weight less than the weight of $g$. Thus $W^{q}=1$.

Example 7.1. In (Havas, Wall, \& Wamsley 1974) the order of the group $R(2,5)$ was shown to be $5^{34}$. The following consistent, weighted presentation for $R(2,5)$ was obtained using Version 3.7 of the system Cayley. The generators $a_{1}, \ldots, a_{34}$ satisfy the relations $a_{1}^{5}=1,1 \leq i \leq 34$. Most of the 561 commutators ( $a_{j}, a_{i}$ ) with $i<j$ are trivial. Here are the nontrivial commutators. To save space, $i$ has been written for $a_{i}$.

$$
\begin{aligned}
& {[2,1]=3, \quad[3,1]=4, \quad[3,2]=5, \quad[4,1]=6, \quad[4,2]=7, } \\
& {[4,3]=} 91112^{4} 15^{2} 18^{4} 19^{4} 20^{4} 21^{2} 22^{4} 2527^{2} 28^{4} 29^{4} 3031^{4} 33^{3} 34^{3}, \\
& {[5,1]=} 7910^{2} 1112^{2} 13^{3} 14^{4} 15^{3} 16^{3} 20^{3} 2124^{3} 2526^{3} 27^{2} 28^{2} 29^{2} 30^{3} 31^{3} 32^{3} \\
& 33^{4} 34^{2}, \\
& {[5,2]=8, } \\
& {[5,3]=} 10^{2} 12^{3} 1314^{4} 15^{2} 16^{2} 17181921^{2} 24^{2} 2629^{4} 31^{2} 32^{4} 3334^{2}, \\
& {[5,4]=} 12^{2} 1315^{4} 16^{3} 17^{3} 18^{4} 20^{3} 21^{3} 22^{4} 2425^{4} 26^{2} 27^{2} 28^{3} 30^{3} 31^{2} 33^{2} 34, \\
& {[6,1]=} 111516^{2} 19^{2} 20^{4} 21^{2} 232425^{2} 26^{3} 2729^{4} 30^{3} 31^{4} 32^{3} 33^{4} 34^{3},
\end{aligned}
$$

$$
\begin{aligned}
& {[6,2]=9, \quad[6,3]=1116^{4} 20^{3} 2126^{4} 27^{2} 31^{2} 33^{4} 34^{2},} \\
& {[6,4]=192324^{2} 25^{2} 29^{4} 30^{4} 32^{2} 33^{2} 34 \text {, }} \\
& {[6,5]=15^{2} 16^{4} 1920^{4} 21^{4} 2425^{2} 2627^{4} 29^{4} 32^{4} 3334^{2} \text {, }} \\
& {[7,1]=9^{2} 11^{2} 12^{2} 131516^{3} 172021^{3} 222324^{4} 25^{4} 26^{2} 2728^{4} 29^{2} 3132^{3}} \\
& 33^{2} 34^{2} \text {, } \\
& {[7,2]=10,} \\
& {[7,3]=12^{3} 1316^{3} 171820^{3} 21^{3} 22^{2} 24^{2} 25262729^{3} 30^{4} 31^{3} 32^{4} 33^{3} 34^{3} \text {, }} \\
& {[7,4]=15^{4} 16^{3} 19^{3} 20^{3} 21^{3} 24^{4} 2527^{2} 30^{3} 31^{4} 33^{4} 34^{2} \text {, }} \\
& {[7,5]=1718^{3} 20^{2} 21^{2} 2224^{4} 25^{3} 27^{2} 28^{2} 29^{2} 32^{2} 34^{4} \text {, }} \\
& {[7,6]=19^{2} 24^{3} 25293032^{4} 33^{2} \text {, }} \\
& {[8,1]=10^{3} 12^{2} 13^{2} 14^{3} 15^{2} 1617^{3} 1924^{4} 27^{2} 28^{3} 29^{3} 30^{2} 323334^{2} \text {, }} \\
& {[8,2]=14^{3} 17^{3} 22^{3} 25^{2} 2627^{4} 293031^{2} 33^{3} 34^{4} \text {, }} \\
& {[8,3]=14^{2} 17^{3} 1820^{2} 21^{2} 22^{4} 2426^{2} 27^{4} 28^{4} 30^{2} 31^{2} 32^{4} \text {, }} \\
& {[8,4]=17^{3} 18^{4} 202224^{4} 25^{3} 26^{3} 27^{2} 29^{2} 32^{4} 3334^{3} \text {, }} \\
& {[8,5]=22^{3} 26272830^{3} 31^{4} 33^{3} 34^{4} \text {, }} \\
& {[8,6]=20^{3} 21^{4} 24^{4} 25^{2} 26^{3} 27^{3} 29^{4} 31^{3} 32^{2} 33^{3} \text {, }} \\
& {[8,7]=22^{4} 27^{3} 2830^{3} 31323334^{4}, \quad[9,1]=11, \quad[9,2]=12,} \\
& {[9,3]=15^{4} 1619^{4} 2021^{2} 24^{2} 25^{2} 26^{2} 2729^{3} 30^{3} 31^{2} 3334^{3} \text {, }} \\
& {[9,4]=19^{2} 24^{2} 25^{2} 293234, \quad[9,5]=21^{3} 25^{2} 2729^{4} 30^{3} 3233^{3} \text {, }} \\
& {[9,6]=232932^{4} 34^{2} \text {, }} \\
& {[9,7]=24^{2} 25^{4} 2930^{3} 323334^{2}, \quad[9,8]=26^{2} 2730^{3} 31^{2} 32^{4} 33^{3} 34^{2} \text {, }} \\
& {[10,1]=13 \text {, }} \\
& {[10,2]=14, \quad[10,3]=17^{2} 18^{3} 20^{3} 2122^{3} 2425^{2} 26^{3} 27^{4} 28^{4} 29^{3} 30^{4} 31^{3}} \\
& 32^{3} 34^{3} \text {, } \\
& {[10,4]=20^{4} 21^{3} 24^{3} 2627^{4} 3233^{3} 34^{4}, \quad[10,5]=22^{2} 26^{2} 2830^{2} 31^{4} 32^{4}} \\
& 33^{3} 34^{2} \text {, } \\
& {[10,6]=24^{4} 25^{4} 29303233^{2} 34^{2}, \quad[10,7]=26^{2} 27^{4} 30^{4} 31^{2} 34 \text {, }} \\
& {[10,8]=2831^{4} 33^{3} 34 \text {, }} \\
& {[10,9]=32^{3} 34^{2}, \quad[11,1]=1924^{2} 25^{3} 293032^{3} 33^{3} 34^{2}, \quad[11,2]=15,} \\
& {[11,3]=1925^{4} 30^{2} 33^{2} 34^{3}, \quad[11,4]=2329^{2} 32^{3} 34 \text {, }} \\
& {[11,5]=24^{2} 25^{4} 29^{4} 30^{4} 3234 \text {, }} \\
& {[11,7]=2932^{4} 34^{2}, \quad[11,8]=30^{2} 32^{3} 33^{2} 34^{4}, \quad[11,10]=32^{3} \text {, }} \\
& {[12,1]=16 \text {, }}
\end{aligned}
$$

$$
\begin{aligned}
& {[12,2]=17, \quad[12,3]=20^{4} 21^{3} 24^{4} 25^{3} 26^{3} 27^{4} 2930^{4} 31^{3} 32^{4} \text {, }} \\
& {[12,4]=2529^{4} 30^{2} 32^{2} 34^{3} \text {, }} \\
& {[12,5]=26^{3} 27^{2} 30^{2} 31^{3} 32^{4} 34^{4}, \quad[12,6]=2932^{3} \text {, }} \\
& {[12,7]=30^{2} 32^{2} 33^{4} 34^{2} \text {, }} \\
& {[12,8]=3134, \quad[12,9]=32^{3} 34^{4}, \quad[12,10]=33^{4} 34^{3} \text {, }} \\
& {[13,1]=15^{2} 16^{2} 20^{2} 21^{2} 2326^{3} 29^{2} 31^{4} 3233^{4} 34^{4}, \quad[13,2]=18 \text {, }} \\
& {[13,3]=21^{2} 24^{3} 25^{2} 2931^{4} 32, \quad[13,4]=25^{3} 2930^{2} 32^{3} 33^{4} 34,} \\
& {[13,5]=26^{4} 273031^{4} 32^{2} 34^{4}, \quad[13,6]=2932^{4} 34^{2}, \quad[13,7]=30^{4} 33,} \\
& {[13,8]=31^{4} 3334^{3}, \quad[13,9]=32^{3}, \quad[13,10]=3334 \text {, }} \\
& {[14,1]=17^{2} 18^{4} 20^{3} 21^{3} 22^{4} 24^{4} 25^{4} 2729^{4} 31^{2} 3334, \quad[14,2]=31^{4} 33^{4} \text {, }} \\
& {[14,3]=2226272830^{4} 3132^{3} 33^{3} 34^{4}, \quad[14,4]=26^{2} 27^{4} 30^{4} 31^{3} 33 \text {, }} \\
& {[14,5]=283133^{4} 34^{3}, \quad[14,6]=30^{4} 3233^{2}, \quad[14,7]=31^{4} 33^{4},} \\
& {[14,9]=33^{4} 34 \text {, }} \\
& {[15,1]=19, \quad[15,2]=20, \quad[15,3]=24^{4} 2529303233^{2} 34^{4},} \\
& {[15,5]=32^{4} 34 \text {, }} \\
& {[15,7]=32^{3} 34, \quad[15,8]=33^{2} 34^{3}, \quad[15,10]=34^{3} \text {, }} \\
& {[16,1]=19^{4} 23^{2} 2425^{3} 2930^{3} 32^{2} 33^{3} 34^{2}, \quad[16,2]=21,} \\
& {[16,3]=24^{4} 2529^{3} 30^{4} 323334 \text {, }} \\
& {[16,4]=29^{3} 32^{2} 34^{2}, \quad[16,5]=30^{3} 32^{4} 34^{4}, \quad[16,7]=32^{3} 34,} \\
& {[16,8]=33^{2} 34^{3} \text {, }} \\
& {[16,10]=34^{3}, \quad[17,1]=20^{4} 21^{4} 24^{3} 25^{4} 26^{4} 29^{4} 3031^{3} 32^{4} 3334^{4},} \\
& {[17,2]=34^{3} \text {, }} \\
& {[17,3]=262730^{2} 32^{3} 33^{2} 34^{3}, \quad[17,4]=30^{3} 32^{4} 34^{4}, \quad[17,5]=3133^{2} 34^{3},} \\
& {[17,6]=32^{3} 34, \quad[17,7]=33^{3} 34^{4}, \quad[17,9]=34^{3},} \\
& {[18,1]=20^{2} 21^{4} 24^{4} 2526^{3} 27^{3} 30^{2} 31^{3} 33^{3} 34^{2}, \quad[18,2]=22 \text {, }} \\
& {[18,3]=262730^{2} 31^{4} 32^{3} 33^{3} 34^{4}, \quad[18,4]=3032^{2} 33^{3} 34^{3} \text {, }} \\
& {[18,5]=31^{2} 34^{4} \text {, }} \\
& {[18,6]=32^{3} 34, \quad[18,7]=33^{3} 34^{4}, \quad[18,9]=34^{3}, \quad[19,1]=23,} \\
& {[19,2]=24 \text {, }} \\
& {[19,3]=29^{4} 32^{3}, \quad[19,5]=32^{2} 34^{3}, \quad[20,1]=25, \quad[20,2]=26,} \\
& {[20,3]=30^{4} 32^{4} 33^{3} 34^{3} \text {, }} \\
& {[20,4]=32^{2} 34^{4}, \quad[20,5]=33^{3} 34, \quad[21,1]=24^{3} 25293032^{4} 33^{2} 34^{4},} \\
& {[21,2]=27, \quad[21,3]=303233^{3}, \quad[21,4]=34, \quad[21,5]=3334,}
\end{aligned}
$$

Table 11.7.1

| Weight | Generators |
| :---: | :--- |
| 1 | $a_{1}, a_{2}$ |
| 2 | $a_{3}$ |
| 3 | $a_{4}, a_{5}$ |
| 4 | $a_{6}, a_{7}, a_{8}$ |
| 5 | $a_{9}, a_{10}$ |
| 6 | $a_{11}, \ldots, a_{14}$ |
| 7 | $a_{15}, \ldots, a_{18}$ |
| 8 | $a_{19}, \ldots, a_{22}$ |
| 9 | $a_{23}, \ldots, a_{28}$ |
| 10 | $a_{29}, a_{30}, a_{31}$ |
| 11 | $a_{32}, a_{33}$ |
| 12 | $a_{34}$ |

$$
\begin{aligned}
& {[22,1]=26^{3} 30^{3} 313234^{3}, \quad[22,2]=28, \quad[22,3]=31^{4} 33^{2} 34^{4},} \\
& {[22,4]=33^{3} 34^{3},} \\
& {[23,2]=29, \quad[24,1]=34^{3}, \quad[24,2]=30, \quad[24,3]=32^{2} 34^{3},} \\
& {[24,5]=34^{2},} \\
& {[25,1]=29^{4} 3234, \quad[25,2]=32^{2} 34^{3}, \quad[25,3]=3234^{4}, \quad[25,5]=34,} \\
& {[26,1]=30^{4} 32^{2} 33^{4} 34^{3}, \quad[26,3]=3334^{3}, \quad[26,4]=34^{2},} \\
& {[27,1]=30^{4} 3233^{4},} \\
& {[27,2]=31, \quad[28,1]=31^{4} 33^{3} 34^{4}, \quad[29,2]=32, \quad[30,1]=32^{2} 34^{3},} \\
& {[30,2]=33, \quad[31,1]=33^{4} 34, \quad[32,2]=34, \quad[33,1]=34^{2} .}
\end{aligned}
$$

Let $R$ be the group defined by this presentation. The weights of the generators of $R$ are given in Table 11.7.1.

There are several approaches to verifying that $R$ has exponent 5 . The simplest uses Corollary 7.5. Since $R$ has class 12 and is generated as a monoid by $a_{1}$ and $a_{2}$, it suffices to check that $W^{5}=1$ for every nonempty word $W$ in $\left\{a_{1}, a_{2}\right\}^{*}$ with length at most 12 . There are $2+4+\cdots+2^{12}=8190$ such words. Another method is to check that every nonempty, collected word $a_{1}^{\alpha_{1}} \ldots a_{34}^{\alpha_{34}}$ of weight at most 12 defines an element of order 5. There are 2311 such words.

It is possible to reduce even further the number of fifth powers we need to check in order to confirm that $R$ has exponent 5 . Every nonidentity element of $R$ generates the same cyclic subgroup as an element whose leading exponent is 1 . If $W$ is a collected word with leading exponent $\alpha_{i}=1$, then it is not true that all images $U=\pi_{Z} W$ have leading exponent 1 . However, if the leading exponent of $U$ is not 1 , then $U$ defines an element of $\operatorname{Grp}\left\langle a_{i+1}, \ldots, a_{34}\right\rangle$. By induction on $34-i, U^{5}=1$ in $R$. Thus it suffices
to show that all collected words with weight at most 12 and leading exponent 1 define elements of order 5 . This observation reduces the number of words to be checked to 1131 .

More detailed analysis can be used to reduce further the number of fifth powers which must be computed to verify that $R$ has exponent 5 . The implementation of the $p$-quotient algorithm developed at the Australian National University makes use of several additional ideas. The version available at the time of this writing is able to deduce that $R$ has exponent 5 after verifying that fewer than 100 elements have order 5.

Let $d$ be a positive integer, let $X$ be a set of cardinality $d$, and let $q$ be a positive power of a prime $p$. Set $B=B(d, q)=\operatorname{Grp}\left\langle X \mid W^{q}=1, W \in X^{ \pm *}\right\rangle$. Corollaries 7.5 and 7.6 show that for every positive integer $e$ there is a finite subset $\mathcal{C}$ of $X^{ \pm *}$ such that $B / \varphi_{e+1}(B)$ is isomorphic to $C / \varphi_{e+1}(C)$, where $C=\operatorname{Grp}\left\langle X \mid W^{q}=1, W \in \mathcal{C}\right\rangle$. Since $\mathcal{C}$ can be determined explicitly, we can find a consistent polycyclic presentation for $C / \varphi_{e+1}(C)$. For further details, see (Vaughan-Lee 1985) and [Vaughan-Lee 1990].

### 11.8 Verifying polycyclicity

Several times we have noted that a certain property of a finitely presented group $G$ may be verified but not decided. That is, if $G$ has the property, then it is possible to prove that $G$ has the property, but if $G$ does not have the property then it is not possible in general to prove that the property does not hold. In this section we shall demonstrate that polycyclicity, being a polycyclic group, can be verified.

Suppose that $G$ is polycyclic and has derived length $k$. Using the full polycyclic quotient algorithm of Baumslag, Cannonito, and Miller, we can determine consistent polycyclic presentations for the quotients $Q_{e}=G / G^{(e)}, e=1,2, \ldots$. When $e=k+1$, we will observe that $\left(Q_{e}\right)^{(e-1)}$ is trivial. Thus we can determine $k$. Let $a_{1}, \ldots, a_{r}$ be the original generators for $G$. Using the explicit homomorphism of $G$ onto $Q_{k}$, we can introduce additional generators $a_{r+1}, \ldots, a_{t}$ of $G$ which map to a polycyclic generating sequence of $Q_{k}$, which is in fact isomorphic to $G$. Let $\mathcal{R}$ be the set of relations defining $G$ in terms of $a_{1}, \ldots, a_{r}$ and let $\mathcal{R}^{\prime}$ consist of the relations in $\mathcal{R}$ together with relations which define $a_{r+1}, \ldots, a_{t}$ in terms of $a_{1}, \ldots, a_{r}$. We now invoke the Knuth-Bendix procedure for strings with the input presentation consisting of the generators $a_{1}, \ldots, a_{t}$ and the relations $\mathcal{R}^{\prime}$. The ordering on words is the basic wreath-product ordering with $a_{1}^{-1} \succ a_{1} \succ a_{2}^{-1} \succ a_{2} \succ \cdots \succ a_{t}^{-1} \succ a_{t}$. Since $a_{1}, \ldots, a_{t}$ is a polycyclic generating sequence for $G$, the Knuth-Bendix procedure will terminate and the output will be a polycyclic presentation for $G$. This is the verification that $G$ is polycyclic.

Finitely generated nilpotent groups are polycyclic. Since we can compute the terms in the lower central series of a group $P$ given by a consistent polycyclic presentation, we can decide whether $P$ is nilpotent. Thus it is possible to verify that a finitely presented group is nilpotent. A trivial group is polycyclic and it is possible to decide whether a polycyclic group is trivial. Since it is not possible to decide whether an arbitrary finitely presented group is trivial, it follows that it is not possible to decide whether a finitely presented group is polycyclic or whether it is nilpotent.

### 11.9 Historical notes

The study of quotient groups of a given finitely presented group $G$ has a long history. Determining $G / G^{\prime}$ was discussed in (Tietze 1908). Knot theorists studied $G / G^{\prime \prime}$, particularly in the case that $G / G^{\prime}$ is infinite cyclic. In (Chen, Fox, \& Lyndon 1958) it was shown that the isomorphism types of the abelian groups $\gamma_{i}(G) / \gamma_{i+1}(G)$ can be determined. It was the work of Macdonald which first resulted in effective algorithms for determining $p$-quotients of moderate size and class. These techniques, described in (Macdonald 1973, 1974), were extended in (Sag \& Wamsley 1973a,b), (Wamsley 1974), (Bayes, Kautsky, \& Wamsley 1974), (M. F. Newman 1976a,b), and (Havas \& Newman 1980).

Techniques based on the $p$-quotient algorithm have been used to construct the groups of a given prime power order. The first paper describing this application was (M. F. Newman 1977). In (O'Brien 1990) the groups of order $2^{8}$ were determined. A crude program for constructing groups of order $2^{n}$ was written by the author at Harvard during the spring of 1963. The program did not use $p$-quotient methods, but it did incorporate related ideas. This work was described at the Oxford conference of 1967 but never published.

In the area of nonnilpotent solvable quotients, we are still struggling to provide an efficient implementation of the polycyclic quotient algorithm developed in (Baumslag et al. 1981a,b). The fact that polycyclicity could be verified, at least in principle, was noted in (Sims 1987). The connection with Gröbner bases was discussed in (Sims 1990). Methods for finding finite solvable quotients were suggested in (Leedham-Green 1984) and (Plesken 1987).

## Appendix

## Implementation issues

Although the descriptions of algorithms in this book are, in most cases, sufficiently detailed to define them mathematically, the algorithms cannot be converted into well-designed computer programs without a great deal of additional work. One must consider carefully the choice of language in which to carry out the implementation. Equally important is the choice of data structures. All objects manipulated by a digital computer must ultimately be represented by patterns of binary digits or bits. A given mathematical object may have many possible representations as a bit pattern, and the representation selected can affect drastically the running time or the memory usage of the program. In this section we shall look briefly at the language issue and then turn to the question of data structures. To focus the discussion, we shall consider the example of automata and consider ways of representing various types of automata in a computer. In the case of coset automata, we shall also investigate the consequences for the coincidence procedure of the choice of data structure.

There are three broad categories of languages in which we might implement algebraic algorithms. The first category consists of the languages associated with the currently available computer algebra systems. The general-purpose, high-level languages make up the second category. The third category consists of the assembly languages for specific computers. Let us look at the advantages and disadvantages of languages in these three categories.

The popular computer algebra packages, such as Axiom, Cayley, GAP, MACSYMA, Macaulay, Maple, Mathematica, Pari, REDUCE, and SAC2C , all have their own languages for specifying computations. It is possible to write a program in one of these languages and have the program executed by the corresponding system. The primary advantage of this approach is speed of implementation. If the system has built into it representations of some or all of the mathematical objects with which we wish to work and provides implementations of the fundamental operations on these objects, then writing the program will be much easier than it would be if we had to
work out all data structures from scratch and write the low-level subroutines needed to carry out basic operations. Of course, implementations of many of the algorithms discussed in this book already exist in at least one of the computer algebra systems. For example, Cayley and GAP contain routines for doing coset enumeration, for carrying out the ReidemeisterSchreier procedure, and for determining the structure of finitely generated abelian groups. Maple, Mathematica, and Pari have basic implementations of the LLL algorithm. Maple and Mathematica can compute Gröbner bases over rings of polynomials with rational coefficients, and Mathematica can compute such bases over $\mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$. To my knowledge, none of the systems listed earlier contains, at the time this is written, an implementation of the Knuth-Bendix procedure for strings.

The use of computer algebra systems has some disadvantages too. As a general rule, the more removed a language is from the hardware, the longer computations described in that language take to run. The languages associated with computer algebra systems are quite far removed from the hardware. Although the effect varies from system to system, and even within a specific system, computations on a computer algebra system tend to run slower than the same computations would run if coded directly in a language like FORTRAN or C. For many problems, the difference in execution speed is not of major significance. However, some problems, particularly those connected with research in algebra, challenge the available memory and cpu resources. In this case, the overhead associated with a computer algebra system may not be acceptable.

Other problems with computer algebra systems are cost, size, and lack of access to source code. Some systems are distributed without charge, but others impose a substantial license fee. Although the size of the "kernel", the part of the system which must be present in memory, varies considerably, the programs are large. If only one feature of a system is required for a particular application, then having to load the entire system unnecessarily reduces the amount of memory available for data. Many systems are distributed only in executable form. Without access to the source code, it is impossible to tailor the program to a specific problem by making modifications which involve changes in low-level data structures.

Among the general-purpose, high-level languages which have been used to implement algebraic algorithms are APL, BASIC, C, FORTRAN, LISP, and Pascal. LISP was popular for many years among designers of traditional computer algebra systems and FORTRAN was used for roughly two decades by computational group theorists. Recently there has been a general movement toward C. The kernels of Cayley, GAP, Macaulay, Maple, Mathematica, Pari, and SAC2-C are written in C. The appearance of a C standard has contributed to the decision to use C.

The primary advantages of writing programs in standard C are execution speed and portability. The C language has features which make it closer to
the hardware than most other high-level languages. This allows C programs to be compiled into very efficient code. Good compilers for C are widely available, much more available than computer algebra systems. As compiler designers move to conform to the C standard, it is reasonable to expect that a given $C$ program can be executed on a wide range of hardware.

The main disadvantage of programming in C or some similar language is the length of time required to develop the software. The user cannot rely on the sophisticated input/output facilities available in computer algebra systems. Until recently there had been no publicly available library of C functions for performing fundamental operations like memory management, multiple precision arithmetic, and polynomial manipulations. However, with the distribution of source code for such systems as GAP, Macaulay, Pari, and SAC2-C, it is now easier to build on the work of others.

The greatest efficiency in speed and memory usage is obtained with assembly language programming. Assembly language is only slightly removed from the machine language of the hardware. This means that assembly language programs are portable only to other computers of the same make and the same or similar model. The development time for assembly language programs is longer than the time needed to write C programs with similar functionality. Of the systems mentioned earlier, only Pari provides assembly language implementations of certain low-level operations for use with specific hardware.

Let us turn now to the question of data structures. We shall assume that the decision has been made to implement software in a language which, like C and Pascal, allows the use of pointers. It will not be possible to consider representations for all of the objects involved in the algorithms which we have investigated. To illustrate the issues which can arise, let us look at ordinary, possibly nondeterministic, automata.

The first thing to do is to decide on the operations we wish to perform on the automata. Here is a reasonable list:
(a) Add a state.
(b) Delete a state and all edges involving that state.
(c) Add or delete an edge.
(d) Given a state $\sigma$ and a word $U$, find all states $\tau$ such that there is a path from $\sigma$ to $\tau$ with signature $U$.
(e) Given a state $\sigma$ and a word $U$, find all states $\rho$ such that there is a path from $\rho$ to $\sigma$ with signature $U$.
(f) Print out the automaton.

Let us assume that the number of states may be quite large, but that the number of edges leaving or entering a given state will be reasonably small. Let us also assume that the alphabet $X$ is not too big and that we have some method of designating the label on an edge as an element of $X \cup\{\varepsilon\}$.

One possible approach is to represent states and edges by contiguous chunks of memory called records in Pascal and structures in C. The records are made up of fields, which contain data or pointers to other records. If $u$ is a pointer to a record and $a$ is the name of a field in that record, then $u . a$ will denote the value of the field. The pointer fields link the records together into lists. Lists may be either singly linked or doubly linked. In a singly linked list, a given record contains a pointer only to the next record on the list. The end of the list is signaled by a "null pointer". The only way to find the record preceding the given one is to go to the start of the list and move from record to record through the list until the current one is found. In a doubly linked list, each record contains a pointer to the previous record as well as a pointer to the next record. It is much easier to remove a record from the middle of a long list if the list is doubly linked.

The use of lists of relatively short records as data structures in symbolic software has been popular for a long time. With this approach, complex data structures can be created fairly easily, memory management strategies are well understood, and programming low-level operations is relatively straightforward. However, there are some problems. Examining the elements of a linked list takes significantly longer than looking at consecutive entries of a vector stored in a single contiguous block of memory. The situation can get particularly bad when virtual memory is being used. Closely related records may be widely separated in memory. It can happen that each new access of a record causes a page fault. When this happens, the program is brought to its knees. It is now becoming common to use contiguous blocks of memory for large objects. Elements of free modules over polynomial rings appearing in Gröbner basis computations are examples of objects which might be treated in this manner. Such objects vary widely in size, and their use complicates memory management, but the improved efficiency appears to justify the extra programming effort.

We shall use lists of records for general (ordinary) automata. However, when we turn to coset automata, we shall use matrices and vectors which are stored in contiguous memory locations. To carry out operation (f), we shall consider each state in turn and print the edges leaving that state. Thus we shall need a list of states. In view of operation (b) and the fact that there may be many states, we shall make the list doubly linked. The record representing an edge $e=(\sigma, U, \tau)$ will contain pointers to the records representing $\sigma$ and $\tau$. Because of the need to carry out operations (b), (d), and (e), we shall want to be able to find all edges leaving $\sigma$ and all edges coming into $\tau$. Thus $e$ should be on two lists of edges, the edges leaving $\sigma$ and the edges coming into $\tau$. Since these lists are supposed to be short, we shall make them singly linked lists. This saves space at the cost of increasing the time needed to remove an edge. The record for $e$ must contain a field giving the label $U$. The record representing a state must contain boolean fields indicating whether the state is initial and/or terminal, and there
probably should also be a name field providing a convenient character string by which to designate the state in the printed listing.

In our first representation of an automaton, a record representing a state $\sigma$ will have the following fields:
\(\left.$$
\begin{array}{ll}\begin{array}{l}\text { name } \\
\text { prev }\end{array} & \begin{array}{l}\text { External name of } \sigma \\
\text { Pointer to the record representing the previous state on the }\end{array}
$$ <br>

list of states\end{array}\right]\)| Pointer to the record representing the next state on the list |
| :--- |
| of states |

The record representing an edge $e=(\sigma, U, \tau)$ will contain the following fields:

| label | $U$ |
| :--- | :--- |
| tail | Pointer to the record representing $\sigma$ |
| head | Pointer to the record representing $\tau$ |
| nextin | Pointer to the record representing the next edge entering $\tau$ |
| nextout | Pointer to the record representing the next edge leaving $\sigma$ |

From now on, the distinction between records and the objects they represent will be blurred.

The entire automaton can be accessed if the first state on the list of states is given. Here is a procedure for printing out the edges of the automaton:

Procedure PRINT( $\sigma$ );
Input: $\sigma \quad$ : a pointer to the first state of an automaton;
(* The edges of the automaton are printed. *)
Begin
$\tau:=\sigma ;$
While $\tau$ is not null do begin
Print the strings "Edges leaving state" and $\tau$.name on a new line; $e:=\tau$.firstout; While $e$ is not null do begin

Print " ", e.label, " ", and e.head.name on a new line;
$e:=e$.nextout
End; $\tau:=\tau$.next
End
End.

Here is a sample of the output of PRINT for an automaton for which the edge labels come from $\{x, y, z, \varepsilon\}$ and the external names of the states are $2,3,5$, and 7 .

Edges leaving state 2
$x 7$
z 3
$\varepsilon 5$
Edges leaving state 3
$x 3$
$y 7$
Edges leaving state 5
$y 2$
z 5
$z 7$
Edges leaving state 7
$x 2$
$z 2$
The representation for automata just described could be used for all ordinary automata, including coset automata. However, using this representation to do coset enumeration would be a mistake since substantial amounts of space would be wasted. Before looking at coset automata, let us first make the assumption only that all our automata will be deterministic. If the initial state is the first state, then init fields in state records can be omitted. If $|X|$ is small, we can speed up access to edges leaving a given state by replacing the firstout field in a state record with an array out indexed by $X$. If $\sigma$ is a pointer to a state and $x$ is in $X$, then $\sigma$.out $[x]$ will be a pointer to the unique edge leaving $\sigma$ which has label $x$, or null if no such edge exists. The nextout fields in edge records can also be eliminated.

If $|X|$ is large, then the use of the out field might be a problem when the automaton is sparse in the sense that on average the number of edges leaving a given state is small compared with $|X|$. Every time a new state is created, space will have to be allocated for the entire out array. If the automaton is sparse, then the space used by the linked lists of out edges could be substantially less that the space used by all the out arrays. One place in which sparse automata are encountered is in the early stages of coset enumerations.

Now let us consider coset automata with respect to classical monadic rewriting systems. The term field in state records is no longer needed, and the lists of edges entering each state are unnecessary. There is an edge with label $x$ entering a state $\sigma$ if and only if there is an edge with label $x^{-1}$ leaving $\sigma$. There is in fact no need to have records for edges if the out arrays are used. We simply make $\sigma$.out $[x]$ point to the head of the edge leaving $\sigma$ which has label $x$, rather than to the edge itself. In the case that
$|X|$ is large, it may be better to use lists of edges leaving the states, at least in the beginning of a coset enumeration.

Although linked lists of records have been used to implement coset enumeration, the usual data structure for a coset automaton is a twodimensional array, say "table". States are represented by positive integers, with 1 denoting the initial state. If $\sigma$ is a state and $x$ is in $X$, then table $[\sigma, x]$ is the endpoint $\tau$ of the unique edge ( $\sigma, x, \tau$ ), or 0 if no such edge exists. Because of coincidences, it may happen that not all row indices of table correspond to active states. The set of active states is specified by first giving an integer $n$ which is at least as big as the largest active state. If $\sigma$ is an integer between 1 and $n$ which does not represent a state, then table $\left[\sigma, z_{1}\right]$ is set to some negative value. Here $z_{1}$ is a fixed element of $X$, which may need to be specially chosen to facilitate coincidence processing, as described later. Thus the current set $\Sigma$ of active states is the set of positive integers $\sigma$ not exceeding $n$ such that table $\left[\sigma, z_{1}\right]$ is nonnegative.

As new states are needed, old ones deleted by the coincidence procedure are recycled. This can be done in several ways. For example, entries in table can be used to create a linked list of available state numbers. On the other hand, as long as $n$ is less than the number of rows in table, a new state can be defined by adding 1 to $n$ and using the new value of $n$ as the new state. If no more rows of table are available this way and there are inactive state values, then the entire table can be standardized using the procedure of Section 4.7, or compressed as follows:

```
Procedure COMPRESS;
Begin
    \(\sigma:=0\);
    For \(\tau:=1\) to \(n\) do
        If table \(\left[\tau, z_{1}\right] \geq 0\) then begin
            \(\sigma:=\sigma+1 ;\)
            If \(\sigma \neq \tau\) then
                For \(x\) in \(X\) do begin
                    \(\rho:=\operatorname{table}[\tau, x] ;\) If \(\rho=\tau\) then \(\rho:=\sigma\); table \([\sigma, x]:=\rho ;\)
                    If \(\rho \neq \sigma\) then table \(\left[\rho, x^{-1}\right]:=\sigma\)
                End
        End;
    \(n:=\sigma\)
End.
```

Example A.1. Suppose that $X=\left\{x, x^{-1}, y, y^{-1}\right\}, n=12$, and the first 12 rows of table are as shown in Table A.1. Then after COMPRESS has been called, the value of $n$ is 7 and the first 7 rows of table are as in Table A.2.

Table A. 1

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 4 | 0 | 3 | 10 |
| 2 | -1 | 0 | 0 | 0 |
| 3 | 0 | 7 | 10 | 1 |
| 4 | 8 | 1 | 0 | 12 |
| 5 | -4 | 0 | 0 | 0 |
| 6 | -3 | 0 | 0 | 0 |
| 7 | 3 | 12 | 8 | 0 |
| 8 | 12 | 4 | 0 | 7 |
| 9 | -7 | 0 | 0 | 0 |
| 10 | 10 | 10 | 1 | 3 |
| 11 | -7 | 0 | 0 | 0 |
| 12 | 7 | 8 | 4 | 0 |

Table A. 2

|  | $x$ | $x^{-1}$ | $y$ | $y^{-1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | 0 | 2 | 6 |
| 2 | 0 | 4 | 6 | 1 |
| 3 | 5 | 1 | 0 | 7 |
| 4 | 2 | 7 | 5 | 0 |
| 5 | 7 | 3 | 0 | 4 |
| 6 | 6 | 6 | 1 | 2 |
| 7 | 4 | 5 | 4 | 0 |

If there are many inactive states, then standardization takes less time than compression, but standardization disturbs the linear order of the active states, while compression does not.

The description of the coincidence procedure in Section 4.6 used a vector $p$ and a list $\eta_{1}, \ldots, \eta_{k}$ of states which have become inactive. Using the array table to represent the coset automaton, we can store the necessary entries of $p$ and the $\eta_{i}$ in table, thereby saving a significant amount of space. The method described here is based on the idea in (Beetham 1984).

Clearly we assume that $|X| \geq 2$, since otherwise the free product of cyclic groups in which we are working would be trivial or a cyclic group of order 2. There exist two distinct elements $z_{1}$ and $z_{2}$ of $X$ such that either $z_{1}^{-1}=z_{2}$ or $z_{1}^{-1}=z_{1}$ and $z_{2}^{-1}=z_{2}$. The columns of table indexed by $z_{1}$ and $z_{2}$ will be referred to as the special columns. If $\sigma$ is an inactive state, then -table $\left[\sigma, z_{1}\right]$ will be an earlier state equivalent to $\sigma$ and table $\left[\sigma, z_{2}\right]$ will be the next inactive state in the sequence formerly denoted $\eta_{1}, \ldots, \eta_{k}$. This sequence is now managed as a queue with head $\alpha$ and tail $\omega$. The procedure ACTIVE is modified as follows:

Function $\operatorname{ACTIVE}(\sigma)$ : integer;
Input: $\sigma \quad$ : a positive integer not exceeding $n$;
Begin
$\tau:=\sigma ; \rho:=$ table $\left[\tau, z_{1}\right] ;$
While $\rho<0$ do begin $\tau:=-\rho ; \rho:=$ table $\left[\tau, z_{1}\right]$ end;
ACTIVE $:=\tau ; \mu:=\sigma ; \rho:=$ table $\left[\mu, z_{1}\right]$;
While $\rho \neq-\tau$ do begin

$$
\operatorname{table}\left[\mu, z_{1}\right]:=-\tau ; \mu:=-\rho ; \rho:=\operatorname{table}\left[\mu, z_{1}\right] \text { end }
$$

End.

Because of the way the special columns are used, the consequences of a given coincidence derived from entries in the special columns must be processed before other consequences. This requires a separate procedure COINCSP. The procedure MERGE must be modified. It is called only from COINCSP. A set $D$ of edges is maintained in COINCSP. The edges in $D$ correspond to entries in the special columns of table which have been removed. Edges are added to $D$ in MERGE and removed from $D$ in COINCSP. By Exercise 6.2 in Chapter 4, the cardinality of $D$ never exceeds 2.

```
Procedure MERGE \((\sigma, \tau)\);
Input: \(\sigma, \tau \quad\) : elements of \(\Sigma\);
(* The equivalence classes containing \(\sigma\) and \(\tau\) are merged and the queue
    is adjusted. *)
Begin
    If \(\sigma \neq \tau\) then begin
        \(\nu:=\max (\sigma, \tau) ; \mu:=\min (\sigma, \tau) ;\)
        For \(x\) in \(\left\{z_{1}, z_{2}\right\}\) do begin
            \(\varphi:=\) table \([\nu, x]\);
                If \(\varphi \neq 0\) then begin
                    table \([\nu, x]:=0 ; \operatorname{table}\left[\varphi, x^{-1}\right]:=0 ; \operatorname{Add}(\nu, x, \varphi)\) to \(D\)
            End
        End;
        table \(\left[\nu, z_{1}\right]:=-\mu ;\) table \(\left[\nu, z_{2}\right]:=0 ;\)
        If \(\alpha=0\) then begin
            \(\alpha:=\nu ; \omega:=\nu\)
        End
        Else begin
            table \(\left[\omega, z_{2}\right]:=\nu ; \omega:=\nu\)
        End;
        End
End.
Procedure COINCSP \((\sigma, \tau)\);
Input: \(\sigma, \tau \quad\) : elements of \(\Sigma\);
(* The coincidence of \(\sigma\) and \(\tau\) is processed in the special columns. *)
Begin
    \(D:=\emptyset ; \operatorname{MERGE}(\sigma, \tau)\);
    While \(D \neq \emptyset\) do begin
    Remove an edge ( \(\nu, x, \varphi\) ) from \(D\);
    \(\mu:=\operatorname{ACTIVE}(\nu) ; \psi:=\operatorname{ACTIVE}(\varphi) ; \gamma:=\operatorname{table}[\mu, x] ; \delta:=\)
        table \(\left[\psi, x^{-1}\right]\);
    If \(\gamma \neq 0\) then \(\operatorname{MERGE}(\gamma, \psi)\)
```

```
    Else if \(\delta \neq 0\) then \(\operatorname{MERGE}(\delta, \mu)\)
    Else begin
        table \([\mu, x]:=\psi\);
        If save then push ( \(\mu, x\) ) onto the deduction stack;
        If \((\mu, x) \neq\left(\varphi, x^{-1}\right)\) then begin
        table \(\left[\psi, x^{-1}\right]:=\mu\);
        If save then push ( \(\psi, x^{-1}\) ) onto the deduction stack
        End
    End
    End
End.
```

Here is the revised coincidence procedure:

```
Procedure COINCIDENCE \((\sigma, \tau)\);
Input: \(\sigma, \tau \quad\) : elements of \(\Sigma\);
Begin
    \(\alpha:=0 ; \operatorname{COINCSP}(\sigma, \tau) ;\)
    While \(\alpha \neq 0\) do begin
        \(E_{1}:=\emptyset ;\)
        For \(x\) in \(X-\left\{z_{1}, z_{2}\right\}\) do begin
        \(\varphi:=\) table \([\alpha, x] ;\)
        If \(\varphi \neq 0\) then begin
            table \([\alpha, x]:=0 ;\) table \(\left[\varphi, x^{-1}\right]:=0 ;\) Add \((\alpha, x, \varphi)\) to \(E_{1}\)
        End
    End;
    For \((\alpha, x, \varphi)\) in \(E_{1}\) do begin
        \(\mu:=\operatorname{ACTIVE}(\alpha) ; \psi:=\operatorname{ACTIVE}(\varphi) ; \gamma:=\operatorname{table}[\mu, x] ; \delta:=\)
            table[ \(\left.\psi, x^{-1}\right]\);
        If \(\gamma \neq 0\) then \(\operatorname{COINCSP}(\gamma, \psi)\)
        Else if \(\delta \neq 0\) then \(\operatorname{COINCSP}(\delta, \mu)\)
        Else begin
            table \([\mu, x]:=\psi\);
            If save then push ( \(\mu, x\) ) onto the deduction stack;
            If \((\mu, x) \neq\left(\psi, x^{-1}\right)\) then begin
                table \(\left[\psi, x^{-1}\right]:=\mu ;\)
                    If save then push \(\left(\psi, x^{-1}\right)\) onto the deduction stack
                    End
        End
    End;
    \(\alpha:=\) table \(\left[\alpha, z_{2}\right]\)
End
End.
```

With most computer languages, locating an entry in a matrix takes longer than locating an entry in a vector since more arithmetic operations must be performed to arrive at the address of table $[i, x]$ than to determine the address of $v[j]$. One of these operations is probably a multiplication of $i$ or $i-1$ by the number of columns in table. Havas has recently proposed a data structure which avoids this multiplication. The array table used to represent a coset automaton is replaced by a vector $v$ obtained as follows: Let $k=\operatorname{table}[i, x]$. Redefine table $[i, x]$ to be $|X|(k-1)+1$ if $k>0$, leave table $[i, x]$ unchanged if $k=0$, and redefine table $[i, x]$ to be $|X|(k+1)-1$ if $k<0$. Now arrange the entries in table into a vector by taking them in row-major order.

Example A.2. In the Havas scheme, the coset table with 12 rows in Example A. 1 corresponds to the vector

$$
\begin{aligned}
v= & (13,0,9,37,-1,0,0,0,0,25,37,1,29,1,0,45,-13,0,0,0,-9,0,0,0 \\
& 9,45,29,0,45,13,0,25,-25,0,0,0,37,37,1,9,-25,0,0,0,25,29,13,0) .
\end{aligned}
$$

If we associate the elements of $X$ with the integers $0,1, \ldots,|X|-1$, then to trace a word $W=w_{1} \ldots w_{r}$ at an active coset $k$ we proceed as follows:

```
\(j:=|X|(k-1)+1 ;\)
For \(i:=1\) to \(r\) do begin
    \(m:=v\left[j+w_{i}\right] ;\)
    If \(m=0\) then break;
    \(j:=m\)
End;
```

In (Havas 1991) a speedup of $15-25 \%$ was observed when this approach was used in a C implementation of coset enumeration which supported both the Felsch and HLT strategies.

## Exercises

A.1. Suppose that coset automata are represented by a doubly linked list of records representing the states and that the edges leaving a given state are represented by a singly linked list of edge records. How should the coincidence procedure be implemented?
A.2. Devise a representation for the automata used as index structures for rewriting systems as described in Section 3.5.
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