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Preface

This book is designed for a one- or two-quarter course in continuum me-
chanics for first-year graduate students and advanced undergraduates
in the mathematical and engineering sciences. It was developed, and
continually improved, by over four years of teaching of a graduate engi-
neering course (ME 238) at Stanford University, USA, followed by over
four years of teaching of an advanced undergraduate mathematics course
(MA3G2) at the University of Warwick, UK. The resulting text, we be-
lieve, is suitable for use by both applied mathematicians and engineers.
Prerequisites include an introductory undergraduate knowledge of linear
algebra, multivariable calculus, differential equations and physics.

This book is intended both for use in a classroom and for self-study.
Each chapter contains a wealth of exercises, with fully worked solutions
to odd-numbered questions. A complete solutions manual is available
to instructors upon request. A short bibliography appears at the end of
each chapter, pointing to material which underpins, or expands upon,
the material discussed here. Throughout the book we have aimed to
strike a balance between two classic notational presentations of the sub-
ject: coordinate-free notation and index notation. We believe both types
of notation are helpful in developing a clear understanding of the sub-
ject, and have attempted to use both in the statement, derivation and
interpretation of major results. Moreover, we have made a conscious
effort to include both types of notation in the exercises.

Chapters 1 and 2 provide necessary background material on tensor
algebra and calculus in three-dimensional Euclidean space. Chapters
3–5 cover the basic axioms of continuum mechanics concerning mass,
force and motion, the balance laws of mass, momentum, energy and
entropy, and the concepts of frame-indifference and material constraints.
Chapters 6–9 cover various classic theories of inviscid and viscous fluids,

xv



xvi Preface

and linear and nonlinear elastic solids. Chapters 6 and 7 cover isothermal
theories, whereas Chapters 8 and 9 cover corresponding thermal theories.
We emphasize the formulation of typical initial-boundary value problems
for the various material models, study important qualitative properties,
and, in several cases, illustrate how the technique of linearization can be
used to simplify problems under appropriate assumptions.

For reasons of space and timeliness the scope of material covered in
this book is necessarily limited. For further general reading we recom-
mend the books by Gurtin (1981), Chadwick (1976), Mase (1970) and
Malvern (1969). For further reading in the area of fluid mechanics we
suggest the texts by White (2006), Anderson (2003), Chorin and Mars-
den (1993) and Temam (1984). In the area of solid mechanics we suggest
the texts by Antman (1995), Ciarlet (1988), Ogden (1984) and Marsden
and Hughes (1983). For a wealth of information on both the subject
and history of various classic field theories of continuum mechanics we
recommend the encyclopedia articles by Gurtin (1972), Truesdell and
Noll (1965), Truesdell and Toupin (1960) and Serrin (1959).

We are indebted to many of our colleagues at Stanford and Warwick,
especially to Huajian Gao who gave a version of the course which we sat
through in the 1993-94 and 1994-95 academic years, to Tom Hughes who
gave us considerable encouragement to develop the notes into a book,
as well as guidance on the choice of material, and to Robert Mackay
who read and commented upon an early draft of the book. It is also
a pleasure to thank the many students at Stanford and Warwick who
helped produce and type solutions. Special thanks go to Nuno Catarino,
Doug Enright, Gonzalo Feijoo, Liam Jones, Teresa Langlands, Matthew
Lilley and Paul Lim.

Note to instructors Chapters 1–5, together with selected topics from
Chapters 6–9, can form a standard one-semester or one-quarter course.
This format has been used as the basis for an advanced undergraduate
course in applied mathematics. Chapters 1–9 in their entirety, together
with supplemental material from outside sources, can form a standard
two-semester or two-quarter course. This format has been used as the
basis for a graduate engineering course sequence. Example supplemen-
tal material might include the finite element method, fluid-solid interac-
tions, the balance laws of electro-magnetism and their coupling to the
thermo-mechanical balance laws, and topics such as piezo-electricity.
Fully worked solutions to all exercises are available to instructors who
are using the book as part of their teaching. A copy of the solutions man-
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ual can be obtained via the web site www.cambridge.org/9780521714242
or by emailing solutions@cambridge.org.

Notational conventions Mathematical statements such as definitions,
axioms, theorems and results are numbered consecutively within each
chapter. Thus Definition 2.3 precedes Result 2.4 in Chapter 2. The
symbol is used to denote the end of each such statement, including
proofs, remarks and examples. Equation numbers, when assigned, are
also in consecutive order within each chapter. Thus equations (3.6) and
(3.7) are the sixth and seventh numbered equations in Chapter 3. Often,
a single number is assigned to a displayed group of equations, and in
this case, subscripts are used to refer to independent equations from the
group. Thus (3.7)1 and (3.7)2 denote the first and second independent
equations from the equation group (3.7). The ordering of independent
equations within a group will always follow the standard reading order:
left to right, top to bottom.





1

Tensor Algebra

Underlying everything we study is the field of real numbers IR and three-
dimensional Euclidean space IE3 . We refer to elements of IR as scalars
and denote them by light-face symbols such as a, b, x and y. We refer to
elements of IE3 as points and denote them by bold-face symbols such
as a, b, x and y.

The aim of this chapter is to build up a mathematical structure for
IE3 and various other sets associated with it, such as the set of vectors
V. The important ideas that we introduce are: (i) the distinction be-
tween points and vectors; (ii) the distinction between a vector and its
representation in a coordinate frame; (iii) index notation; (iv) the set
of second-order tensors V2 as linear transformations in V; (v) the set of
fourth-order tensors V4 as linear transformations in V2 .

1.1 Vectors

By a vector we mean a quantity with a specified magnitude and direc-
tion in three-dimensional space. For example, a line segment in space
can be interpreted as a vector as can other things such as forces, veloci-
ties and accelerations. We denote a vector by a bold-face symbol such as
v and denote its magnitude by |v|. Notice that for any vector v we have
|v| ≥ 0. It is useful to define a zero vector, 0, as a vector with zero
magnitude and no specific direction. Any vector having unit magnitude
is called a unit vector.

A vector may be represented graphically by an arrow as depicted in
Figure 1.1. The orientation of the arrow represents the direction of the
vector and the length of the arrow represents the magnitude. We will
always identify vectors with arrows in this way. Moreover, two vectors

1



2 Tensor Algebra

A

B

v

u

u + v
v

2 v

− v

(a) (b) (c)

Fig. 1.1 Graphical illustration of a vector and basic vector operations. (a) the
tail A and tip B of a vector. (b) the sum of two vectors. (c) the multiplication
of a vector by a scalar.

will be considered equal if they have the same direction and magnitude,
regardless of their location in space.

Scalars and vectors are examples of more general objects called ten-
sors. For example, a scalar is a zeroth-order tensor, while a vector is a
first-order tensor. Later we will consider second-order and fourth-order
tensors, but for now we concentrate on first-order ones, that is, vectors.

1.1.1 Vector Algebra

If we let V be the set of all vectors, then V has the structure of a real
vector space since

u + v ∈ V ∀u,v ∈ V and αv ∈ V ∀α ∈ IR, v ∈ V.

In particular, we define the sum u + v as that element of V which
completes the triangle when u and v are placed tip-to-tail as shown in
Figure 1.1(b). Given any scalar α ∈ IR we define the product αv as that
element in V with magnitude |α||v|, where |α| denotes the absolute value
of α, and direction the same as or opposite to v depending on whether
α is positive or negative, respectively, as depicted in Figure 1.1(c). If
α = 0, then αv is the zero vector.

With the vector space V in hand we can define some useful mathemat-
ical operations between elements of IE3 and V. Given any two points
x and y we define their difference y − x to be the unique vector which
points from x to y, as shown in Figure 1.2(a). Hence given x,y ∈ IE3

we have y − x ∈ V. Given any point z and any vector v we define the
sum z + v to be the unique point such that (z + v) − z = v, as shown
in Figure 1.2(b). Hence given z ∈ IE3 and v ∈ V we have z + v ∈ IE3 .
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x

 y - x

y

z

v

z + v

(a) (b)

Fig. 1.2 Graphical interpretation of operations between points and vectors.
(a) the difference between two points is a vector. (b) the sum of a point and
a vector is a point.

We next define some geometrical operations between vectors which
will allow us to construct mathematical representations for V and IE3 .

1.1.2 Scalar and Vector Products

The scalar or dot product of two vectors a and b is defined geomet-
rically as

a · b = |a||b| cos θ,

where θ ∈ [0, π] is the angle between the tips of a and b. Two vectors
a and b are said to be orthogonal or perpendicular if a · b = 0. For
any vector a notice that a · a = |a|2 .

The vector or cross product of two vectors a and b is defined
geometrically as

a × b = (|a||b| sin θ)e,

where, as before, θ ∈ [0, π] is the angle between the tips of a and b, and
e is a unit vector perpendicular to the plane containing a and b. The
orientation of e is defined such that a right-handed rotation about e,
through an angle θ, carries a to b. If a × b = 0, then a and b are said
to be parallel. Notice that the magnitude of a × b is the same as the
area of a parallelogram with sides defined by a and b.

Example: Let V = |a × b · c|. Then V is the volume of the paral-
lelepiped defined by a, b and c. In particular, we have

V = |a||b||c|| sin θ|| cos φ|,

where θ is the angle between a and b, and φ is the angle between c and
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a×b. The factor |a||b|| sin θ| is the area of the parallelogram defined by
a and b, and the factor |c|| cos φ| gives the height of the parallelepiped
with respect to the plane of a and b.

1.1.3 Projections, Bases and Coordinate Frames

Let e be a unit vector. Then any vector v can be written in the form

v = ve + v⊥
e , (1.1)

where ve is parallel to e and v⊥
e is perpendicular to e. The vector ve is

called the projection of v parallel to e and is defined as

ve = (v · e)e.

The vector v⊥
e is called the projection of v perpendicular to e. Since

v⊥
e = v − ve we find that

v⊥
e = v − (v · e)e.

Thus any vector v can be uniquely decomposed into parts parallel and
perpendicular to a given unit vector e.

By a right-handed orthonormal basis for V we mean three mutually
perpendicular unit vectors {i, j,k} which are oriented in the sense that

i × j = k, j × k = i, k × i = j.

While any three mutually perpendicular unit vectors necessarily satisfy
|(i×j) ·k| = 1, a right-handed basis has the property that (i×j) ·k = 1.
In contrast, a left-handed basis satisfies (i × j) · k = −1.

Using the notation {e1 ,e2 ,e3} in place of {i, j,k} we find, by repeated
application of (1.1), that any vector v can be uniquely decomposed as

v = v1e1 + v2e2 + v3e3 where vi = v · ei ∈ IR.

The numbers v1 , v2 , v3 are called the components of v in the given
basis {e1 ,e2 ,e3}. For brevity we will often denote the set of components
by vi and a given basis by {ei}, where it is understood that the subscript
i ranges from 1 to 3.

We will frequently find it useful to arrange the components of a vector
v into a 3 × 1 column matrix [v], in particular

[v] =


v1

v2

v3

 ∈ IR3 ,
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=

//

/
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1
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3 x

e1

e3

e2 v
e1e2

e3

(a) (b)

Fig. 1.3 Graphical illustration of orthonormal bases and a coordinate frame.
(a) two orthonormal bases for V. (b) Cartesian coordinate frame for IE3 .

where IR3 denotes the set of all ordered triplets of real numbers. We
will also have need to consider the transpose of [v], which is a 1 × 3
row matrix defined as [v]T = (v1 , v2 , v3). Notice that by properties of
the transpose we may write [v] = (v1 , v2 , v3)T . We call [v] the matrix
representation of v in the given basis.

It is important to distinguish between vectors v ∈ V (arrows in space)
and their representations [v] ∈ IR3 (triplets of numbers). In particular, a
given vector can have different representations depending on the choice
of basis for V.

Example: Let {ei} be a basis for V and consider a vector v whose
representation in this basis is [v] = (1, 1, 0)T as shown in Figure 1.3(a).
Thus

v · e1 = 1, v · e2 = 1, v · e3 = 0 or v = 1e1 + 1e2 + 0e3 .

Next, consider the same vector v, but rotate the basis {ei} through an
angle of π/4 about the axis defined by e3 . The result of this rotation is
a new basis {e′

i}, and in this basis the components of v are

v · e′
1 =

√
2, v · e′

2 = 0, v · e′
3 = 0 or v =

√
2 e′

1 + 0e′
2 + 0e′

3 .

The representation of v in the new basis is [v]′ = (
√

2, 0, 0)T and we see
that [v]′ �= [v].

By a Cartesian coordinate frame for IE3 we mean a reference point
o ∈ IE3 called an origin together with a right-handed orthonormal basis
{ei} for the associated vector space V as depicted in Figure 1.3(b). To
any point x ∈ IE3 we then ascribe coordinates xi according to the
expression

xi = (x − o) · ei .
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Thus the coordinates of x are the unique numbers xi such that

x − o = x1e1 + x2e2 + x3e3 .

Throughout our developments we will use the term coordinate frame for
IE3 without making explicit reference to the point o ∈ IE3 chosen as the
origin. Moreover, we will frequently identify a point x ∈ IE3 with its
position vector x − o ∈ V and use the same symbol x for both.

1.2 Index Notation

In this section we express various operations between vectors in terms
of their components in a given frame. We begin with the summation
convention for index notation and then introduce the Kronecker delta
and permutation symbols which will be used throughout the remainder
of our developments.

1.2.1 Summation Convention

The representation of vectors and vector operations in terms of compo-
nents naturally involves sums. For example, let a and b be vectors with
components ai and bi in a frame {ei}. Then

a = a1e1 + a2e2 + a3e3 =
3∑

i=1

aiei ,

b = b1e1 + b2e2 + b3e3 =
3∑

j=1

bjej ,

a · b =

(
3∑

i=1

aiei

)
·
(

3∑
j=1

bjej

)
=

3∑
i=1

3∑
j=1

aibjei · ej =
3∑

i=1

aibi ,

where the last line follows from the fact that ei · ej = 1 or 0 depending
on whether i = j or i �= j.

The expressions for a, b and a · b each involves a sum over a pair of
indices. Because sums of this type occur so often we adopt a convention
and abbreviate the above three equations as

a = aiei , b = bjej and a · b = aibi .

The convention is: whenever an index occurs twice in a term a sum is
implied over that index. In particular, aiei is shorthand for the sum∑3

i=1 aiei . Unless mentioned otherwise we will always assume that the
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summation convention is in force. In this case any pair of repeated
indices in a term represents a sum, for example

a2bj bj b3 = a2(b1b1 + b2b2 + b3b3)b3 ,

aibi + bibi = (a1b1 + a2b2 + a3b3) + (b1b1 + b2b2 + b3b3),

aiaj bj ai = aiaiaj bj = (a1a1 + a2a2 + a3a3)(a1b1 + a2b2 + a3b3).

Any repeated index, such as i or j above, which is used to represent a
sum is called a dummy index. This terminology reflects the fact that
the actual symbol used for a repeated index is immaterial since

aibi = a1b1 + a2b2 + a3b3 = aj bj .

Notice that the summation convention applies only to pairs of repeated
indices. In particular, no sums will be implied in expressions of the form
ai , aibibi , and so on.

Any index which is not a dummy index is called a free index. For
example, in the equation

ai = cj bj bi ,

the index i is a free index, while j is a dummy index. Free indices can
take any of the values 1, 2 or 3, and are used to abbreviate groups of
similar equations. For example, the above equation is shorthand for the
three equations

a1 = cj bj b1 , a2 = cj bj b2 , a3 = cj bj b3 .

Similarly, the equation

aibj = cick ckdj

is shorthand for nine equations since both i and j are free indices. The
nine equations are

a1b1 = c1ck ckd1 , a1b2 = c1ck ckd2 , . . . a3b3 = c3ck ckd3 .

Notice that each term in an equation should have the same free indices,
and the same symbol cannot be used for both a dummy and free index.
For example, equations of the form

ai = bj , aibj = cidj dj and aibj = cickdkdj + dpclcldq

are all ambiguous and are not permissible in our use of the summation
convention.
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1.2.2 Kronecker Delta and Permutation Symbols

To any frame {ei} we associate a Kronecker delta symbol δij defined
by

δij = ei · ej =
{

1, if i = j,
0, if i �= j,

and a permutation symbol εijk defined by

εijk = (ei × ej ) · ek =


1, if ijk = 123, 231 or 312,

−1, if ijk = 321, 213 or 132,
0, otherwise (repeated index).

Notice that the numerical values of δij and εijk are the same for any
right-handed orthonormal frame.

The Kronecker delta and permutation symbols enjoy certain symme-
try properties under index transposition and permutation. In particular,
we find that δij is invariant under transposition of indices in the sense
that δij = δji , whereas εijk changes sign under (pairwise) transposition,
namely, εijk = −εjik , εijk = −εikj and εijk = −εkji . However, εijk is
invariant under circular or cyclic permutation of indices in the sense that
εijk = εjki = εkij .

The permutation symbol can alternatively be defined as

εijk = det ([ei ], [ej ], [ek ]) ,

where ([ei ], [ej ], [ek ]) is the 3 × 3 matrix with columns [ei ], [ej ] and
[ek ]. In particular, all the properties outlined above for εijk under index
transposition and permutation can be deduced from properties of the
determinant.

1.2.3 Frame Identities

Various useful identities can be established between the vectors of a
frame {ei} and the Kronecker delta δij and the permutation symbol
εijk . In particular, from the definition of δij we deduce the identity

ei = δijej .

That is, δ1jej = e1 , δ2jej = e2 and δ3jej = e3 . This identity shows
that, when δij is summed with another quantity, the net effect is a
“transfer of index”. We call this the transfer property of δij .

From the definition of εijk we deduce the identity

ei × ej = εijkek ,
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which provides a concise way to express the nine possible vector products
between the vectors of a frame, that is, e1 × e1 = 0, e1 × e2 = e3 and
so on. A similar identity which can easily be verified is

ei = 1
2 εijkej × ek .

1.2.4 Vector Operations in Components

The Kronecker delta and permutation symbols naturally arise when var-
ious operations between vectors are expressed in terms of their compo-
nents in a given frame.

Scalar product. Let a = aiei and b = bjej . Then

a · b = (aiei) · (bjej )

= aibj ei · ej

= aibj δij

= aibi ,

where the last line follows from the transfer property of δij , that is,
bj δij = bi . Thus, from the geometrical definition of the scalar product
we find |a|2 = a · a = aiai .

Vector product. Let a = aiei , b = bjej and d = dkek . Then

a × b = aibj ei × ej = aibj εijkek ,

where the last equality follows from the frame identity ei × ej = εijkek .
Thus, if we let d = a × b, then dk = aibj εijk .

Triple scalar product. Let a = aiei , b = bjej and c = cm em . Then

(a × b) · c = (aibj εijkek ) · (cm em )

= εijkaibj cm δkm

= εijkaibj ck .

(1.2)

Moreover, by properties of the permutation symbol under cyclic permu-
tation of its indices we find

(a × b) · c = (b × c) · a = (c × a) · b.

From elementary vector analysis we recall that

(a × b) · c = det ([a], [b], [c]) , (1.3)
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where ([a], [b], [c]) is the 3×3 matrix with columns [a], [b] and [c]. When
(1.3) is combined with (1.2) we obtain

det ([a], [b], [c]) = εijkaibj ck , (1.4)

which provides an explicit expression for the determinant in terms of a
triple sum.

Triple vector product. Let a = aqeq , b = biei , c = cjej and d =
dpep . Then

a × (b × c) = (aqeq ) × (bicj εijkek )

= εijkaq bicj eq × ek

= εqkpεijkaq bicjep

= εpqk εijkaq bicjep ,

(1.5)

where the last line follows from the fact that εqkp = εpqk . Thus, if we
let d = a × (b × c), then dp = εpqk εijkaq bicj . Below we show that this
expression can be used to derive a fundamental identity for the triple
vector product.

Remark: The geometrical definitions of the scalar and triple scalar
products imply that these quantities are frame-independent. That is,
the scalar and triple scalar products can be computed using components
in any coordinate frame, with the same value obtained in each frame.
Identifying scalar quantities with this property will be an important
theme in the sequel. For other examples see the discussion of the trace,
determinant and principal invariants of second-order tensors.

1.2.5 Epsilon-Delta Identities

By virtue of their definitions in terms of a right-handed orthonormal
frame, the permutation symbol and the Kronecker delta satisfy the fol-
lowing identities.

Result 1.1 Epsilon-Delta Identities. Let εijk be the permutation
symbol and δij the Kronecker delta. Then

εpqsεnrs = δpnδqr − δpr δqn and εpqsεrqs = 2δpr .

Proof See Exercise 18.
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As an application of the above result we establish an identity involving
the triple vector product

a × (b × c) = (a · c)b − (a · b)c, ∀a, b, c ∈ V.

To see this notice that, by (1.5) and Result 1.1, we have

a × (b × c) = εpqk εijkaq bicjep

= (δpiδqj − δpj δqi)aq bicjep

= (aq cq )bpep − (aq bq )cpep

= (a · c)b − (a · b)c,

which establishes the result.

1.3 Second-Order Tensors

Many physical quantities in mechanics, such as forces, velocities and ac-
celerations, are well-represented by the notion of a vector (first-order
tensor). In any Cartesian coordinate frame for IE3 such quantities
are described by three components. In our studies we will encounter
other physical quantities, such as stress and strain, which are not well-
represented by vectors, but rather by linear transformations between
vectors, leading to the notion of a second-order tensor as defined below.
As we will see, such quantities will be described by nine components in
any Cartesian coordinate frame for IE3 .

1.3.1 Definition

By a second-order tensor T on the vector space V we mean a mapping
T : V → V which is linear in the sense that:

(1) T (u + v) = Tu + Tv for all u,v ∈ V,

(2) T (αu) = αTu for all α ∈ IR and u ∈ V.

We denote the set of all second-order tensors on V by the symbol V2 .
Analogous to the zero vector, we define a zero tensor O with the
property Ov = 0 for all v ∈ V, and we define an identity tensor I

with the property Iv = v for all v ∈ V. Two second-order tensors S

and T are said to be equal if and only if Sv = Tv for all v ∈ V.
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Examples:

(1) Projections. The action of projecting a vector v onto a given unit
vector e can be expressed in terms of a second-order tensor P , namely

P (v) = (v · e)e.

3e

e2

e1
o

v

e

P(v)

(2) Rotations. The action of rotating a vector v through a given angle
θ about a fixed axis, say e3 , can be expressed in terms of a second-order
tensor S. In particular, for each of the basis vectors ei we have

S(e1) = cos θ e1 + sin θ e2 , S(e2) = cos θ e2 − sin θ e1 , S(e3) = e3 .

θ

3e

e2

e1
o

v

S(v)

(3) Reflections. The action of reflecting a vector v with respect to a
fixed plane, say with normal e1 , can be expressed in terms of a second-
order tensor T , namely

T (v) = v − 2(v · e1)e1 .

3e

e1

e2

v

o

T(v)
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1.3.2 Second-Order Tensor Algebra

If we let V2 be the set of second-order tensors, then V2 has the structure
of a real vector space since

S + T ∈ V2 ∀S,T ∈ V2 and αT ∈ V2 ∀α ∈ IR, T ∈ V2 .

We can also compose second-order tensors in the sense that

ST ∈ V2 ∀S,T ∈ V2 .

In particular, we define the sum S + T via the relation (S + T )v =
Sv + Tv for all v ∈ V, and we define the composition ST via the
relation (ST )v = S(Tv) for all v ∈ V. A similar definition holds for
αT .

1.3.3 Representation in a Coordinate Frame

By the components of a second-order tensor S in a coordinate frame
{ei} we mean the nine numbers Sij (1 ≤ i, j ≤ 3) defined by

Sij = ei · Sej .

These components completely describe the transformation S : V → V.
Given vectors v = viei and u = ujej such that v = Su we have, by
linearity

vi = ei · Su = (ei · Sej )uj = Sijuj . (1.6)

Thus the components of S are simply the coefficients in the linear rela-
tion between the components of v and u.

Frequently, we arrange the nine components Sij into a square matrix
[S], in particular

[S] =

S11 S12 S13

S21 S22 S23

S31 S32 S33

 ∈ IR3×3 ,

where IR3×3 denotes the set of all 3 × 3 matrices of real numbers. We
call [S] the matrix representation of S in the given coordinate frame.
We could also arrange the components into a 9 × 1 matrix, that is, an
element of IR9 . However, the square matrix representation will be more
useful for our developments.

If we denote the element of [S] at the ith-row and jth-column by [S]ij ,
then we have [S]ij = Sij . The transpose of the matrix [S] is denoted
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by [S]T , and its elements are defined by the expression [S]Tij = [S]j i .
From the definitions of [S] and Sij we deduce the convenient expression

[S] = ([Se1 ], [Se2 ], [Se3 ]),

where [Sej ] is the 3 × 1 column matrix of components of Sej .
In view of (1.6) and the rules of matrix multiplication, the tensor

equation v = Su can be written in various equivalent ways

v = Su ⇔ vi = Sijuj ⇔ [v] = [S][u].

Thus the matrix representations of vectors and second-order tensors have
the property

[Su] = [S][u].

Examples:

(1) Let S and T be the rotation and reflection tensors introduced in
the examples of Section 1.3.1. In the respective coordinate frame
of each example, the matrix representation of S is

[S] =

 cos θ − sin θ 0
sin θ cos θ 0

0 0 1

 ,

and the matrix representation of T is

[T ] =

−1 0 0
0 1 0
0 0 1

 .

(2) It is straightforward to show that, in any coordinate frame, the
zero tensor O has components Oij = 0 (1 ≤ i, j ≤ 3), and the
identity tensor I has components Iij = δij (1 ≤ i, j ≤ 3).

1.3.4 Second-Order Dyadic Products, Bases

The dyadic product of two vectors a and b is the second-order tensor
a ⊗ b defined by

(a ⊗ b)v = (b · v)a, ∀v ∈ V.
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In terms of components [a ⊗ b]ij , the above equation is equivalent to

[a ⊗ b]ij vj = (bj vj )ai, ∀v ∈ V,

which implies

[a ⊗ b]ij = aibj .

To complete this last step simply take v = e1 , e2 , e3 in turn. Through-
out our developments we will move freely from similar expressions, which
hold for all v, to the statement with v removed. Notice that the matrix
representation of a ⊗ b is

[a ⊗ b] =

 a1b1 a1b2 a1b3

a2b1 a2b2 a2b3

a3b1 a3b2 a3b3

 = [a][b]T .

Given any coordinate frame {ei} the nine elementary dyadic products
{ei⊗ej} form a basis for V2 . In particular, each S ∈ V2 can be uniquely
represented as a linear combination

S = Sijei ⊗ ej , (1.7)

where Sij = ei · Sej . To see that the above representation is correct
consider the expression v = Su, where v = viei and u = ukek . Then

v = Su

= Sijei ⊗ ej ukek

= Sij δjkukei (by dyadic property)

= Sijujei ,

which implies vi = Sijuj . Thus (1.7) agrees with (1.6) and provides a
unique representation of S in terms of its components Sij .

1.3.5 Second-Order Tensor Algebra in Components

Let S = Sijei ⊗ ej and T = Tijei ⊗ ej be second-order tensors with
matrix representations [S] and [T ]. Then from the definitions of S + T

and αT it is straightforward to deduce

[S + T ] = [S] + [T ] and [αT ] = α[T ].

To establish a component expression for composition consider any two
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dyadic products a ⊗ b and c ⊗ d. Then for any arbitrary vector v we
have

((a ⊗ b)(c ⊗ d)) v = (a ⊗ b) ((c ⊗ d)v)

= (a ⊗ b)c(d · v)

= a(b · c)(d · v)

= (b · c)(a ⊗ d)v,

which, by the arbitrariness of v, implies

(a ⊗ b)(c ⊗ d) = (b · c)a ⊗ d.

With this result we can express tensor composition in terms of compo-
nents as follows. Let S and T be as above and let U = ST . Then

U = (Sijei ⊗ ej )(Tklek ⊗ el)

= SijTklδjkei ⊗ el

= SijTjlei ⊗ el ,

which implies that U has components Uil = SijTjl . Notice that this
corresponds to the standard notion of matrix multiplication for the rep-
resentations of S and T , that is

[U ] = [ST ] = [S][T ].

1.3.6 Special Classes of Tensors

To any tensor S ∈ V2 we associate a transpose ST ∈ V2 , which is the
unique tensor with the property

Su · v = u · ST v ∀u,v ∈ V.

We say S is symmetric if ST = S and skew-symmetric if ST = −S.
A tensor S ∈ V2 is said to be positive-definite if it satisfies

v · Sv > 0 ∀v �= 0,

and is said to be invertible if there exists an inverse S−1 ∈ V2 such
that

SS−1 = S−1S = I.

The operations of inverse and transpose commute, that is, (S−1)T =
(ST )−1 , and we denote the resulting tensor by S−T .

A tensor Q ∈ V2 is said to be orthogonal if QT = Q−1 , that is

QQT = QT Q = I.
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An orthogonal tensor is called a rotation if, given any right-handed
orthonormal frame {ei}, the set of vectors {Qei} is also a right-handed
orthonormal frame. Later we will see that an orthogonal tensor is a
rotation when it has positive determinant.

In any given coordinate frame the above ideas are just the standard no-
tions of the transpose of a matrix, a symmetric matrix, a skew-symmetric
matrix, a positive-definite matrix, the inverse of a matrix, an orthogo-
nal matrix and a rotation matrix, respectively. Moreover, we have (see
Exercise 11)

[ST ] = [S]T , [S−1 ] = [S]−1 , [S−T ] = [S]−T .

The proof of the following result is straightforward.

Result 1.2 Symmetric-Skew Decomposition. Every second-order
tensor can be uniquely written as

S = E + W ,

where E is a symmetric tensor and W is a skew-symmetric tensor.
Specifically, we have

E = 1
2 (S + ST ) and W = 1

2 (S − ST ).

The above result motivates the two mappings sym : V2 → V2 and
skew : V2 → V2 defined by

sym(S) = 1
2 (S + ST ) and skew(S) = 1

2 (S − ST ).

It is straightforward to show that, in any coordinate frame, a symmetric
tensor E satisfies Eij = Eji , and a skew-symmetric tensor W satisfies
Wij = −Wji .

Result 1.3 Skew Tensor as Vector Product. Given any skew-
symmetric tensor W ∈ V2 there is a unique vector w ∈ V such that

Wv = w × v, ∀v ∈ V.

We write w = vec(W ) and call it the axial vector associated with W .
In any frame we have

wj =
1
2
εnjm Wnm .
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Conversely, given any vector w ∈ V there is a unique skew-symmetric
tensor W ∈ V2 such that

w × v = Wv, ∀v ∈ V.

We write W = ten(w) and call it the axial tensor associated with w.
In any frame we have

Wik = εijkwj .

The functions W = ten(w) and w = vec(W ) are inverses.

Proof To establish the first result let W be given. Then we seek w such
that Wv = w × v for all v. In components this equation reads

Wikvk = εijkwjvk ,

and by the arbitrariness of vk we deduce

Wik = εijkwj . (1.8)

We next show that there exists a vector wj which satisfies this equation,
and then show that the vector is unique. To establish existence let

wj =
1
2
εnjm Wnm . (1.9)

Substituting this expression into the right-hand side of (1.8), and using
Result 1.1 and the fact that Wki = −Wik , we obtain

εijkwj =
1
2
εijk εnjm Wnm =

1
2
(δin δkm − δim δkn )Wnm = Wik .

Thus the vector wj defined in (1.9) satisfies (1.8). To establish unique-
ness let wj and uj be any two solutions. Then from (1.8) we deduce
0 = εijk (wj − uj ) for i, k = 1, 2, 3. Considering this equation with i = 1
and k = 3 we find w2 = u2 , and by similar considerations we find
w1 = u1 and w3 = u3 . Thus the solution in (1.9) is unique.

To establish the second result let w be given. Then we seek a skew-
symmetric tensor W such that w × v = Wv for all v. In components
this equation reads

εijkwjvk = Wikvk ,

and by the arbitrariness of vk we deduce

Wik = εijkwj . (1.10)

This equation provides an explicit expression for the tensor Wik , which
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is skew-symmetric by properties of the permutation symbol. Uniqueness
follows immediately since Wik is explicitly determined by wj .

To establish the final result let w = vec(W ) be the map defined by
(1.9) and let W = ten(w) be the map defined by (1.10). Then for any
arbitrary skew-symmetric tensor W we have, using Result 1.1

[ten(vec(W ))]ik = [ten(w)]ik
= εijkwj

=
1
2
εijk εnjm Wnm

=
1
2
(δin δkm − δim δkn )Wnm

= Wik .

Thus for any skew-symmetric tensor W we have ten(vec(W )) = W .
Similarly, for any vector w we find vec(ten(w)) = w. Thus the functions
W = ten(w) and w = vec(W ) are inverses.

1.3.7 Change of Basis

In any given coordinate frame the representation of a vector v ∈ V is a
triplet of components [v] ∈ IR3 , and the representation of a second-order
tensor S ∈ V2 is a matrix of components [S] ∈ IR3×3 . In this section we
discuss how the representations [v] and [S] change when the coordinate
frame is changed.

1.3.7.1 Change of Basis Tensors

Let {ei} and {e′
i} be two coordinate frames for IE3 as shown in Figure

1.4. By the change of basis tensor from {ei} to {e′
i} we mean the

tensor A defined by

A = Aij ei ⊗ ej where Aij = ei · e′
j . (1.11)

We could also define a change of basis tensor B from {e′
i} to {ei} by

B = Bij e′
i ⊗ e′

j where Bij = e′
i · ej . All that we say for A will also

apply to B. However, for convenience, we work only with A.
Using the components of A we can express the basis vectors of one

frame in terms of the other. For example, a basis vector e′
j may be

expressed in the frame {ei} as

e′
j = (e1 · e′

j )e1 + (e2 · e′
j )e2 + (e3 · e′

j )e3 = (ei · e′
j )ei ,
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/

//

e1

e2

e3

e1

e2e3

o v

Fig. 1.4 Two different coordinate frames for describing vectors in space.

and by (1.11) this may be written as

e′
j = Aijei . (1.12)

Similarly, a basis vector ei may be expressed in the frame {e′
k} as

ei = (ei · e′
k )e′

k = Aike′
k . (1.13)

The above relations imply the following:

Result 1.4 Orthogonality of Basis Change Tensor. The compo-
nents Aij of the change of basis tensor A have the property that

AijAik = δjk and AikAlk = δil ,

or in matrix notation

[A]T [A] = [I] and [A][A]T = [I].

In particular, the change of basis tensor A is orthogonal.

Proof Substituting (1.13) into (1.12) leads to

e′
j = AijAike′

k ,

which implies AijAik = δjk . Similarly, substituting (1.12) into (1.13)
yields AikAlk = δil .

1.3.7.2 Change of Representation

Consider an arbitrary vector v ∈ V as illustrated in Figure 1.4. Let
[v] = (v1 , v2 , v3)T be its representation in {ei}, let [v]′ = (v′

1 , v
′
2 , v

′
3)

T be
its representation in {e′

i}, and let A be the change of basis tensor from
{ei} to {e′

i}. Because vi and v′
i are components of the same physical
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vector they are related through Aij . To see this, notice that by definition
of components we have v = viei = v′

je
′
j , and by definition of Aij we have

v = viei = v′
je

′
j = v′

jAijei ,

which implies vi = Aij v
′
j . Similarly, v′

k = Aikvi . In matrix notation we
write this as

[v] = [A][v]′ and [v]′ = [A]T [v].

For second-order tensors we have

[S] = [A][S]′[A]T and [S]′ = [A]T [S][A]. (1.14)

The derivation of these results is straightforward (see Exercise 13).

1.3.8 Traces, Determinants and Exponentials

The trace function on second-order tensors is a linear mapping tr :
V2 → IR defined by

tr S = tr[S] = [S]ii ,

where [S] denotes a matrix representation in any coordinate frame. Thus
the trace of a second-order tensor S is just the usual trace (sum of
diagonal elements) of a matrix representation [S]. The next result shows
that this definition does not depend on the coordinate frame.

Result 1.5 Invariance of the Trace. Let S be a second-order tensor
with matrix representations [S] and [S]′ in the frames {ei} and {e′

i},
respectively. Then

tr[S] = tr[S]′.

Thus the numerical value of the trace is independent of the coordinate
frame in which it is computed.

Proof Let A be the change of basis tensor from {ei} to {e′
i}. Then by

(1.14) we have [S] = [A][S]′[A]T or [S]ij = [A]ik [S]′kl [A]j l , and

tr[S] = [S]ii = [S]′kl [A]ik [A]il
= [S]′klδkl (by Result 1.4)

= [S]′kk

= tr[S]′.



22 Tensor Algebra

The determinant function on second-order tensors is a mapping det :
V2 → IR defined by

detS = det[S] = εijk [S]i1 [S]j2 [S]k3 ,

where [S] denotes a matrix representation in any coordinate frame. Thus
the determinant of a second-order tensor S is just the usual determi-
nant of a matrix representation [S]. The explicit expression in terms of
the permutation symbol is a consequence of the relation in (1.4). The
next result shows that this definition does not depend on the coordinate
frame.

Result 1.6 Invariance of the Determinant. Let S be a second-
order tensor with matrix representations [S] and [S]′ in the frames {ei}
and {e′

i}, respectively. Then

det[S] = det[S]′.

Thus the numerical value of the determinant is independent of the coor-
dinate frame in which it is computed.

Proof See Exercise 20.

The quantity |det S| has the geometric interpretation of being the
volume of the parallelepiped defined by the three vectors Se1 , Se2 and
Se3 . The determinant also arises in the classification of certain types of
tensors. For example, a tensor S is invertible if and only if detS �= 0.
Moreover, because det(AB) = (detA)(det B), every orthogonal tensor
Q has the property that |det Q | = 1, and rotation tensors are those
orthogonal tensors which satisfy detQ = 1 (see Exercise 19).

The exponential function on second-order tensors is a mapping exp :
V2 → V2 defined by

exp(S) =
∞∑

j=0

1
j!

Sj = I + S + 1
2 S2 + · · · .

It can be shown that this series converges for any S ∈ V2 and so the
exponential function is well-defined. This function arises in the theory
of linear, constant coefficient, ordinary differential equations. Our main
interest in it is summarized in the following result, whose proof we omit
for brevity.
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Result 1.7 Exponential of a Skew Tensor. Let W ∈ V2 be an
arbitrary skew-symmetric tensor. Then exp(W ) ∈ V2 is a rotation in the
sense that (exp(W ))T exp(W ) = I and det(exp(W )) = 1. Moreover,
(exp(W ))T = exp(W T ).

1.3.9 Eigenvalues, Eigenvectors and Principal Invariants

By an eigenpair for a second-order tensor S we mean a scalar λ and a
unit vector e satisfying

Se = λe.

Any such λ is called an eigenvalue and any such e an eigenvector of
S. From linear algebra we recall that λ is an eigenvalue if and only if it
is a root of the characteristic (cubic) polynomial

p(λ) = det(S − λI). (1.15)

Moreover, to any eigenvalue λ we associate one or more independent
eigenvectors e by solving (in components) the linear, homogeneous equa-
tion

(S − λI)e = 0. (1.16)

When S is symmetric it can be shown that all three roots (possibly re-
peated) of the characteristic polynomial in (1.15) are real. Consequently,
all solutions of the homogeneous equation in (1.16) are also real. Thus
every symmetric tensor has exactly three eigenvalues, these eigenvalues
are real, and each distinct eigenvalue has one or more independent eigen-
vectors, which are also real. Throughout our developments we consider
eigenvalues and eigenvectors only for symmetric tensors.

Result 1.8 Eigenvalues, Eigenvectors of Symmetric Tensors.

(1) The eigenvalues of a symmetric, positive-definite tensor are strictly
positive. (2) Any two eigenvectors corresponding to distinct eigenvalues
of a symmetric tensor are orthogonal.

Proof

(1) Let S be symmetric, positive-definite and let (λ,e) be an eigen-
pair. Then, since Se = λe and e is a unit vector, we have

0 < e · Se = λe · e = λ.
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(2) Let S be symmetric and let (λ,e) and (ω,d) be two eigenpairs
such that λ �= ω. Then, since Se = λe and Sd = ωd, we have

λe · d = Se · d = e · ST d = e · Sd = ωe · d,

which implies (λ−ω)e·d = 0. Since λ �= ω we must have e·d = 0.

We state, without proof, the following result from linear algebra.

Result 1.9 Spectral Decomposition Theorem. Let S be a sym-
metric second-order tensor. Then there exists a right-handed, orthonor-
mal basis {ei} for V consisting of eigenvectors of S. The corresponding
eigenvalues λi are the same (up to ordering) for any such basis and form
the full set of eigenvalues of S. The dyadic representation of S in any
such basis is

S =
3∑

i=1

λiei ⊗ ei ,

and the matrix representation is

[S] =

λ1 0 0
0 λ2 0
0 0 λ3

 .

The principal invariants of a second-order tensor S are three scalars
defined by

I1(S) = tr S, I2(S) = 1
2

[
(tr S)2 − tr(S2)

]
, I3(S) = det S.

For any α ∈ IR the principal invariants satisfy the relation

det(S − αI) = −α3 + I1(S)α2 − I2(S)α + I3(S),

which can be verified by working in any coordinate frame. If S is sym-
metric, then the principal invariants can be written as

I1(S) = λ1 + λ2 + λ3 ,

I2(S) = λ1λ2 + λ2λ3 + λ3λ1 , I3(S) = λ1λ2λ3 ,

where λi are the eigenvalues of S (see Exercise 23). The quantities
Ii(S) are called invariants because their values are independent of any
particular coordinate frame in which they are computed. The invariance
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properties of I1 and I2 follow from Result 1.5, and the invariance prop-
erty of I3 follows from Result 1.6 (see Exercise 24). For brevity, we will
sometimes use the symbol IS to denote the triplet (I1(S), I2(S), I3(S)).

Result 1.10 Cayley–Hamilton Theorem. Any second-order tensor
S satisfies the relation

S3 − I1(S)S2 + I2(S)S − I3(S)I = O.

Proof See Exercise 25.

1.3.10 Special Decompositions

Result 1.11 Tensor Square Root. Let C be a symmetric, positive-
definite tensor. Then there is a unique symmetric, positive-definite ten-
sor U such that U 2 = C. In particular

U =
3∑

i=1

√
λi ei ⊗ ei ,

where {ei} is any frame consisting of eigenvectors of C and λi > 0 are
the corresponding eigenvalues of C. We usually write U =

√
C.

Proof See Exercise 26.

Result 1.12 Polar Decomposition Theorem. Let F be a second-
order tensor with positive determinant. Then there exist right and left
polar decompositions of F taking the form, respectively

F = RU = V R,

where U =
√

F T F and V =
√

FF T are symmetric, positive-definite
tensors and R is a rotation.

Proof Since F has positive determinant it is invertible. Thus Fv �= 0
for all v �= 0. Similarly, the transpose F T is invertible and F T v �= 0 for
all v �= 0. From these observations we deduce

v · F T Fv = (Fv) · (Fv) > 0 ∀v �= 0,

v · FF T v = (F T v) · (F T v) > 0 ∀v �= 0.
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Thus F T F and FF T are positive-definite and clearly symmetric, and
we can define U and V using Result 1.11.

Next, consider the tensor R = FU−1 . Since RU = F and det(RU) =
(det R)(det U) by properties of determinants (see Exercise 16), we have

det R = (det F )/(det U).

From this we deduce det R > 0 since det F > 0 and detU > 0. Moreover

RT R = U−T F T FU−1 = U−1U 2U−1 = I.

Thus R is a rotation as claimed and the right polar decomposition is
established.

To establish the left polar decomposition let Q = V −1F . Then by
arguments similar to those above we deduce that Q is also a rotation.
Thus we have F = RU = V Q. To show that Q = R let S be the
symmetric, positive-definite tensor given by S = QT V Q. Then RU =
QS and R = QSU−1 . Since R is a rotation we have R−1 = RT , which
implies S2 = U 2 = F T F . From the uniqueness of the tensor square
root we deduce S = U , which implies R = Q. Thus F = RU = V R

as claimed.

1.3.11 Scalar Product for Second-Order Tensors

Analogous to the scalar product for vectors, we define a scalar (inner)
product for second-order tensors by

S : D = tr(ST D). (1.17)

In any frame the dyadic basis {ei ⊗ ej} for V2 introduced in Section
1.3.4 is actually orthonormal in this scalar product (see Exercise 28).

Result 1.13 Tensor Scalar Product. Let {ei} be a coordinate frame
and let S = Sijei ⊗ ej and D = Dijei ⊗ ej be any two second-order
tensors. Then

S : D = SijDij .

Furthermore, if S is symmetric, then

S : D = S : sym(D) = sym(S) : sym(D).

Proof See Exercise 29.
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1.4 Fourth-Order Tensors

In the previous section we defined a second-order tensor as a linear
transformation between vectors. In describing the behavior of material
bodies we will also need the concept of a linear transformation between
second-order tensors. For example, the relationship between stress and
strain in a material body is sometimes modeled by such a transformation.
Linear transformations between second-order tensors lead to the notion
of a fourth-order tensor as defined below. As we will see, a fourth-
order tensor will be described by eighty-one components in any Cartesian
coordinate frame for IE3 .

1.4.1 Definition

By a fourth-order tensor C on the vector space V we mean a mapping
C : V2 → V2 which is linear in the sense that:

(1) C(S + T ) = CS + CT for all S,T ∈ V2 ,

(2) C(αT ) = αCT for all α ∈ IR and T ∈ V2 .

We denote the set of all fourth-order tensors on V by the symbol V4 .
We define a fourth-order zero tensor O with the property OT = O for
all T ∈ V2 , and we define a fourth-order identity tensor I with the
property IT = T for all T ∈ V2 . Two fourth-order tensors C and D are
said to be equal if and only if CT = DT for all T ∈ V2 .

Example: For any fixed A ∈ V2 the mapping C : V2 → V2 given by

C(T ) = AT

defines a fourth-order tensor. To see this we need only establish the two
properties listed above, but from the algebra of second-order tensors we
immediately have

C(αS + βT ) = A(αS + βT )

= αAS + βAT = αC(S) + βC(T ),

for any α, β ∈ IR and S,T ∈ V2 .
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1.4.2 Fourth-Order Tensor Algebra

If we let V4 be the set of fourth-order tensors, then V4 has the structure
of a real vector space since

C + D ∈ V4 ∀C,D ∈ V4 and αC ∈ V4 ∀α ∈ IR, C ∈ V4 .

We can also compose fourth-order tensors in the sense that

CD ∈ V4 ∀C,D ∈ V4 .

Similar to the case of second-order tensors, we define the sum C+D via
the relation (C + D)T = CT + DT for all T ∈ V2 , and we define the
composition CD via the relation (CD)T = C(DT ) for all T ∈ V2 . A
similar definition holds for αC.

1.4.3 Representation in a Coordinate Frame

By the components of a fourth-order tensor C in a coordinate frame
{ei} we mean the eighty-one numbers Cijkl (1 ≤ i, j, k, l ≤ 3) defined by

Cijkl = ei · C(ek ⊗ el)ej .

That is, if we let Skl be the second-order tensor given by C(ek ⊗ el),
then

Cijkl = ei · Sklej .

These components completely describe the transformation C : V2 → V2 .
Given U = Uijei ⊗ ej and T = Tklek ⊗ el related by U = C(T ), we
have, by linearity

Uij = ei · Uej = ei · C(T )ej

= ei · C(Tklek ⊗ el)ej

= ei · C(ek ⊗ el)ej Tkl

= CijklTkl .

(1.18)

Thus the components of C are simply the coefficients in the linear rela-
tion between the components of U and T .

Example: Let A ∈ V2 be given and consider the fourth-order tensor
defined by C(T ) = AT . Then the components of C are

Cijkl = ei · A(ek ⊗ el)ej = ei · Aek δlj = Aikδlj .
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An alternative way to compute the components Cijkl is to use the
scalar product for second-order tensors, namely

Cijkl = (ei ⊗ ej ) : C(ek ⊗ el).

To see this, let Skl be the second-order tensor given by C(ek ⊗ el) and
notice that

C(ek ⊗ el) = Skl

= (ei · Sklej )ei ⊗ ej

= Cijklei ⊗ ej .

Thus

(em ⊗ en ) : C(ek ⊗ el) = Cijkl(em ⊗ en ) : (ei ⊗ ej )

= Cijklδmiδnj

= Cmnkl ,

as required.
Just as for second-order tensors, the components of a fourth-order

tensor may be arranged into various matrix representations. For exam-
ple, if we arrange the nine components of a second-order tensor T into
a 9 × 1 column matrix [[T ]] ∈ IR9 , then the eighty-one components of a
fourth-order tensor C could naturally be arranged into a 9 × 9 matrix
[[C]] ∈ IR9×9 . In this case the tensor equation U = CT would be equiv-
alent to the matrix equation [[U ]] = [[C]] [[T ]]. However, such matrix
representations will not be exploited in our developments.

1.4.4 Fourth-Order Dyadic Products, Bases

The dyadic product of four vectors a, b, c and d is the fourth-order
tensor a ⊗ b ⊗ c ⊗ d defined by

(a ⊗ b ⊗ c ⊗ d)T = (c · Td)a ⊗ b, ∀T ∈ V2 .

Given any coordinate frame {ei} the eighty-one elementary dyadic prod-
ucts {ei ⊗ ej ⊗ ek ⊗ el} form a basis for V4 . In particular, each C ∈ V4

can be uniquely represented as a linear combination

C = Cijklei ⊗ ej ⊗ ek ⊗ el , (1.19)

where Cijkl = ei · C(ek ⊗ el)ej . To see that the above representation
is correct consider the expression U = CT , where U = Uijei ⊗ ej and
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T = Tklek ⊗ el . Then

U = CT

= (Cijklei ⊗ ej ⊗ ek ⊗ el)T

= Cijkl(ek · Tel)ei ⊗ ej

= CijklTklei ⊗ ej ,

which implies Uij = CijklTkl . Thus (1.19) agrees with (1.18) and pro-
vides a unique representation of C in terms of its components Cijkl .

1.4.5 Symmetry Properties

A fourth-order tensor C ∈ V4 is said to be symmetric or possess major
symmetry if

A : C(B) = C(A) : B, ∀A,B ∈ V2 .

It is said to possess a right minor symmetry if

A : C(B) = A : C(sym(B)), ∀A,B ∈ V2 ,

and a left minor symmetry if

A : C(B) = sym(A) : C(B), ∀A,B ∈ V2 .

The implications of the above conditions on the components of C are
established in the following result.

Result 1.14 Fourth-order Tensor Symmetries. If a fourth-order
tensor C has major symmetry, then

Cijkl = Cklij .

If C has right and left minor symmetries, then

Cijkl = Cij lk and Cijkl = Cj ikl ,

respectively.

Proof See Exercise 33.
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1.5 Isotropic Tensor Functions

A function G : V2 → V2 is said to be isotropic if it satisfies

QG(A)QT = G(QAQT ),

for all A ∈ V2 and all rotations Q. Similarly, a function g : V2 → IR is
said to be isotropic if it satisfies

g(A) = g(QAQT ),

for all A ∈ V2 and all rotations Q.
The condition of isotropy imposes severe restriction on functions. The

next result, which we state without proof, shows that any isotropic func-
tion which maps the set of symmetric tensors into itself must have a par-
ticularly simple form. Recall the definition of, and notation for, principal
invariants.

Result 1.15 Representation of Isotropic Tensor Functions. Let
G : V2 → V2 be an isotropic function which maps symmetric tensors
to symmetric tensors, that is, G(A) ∈ V2 is symmetric if A ∈ V2 is
symmetric. Then there are functions α0 , α1 , α2 : IR3 → IR such that

G(A) = α0(IA )I + α1(IA )A + α2(IA )A2

for every symmetric A ∈ V2 . Consequently, by Result 1.10, there are
functions β0 , β1 , β2 : IR3 → IR such that

G(A) = β0(IA )I + β1(IA )A + β2(IA )A−1

for every symmetric A ∈ V2 which is invertible.

The above result may be strengthened when, in addition to the prop-
erties mentioned above, G is linear and satisfies G(W ) = O for every
skew-symmetric W . This case, which we now study, will be of particular
importance in Chapters 6 and 7 when discussing linear models for stress
in fluid and solid bodies.

Result 1.16 Isotropic Fourth-Order Tensors. Let C : V2 → V2

be an isotropic fourth-order tensor with the properties:

(1) C(A) ∈ V2 is symmetric for every symmetric A ∈ V2 ,

(2) C(W ) = O for every skew-symmetric W ∈ V2 .
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Then there are scalars µ and λ such that

C(A) = λ(trA)I + 2µ sym(A), ∀A ∈ V2 .

Proof Since C : V2 → V2 is isotropic and maps symmetric tensors to
symmetric tensors it follows from Result 1.15 that there are functions
α0 , α1 , α2 : IR3 → IR such that

C(H) = α0(IH )I + α1(IH )H + α2(IH )H2

for every symmetric H ∈ V2 , where

IH =
(
tr H, 1

2 [(tr H)2 − tr(H2)],det H
)
.

Since C(H) is linear in H the only possibilities are

α0(IH ) = c0 tr H + c1 ,

α1(IH ) = c2 ,

α2(IH ) = 0,

where c0 , c1 and c2 are scalar constants. Since C(O) = O it follows
that c1 = 0. Thus, upon setting λ = c0 and µ = c2/2, we have

C(H) = λ(trH)I + 2µH

for every symmetric H. This together with the fact that C(W ) = O for
every skew-symmetric W leads to the expression

C(H) = λ(tr H)I + 2µ sym(H), ∀H ∈ V2 .
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The idea of a tensor can be defined in various different, but consistent
ways. For example, many authors define an nth-order tensor on a vector
space V to be a multilinear function from V × · · · ×V (n copies) into IR.
In this respect, a vector v is a first-order tensor because it can naturally
(via the scalar product) be identified with a linear function f : V → IR,
namely f(w) = v · w. Similarly, a second-order tensor S as defined
here can naturally be identified with a bilinear function f : V ×V → IR,
namely f(w,u) = w · Su, and so on. The definitions of second- and
fourth-order tensors given in this chapter as linear transformations are
consistent with this more general definition. One reason for using the
definition in terms of linear transformations is that it leads naturally to
the idea of tensor components and matrix representations.

Vectors and tensors are of fundamental importance in mechanics and
will be used throughout the remainder of our developments. In particu-
lar, vectors and tensors give us a way to state physical laws without ref-
erence to any particular coordinate frame. Various such laws for contin-
uum bodies will be discussed in Chapter 5. A modern and more thorough
discussion of tensors can be found in Bourne and Kendall (1992). For
applications of tensors in differential geometry and analytical mechanics
see Dodson and Poston (1991) and Abraham and Marsden (1978). For a
general discussion of the history of vectors and tensors see Crowe (1967).

The theory of rotations, the exponential function and general isotropic
functions are of special interest across various disciplines. A wealth of in-
formation on these subjects can be found, respectively, in Hughes (1986),
Hirsch and Smale (1974) and Gurtin (1981). Proofs of our Results 1.7
and 1.15 can be found in Gurtin (1981), and proofs of our Results 1.9
and 1.10 can be found in both Bowen and Wang (1976) and Halmos
(1974).

Exercises

1.1 Given the vectors a = 1i + 2j + 3k, b = 1i + 3j − 2k and
c = −2i − 1j + 0k, calculate:

(a) a · b,
(b) a × b,
(c) a · b × c,
(d) a × (b × c),
(e) (a × b) × c.
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1.2 Given a plane Π with normal n = 1i − 2j + 1k and the vector
v = 3i + 4j − 2k, calculate:

(a) the projection of v onto Π,
(b) the reflection of v with respect to Π.

1.3 Calculate δij δij using the rules of index notation and the defi-
nition of the Kronecker delta.

1.4 Suppose a vector v satisfies the linear equation

αv + v × a = b,

where α �= 0 is a given scalar, and a and b are given vectors.
Use the dot and cross product operations to solve the above
equation for v. In particular, show that the unique solution is
given by

v =
α2b − α(b × a) + (b · a)a

α(α2 + |a|2) .

1.5 Let a, b and c be vectors. Find scalars λ and µ such that

(a × b) × c = λb − µa.

1.6 Let v be an arbitrary vector and let n be an arbitrary unit
vector. Show that:

(a) v = (v · n)n − (v × n) × n,
(b) v = (v · n)n + (v ⊗ n)n − (n ⊗ v)n.

Remark: The identity in (a) shows that v can always be decom-
posed into parts parallel and perpendicular to n.

1.7 Given two vectors a and b, and a second-order tensor S, prove:

(a) S(a ⊗ b) = (Sa) ⊗ b,

(b) (a ⊗ b)S = a ⊗ (ST b),

(c) (a ⊗ b)T = (b ⊗ a).

Hint: Recall that two second-order tensors A and B are equal
if and only if Av = Bv for all v ∈ V.

1.8 Consider any three vectors a, b and c which are linearly inde-
pendent, that is, (a × b) · c �= 0. Show that:

(a) a × b, b × c and c × a are also linearly independent,
(b) (a × b) ⊗ c + (b × c) ⊗ a + (c × a) ⊗ b = (a × b · c)I.
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1.9 A second-order tensor P is a perpendicular projection if P

is symmetric and P 2 = P . Given two arbitrary unit vectors
n �= m, determine which of the following are perpendicular
projections:

(a) P = I,

(b) P = n ⊗ m,

(c) P = n ⊗ n,

(d) P = I − n ⊗ n,

(e) P = n ⊗ m + m ⊗ n.

1.10 Let Q be a second-order tensor and let I be the identity tensor.
Show that Q is orthogonal if H = Q − I satisfies

H + HT + HHT = O.

1.11 Show that the transpose of a second-order tensor S is uniquely
defined and that [ST ] = [S]T .

1.12 Prove that a second-order tensor S cannot be both positive-
definite and skew-symmetric.

1.13 Let A denote the change of basis tensor from a frame {ei} to a
frame {e′

i} with representation [A] in {ei}. Let S be a second-
order tensor with representation [S] and [S]′ in {ei} and {e′

i},
respectively. Show that

[S]′ = [A]T [S][A].

1.14 Consider a vector a with representation [a] = (1, 1, 1)T in a
coordinate frame {ei}. If S is an anti-clockwise rotation through
an angle of π/4 about a, find [S].

1.15 For an arbitrary second-order tensor A = Aijei ⊗ ej show that

det A = 1
6 εijk εpqrAipAjqAkr ,

and deduce that detA = det AT .

1.16 For any two second-order tensors A and B show that

det(AB) = (det A)(det B).

Moreover, if A−1 exists, show that

det A−1 = 1/det A.
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1.17 For any pair of vectors u and v and any invertible second-order
tensor F show that

(Fu) × (Fv) = (det F )F−T (u × v).

1.18 Prove Result 1.1.

1.19 Show that:

(a) |det Q | = 1 for any orthogonal tensor Q,

(b) detQ = 1 for any rotation tensor Q.

1.20 Prove Result 1.6.

1.21 Let Q be a rotation tensor and let u, v be arbitrary vectors.
Show that:

(a) (Qu) · (Qv) = u · v,
(b) |Qv| = |v|,
(c) (Qu) × (Qv) = Q(u × v).

Remark: The results in (a) and (b) together imply that the
length of a vector and the angle between any two vectors are
unchanged by a rotation. The result in (c) implies that rotations
commute with the cross product operation; in particular, when
two vectors are subject to a common rotation, the normal to
their plane is subject to the same rotation.

1.22 Let Q �= I be a rotation tensor.

(a) Show that λ = 1 is always an eigenvalue of Q. Hint: Use
the characteristic polynomial and properties of determinants.

(b) Show that there is only one independent eigenvector e such
that Qe = e. Hint: Use part (c) of Exercise 21 to show that
if there were more than one such independent eigenvector, then
there must be three, which would imply Q = I.

(c) Let n be any unit vector orthogonal to e. Show that Qn is
also a unit vector orthogonal to e and that the angle θ ∈ [0, π]
between n and Qn satisfies the relation

1 + 2 cos θ = tr Q.

Hint: Express Q in the frame {e,n,e × n}.

Remark: The vector e in part (b) is called the rotation axis
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and the angle θ in part (c) is called the rotation angle of
Q. The action of Q on any vector v can be understood by
decomposing v into parts parallel and perpendicular to e.

1.23 Show that the principal invariants of a symmetric second-order
tensor S are given by

I1(S) = λ1 + λ2 + λ3 ,

I2(S) = λ1λ2 + λ1λ3 + λ2λ3 ,

I3(S) = λ1λ2λ3 ,

where λi are the eigenvalues of S. Hint: Choose a simple frame
in which to represent S.

1.24 Let S be a second-order tensor and let I2(S) be its second prin-
cipal invariant. Show that I2(S) has the same numerical value
regardless of the coordinate frame in which it is computed.

1.25 Prove Result 1.10 for symmetric S.

1.26 Prove Result 1.11.

1.27 For any vectors a, b, c and d show

(a ⊗ b) : (c ⊗ d) = (a · c)(b · d).

1.28 For any given coordinate frame {ei} show that the dyadic basis
{ei ⊗ ej} for V2 is orthonormal in the inner product (1.17).

1.29 Prove Result 1.13.

1.30 Let A, B and C be second-order tensors. Show that

A : BC = ACT : B = BT A : C.

1.31 Let a and b be vectors and let A be a second-order tensor.
Define C to be the fourth-order tensor given by C(S) = AS.
Show that, if a is an eigenvector of A with eigenvalue α, then

(C(a ⊗ b))v = α(b · v)a.

1.32 Find the components Cijkl of the fourth-order tensor defined by

C(S) = 1
2 (S − ST ).

1.33 Prove Result 1.14.
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1.34 Suppose two symmetric second-order tensors S and E satisfy
S = CE, where C is a fourth-order tensor with components
Cijrs = λδij δrs + µ(δir δjs + δisδjr ) and λ and µ are scalar con-
stants. Show that:

(a) S = λ(tr E)I + 2µE,

(b) E =
1
2µ

S − λ

2µ(3λ + 2µ)
(tr S)I.

Answers to Selected Exercises

1.1 (a) a · b = 1.
(b) a × b = −13i + 5j + k.
(c) a · b × c = c · a × b = 21.
(d) a × (b × c) = (a · c)b − (a · b)c = −2i − 11j + 8k.
(e) (a × b) × c = (c · a)b − (c · b)a = i − 2j + 23k.

1.3 δij δij = δii = δ11 + δ22 + δ33 = 3.

1.5 Using an epsilon-delta identity we have

(a × b) × c = (aiei × bjej ) × ckek = εij laibj ckel × ek

= εij lεlkm aibj ckem = (δik δjm − δim δjk ) aibj ckem

= (akck )bjej − (bk ck )am em = (a · c)b − (b · c)a.

Thus λ = a · c and µ = b · c.

1.7 (a) For arbitrary v we have

S(a ⊗ b)v = S(b · v)a

= (b · v)Sa

= ((Sa) ⊗ b)v,

which implies S(a ⊗ b) = (Sa) ⊗ b.

(b) For arbitrary v we have

(a ⊗ b)Sv = (b · Sv)a

= (ST b · v)a

= (a ⊗ ST b)v,

which implies (a ⊗ b)S = a ⊗ (ST b).
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(c) For arbitrary u and v we have

u · (a ⊗ b)T v = (a ⊗ b)u · v
= (b · u)(a · v)

= u · (b ⊗ a)v,

which implies (a ⊗ b)T = (b ⊗ a).

1.9 (a) P T = P and PP = P , thus perpendicular projection.
(b) P T �= P , thus not perpendicular projection.
(c) Perpendicular projection.
(d) Perpendicular projection.
(e) P T = P but PP �= P , thus not perpendicular projection.

1.11 For contradiction assume that there are two tensors A and B

such that

Su · v = u · Av = u · Bv, ∀u,v.

Then u · (A − B)v = 0 for all u,v and hence (A − B)v = 0 for
all v, which implies A = B. Thus there can be only one tensor
ST such that

Su · v = u · ST v, ∀u,v,

which proves uniqueness. For the second result notice that [S]Tij =
[S]j i . Furthermore

[S]j iuivj = Su · v = u · ST v = ui [ST ]ij vj .

Thus, by the arbitrariness of ui and vj , we have [ST ]ij = [S]j i =
[S]Tij as required.

1.13 Consider any vector v and let u = Sv. Then in the two frames we
have the representations [u] = [S][v] and [u]′ = [S]′[v]′. More-
over, by definition of A we have [u] = [A][u]′ and [v] = [A][v]′.
Using the fact that [A]−1 = [A]T we have

[S][v] = [u] = [A][u]′ = [A][S]′[v]′ = [A][S]′[A]T [v].

By the arbitrariness of [v], we obtain [S] = [A][S]′[A]T , which
implies [S]′ = [A]T [S][A].

1.15 By definition of detA we have

det A = det[A] = εijkAi1Aj2Ak3 .

By properties of the permutation symbol and the determinant of
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a matrix under permutations of its columns, we find that detA

can be written in six equivalent ways, namely

det A = εijk ε123Ai1Aj2Ak3 = εijk ε312Ai3Aj1Ak2

= εijk ε231Ai2Aj3Ak1 = εijk ε321Ai3Aj2Ak1

= εijk ε132Ai1Aj3Ak2 = εijk ε213Ai2Aj1Ak3 .

Summing all six of the above expressions and making use of index
notation we obtain

det A = 1
6 εijk εpqrAipAjqAkr ,

which is the desired result. Since the above expression remains
unchanged when Amn is replaced by Anm we deduce that det A =
det AT .

1.17 Consider any third vector w. Then in any frame we have

(Fu × Fv) · w = det ([F ][u], [F ][v], [w])

= det
(
[F ][u], [F ][v], [F ][F ]−1 [w]

)
= (det[F ]) det

(
[u], [v], [F ]−1 [w]

)
= (det F ) ((u × v) · F−1w)

= (det F ) F−T (u × v) · w.

The result follows by the arbitrariness of w.

1.19 (a) Since QT Q = I and detQT = det Q we have

1 = det I = det(QT Q) = (det QT )(det Q) = (det[Q])2 ,

which establishes the result.

(b) Given any right-handed frame {ei} let vi = Qei with corre-
sponding matrix representation [vi ] = [Q][ei ] in the frame {ei}.
Since Q is a rotation the vectors {vi} form a right-handed frame
and

1 = (v1 × v2) · v3 = det ([v1 ], [v2 ], [v3 ])

= det ([Q][e1 ], [Q][e2 ], [Q][e3 ])

= det ([Q] ([e1 ], [e2 ], [e3 ]))

= (det Q) (e1 × e2) · e3 ,

from which we deduce det Q = 1.
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1.21 (a) Qu · Qv = u · QT Qv = u · v.

(b) |Qv|2 = Qv · Qv = v · QT Qv = v · v = |v|2 ≥ 0.

(c) Consider any third vector w. Then in any frame we have

(Qu × Qv) · w = det ([Q][u], [Q][v], [w])

= det
(
[Q][u], [Q][v], [Q][Q]T [w]

)
= (det[Q]) det

(
[u], [v], [Q]T [w]

)
= (detQ) ((u × v) · QT w)

= (detQ) Q(u × v) · w.

The result follows by the arbitrariness of w and the fact that
det Q = 1.

1.23 Since S is symmetric, the Spectral Theorem guarantees the exis-
tence of a frame {ei} such that

S =
3∑

i=1

λiei ⊗ ei ,

where λi are the eigenvalues of S. In this frame we have

[S] =

λ1 0 0
0 λ2 0
0 0 λ3

 , [S2 ] = [S]2 =

λ2
1 0 0
0 λ2

2 0
0 0 λ2

3

 .

From the definition of the invariants we deduce

I1(S) = tr[S] = λ1 + λ2 + λ3 ,

I2(S) = 1
2

(
(tr[S])2 − tr[S]2

)
= λ1λ2 + λ1λ3 + λ2λ3 ,

I3(S) = det[S] = λ1λ2λ3 .

1.25 The eigenvalues λi of S satisfy the characteristic equation

det(S − λiI) = 0 (i = 1, 2, 3),

which, in terms of the principal invariants, may be expressed as

λ3
i − I1(S)λ2

i + I2(S)λi − I3(S) = 0 (i = 1, 2, 3). (1.20)

In the case that S is symmetric, the Spectral Theorem guarantees
the existence of a frame {ei} such that

S =
3∑

i=1

λiei ⊗ ei ,
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where ei is an eigenvector of S with eigenvalue λi . Moreover, we
have

S2 =
3∑

i=1

λ2
i ei ⊗ ei , S3 =

3∑
i=1

λ3
i ei ⊗ ei and I =

3∑
i=1

ei ⊗ ei .

The desired result now follows from (1.20), in particular

S3 − I1(S)S2 + I2(S)S − I3(S)I

=
3∑

i=1

[
λ3

i − I1(S)λ2
i + I2(S)λi − I3(S)

]
ei ⊗ ei = O.

1.27 Let v be an arbitrary vector. Since (a ⊗ b)T = (b ⊗ a) we have

(a ⊗ b)T (c ⊗ d)v = (b ⊗ a)c(d · v)

= b(a · c)(d · v) = (a · c)(b ⊗ d)v,

which implies

(a ⊗ b)T (c ⊗ d) = (a · c)(b ⊗ d).

Using the fact that [b ⊗ d]ij = bidj then yields

(a ⊗ b) : (c ⊗ d) = tr((a ⊗ b)T (c ⊗ d))

= (a · c) tr(b ⊗ d) = (a · c)(b · d).

1.29 Since [ST D]ij = SkiDkj we have

S : D = tr(ST D) = tr[ST D] = SkiDki.

If S is symmetric, then Ski = Sik and

S : D = SkiDki

= 1
2 (Ski + Sik )Dki

= 1
2 Ski(Dki + Dik ) = S : sym(D),

where sym(D) = 1
2 (D + DT ). Moreover, by symmetry of S we

have S : sym(D) = sym(S) : sym(D).

1.31 By definition of C we have

(C(a ⊗ b))v = (A(a ⊗ b))v = (b · v)Aa = α(b · v)a.
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1.33 Suppose C has major symmetry, that is, A : C(B) = C(A) : B

for all second-order tensors A, B. Since A : C(B) = AijCijklBkl

and C(A) : B = CijklAklBij = CklijAijBkl , we have

A : C(B) − C(A) : B = (Cijkl − Cklij )AijBkl = 0, ∀Aij , Bkl .

This implies Cijkl−Cklij = 0 and the result follows. Next, suppose
C has left minor symmetry, that is, A : C(B) = sym(A) : C(B)
for all A, B. Since

sym(A) : C(B) = 1
2 (Aij + Aji)CijklBkl = 1

2 Aij (Cijkl + Cj ikl)Bkl,

we get

A : C(B) − sym(A) : C(B)

= (Cijkl − 1
2 (Cijkl + Cj ikl))AijBkl

= 1
2 (Cijkl − Cj ikl)AijBkl = 0, ∀Aij , Bkl .

This implies Cijkl − Cj ikl = 0 and the result follows. The result
for right major symmetry may be proved similarly.
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Tensor Calculus

To describe the mechanical behavior of continuous media we will use
scalars, vectors and second-order tensors which in general may vary from
point to point in a material body. Since a body may be identified with a
subset of Euclidean space we will be interested in functions of the form
φ : IE3 → IR, v : IE3 → V and S : IE3 → V2 . Moreover, to describe the
shapes of material bodies, and their reactions to changes in shape, we
will be interested in functions of the form χ : IE3 → IE3 , g : V2 → IR

and G : V2 → V2 .
In this chapter we study various calculus concepts for different types

of functions on IE3 and V2 . The important ideas that we introduce are:
(i) the derivative or gradient, divergence, curl and Laplacian for different
types of functions on IE3 ; (ii) the Divergence, Stokes’ and Localization
Theorems pertaining to integrals over different types of subsets of IE3 ;
(iii) the derivative of different types of functions on V2 .

For all the definitions and results in this chapter we assume, without
further explicit statement, that the functions being differentiated are
smooth in the sense that partial derivatives of all orders exist and are
continuous. This is always stronger than what we need, but allows for
a clean presentation.

2.1 Preliminaries

2.1.1 Points, Tensors and Representations

Throughout the remainder of our developments we assume that a sin-
gle, fixed coordinate frame {ei} has been specified for Euclidean space
IE3 . Under this assumption we may identify points x ∈ IE3 , vectors
v ∈ V and second-order tensors S ∈ V2 with their respective matrix

44
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representations; in particular, we write

x = xiei =


x1

x2

x3

 ∈ IR3 , v = viei =


v1

v2

v3

 ∈ IR3 ,

and

S = Sijei ⊗ ej =

S11 S12 S13

S21 S22 S23

S31 S32 S33

 ∈ IR3×3 .

Thus IE3 and V are both identified with IR3 , and V2 is identified with
IR3×3 . Any function of a point x is a function of the three real variables
(x1 , x2 , x3), and any function of a second-order tensor S is a function of
the nine real variables (S11 , S12 , . . . , S33).

2.1.2 Standard Norms, Order Symbols

Here we exploit the above identifications to define norms on the spaces
IE3 , V and V2 and introduce the order symbols O and o.

Definition 2.1 By the standard (Euclidean) norms on the spaces IE3 ,
V and V2 we mean the scalar functions defined by

|x| =
√

x · x, ∀x ∈ IE3 ,

|v| =
√

v · v, ∀v ∈ V,

|S| =
√

S : S, ∀S ∈ V2 .

In the same way that |x| and |v| provide a measure of the magnitude
or size of the vectors x and v, the quantity |S| provides a measure of the
magnitude or size of S. It has all the usual properties of a norm. Using
these standard norms we can define limits in the spaces IE3 , V and V2 ,
along with continuity of functions between them.

Definition 2.2 Consider a function f : U → W , where U and W

denote any of the spaces IE3 , V, V2 or IR.

(i) If there are constants C > 0 and r > 0 such that |f(u)| ≤ C|u|r as
u → 0, then we write

f(u) = O(|u|r ) as u → 0.
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(ii) If there is a constant r > 0 such that |f(u)|/|u|r → 0 as u → 0,
then we write

f(u) = o(|u|r ) as u → 0.

The symbols O and o are called the standard order symbols.

The order symbols provide a way to describe the behavior of a function
f(u) as u approaches zero, or, by translation, any other given value. The
statement f(u) = O(|u|r ) as u → 0 means that |f(u)| goes to zero at
least as fast as |u|r . The statement f(u) = o(|u|r ) as u → 0 means
that |f(u)| goes to zero faster than |u|r . Thus f(u) = o(|u|r ) implies
f(u) = O(|u|r ), but the converse need not be true. However, when
p > r, we find that f(u) = O(|u|p) implies f(u) = o(|u|r ).

Given two functions f , g : U → W we use the notation

f(u) = g(u) + O(|u|r ) as u → 0

to signify that

f(u) − g(u) = O(|u|r ) as u → 0.

Similar notation is also used for the order symbol o. We sometimes
indicate the limit u → 0 by saying that u is small. When there is no
cause for confusion we omit reference to this limit altogether.

2.2 Differentiation of Tensor Fields

We use the term field to denote a function which is defined in a region
of Euclidean space IE3 . By a scalar field we mean a function of the
form φ : IE3 → IR, by a vector field we mean v : IE3 → V and by a
second-order tensor field we mean S : IE3 → V2 . In this section we
define various differential operations on such tensor fields and discuss
some of their properties.

2.2.1 Derivatives, Gradients

Here we define the derivative or gradient of scalar and vector fields. All
other differential operations that we perform on tensor fields will be
based on these definitions.
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Definition 2.3 A scalar field φ : IE3 → IR is said to be differentiable
at x ∈ IE3 if there exists a vector ∇φ(x) ∈ V such that

φ(x + h) = φ(x) + ∇φ(x) · h + o(|h|),

or equivalently

∇φ(x) · a =
d

dα
φ(x + αa)

∣∣∣
α=0

, ∀a ∈ V,

where α ∈ IR. The vector ∇φ(x) is called the derivative or gradient
of φ at x.

If φ is differentiable at x it can be shown that the vector ∇φ(x) is nec-
essarily unique. The second characterization follows from the first upon
setting h = αa, dividing through by α, and taking the limit α → 0. The
following result provides an explicit characterization of the derivative
∇φ(x) in any coordinate frame.

Result 2.4 Scalar Gradient in Coordinates. Let {ei} be an arbi-
trary frame. Then

∇φ(x) =
∂φ

∂xi
(x)ei ,

where (x1 , x2 , x3) are the coordinates of x in {ei}.

Proof Writing φ as a function of the coordinates xi we have, by a slight
abuse of notation, φ(x) = φ(x1 , x2 , x3). For any scalar α and vector
a = akek this gives

φ(x + αa) = φ(x1 + αa1 , x2 + αa2 , x3 + αa3).

By Definition 2.3 and the chain rule we find

∇φ(x) · a =
d

dα
φ(x + αa)

∣∣∣
α=0

=
∂φ

∂x1
(x)a1 +

∂φ

∂x2
(x)a2 +

∂φ

∂x3
(x)a3

=
∂φ

∂xi
(x)ei · akek ,

which implies ∇φ(x) = ∂φ
∂xi

(x)ei .
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Remarks:

(1) The derivative of a scalar field φ : IE3 → IR is a vector field
∇φ : IE3 → V.

(2) We sometimes denote ∂φ/∂xi by φ,i .

(3) Since all partial derivatives are assumed to exist and be continu-
ous, we can use Taylor’s Theorem to deduce, for any small vector
h ∈ V

φ(x + h) = φ(x) +
∂φ

∂xi
(x)hi + O(|h|2),

or equivalently

φ(x + h) = φ(x) + ∇φ(x) · h + O(|h|2).

Thus, in the smooth case, the difference between φ(x + h) and
φ(x) +∇φ(x) · h is order O(|h|2), not just o(|h|) as indicated in
the definition of ∇φ(x).

Definition 2.5 A vector field v : IE3 → V is said to be differentiable
at x ∈ IE3 if there exists a second-order tensor ∇v(x) ∈ V2 such that

v(x + h) = v(x) + ∇v(x)h + o(|h|),

or equivalently

∇v(x)a =
d

dα
v(x + αa)

∣∣∣
α=0

, ∀a ∈ V,

where α ∈ IR. The tensor ∇v(x) is called the derivative or gradient
of v at x.

If v is differentiable at x it can be shown that the tensor ∇v(x) is
necessarily unique. As before, the second characterization follows from
the first upon setting h = αa, dividing through by α, and taking the
limit α → 0. The following result provides an explicit characterization
of the derivative ∇v(x) in any coordinate frame.

Result 2.6 Vector Gradient in Coordinates. Let {ei} be an arbi-
trary frame and let v(x) = vi(x)ei. Then

∇v(x) =
∂vi

∂xj
(x)ei ⊗ ej ,

where (x1 , x2 , x3) are the coordinates of x in {ei}.
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Proof Writing the components vi as functions of the coordinates xj we
have, by a slight abuse of notation, vi(x) = vi(x1 , x2 , x3). For any scalar
α and vector a = akek this gives

vi(x + αa) = vi(x1 + αa1 , x2 + αa2 , x3 + αa3),

and by the chain rule we find

d

dα
vi(x + αa)

∣∣∣
α=0

=
∂vi

∂x1
(x)a1 +

∂vi

∂x2
(x)a2 +

∂vi

∂x3
(x)a3

=
∂vi

∂xj
(x)aj .

Using this result, together with Definition 2.5 and properties of dyadic
products (see Chapter 1), we obtain

∇v(x)a =
d

dα
v(x + αa)

∣∣∣
α=0

=
d

dα
vi(x + αa)

∣∣∣
α=0

ei

=
∂vi

∂xj
(x)ajei

=

(
∂vi

∂xj
(x)ei ⊗ ej

)
akek ,

which implies ∇v(x) = ∂vi

∂xj
(x)ei ⊗ ej .

Remarks:

(1) The derivative of a vector field v : IE3 → V is a second-order
tensor field ∇v : IE3 → V2 .

(2) As for scalar fields, we often denote ∂vi/∂xj by vi,j .

(3) Since all partial derivatives are assumed to exist and be con-
tinuous, we can use Taylor’s Theorem on each component vi to
deduce, for any small vector h ∈ V

vi(x + h) = vi(x) +
∂vi

∂xj
(x)hj + O(|h|2),

or in tensor notation

v(x + h) = v(x) + ∇v(x)h + O(|h|2).

Thus, in the smooth case, the difference between v(x + h) and
v(x) + ∇v(x)h is order O(|h|2), not just o(|h|) as indicated in
the definition of ∇v(x).
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(4) Since we identify points x ∈ IE3 with their position vectors x−o ∈
V relative to a fixed origin, any result that we state for vector
fields v : IE3 → V will also apply to point mappings, which
are functions of the form χ : IE3 → IE3 . Thus the derivative
or gradient of a point mapping χ is a second-order tensor field
∇χ : IE3 → V2 , where

∇χ(x) =
∂χi

∂xj
(x)ei ⊗ ej .

2.2.2 Divergence

Here we introduce the divergence of vector and second-order tensor
fields. These quantities arise in the statements of various integral theo-
rems introduced later.

Definition 2.7 To any vector field v : IE3 → V we associate a scalar
field ∇ · v : IE3 → IR defined by

∇ · v = tr∇v.

We call ∇ · v the divergence of v.

If we interpret the vector field v as the velocity field in a flowing fluid
or gas, then the scalar ∇ · v at a point x can be interpreted as the rate
of volume expansion at x. (See the discussion following the Divergence
Theorem in Section 2.3.) The next result, which follows directly from
Result 2.6 and the definition of the trace function, provides an explicit
characterization of the divergence ∇ · v in any coordinate frame.

Result 2.8 Vector Divergence in Coordinates. Let {ei} be an
arbitrary frame and let v(x) = vi(x)ei. Then

(∇ · v)(x) =
∂vi

∂xi
(x) = vi,i(x),

where (x1 , x2 , x3) are the coordinates of x in {ei}.

To formulate balance laws for material bodies it will prove useful to
extend the above definition of divergence to second-order tensor fields.
While different extensions are possible, we adopt one which leads to a
convenient form of the Tensor Divergence Theorem (Result 2.17).
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Definition 2.9 To any second-order tensor field S : IE3 → V2 we
associate a vector field ∇ · S : IE3 → V defined by the relation

(∇ · S) · a = ∇ · (ST a),

for all constant vectors a. We call ∇ · S the divergence of S.

Thus the divergence of a second-order tensor field is defined using the
corresponding notion for vector fields. The following result provides an
explicit characterization of ∇ · S in any coordinate frame.

Result 2.10 Tensor Divergence in Coordinates. Let {ei} be an
arbitrary frame and let S(x) = Sij (x)ei ⊗ ej . Then

(∇ · S)(x) =
∂Sij

∂xj
(x)ei = Sij,j (x)ei ,

where (x1 , x2 , x3) are the coordinates of x in {ei}.

Proof Consider an arbitrary, constant vector a = akek and let q = ST a.
Then we have q = qjej , where qj = Sijai . Using Definition 2.9 together
with Result 2.8 we get

(∇ · S) · a = ∇ · q = qj,j = Sij,j ai =
(
Sij,jei

)
· akek ,

which implies ∇ · S = Sij,j ei .

The next result summarizes some useful product rules for the gradi-
ent and divergence operations on scalar, vector and second-order tensor
fields. Many other similar rules are established in the exercises.

Result 2.11 Gradient and Divergence Product Rules. Let φ,
v and S be scalar, vector and second-order tensor fields, respectively.
Then

∇(φv) = v ⊗∇φ + φ∇v,

∇ · (φS) = φ∇ · S + S∇φ,

∇ · (ST v) = (∇ · S) · v + S : ∇v.
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Proof Let v = viei and S = Sijei ⊗ ej . To establish the first result we
notice that φv is a vector field and use Result 2.6 to obtain

∇(φv) =
∂(φvi)
∂xj

ei ⊗ ej

= (viφ,j +φvi,j )ei ⊗ ej

= v ⊗∇φ + φ∇v.

To establish the second result we notice that φS is a second-order tensor
field and use Result 2.10 to obtain

∇ · (φS) =
∂(φSij )

∂xj
ei

= (Sijφ,j +φSij,j )ei

= S∇φ + φ∇ · S.

To establish the third result we notice that ST v is a vector field, in
particular, ST v = Sij viej . Using Result 2.8 we obtain

∇ · (ST v) =
∂(Sij vi)

∂xj

= Sij,j vi + Sij vi,j

= (∇ · S) · v + S : ∇v.

2.2.3 Curl

Here we introduce the curl of a vector field. This quantity arises in the
statement of Stokes’ Theorem introduced later and plays an important
role in describing the motions of fluids and gases.

Definition 2.12 To any vector field v : IE3 → V we associate another
vector field ∇× v : IE3 → V defined by

(∇× v) × a = (∇v −∇vT )a,

for all constant vectors a. We call ∇× v the curl of v.

If we interpret the vector field v as the velocity field in a flowing fluid
or gas, then the vector ∇× v at a point x provides information on the
rate and direction of rotation at x. (See the discussion following Stokes’
Theorem in Section 2.3.) The following result provides an explicit char-
acterization of the curl ∇× v in any coordinate frame.
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Result 2.13 Vector Curl in Coordinates. Let {ei} be an arbitrary
frame and let v(x) = vi(x)ei. Then

(∇× v)(x) = εijk vi,k (x)ej ,

where (x1 , x2 , x3) are the coordinates of x in {ei}. Equivalently, we have

∇× v =
(

∂v3

∂x2
− ∂v2

∂x3

)
e1 +

(
∂v1

∂x3
− ∂v3

∂x1

)
e2 +

(
∂v2

∂x1
− ∂v1

∂x2

)
e3 .

Proof In view of Result 1.3 we notice that ∇ × v is the axial vector
associated with the skew-symmetric tensor ∇v − ∇vT . If we let w =
∇× v and T = ∇v −∇vT , then in any frame we have, by Result 1.3

wj =
1
2
εijkTik =

1
2
εijk (vi,k − vk,i).

Carrying out the multiplication on the right-hand side of the last equa-
tion and using the fact that εijk = −εkji we get

wj =
1
2
(εijk vi,k − εijk vk,i) =

1
2
(εijk vi,k + εkjivk,i) = εijk vi,k ,

where the last equality follows from the fact that i and k are dummy
indices. Since w = ∇× v we obtain

∇× v = εijk vi,k ej .

The second result is obtained by carrying out the indicated sums using
the definition of the permutation symbol.

2.2.4 Laplacian

Here we introduce the Laplacian of scalar and vector fields. These quan-
tities are second-order differential operations that arise frequently in
applications.

Definition 2.14 To any scalar field φ : IE3 → IR we associate another
scalar field ∆φ : IE3 → IR defined by

∆φ = ∇ · (∇φ),

and to any vector field v : IE3 → V we associate another vector field
∆v : IE3 → V defined by

∆v = ∇ · (∇v).
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We call ∆φ and ∆v the Laplacians of φ and v, respectively.

Thus the Laplacian of a scalar or vector field is the divergence of
the corresponding gradient. The following result provides an explicit
characterization of ∆φ and ∆v in any coordinate frame.

Result 2.15 Scalar and Vector Laplacian in Coordinates. Let
{ei} be an arbitrary frame and let v(x) = vi(x)ei. Then

∆φ(x) = φ,ii(x) and ∆v(x) = vi,jj (x)ei ,

where (x1 , x2 , x3) are the coordinates of x in {ei}.

Proof By Result 2.4 we have ∇φ = φ,iei and using Result 2.8 we obtain

∆φ = ∇ · (∇φ) = (φ,i),i = φ,ii .

Similarly, by Result 2.6 we have ∇v = vi,j ei ⊗ej and using Result 2.10
we obtain

∆v = ∇ · (∇v) = (vi,j ),j ei = vi,jj ei .

2.3 Integral Theorems

In this section we state some integral theorems that will be useful later
when we derive local statements of balance laws for continuum bodies.

2.3.1 Divergence Theorem

Here we state, without proof, a result that provides a relationship be-
tween the volume integral of the divergence of a vector field in a region B

of IE3 , and the surface integral of an associated field over the bounding
surface ∂B of B; we then generalize the result to second-order tensor
fields. The validity of these results requires certain assumptions on the
region B. For our purposes it will be sufficient to only consider those
regions that are regular in the following sense: (i) B consists of a finite
number of open, disjoint and bounded components; (ii) the bounding
surface ∂B is piecewise smooth and consists of a finite number of dis-
joint components; (iii) each component of ∂B is orientable in the sense
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n

3E

Fig. 2.1 Graphical illustration of a regular region consisting of two disjoint
components. One component has an internal void and a hole.

that it clearly has two sides. The notion of a regular region of IE3 en-
compasses many bodies of interest in mechanics, including those with a
finite number of holes and voids as depicted in Figure 2.1.

In the following, dV denotes an infinitesimal volume element in B and
dA denotes an infinitesimal area element in ∂B.

Result 2.16 Divergence Theorem. Let B denote a regular region
in IE3 with piecewise smooth boundary ∂B, and consider an arbitrary
vector field v : B → V. Then∫

∂B

v · n dA =
∫

B

∇ · v dV,

or in components ∫
∂B

vini dA =
∫

B

vi,i dV,

where n is the outward unit normal field on ∂B. The quantity appearing
on the left-hand side of the above relation is called the flux of v across
the oriented surface ∂B.

The Divergence Theorem can be used to gain some insight into the
physical meaning of the divergence of a vector field. To this end, consider
an arbitrary point y ∈ IE3 and let Ωδ denote a ball centered at y with
radius δ and boundary ∂Ωδ . Then by the Divergence Theorem we have∫

∂Ωδ

v(x) · n(x) dA =
∫

Ωδ

(∇ · v)(x) dV

=
∫

Ωδ

[ (∇ · v)(y) + O(δ) ] dV

= vol(Ωδ )[ (∇ · v)(y) + O(δ) ],
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which implies

(∇ · v)(y) = lim
δ→0

1
vol(Ωδ )

∫
∂Ωδ

v · n dA.

Thus, for small δ, we see that (∇ · v)(y) is the flux of v across ∂Ωδ

divided by the volume of Ωδ . If we interpret v as the velocity field in a
fluid, then the flux of v across ∂Ωδ is equal to the net rate (volume per
unit time) at which fluid is exiting Ωδ . In this sense (∇ · v)(y) provides
a measure of volume expansion at y.

The following generalization of the Divergence Theorem to second-
order tensor fields will be useful.

Result 2.17 Tensor Divergence Theorem. Let B denote a regu-
lar region in IE3 with piecewise smooth boundary ∂B, and consider an
arbitrary second-order tensor field S : B → V2 . Then∫

∂B

Sn dA =
∫

B

∇ · S dV,

or in components ∫
∂B

Sijnj dA =
∫

B

Sij,j dV,

where n is the outward unit normal field on ∂B.

Proof Let a be an arbitrary, constant vector. Then

a ·
∫

∂B

Sn dA =
∫

∂B

a · Sn dA =
∫

∂B

(ST a) · n dA.

Since ST a is a vector field we can apply the Divergence Theorem in
Result 2.16 to get∫

∂B

(ST a) · n dA =
∫

B

∇ · (ST a) dV,

and by Definition 2.9 we obtain∫
B

∇ · (ST a) dV =
∫

B

a · (∇ · S) dV = a ·
∫

B

∇ · S dV.

Thus from the arbitrariness of a we deduce∫
∂B

Sn dA =
∫

B

∇ · S dV.
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Fig. 2.2 Graphical illustration of a surface Γ with a bounding curve C .

2.3.2 Stokes’ Theorem

Here we state, without proof, a result that provides a relationship be-
tween the line integral of a vector field along a simple closed curve C

and the surface integral of an associated field over a surface Γ whose
boundary is C = ∂Γ as shown in Figure 2.2. The validity of this result
requires certain assumptions on C and Γ. For our purposes it will be
sufficient to only consider curves C which do not intersect themselves,
and which are bounded and piecewise smooth. Moreover, we assume
that the surface Γ is orientable, bounded and piecewise smooth. The
orientations for the unit tangent field t on C and the unit normal field
n on Γ are assumed to be chosen as follows: a person walking around
C in the direction t with their head in the direction n has the surface Γ
to their left.

In the following, dA is an infinitesimal area element in Γ and ds is an
infinitesimal length element in C.

Result 2.18 Stokes’ Theorem. Let Γ be a surface in IE3 with a
piecewise smooth boundary curve C = ∂Γ, and consider an arbitrary
vector field v : IE3 → V. Then∫

Γ
(∇× v) · n dA =

∫
C

v · t ds,

where n is a unit normal field on Γ and t is a unit tangent field on
C oriented as discussed above. The quantity appearing on the right-
hand side of the above relation is called the circulation of v around the
oriented curve C.

Stokes’ Theorem can be used to gain some insight into the physical
meaning of the curl of a vector field. To this end, consider an arbitrary
point y ∈ IE3 and let Γδ be a disc centered at y with radius δ and
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(      v)(y)∆

x

y

n
t

3E

Fig. 2.3 Interpretation of the curl of a vector field in terms of circulation.

boundary ∂Γδ . Then by Stokes’ Theorem we have∫
∂Γδ

v(x) · t(x) ds =
∫

Γδ

(∇× v)(x) · n(x) dA

=
∫

Γδ

[ (∇× v)(y) · n(y) + O(δ) ] dA

= area(Γδ )[ (∇× v)(y) · n(y) + O(δ) ],

which implies

n(y) · (∇× v)(y) = lim
δ→0

1
area(Γδ )

∫
∂Γδ

v · t ds.

At the point y in question suppose (∇ × v)(y) �= 0 and choose the
disc Γδ such that its normal is given by n(y) = (∇×v)(y)/|(∇×v)(y)|
as shown in Figure 2.3. For this choice of Γδ we obtain

|(∇× v)(y)| = lim
δ→0

1
area(Γδ )

∫
∂Γδ

v · t ds.

Thus, for small δ, we see that |(∇×v)(y)| is the circulation of v around
∂Γδ divided by the area of Γδ . Here Γδ is a disc of radius δ centered at
y with normal n in the direction of (∇× v)(y). If we interpret v as the
velocity field in a fluid, then (∇× v)(y) can be interpreted as twice the
local angular velocity of the fluid at y.

2.3.3 Localization Theorem

Here we establish a result which states that, if the integral of a function
over arbitrary subsets of its domain is zero, then the function itself must
be zero. This result will be used frequently in later chapters.
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Result 2.19 Localization Theorem. Consider an open set B in IE3

and a continuous function φ : B → IR, and let Ω denote an arbitrary
open subset of B. If ∫

Ω
φ(x) dV = 0, ∀Ω ⊆ B, (2.1)

then

φ(x) = 0, ∀x ∈ B. (2.2)

Proof The result follows by contradiction. To begin, assume the hy-
pothesis (2.1) is true and assume the statement (2.2) is false; that is,
there exists some point y ∈ B for which φ(y) �= 0, say φ(y) = 2δ > 0;
the case δ < 0 is dealt with similarly. Then, by continuity of φ and the
fact that B is open, there exists an open neighborhood Ω of y such that
Ω ⊂ B and φ(x) > δ for all x ∈ Ω. For this subset we have∫

Ω
φ(x) dV > δ vol[Ω] > 0,

which contradicts (2.1). Hence the statement (2.2) must be true.

Remarks:

(1) Result 2.19 also holds when the scalar field φ is replaced by a
vector field v or second-order tensor field S. In particular, the
result for scalar fields can be applied to each component of a
vector or second-order tensor field.

(2) Result 2.19 can also be generalized to integrals other than volume
integrals. For example, if Γ is an open disc and

∫
Ω φ(x) dA = 0

for all open subsets Ω ⊆ Γ, then a similar argument shows that
φ(x) = 0 for all x ∈ Γ.

2.4 Functions of Second-Order Tensors

Here we define the derivative of functions of the form ψ : V2 → IR,
such as the determinant and trace functions, and functions of the form
Σ : V2 → V2 , such as the exponential function and the stress response
functions to be considered in Chapters 7 and 9.
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2.4.1 Scalar-Valued Functions

Definition 2.20 A function ψ : V2 → IR is said to be differentiable
at A ∈ V2 if there exists a second-order tensor Dψ(A) ∈ V2 such that

ψ(A + H) = ψ(A) + Dψ(A) : H + o(|H|),

or equivalently

Dψ(A) : B =
d

dα
ψ(A + αB)

∣∣∣
α=0

, ∀B ∈ V2 ,

where α ∈ IR. The tensor Dψ(A) is called the derivative of ψ at A.

If ψ is differentiable at A it can be shown that the tensor Dψ(A) is
necessarily unique. The second characterization follows from the first
upon setting H = αB, dividing through by α, and taking the limit
α → 0. The following result provides an explicit characterization of the
derivative Dψ(A) in any coordinate frame.

Result 2.21 Derivative of Scalar Function in Components. Let
{ei} be an arbitrary frame. Then

Dψ(A) =
∂ψ

∂Aij
(A)ei ⊗ ej ,

where (A11 , A12 , . . . , A33) are the components of A in the frame {ei}.

Proof Writing ψ as a function of the components Aij we have, by a
slight abuse of notation, ψ(A) = ψ(A11 , A12 , . . . , A33). For any scalar α

and tensor B = Bklek ⊗ el this gives

ψ(A + αB) = ψ(A11 + αB11 , . . . , A33 + αB33).

By Definition 2.20 and the chain rule we find

Dψ(A) : B =
d

dα
ψ(A + αB)

∣∣∣
α=0

=
∂ψ

∂A11
(A)B11 + · · · + ∂ψ

∂A33
(A)B33

=

(
∂ψ

∂Aij
(A)ei ⊗ ej

)
: Bklek ⊗ el ,

which implies Dψ(A) = ∂ψ
∂Ai j

(A)ei ⊗ ej .
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Remarks:

(1) The derivative of a scalar-valued function ψ : V2 → IR is a second-
order tensor-valued function Dψ : V2 → V2 .

(2) Since all partial derivatives are assumed to exist and be continu-
ous, we can use Taylor’s Theorem to deduce, for any small tensor
H ∈ V2

ψ(A + H) = ψ(A) +
∂ψ

∂Aij
(A)Hij + O(|H|2),

or equivalently

ψ(A + H) = ψ(A) + Dψ(A) : H + O(|H|2).

Thus, in the smooth case, the difference between ψ(A + H) and
ψ(A)+Dψ(A) : H is order O(|H|2), not just o(|H|) as indicated
in the definition of Dψ(A).

Example: Consider the function ψ : V2 → IR defined by

ψ(A) = 1
2 A : A = 1

2 AklAkl .

To compute Dψ(A) we first take the partial derivative of ψ with respect
to a general component Aij to obtain

∂ψ

∂Aij
(A) = 1

2
∂Akl

∂Aij
Akl + 1

2 Akl
∂Akl

∂Aij
=

∂Akl

∂Aij
Akl .

Since ∂Akl/∂Aij = δkiδlj we find

∂ψ

∂Aij
(A) = δkiδljAkl = Aij ,

from which we deduce Dψ(A) = Aij ei ⊗ ej = A.

Result 2.22 Derivative of Determinant. Let ψ(S) = det S. If A

is invertible, then the derivative of ψ at A is Dψ(A) = det(A)A−T .

Proof Let B ∈ V2 be arbitrary. Then

ψ(A + αB) = det(A + αB)

= det
(
αA(A−1B − λI)

)
= det(αA) det(A−1B − λI),
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where λ = −1/α. By definition of the determinant of αA ∈ V2 we have

det(αA) = α3 det A,

and by definition of the principal invariants of the second-order tensor
A−1B we find

det(A−1B − λI) = −λ3 + λ2I1(A−1B) − λI2(A−1B) + I3(A−1B)

=
1
α3 +

1
α2 I1(A−1B) +

1
α

I2(A−1B) + I3(A−1B),

which implies

ψ(A + αB) = det(A) + α det(A)I1(A−1B)

+ α2 det(A)I2(A−1B) + α3 det(A)I3(A−1B).

From this expression and Definition 2.20 we deduce

Dψ(A) : B = det(A)I1(A−1B),

and since I1(A−1B) = tr(A−1B) = A−T : B we find

Dψ(A) : B = det(A)A−T : B.

The desired result Dψ(A) = det(A)A−T follows from the arbitrariness
of B.

Result 2.23 Time Derivative of Determinant. Let S be a time-
dependent second-order tensor, that is, S : IR → V2 . Then

d

dt
(det S) = (det S) tr(S−1Ṡ) = det(S)S−T : Ṡ,

where

Ṡ =
dS

dt
=

dSij

dt
ei ⊗ ej .

Proof Let ψ(S) = det S. Then

d

dt
ψ(S) =

d

dt
ψ(S11 , S12 , . . . , S33),

and by the chain rule we have

d

dt
ψ(S) =

∂ψ

∂S11
(S)

dS11

dt
+ · · · + ∂ψ

∂S33
(S)

dS33

dt
= Dψ(S) : Ṡ.
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Since Dψ(S) = det(S)S−T we obtain

d

dt
ψ(S) = det(S)S−T : Ṡ = det(S) tr(S−1Ṡ).

2.4.2 Tensor-Valued Functions

Definition 2.24 A function Σ : V2 → V2 is said to be differentiable
at A ∈ V2 if there exists a fourth-order tensor DΣ(A) ∈ V4 such that

Σ(A + H) = Σ(A) + DΣ(A)H + o(|H|),

or equivalently

DΣ(A)B =
d

dα
Σ(A + αB)

∣∣∣
α=0

, ∀B ∈ V2 ,

where α ∈ IR. The tensor DΣ(A) is called the derivative of Σ at A.

If Σ is differentiable at A it can be shown that the tensor DΣ(A)
is necessarily unique. The second characterization follows from the first
upon setting H = αB, dividing through by α, and taking the limit
α → 0. The following result provides an explicit characterization of the
derivative DΣ(A) in any coordinate frame.

Result 2.25 Derivative of Tensor Function in Components. Let
{ei} be an arbitrary frame and let Σ(A) = Σij (A)ei ⊗ ej . Then

DΣ(A) =
∂Σij

∂Akl
(A)ei ⊗ ej ⊗ ek ⊗ el ,

where (A11 , A12 , . . . , A33) are the components of A in the frame {ei}.

Proof Writing the components Σij as functions of the components Akl

we have, by a slight abuse of notation, Σij (A) = Σij (A11 , A12 , . . . , A33).
For any scalar α and tensor B = Bklek ⊗ el this gives

Σij (A + αB) = Σij (A11 + αB11 , . . . , A33 + αB33),
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and by the chain rule we find

d

dα
Σij (A + αB)

∣∣∣
α=0

=
∂Σij

∂A11
(A)B11 + · · · + ∂Σij

∂A33
(A)B33

=
∂Σij

∂Akl
(A)Bkl.

Using this result, together with Definition 2.24 and properties of dyadic
products (see Chapter 1), we obtain

DΣ(A)B =
d

dα
Σ(A + αB)

∣∣∣
α=0

=
d

dα
Σij (A + αB)

∣∣∣
α=0

ei ⊗ ej

=
∂Σij

∂Akl
(A)Bkl ei ⊗ ej

=

(
∂Σij

∂Akl
(A)ei ⊗ ej ⊗ ek ⊗ el

)
B,

which implies DΣ(A) = ∂Σ i j

∂Ak l
(A)ei ⊗ ej ⊗ ek ⊗ el .

Remarks:

(1) The derivative of a second-order tensor-valued function Σ : V2 →
V2 is a fourth-order tensor-valued function DΣ : V2 → V4 .

(2) Since all partial derivatives are assumed to exist and be continu-
ous, we can use Taylor’s Theorem to deduce, for any small tensor
H ∈ V2

Σij (A + H) = Σij (A) +
∂Σij

∂Akl
(A)Hkl + O(|H|2),

or in tensor notation

Σ(A + H) = Σ(A) + DΣ(A)H + O(|H|2).

Thus, in the smooth case, the difference between Σ(A + H) and
Σ(A)+DΣ(A)H is order O(|H|2), not just o(|H|) as indicated
in the definition of DΣ(A).

Example: Consider the function Σ : V2 → V2 defined by

Σ(A) = tr(A)A or in components Σij (A) = Amm Aij .
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The components [DΣ(A)]ijkl of the derivative DΣ(A) are

[DΣ(A)]ijkl =
∂Σij

∂Akl
(A)

=
∂Amm

∂Akl
Aij + Amm

∂Aij

∂Akl

= δmkδmlAij + Amm δik δjl

= δklAij + Amm δik δjl .

For any B ∈ V2 we obtain

DΣ(A)B = [DΣ(A)]ijklBkl ei ⊗ ej

= (δklAijBkl + Amm δik δjlBkl)ei ⊗ ej

= (AijBkk + Amm Bij )ei ⊗ ej

= tr(B)A + tr(A)B.
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Exercises

2.1 Consider the scalar field φ(x) = (x1)2x3+x2(x3)2 and the vector
field v(x) = x3e1 +x2 sin(x1)e3 . Find the components of ∇φ(x)
and ∇v(x).
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2.2 Consider the vector and second-order tensor fields

v(x) = x1e1 + x2x1e2 + x3x1e3 ,

S(x) = x2e1 ⊗ e2 + x1x3e3 ⊗ e3 .

Find: (a) ∇ · v, (b) ∇× v, (c) ∇ · S.

2.3 Use index notation to prove the following, where A is a constant
second-order tensor:

(a) ∇x = I,

(b) ∇ · x = 3,

(c) ∇(x · Ax) = (A + AT )x.

2.4 Let φ be a scalar field, v and w vector fields, and S a second-
order tensor field. Use index notation to prove the following:

(a) ∇ · (φv) = (∇φ) · v + φ(∇ · v),

(b) ∇(v · w) = (∇v)T w + (∇w)T v,

(c) ∇ · (v ⊗ w) = (∇v)w + (∇ · w)v.

2.5 Consider the scalar field φ(x) = 1/|x|, x �= 0, and the vector
field v(x) = φ(x)n, where n is a constant vector. Show that:

(a) ∇φ(x) = −x/|x|3 for all x �= 0,

(b) ∆φ(x) = 0 for all x �= 0,

(c) ∆v(x) = 0 for all x �= 0.

Remark: Scalar and vector fields satisfying ∆φ = 0 and ∆v = 0
in a region B are said to be harmonic in B. In this sense
the above fields are harmonic in any region which excludes the
origin.

2.6 Consider a vector field v : IE3 → V. Show that:

(a) ∇ · (∇vT ) = ∇(∇ · v),

(b) ∇× v = 0 if and only if ∇v = ∇vT ,

(c) if ∇ · v = 0 and ∇× v = 0, then v is harmonic.

2.7 Let v and w be vector fields and φ a scalar field. Prove the
following identities:

(a) ∇ · (∇× v) = 0,
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(b) ∇ · (v × w) = w · (∇× v) − v · (∇× w),

(c) ∇× (∇× v) = ∇(∇ · v) − ∆v,

(d) ∇× (∇φ) = 0.

2.8 Let B be a region in IE3 with boundary ∂B, let n be the outward
unit normal field on ∂B, and let v be a vector field in B. Use
the divergence theorem for second-order tensors to show∫

B

∇v dV =
∫

∂B

v ⊗ n dA.

Hint: Two second-order tensors A and B are equal if and only
if Aa = Ba for all vectors a.

2.9 Let S be an arbitrary second-order tensor field and consider the
vector field x. Show that

∇ · (Sx) = (∇ · ST ) · x + tr(S).

2.10 Let B be a region in IE3 with boundary ∂B, and let n be the unit
outward normal field on ∂B. Let v and w be vector fields and
S a second-order tensor field in B. Use the divergence theorems
to show:

(a)
∫

∂B
(Sn) ⊗ v dA =

∫
B

(∇ · S) ⊗ v + S∇vT dV ,

(b)
∫

∂B
v · (Sn) dA =

∫
B

(∇ · S) · v + S : ∇v dV ,

(c)
∫

∂B
v(w · n) dA =

∫
B

(∇ · w)v + (∇v)w dV .

2.11 Let φ, v and S be scalar, vector and second-order tensor fields,
respectively. Prove the following identities:

(a) ∇ · (φSv) = φ(∇ · ST ) · v + ∇φ · (Sv) + φS : (∇v)T ,

(b) ∇ · (Sv) = ST : ∇v + v · (∇ · ST ).

2.12 Let v and w be time-dependent vector fields and consider the
derivative operation defined by

Dvw

Dt
=

∂w

∂t
+ (∇ · w)v + ∇× (w × v).

(a) Show that

Dvw

Dt
=

∂w

∂t
+ (∇w)v − (∇v)w + (∇ · v)w.
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(b) For any vector b, show that

b · Dvw

Dt
= b ·

[
∂w

∂t
+(∇w)v

]
+
[
(b ·w)I−b⊗w

]
: ∇v.

2.13 Let {ei} and {êi(t)} be two coordinate frames for IE3 , where
the first is fixed (time-independent) and the second is moving
(time-dependent). Moreover, let Q(t) be the change of basis
tensor from {ei} to {êi(t)} so that (omitting arguments t for
brevity)

êi = Qei .

(a) Show that the time derivative dêi/dt, as measured by an
observer in the fixed frame, may be expressed as

dêi

dt
= Ωêi = ω × êi ,

where Ω(t) is the skew-symmetric tensor defined by

dQ

dt
= ΩQ or equivalently Ω =

dQ

dt
QT ,

and ω(t) is the axial vector of Ω(t).

(b) For any vector v = v̂i êi = viei , show that

dv̂i

dt
= Qji

[
dvj

dt
− Ωjk vk

]
, (2.3)

where Qij and Ωjk are the components of Q and Ω in the fixed
frame.

Remark: An observer in the fixed frame {ei} sees the time
derivative of v as

v̇ =
dvi

dt
ei ,

while an observer moving with the frame {êi(t)} sees the time
derivative of v as

◦
v =

dv̂j

dt
êj .

The components of v̇ and
◦
v in the fixed frame {ei} are

v̇i = v̇ · ei =
dvi

dt
,

◦
vi =

◦
v · ei =

dv̂j

dt
êj · ei = Qij

dv̂j

dt
.
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In view of (2.3) the vector
◦
v can be expressed in the fixed frame

as

◦
v =

◦
viei =

[
dvi

dt
− Ωik vk

]
ei .

The vector
◦
v is called the co-rotational or Jaumann deriva-

tive of v with respect to Ω. It represents the rate of change
of v with respect to time as seen by an observer in a moving
frame. In tensor notation we have

◦
v = v̇ − Ωv.

2.14 Let {ei}, {êi(t)}, Q(t) and Ω(t) be as in Exercise 13, and con-
sider a second-order tensor S = Sijei ⊗ ej = Ŝij êi ⊗ êj . Show
that

dŜij

dt
= QkiQlj

[
dSkl

dt
− Ωkm Sml − Ωlm Skm

]
,

where Qij and Ωjk are the components of Q and Ω in the fixed
frame {ei}.

Remark: The tensor
◦
S given by

◦
S =

[
dSkl

dt
− Ωkm Sml − Ωlm Skm

]
ek ⊗ el

is called the co-rotational or Jaumann derivative of S with
respect to Ω. It represents the rate of change of S as seen by
an observer in a moving frame. In tensor notation, noting that
ΩT = −Ω, we have

◦
S = Ṡ − ΩS + SΩ.

2.15 Consider the scalar-valued function ψ(A) = tr(A)A : B, where
B is a constant second-order tensor. Show that

Dψ(A) = (A : B)I + tr(A)B.

2.16 Consider the tensor-valued function Σ(A) = A2 . Show that

DΣ(A)B = BA + AB, ∀B ∈ V2 .
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2.17 Let C : V2 → V2 be a fourth-order tensor defined by C(A) =
tr(A)I + A, and let ψ : V2 → IR be a function defined by
ψ(A) = 1

2 A : C(A). Show that:

(a) A : C(B) = C(A) : B, ∀A,B ∈ V2 ,

(b) Dψ(A) = C(A).

Answers to Selected Exercises

2.1

[∇φ] =


φ,1

φ,2

φ,3

 =


2x1x3

(x3)2

(x1)2 + 2x2x3

 .

[∇v] =

 v1,1 v1,2 v1,3

v2,1 v2,2 v2,3

v3,1 v3,2 v3,3

 =

 0 0 1
0 0 0

x2 cos(x1) sin(x1) 0

 .

2.3 (a) ∇x = ∂xi

∂xj
ei ⊗ ej = δijei ⊗ ej = I.

(b) ∇ · x = ∂xi

∂xi
= δii = 3.

(c)

∇(x · Ax) =
∂

∂xi
(xkAklxl)ei

= (δkiAklxl + xkAklδli)ei

= (Ailxl + Akixk )ei

= (A + AT )x.

2.5 (a) Since |x| = (xkxk )1/2 and ∂xk/∂xi = δki , we find by the chain
rule that ∂|x|/∂xi = xi/|x|. Thus

∇φ =
∂

∂xi

( 1
|x|

)
ei = − 1

|x|2
∂|x|
∂xi

ei = − 1
|x|2

xi

|x|ei = − x

|x|3 .

(b) Using the facts that ∆φ = ∇ · (∇φ) and [∇φ]i = −xi/|x|3 ,
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we have

∆φ = [∇φ]i,i =
∂

∂xi

(
− xi

|x|3
)

= − 1
|x|3

∂xi

∂xi
+

3xi

|x|4
∂|x|
∂xi

= − 1
|x|3 δii +

3xi

|x|4
xi

|x|
= 0,

where the last line follows from the facts that δii = 3 and xixi =
|x|2 .

(c) We have v = viei , where vi = φni and ni are the constant
components of n. Using the facts that ∆v = vi,jjei and ∆φ =
φ,jj , we have

∆v = (φni),j jei = φ,jjniei = ∆φn.

The result ∆v = 0 follows from part (b).

2.7 (a)

∇ · (∇× v) =
∂

∂xi

(
εijk

∂vk

∂xj

)
= εijk vk,j i .

By the commutativity property of mixed partial derivatives and
the permutation properties of εijk , we have

εijk vk,j i = εijk vk,ij = −εjik vk,ij = −εijk vk,j i ,

which implies that εijk vk,j i = 0 so that ∇ · (∇× v) = 0.

(b)

∇ · (v × w) =
∂

∂xi
(εijk vjwk )

= εijk
∂vj

∂xi
wk + εijk vj

∂wk

∂xi

= wkεkij
∂vj

∂xi
− vj εjik

∂wk

∂xi

= w · (∇× v) − v · (∇× w).
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(c)

∇× (∇× v) = εijk (εklm vm,l),jei

= εijk εklm vm,ljei

= [δilδjm − δim δjl ]vm,ljei

= vj,ijei − vi,jjei

= ∇(∇ · v) − ∆v.

(d)

∇× (∇φ) = εijk (φ,k ),jei

= εijkφ,kjei

= 1
2 [εijkφ,kj + εikjφ,jk ]ei

= 1
2 [εijkφ,kj − εijkφ,jk ]ei

= 0.

2.9

∇ · (Sx) =
∂

∂xi
(Sijxj )

=
∂Sij

∂xi
xj + Sij

∂xj

∂xi

=
∂Sij

∂xi
xj + Sij δij

= (∇ · ST ) · x + tr(S).

2.11 (a)

∇ · (S(φv)) = ∇ · (Sijφvjei)

=
∂

∂xi
(Sijφvj )

=
∂Sij

∂xi
φvj + Sij

∂φ

∂xi
vj + Sijφ

∂vj

∂xi

= φ(∇ · ST ) · v + ∇φ · (Sv) + φS : (∇v)T .

(b)

∇ · (Sv) =
∂

∂xi
(Sikvk )

=
∂Sik

∂xi
vk + Sik

∂vk

∂xi

= (∇ · ST ) · v + ST : ∇v.
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2.13 (a) Let Ω = Q̇QT so that Q̇ = ΩQ. Then

dêi

dt
=

d

dt
(Qei) =

dQ

dt
ei = ΩQei = Ωêi .

Moreover, differentiation of the relation QQT = I gives

O =
dQ

dt
QT + Q

dQT

dt
= Ω + ΩT ,

which shows that Ω is skew-symmetric. If we let ω denote the
axial vector of Ω, then by definition (see Chapter 1)

dêi

dt
= Ωêi = ω × êi .

(b) By definition, the components of the change of basis tensor
Q are given by Qmn = em · ên . Thus

v̂i = v · êi = (vkek ) · êi = Qkivk ,

and differentiation with respect to time yields

dv̂i

dt
=

dQki

dt
vk + Qki

dvk

dt
.

Using the fact that Q̇ = ΩQ, or equivalently Q̇ki = ΩkjQji , we
get

dv̂i

dt
= ΩkjQjivk + Qji

dvj

dt

= Qji

[dvj

dt
+ Ωkj vk

]
= Qji

[dvj

dt
− Ωjk vk

]
,

where the last line follows from the skew-symmetry of Ω.

2.15 In components, we have ψ(A) = Amm AklBkl and

∂ψ

∂Aij
=

∂Amm

∂Aij
AklBkl + Amm

∂Akl

∂Aij
Bkl

= δmiδmjAklBkl + Amm δkiδljBkl

= δijAklBkl + Amm Bij .

Thus

Dψ(A) =
∂ψ

∂Aij
ei ⊗ ej

= AklBklδijei ⊗ ej + Amm Bijei ⊗ ej

= (A : B)I + tr(A)B.
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2.17 (a) Let A and B be arbitrary second-order tensors. Then, by
definition of C, we have

A : C(B) = A : (tr(B)I + B)

= tr(B) tr(A) + A : B

= B : (tr(A)I + A)

= B : C(A),

which establishes the result.

(b) Let A ∈ V2 be given and consider the function A(α) = A +
αB, where α ∈ IR and B ∈ V2 is arbitrary. Then the derivative
Dψ(A) is defined by the relation

Dψ(A) : B =
d

dα
ψ(A(α))

∣∣∣
α=0

, ∀B ∈ V2 . (2.4)

From the definition of ψ(A), we have

ψ(A(α)) =
1
2
A(α) : C(A(α)),

and differentiation with respect to α (denoted by a prime) gives

d

dα
ψ(A(α)) =

1
2
A′(α) : C(A(α)) +

1
2
A(α) : C(A′(α))

=
1
2
A′(α) : C(A(α)) +

1
2
C(A(α)) : A′(α)

= C(A(α)) : A′(α), (2.5)

where we have used the linearity and major symmetry of C. Com-
bining (2.4) and (2.5) then gives

Dψ(A) : B = C(A) : B, ∀B ∈ V2 ,

which implies Dψ(A) = C(A).
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Continuum Mass and Force Concepts

Here we introduce the notion of a continuum body and discuss how to
describe its mass properties, and the various types of forces that may
act on it. As we will see, the discussion of internal forces in a continuum
body will lead to the notion of a stress tensor field – our first example of a
second-order tensor field arising in a physical context. We introduce the
basic conditions necessary for the mechanical equilibrium of a continuum
body and then derive a corresponding statement in terms of differential
equations.

The important ideas in this chapter are: (i) the notion of a mass
density field, which enables us to define the mass of an arbitrary part of
a body; (ii) the notion of body and surface force fields, which enable us
to define the resultant force and torque on an arbitrary part of a body;
(iii) the notion of a Cauchy stress field and its relation to surface force
fields; (iv) the equations of equilibrium for a body.

3.1 Continuum Bodies

The most basic assumption we make in our study of any material body,
whether it be a solid, liquid or gas, is that the material involved can be
modeled as a continuum: we ignore the atomic nature of the material
and assume it is infinitely divisible. This assumption can lead to very
effective material models at length scales much longer than typical in-
teratomic spacings. However, at length scales comparable to or smaller
than this, it is no longer expected to be valid.

The continuum assumption allows us, at any fixed instant of time, to
identify a material body with an open subset B of Euclidean space IE3 .
In particular, each material particle is identified with a point x ∈ B.
We call B a placement or configuration of the body in IE3 . Unless

75
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mentioned otherwise, we will always assume that B is a regular region
of IE3 in the sense defined in Section 2.3. We choose to identify material
bodies with open subsets of space purely for mathematical convenience.
It would also be reasonable to identify bodies with the closure of such
sets.

Physical experience tells us that a body will tend to move and gener-
ally change shape under the action of external influences. Thus a given
material body will generally assume various configurations as time pro-
gresses. For the purposes of this chapter, however, we focus attention
on a fixed time and identify a material body with a single configuration
B.

3.2 Mass

Mass is a physical property of matter which quantifies its resistance to
acceleration. Here we introduce the idea of a mass density field for a
continuum body along with the idea of a center of mass. These concepts
will appear throughout our developments.

3.2.1 Mass Density

In accordance with the continuum assumption we assume that the mass
of a body B is distributed continuously throughout its volume. More-
over, we assume that any subset of B with positive volume has positive
mass, and that this mass tends to zero as the volume tends to zero.

To make the above ideas precise, let mass[Ω] denote the mass of an
arbitrary open subset Ω of B. Then we assume there exists a mass
density field per unit volume ρ : B → IR such that

mass[Ω] =
∫

Ω
ρ(x) dVx.

Moreover, we assume ρ(x) > 0 for all x ∈ B. Here we use dVx to denote
an infinitesimal volume element at x ∈ Ω. In particular, the volume of
Ω is

vol[Ω] =
∫

Ω
dVx.

(In later chapters we will integrate over both x and X; hence we intro-
duce the good practice of explicitly denoting the variable of integration
in surface and volume integrals.)

The mass density field ρ can be formally defined as follows. Let x be
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an arbitrary point in B and let Ωδ (x) denote a family of volumes with
the properties that vol[Ωδ (x)] → 0 as δ → 0 and x ∈ Ωδ (x) for every
δ > 0. Then

ρ(x) = lim
δ→0

mass[Ωδ (x)]
vol[Ωδ (x)]

.

Our basic assumption on the mass distribution in a continuum is that
this limit exists and is positive for each x in B. Furthermore, we assume
this limit is the same for any family Ωδ (x) with the properties described.

3.2.2 Center of Mass

By the center of mass of an open subset Ω of B we mean the point

xcom [Ω] =
1

mass[Ω]

∫
Ω

xρ(x) dVx.

This is related to, but in general different from, the center of volume
or centroid of Ω, which is defined as

xcov [Ω] =
1

vol[Ω]

∫
Ω

x dVx.

Notice that xcom [Ω] and xcov [Ω] need not be points in B (see Exercises 1
and 2). As discussed below, these points play a special role in determin-
ing the resultant torque on a body due to body forces that are uniform
in an appropriate sense. The center of mass also plays a special role in
the laws of inertia for bodies as discussed later in Chapter 5.

3.3 Force

Mechanical interactions between parts of a body or between a body and
its environment are described by forces. Here we describe two basic
types of forces: body forces, which are exerted at the interior points of a
body, and surface forces, which are exerted on internal surfaces between
separate parts of a body, or on external surfaces between the body and
its environment.

3.3.1 Body Forces

We use the term body force to denote any force that does not arise due
to physical contact between bodies. Such a force is the result of action
at a distance. A prototypical example is a gravitational force. The body
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force, per unit volume, exerted by an external influence on a body B is
assumed to be given by a function b̂ : B → V, which we call a body
force field on B.

Let Ω be an arbitrary open subset of B. Then the resultant force on
Ω due to a body force field per unit volume is defined as

rb [Ω] =
∫

Ω
b̂(x) dVx,

and the resultant torque on Ω, about a point z, is defined as

τb [Ω] =
∫

Ω
(x − z) × b̂(x) dVx.

Sometimes it is convenient to introduce a body force field per unit mass
defined by

b(x) = ρ(x)−1 b̂(x).

In this case, the resultant force becomes

rb [Ω] =
∫

Ω
ρ(x)b(x) dVx,

and the resultant torque, about a point z, becomes

τb [Ω] =
∫

Ω
(x − z) × ρ(x)b(x) dVx.

The resultant torque τb [Ω] can be made to vanish through an appro-
priate choice of the reference point z. For example, when the body
force per unit mass b is uniform (constant), the resultant torque about
the center of mass xcom [Ω] vanishes. Similarly, when the body force
per unit volume b̂ is uniform, the resultant torque about the center of
volume xcov [Ω] vanishes (see Exercises 4 and 5).

3.3.2 Surface Forces

We use the term surface force to denote any force that arises due to
physical contact between bodies. When referring to a surface force along
an imaginary surface within the interior of a body, we say that the force
is internal. In contrast, when referring to a surface force along the
bounding surface of a body, we say that the force is external. Roughly
speaking, internal surface forces are what hold a loaded body together:
they resist the tendency of one part of a body from being pulled away
from another part. External surface forces are contact forces applied to
a body by its environment.
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+− −

B tn>

Γ Γ

(a) (b)

Fig. 3.1 Graphical illustration of internal surfaces forces. (a) a body B sepa-
rated into positive and negative parts by an oriented surface Γ (unit normal
field n̂ not shown). (b) the action of the positive material upon the negative
material is described by a traction field t

n̂
on Γ.

3.3.2.1 Concept of a Traction Field

Let Γ be an arbitrary, oriented surface in B with unit normal field
n̂ : Γ → V. At each point x the unit normal n̂(x) defines a positive
side and a negative side of Γ as shown in Figure 3.1. The force, per
unit area, exerted by material on the positive side upon material on the
negative side is assumed to be given by a function t

n̂
: Γ → V, which

we call the traction or surface force field for Γ. When Γ is part of
the bounding surface of B we always choose n̂ to be the outward unit
normal field. In this case, the traction field t

n̂
represents the force, per

unit area, applied to the surface of B by external means.
The resultant force due to a traction field on an oriented surface Γ is

defined as

rs [Γ] =
∫

Γ
t
n̂
(x) dAx,

where dAx represents an infinitesimal surface area element at x ∈ Γ.
Similarly, the resultant torque, about a point z, due to a traction field
on Γ is defined as

τs [Γ] =
∫

Γ
(x − z) × t

n̂
(x) dAx.

For examples and applications of these ideas see Exercises 6 and 7.

3.3.2.2 Cauchy’s Postulate, Law of Action and Reaction

The theory of surface forces in classical continuum mechanics is based on
the following assumption typically referred to as Cauchy’s Postulate.
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x

n

1

2

3

t   = t   = t1 2 3

Γ
Γ

Γ

Fig. 3.2 Graphical illustration of Cauchy’s postulate: surfaces through a point
x with normal n at x share the same traction vector at x.

Axiom 3.1 Dependence of Traction on Surface Geometry. The
traction field t

n̂
on a surface Γ in B depends only pointwise on the unit

normal field n̂. In particular, there is a function t : N × B → V, where
N ⊂ V denotes the set of all unit vectors, such that

t
n̂
(x) = t(n̂(x),x).

The function t : N × B → V is called the traction function for B.

Thus the traction vector t
n̂

at a point x depends only on the values
of x and n̂(x). In particular, it does not depend on the value of ∇n̂(x),
which describes the curvature of the surface. To see a consequence of
this, consider a collection of surfaces Γ1, Γ2 and Γ3 in B. Suppose that
these surfaces all pass through a point x, and that they share a common
unit normal n at x as shown in Figure 3.2. In particular, n̂i(x) = n

where n̂i is the unit normal field for the surface Γi . If we let t
n̂i

be the
traction field for surface Γi , then

t
n̂1

(x) = t
n̂2

(x) = t
n̂3

(x),

as depicted in Figure 3.2. Since n̂i(x) = n the common value of these
three traction vectors is t(n,x).

The next result shows that the traction function satisfies a certain
law of action and reaction. In the following, Ω denotes a regular, open
subset of B with boundary ∂Ω and outward unit normal field n̂.

Result 3.2 Law of Action and Reaction. Let t : N × B → V be
the traction function for a body B. Suppose that t(n,x) is continuous
and that for any sequence of subsets Ω whose volumes tend to zero

1
area(∂Ω)

∫
∂Ω

t(n̂(x),x) dAx → 0 as vol(Ω) → 0. (3.1)
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Then

t(−n,x) = −t(n,x), ∀n ∈ N , x ∈ B.

Proof Let x ∈ B and n ∈ N be arbitrary, and let D ⊂ B be a disc
of arbitrary, fixed radius centered at x with normal n. For δ > 0 let
Ωδ ⊂ B be the cylinder with center x, height δ, axis n, end faces Γ±
parallel to D, and lateral surface Γδ as depicted in Figure 3.3(a). Notice
that area(Γδ ) → 0 and Γ± → D as δ → 0. Let n̂ be the outward
unit normal field on ∂Ωδ and notice that n̂(y) = ±n (constant) on Γ±.
Considering only the second factor in (3.1), we have

lim
δ→0

∫
∂Ωδ

t(n̂(y),y) dAy = 0,

and since ∂Ωδ = Γδ ∪ Γ+ ∪ Γ−, we have

lim
δ→0

[∫
Γδ

t(n̂(y),y) dAy +
∫

Γ+

t(n,y) dAy +
∫

Γ−

t(−n,y) dAy

]
= 0.

The first term vanishes by continuity (hence boundedness) of t(n̂(y),y)
and the fact that area(Γδ ) → 0. Using the fact that Γ± → D the above
limit implies ∫

D

[t(n,y) + t(−n,y)] dAy = 0.

Since the radius of D is arbitrary we deduce, by a slight generalization of
the Localization Theorem (Result 2.19), that the integrand must vanish
at the center of D. Thus

t(n,x) + t(−n,x) = 0,

which establishes the result.

Remarks:

(1) The above result implies that the traction exerted by material
on the positive side upon material on the negative side of an ori-
ented surface is equal and opposite, at each point, to the traction
exerted by material on the negative side upon material on the
positive side.
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Γδ

D

Γ+

−Γ
e1

e2

e3

x

n

x

n

(a) (b)

Fig. 3.3 Illustration of the regions used in the proofs of Results 3.2 and 3.3.
(a) cylinder defined by a disc D. (b) tetrahedron defined by a triangular region
Γδ .

(2) The condition (3.1) states that the resultant surface force on a
body, divided by the surface area, tends to zero as the body vol-
ume tends to zero. This condition is consistent with the axiom on
balance of linear momentum (Axiom 5.2) under the assumption
that the body force and acceleration fields are bounded. Through-
out our developments we always assume this to be the case.

(3) The proof of Result 3.2 does not make complete use of (3.1). In
particular, the proof makes use of only the second factor in (3.1),
which implies that the resultant surface force tends to zero as the
body volume tends to zero. Complete use of (3.1) will be made
in Result 3.3 below.

3.3.3 The Stress Tensor

Using Result 3.2 we can determine the specific way in which the traction
function t(n,x) depends on n. The following result is typically referred
to as Cauchy’s Theorem and will be fundamental throughout our
developments.

Result 3.3 Existence of Stress Tensor. Let t : N × B → V be the
traction function for a body B and suppose it satisfies the conditions of
Result 3.2. Then t(n,x) is linear in n, that is, for each x ∈ B there is
a second-order tensor S(x) ∈ V2 such that

t(n,x) = S(x)n.

The field S : B → V2 is called the Cauchy stress field for B.
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Proof Let {ej} be an arbitrary frame, x ∈ B an arbitrary point and
consider any n ∈ N such that nj = n · ej > 0 for each j. For δ > 0 let
Γδ ⊂ B denote a triangular region with center x, normal n, maximum
edge length δ, and each edge in a different coordinate plane as depicted
in Figure 3.3(b). Moreover, let Ωδ ⊂ B be the tetrahedron bounded by
Γδ and the three coordinate planes. In particular, Ωδ has three faces
Γj with outward normals −ej , one face Γδ with outward normal n, and
vol(Ωδ ) → 0 as δ → 0. Let n̂ be the outward unit normal field on ∂Ωδ

and notice that n̂(y) = −ej (constant) on Γj and n̂(y) = n (constant)
on Γδ . By (3.1), we have

lim
δ→0

1
area(∂Ωδ )

∫
∂Ωδ

t(n̂(y),y) dAy = 0,

and since ∂Ωδ = Γδ ∪ Γ1 ∪ Γ2 ∪ Γ3, we have

lim
δ→0

1
area(∂Ωδ )

∫
Γδ

t(n,y) dAy +
3∑

j=1

∫
Γj

t(−ej ,y) dAy

 = 0. (3.2)

Since each face Γj can be linearly mapped onto Γδ with constant Jaco-
bian nj > 0, we have area(Γj ) = nj area(Γδ ) and

area(∂Ωδ ) = area(Γδ ) +
3∑

j=1

area(Γj ) = λ area(Γδ ),

where λ = 1+
∑3

j=1 nj is independent of δ. Substituting this result into
(3.2), multiplying by λ, and changing variables between Γj and Γδ , we
obtain

lim
δ→0

1
area(Γδ )

∫
Γδ

t(n,y) +
3∑

j=1

t(−ej ,y)nj

 dAy = 0.

By the Mean Value Theorem for integrals, since the integrand is contin-
uous and Γδ is shrinking to the point x, the limit on the left-hand side
is the integrand at x. Thus we have

t(n,x) +
3∑

j=1

t(−ej ,x)nj = 0.

Using Result 3.2, and employing the summation convention, this can be
written as

t(n,x) = t(ej ,x)nj =
(
t(ej ,x) ⊗ ej

)
n = S(x)n, (3.3)
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where

S(x) = t(ej ,x) ⊗ ej . (3.4)

Thus for arbitrary x there exists a second-order tensor S(x) such that
t(n,x) = S(x)n for all n such that n · ej > 0.

The above result can be extended to other unit vectors. For example,
if n satisfies n · e1 < 0, with the other components being positive, then
we can introduce a new frame {e′

j} such that e′
1 = −e1 , e′

2 = e3 and
e′

3 = e2 . In this frame n satisfies n · e′
j > 0 and the above arguments

apply giving

t(n,x) =
(
t(e′

j ,x) ⊗ e′
j

)
n.

However, by definition of {e′
j} and Result 3.2, we have, still employing

the summation convention

t(e′
j ,x) ⊗ e′

j = t(ej ,x) ⊗ ej .

Thus (3.3) also holds for all n with n · e1 < 0 and n · ej > 0 (j = 2, 3).
Continuing in this way we find that t(n,x) = S(x)n for all n such that
n · ej �= 0 (j = 1, 2, 3). By the assumed continuity of t(n,x) this result
then extends to all n.

Remarks:

(1) Throughout the remainder of our developments we will denote
normal fields by n(x) rather than n̂(x). Thus, by Axiom 3.1 and
Result 3.3, the traction field on a surface with normal n(x) is

t(n(x),x) = S(x)n(x).

When there is no cause for confusion, we will abbreviate this
relation by t(x) = S(x)n, or more simply

t = Sn.

In components in any frame {ei} this reads ti = Sijnj .

(2) The nine components of the stress tensor S(x) can be understood
as the components of the three traction vectors t(ej ,x) on the
coordinate planes at x. In particular, substituting t(ej ,x) =
ti(ej ,x)ei into (3.4) we get

S(x) = Sij (x)ei ⊗ ej where Sij (x) = ti(ej ,x).
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e1
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e3t(e ,x)3
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1t(e ,x)

x

Fig. 3.4 Illustration of the traction vectors on the coordinate planes with
normals e1 , e2 and e3 at x. These traction vectors can be interpreted as the
surface forces (per unit area) on an infinitesimal cube centered at x.

Thus the traction vectors on the coordinate planes with normals
e1 , e2 and e3 at x are (see Figure 3.4)

t(e1 ,x) = ti(e1 ,x)ei = Si1(x)ei ,

t(e2 ,x) = ti(e2 ,x)ei = Si2(x)ei ,

t(e3 ,x) = ti(e3 ,x)ei = Si3(x)ei .

3.4 Equilibrium

Here we state an axiom which provides necessary conditions for a con-
tinuum body to be in mechanical equilibrium; that is, at rest in a fixed
frame for Euclidean space IE3 . We then derive a local form of the nec-
essary conditions in terms of differential equations.

3.4.1 Preliminaries

Consider a continuum body in Euclidean space IE3 . Suppose that at
a given instant of time it is motionless and has a configuration B0 as
shown in Figure 3.5(a). Suppose next that the body is subject to an
external traction field and a body force field such that the body changes
shape and comes to rest in a configuration B as shown in Figure 3.5(b).
In the configuration B we denote the mass density field per unit volume
by ρ : B → IR, the applied external traction field per unit area by
h : ∂B → V and the body force field per unit mass by b : B → V. We
implicitly assume that ρ, h and b do not depend on time.
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B
B

b

0 h

(a) (b)

Fig. 3.5 Two equilibrium configurations of a material body. (a) equilibrium
in the absence of external loads. (b) equilibrium in the presence of a traction
h and a body force b.

3.4.2 Necessary Conditions

Let Ω be any open subset of B and let t : ∂Ω → V be the traction
field acting on its bounding surface, with orientation determined by the
unit outward normal field. (Notice that t = h in the special case when
Ω = B.) The resultant force on Ω due to body and surface forces is

r[Ω] = rb [Ω] + rs [∂Ω] =
∫

Ω
ρ(x)b(x) dVx +

∫
∂Ω

t(x) dAx, (3.5)

and the resultant torque on Ω, about a point z, due to body and surface
forces is

τ [Ω] = τb [Ω] + τs [∂Ω]

=
∫

Ω
(x − z) × ρ(x)b(x) dVx +

∫
∂Ω

(x − z) × t(x) dAx.
(3.6)

Necessary conditions for equilibrium, which actually follow from more
general axioms discussed later (see Axiom 5.2), can be stated as follows.

Axiom 3.4 Conditions for Equilibrium. If a body in a configura-
tion B is in mechanical equilibrium, then the resultant force and resultant
torque about any fixed point, say the origin, must vanish for every open
subset Ω of B. That is

r[Ω] =
∫

Ω
ρ(x)b(x) dVx +

∫
∂Ω

t(x) dAx = 0

τ [Ω] =
∫

Ω
x × ρ(x)b(x) dVx +

∫
∂Ω

x × t(x) dAx = 0

 ∀Ω ⊆ B.

(3.7)
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The freedom in the choice of reference point for the resultant torque is
a consequence of (3.7)1 . In particular, if r[Ω] vanishes, then τ [Ω] as
defined in (3.6) is independent of z (see Exercise 8).

3.4.3 Local Equations

Here we derive a set of local or pointwise equations corresponding to the
necessary conditions in Axiom 3.4. In view of Result 3.3, these equations
naturally involve the Cauchy stress field S.

Result 3.5 Local Equilibrium Equations. If the Cauchy stress
field S is continuously differentiable, and the density field ρ and body
force field b are continuous, then the equilibrium conditions in (3.7) are
equivalent to

(∇ · S)(x) + ρ(x)b(x) = 0

ST (x) = S(x)

}
∀x ∈ B, (3.8)

or in components

Sij,j (x) + ρ(x)bi(x) = 0

Sij (x) = Sji(x)

}
∀x ∈ B.

Proof To establish (3.8)1 we use the definition of the Cauchy stress field
(Result 3.3) to rewrite (3.7)1 as∫

∂Ω
Sn dAx +

∫
Ω

ρb dVx = 0,

where for convenience we omit the explicit dependence on x of the inte-
grands, and n denotes the outward unit normal field on ∂Ω. Using the
Tensor Divergence Theorem (Result 2.17) we obtain∫

Ω
(∇ · S + ρb) dVx = 0.

Since the above equation must hold for an arbitrary region Ω in B, and
the integrand is continuous by assumption, we apply the Localization
Theorem (Result 2.19) to conclude the expression in (3.8)1 (see Exer-
cise 9).
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To establish (3.8)2 we use the definition of the Cauchy stress field to
rewrite (3.7)2 as∫

∂Ω
x × (Sn) dAx +

∫
Ω

x × ρb dVx = 0,

and then use the result ρb = −∇ · S from (3.8)1 to rewrite the above
equation as ∫

∂Ω
x × (Sn) dAx −

∫
Ω

x × (∇ · S) dVx = 0. (3.9)

To simplify (3.9) we define a second-order tensor field R = Rilei ⊗el by

Ril = εijkxjSkl .

This tensor field has the property that Rn = x× (Sn), and allows (3.9)
to be written as∫

∂Ω
Rn dAx −

∫
Ω

x × (∇ · S) dVx = 0. (3.10)

An application of the Tensor Divergence Theorem (Result 2.17) on
the first term in (3.10) yields∫

Ω
∇ · R − x × (∇ · S) dVx = 0.

Since this equation must hold for any subset Ω of B, and the integrand
is continuous by assumption, we deduce by the Localization Theorem
(Result 2.19) that

∇ · R − x × (∇ · S) = 0, ∀x ∈ B,

which in components becomes

(εijkxjSkl),l −εijkxjSkl,l = 0, ∀x ∈ B. (3.11)

The left-hand side of this equation may be simplified

(εijkxjSkl),l −εijkxjSkl,l = εijkxj,lSkl + εijkxjSkl,l − εijkxjSkl,l

= εijkxj,lSkl

= εijk δj lSkl

= εijkSkj .

Thus (3.11) gives εijkSkj = 0, which implies εijkSkj + εikjSjk = 0, since
j and k are dummy indices. By properties of the permutation symbol
we can rewrite this last expression as

εijk [Skj − Sjk ] = 0.
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Taking (i, j, k) to be distinct, and allowing i = 1, 2, 3, we conclude that
Skj = Sjk (1 ≤ j, k ≤ 3) for each point x ∈ B, which is the statement
in (3.8)2 .

The integral equations (3.7) can similarly be derived from the local
equations (3.8). In particular, we need only integrate (3.8) over an
arbitrary open subset Ω ⊂ B and reverse the order of the arguments
above.

Remarks:

(1) The symmetry property of the Cauchy stress field holds even
when a body is not in equilibrium (see Chapter 5).

(2) Some texts define a stress tensor T which is the transpose of the
Cauchy stress field S as defined here; that is, T = ST . However,
because of the symmetry of the Cauchy stress field this distinction
is immaterial in practice.

(3) The local equations (3.8) do not completely determine the Cauchy
stress field for a body in equilibrium. In particular, we have three
partial differential equations in (3.8)1 and three independent al-
gebraic equations in (3.8)2 with which to determine the nine un-
known components of S. This shortage of equations will arise fre-
quently in later chapters. It is addressed by adding constitutive
equations which characterize the specific material properties of
a body.

(4) The traction field h on the bounding surface ∂B represents the
surface force, per unit area, exerted by the environment on B.
Thus by Result 3.3 we obtain Sn = h for all x ∈ ∂B, where n is
the outward unit normal field on ∂B. This provides boundary
conditions for the partial differential equations in (3.8)1 (see
Exercise 12).

(5) In deriving the equilibrium equations we have assumed continuity
of ρ and b, and continuous differentiability of S. In practice, es-
tablishing such regularity properties for the field equations of con-
tinuum mechanics is an important part of the subject. Through-
out our developments will we assume, without explicit reference,
that the fields in question are sufficiently regular to pass from
integral laws to differential equations via localization.
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3.5 Basic Stress Concepts

Here we describe various states of stress that may exist at a point in a
continuum body and define principal stress values and stress directions.
We introduce the concepts of normal and shear stresses at a point on
a surface with a prescribed normal vector, and then determine those
surfaces that experience maximum normal and shear stresses. We also
introduce a decomposition of the stress field into spherical and deviatoric
parts and discuss their physical interpretations.

3.5.1 Simple States of Stress

When the stress tensor S is of a particular form at a point x in a
continuum body, we often say that the stress field is in a particular
state at the point x. For example, if at a point x the stress tensor S is
of the form

S = −πI,

where π is a scalar, we say that a spherical or Eulerian state of stress
exists at x. For this stress state the traction on any surface with normal
n at x is given by

t = Sn = −πn,

which shows that the traction is always normal to the surface. For
example, assuming S is constant in a neighborhood of x, the traction
field on the surface of a small sphere centered at x would be everywhere
normal to the sphere, as illustrated in Figure 3.6(a) (see Exercise 13).

The state of stress at a point x is said to be uniaxial if there exists
a unit vector γ and a scalar σ such that

S = σ γ ⊗ γ.

Such a state is called a pure tension if σ > 0, and a pure compression
if σ < 0. For a uniaxial stress state the traction on any surface with
normal n at x is given by

t = Sn = (γ · n)σ γ.

Notice that the traction is always parallel to γ and vanishes when n is
orthogonal to γ. For example, if we assume S is constant in a neigh-
borhood of x and consider a small box centered at x having one axis
aligned with γ, then the traction field on the surface of the box would
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Fig. 3.6 Graphical illustration of three simple states of stress at a point in a
continuum body: (a) spherical, (b) uniaxial and (c) pure shear.

be non-zero only on those faces with normal n = ±γ, as illustrated in
Figure 3.6(b).

If at a point x there exists a pair of orthogonal unit vectors γ and η

and a scalar τ such that

S = τ (γ ⊗ η + η ⊗ γ),

we say that a state of pure shear exists at x. For this stress state the
traction on any surface with normal n at x is given by

t = Sn = (η · n)τ γ + (γ · n)τ η.

Notice that t = τγ when n = η, and t = τη when n = γ. For example,
if we assume S is constant in a neighborhood of x and consider a small
box centered at x having one axis aligned with γ and another with η,
then the traction field on the surface of the box would be non-zero only
on those faces with normal n = ±γ and ±η, as illustrated in Figure
3.6(c).

If at a point x there exists a pair of orthogonal unit vectors γ and η

such that the matrix representation of S in the basis e1 = γ, e2 = η

and e3 = γ × η is of the form

[S] =

S11 S12 0
S21 S22 0
0 0 0

 ,

we say that a state of plane stress exists at x. It is straightforward
to verify that uniaxial and pure shear stress states are special cases of a
plane stress state (see Exercise 14).
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Fig. 3.7 Decomposition of the traction vector into normal and shear tractions
at a point x. The shear traction is tangent to the surface and the normal
traction is normal to the surface.

3.5.2 Principal, Normal and Shear Stresses

Given a point x in a continuum body we call the eigenvalues of S the
principal stresses and the corresponding eigenvectors the principal
stress directions at x. Because the stress tensor is symmetric, we note
that there exist three mutually perpendicular principal directions and
three corresponding principal stresses for each point x (see Result 1.9).

If we let e be a principal direction with corresponding principal stress
σ, then the traction vector on a surface with normal e at x is given by

t = Se = σe.

Hence the traction vector is itself in the direction e.
Consider an arbitrary surface with unit normal n at x. Then the

traction vector can be decomposed into the sum of two parts: a normal
traction

tn = (t · n)n,

and a shear traction

ts = t − (t · n)n.

In particular, we have t = tn + ts , as illustrated in Figure 3.7. We call
σn = |tn | the normal stress and σs = |ts | the shear stress on the
surface with normal n at x.

If we consider a surface with normal n = e, where e is a principal
direction with corresponding principal stress σ, then we find that tn =
σe and ts = 0. Hence the normal stress on such a surface is σn = |σ|
and the shear stress is zero (see Exercises 15 and 16). In particular, the
shear stress on a surface is zero if and only if n is a principal direction.
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3.5.3 Maximum Normal and Shear Stresses

Given a point x in a continuum body it is of interest to know what
families of surfaces through x experience a maximum normal stress or a
maximum shear stress. That is, we would like to know for what normal
direction n at x is σn a maximum; similarly, for what normal direction
is σs a maximum.

To begin, we denote the principal stresses at the point x by σi and we
denote the corresponding principal directions by ei . For simplicity, we
assume that the principal stresses are distinct and ordered in the sense
that

σ1 > σ2 > σ3 . (3.12)

When the principal stresses are not distinct as above, there may not be
isolated directions n for which σn or σs achieve maximum values. For
example, when σi = α (i = 1, 2, 3), we can verify that σn = |α| and
σs = 0 for all n. Thus there is no isolated direction n for which σn or
σs achieves a maximum value. The next result shows that, when the
principal stresses are distinct as in (3.12), there are isolated direction
pairs (n,−n) for which σn and σs achieve maximum values.

Result 3.6 Maximal Normal and Shear Stresses. Consider a
point x in a continuum body and assume the principal stresses are dis-
tinct and ordered as in (3.12). Then:

(1) the maximum value of σn is |σk | and this value is achieved for
pairs n = ±ek , where k = 1 and/or k = 3 depending on which
value of k achieves the maximum in the definition

|σk | = max{|σ1 |, |σ3 |},

(2) the maximum value of σs is 1
2 |σ1 − σ3 | and this value is achieved

for the two pairs

n = ± 1√
2
(e1 + e3), ± 1√

2
(e1 − e3).

Proof See Exercises 17, 18.
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3.5.4 Spherical and Deviatoric Stress Tensors

At any point x in a continuum body the Cauchy stress tensor can be
decomposed into the sum of two parts: a spherical stress tensor

SS = −pI,

and a deviatoric stress tensor

SD = S + pI,

where p = − 1
3 trS is called the pressure. In particular, we have S =

SS + SD .
The spherical stress tensor SS is completely determined by the pres-

sure p. Noting that

−p = 1
3 tr S = 1

3 (σ1 + σ2 + σ3),

we see that −p is the arithmetic average of the three principal stresses
at a point x. Equivalently, −p can be interpreted as the average of
the normal component of traction t ·n, where the average is taken over
all possible directions n at x (see Exercise 19). Roughly speaking, the
spherical stress is that part of the overall stress that tends to change the
volume of a body without changing its shape: a round ball of uniform
material subject to a uniform pressure should experience a change of
volume while retaining its round shape. Notice that the sign convention
for pressure is such that p > 0 corresponds to a compression.

The deviatoric stress is that part of the overall stress which is comple-
mentary to the spherical stress. In particular, the deviatoric stress tensor
contains information about shear stresses, whereas the spherical stress
tensor contains information about normal stresses. Roughly speaking,
the deviatoric stress is that part of the overall stress that tends to change
the shape of a body while producing little or no change in volume: a
cube of uniform material subject to a state of pure shear should lose its
cubical shape while experiencing only a small change in volume.

By virtue of its definition the deviatoric stress tensor has the property
that

tr SD = 0. (3.13)

Hence the first principal invariant I1(SD ) is zero (see Section 1.3.9). The
remaining principal invariants I2(SD ) and I3(SD ) are usually denoted
by −J2(S) and J3(S). In particular, by (3.13), the symmetry of SD ,
and the definition of the principal invariants, we obtain

J2(S) = −I2(SD ) = 1
2 SD : SD and J3(S) = I3(SD ) = det SD .
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These invariants play a central role in the formulation of so-called yield
conditions in theories describing the plastic deformation of isotropic ma-
terials at small strains (see Exercise 20).
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as Euler’s or Cauchy’s laws of motion depending on whether they are
in integral or local form, respectively. In particular, the integral form
of the equilibrium equations given in Axiom 3.4 arises when the rates
of change of linear and angular momentum in Euler’s laws of motion
in Axiom 5.2 are set to zero. A discussion of the momentum balance
laws will be given in Chapter 5. For a detailed treatment and historical
overview of Euler’s and Cauchy’s laws see Truesdell (1991).

The analysis of normal and shear stresses on families of surfaces at
a point in a body is important in many engineering applications. Such
an analysis can be carried out graphically using the technique of Mohr’s
circles. For a discussion of this technique see Mase (1970) and Malvern
(1969). In this respect we remark that, while we have defined the normal
stress as the magnitude of the normal traction vector, many authors
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define it as the normal component of the traction vector. These two
definitions are equivalent up to sign.

Exercises

3.1 Consider a body with configuration B = {x ∈ IE3 | |xi | < 1}
and mass density field ρ = exp(x3). Find:

(a) vol[B], (b) xcov [B], (c) mass[B], (d) xcom [B].

3.2 Provide an example of a body B and corresponding mass density
field ρ for which xcov [B] /∈ B and xcom [B] /∈ B.

3.3 Consider a body B with density field ρ and volume vol[B] > 0.
The inertia tensor of B with respect to a point y is a second-
order tensor Iy defined by

Iy =
∫

B

ρ(x)
[
|x − y|2I − (x − y) ⊗ (x − y)

]
dVx.

(a) Show that Iy is symmetric, positive-definite for any point y.

(b) Let M be the total mass and x the center of mass of B.
Show that Iy can be decomposed as

Iy = Ix + M
[
|x − y|2I − (x − y) ⊗ (x − y)

]
for any point y.

3.4 Suppose a body with configuration B = {x ∈ IE3 | 0 < xi < 1}
and constant mass density ρ > 0 is subject to a gravitational
force field per unit mass b = −ge3 , where g is the gravitational
acceleration constant. Find:

(a) the resultant force rb [B] (weight of B),

(b) the resultant torque τb [B] about the origin,

(c) the resultant torque τb [B] about the mass center xcom [B].

3.5 Consider an arbitrary body B subject to a body force.

(a) Show that the resultant torque about the center of mass
vanishes when the body is subject to a uniform (constant) body
force field per unit mass. Does the resultant torque about any
other reference point also vanish in this case?

(b) Show that the resultant torque about the center of volume
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vanishes when the body is subject to a uniform body force field
per unit volume. Does the resultant torque about any other
reference point also vanish in this case?

3.6 Suppose a body with configuration B = {x ∈ IE3 | 0 < xi < 1}
is subject to a body force field per unit volume b̂ = αx3e3 and
a traction field on its bounding surface ∂B given by

t =
{

x1x2(1 − x1)(1 − x2)e3 , on face x3 = 0,
0, on all other faces.

Find the value of α (constant) for which the resultant body and
surface forces are balanced, that is, rb [B] + rs [∂B] = 0.

3.7 Consider a solid body B immersed in a liquid of constant mass
density ρ∗ and subject to a uniform gravitational force field per
unit mass. Suppose that the free surface of the liquid coincides
with the plane x3 = 0, and that the downward direction (into
the liquid) coincides with e3 . In this case, the liquid exerts a
hydrostatic surface force field on the bounding surface of B

t = −pn,

where n is the outward unit normal on the surface of B, p =
ρ∗gx3 is the hydrostatic pressure in the liquid, and g is the
gravitational acceleration constant.

3

B 3

x   = 0

n

e

(a) Use the Divergence Theorem to show that the resultant hy-
drostatic surface force on B (the buoyant force) is given by
rs [∂B] = −We3 , where W is the weight of the liquid displaced
by B.

(b) Show that the hydrostatic surface force has a zero resultant
torque about the center of volume of B, that is, τs [∂B] = 0.

Remark: The result in (a) is known as Archimedes’ Prin-
ciple. It states that the buoyant force on an object equals the
weight of the displaced liquid. The result in (b) shows that the
buoyant force acts at the center of volume of the object.
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3.8 Prove that if r[Ω] as defined in (3.5) vanishes, then τ [Ω] as
defined in (3.6) is independent of z.

3.9 Consider a body B = {x ∈ IE3 | 0 < xi < 1} with constant
mass density ρ > 0 subject to a constant body force per unit
mass [b] = (0, 0,−g)T . Suppose the Cauchy stress field in B is
given by

[S] =

 x2 x3 0
x3 x1 0
0 0 ρgx3

 .

(a) Show that S and b satisfy the local equilibrium equations
in Result 3.5.

(b) Find the traction field on each of the six faces of the bound-
ing surface ∂B.

(c) Find by direct calculation the resultant surface force rs [∂B]
and the resultant body force rb [B] and verify that these forces
are balanced, that is, rs [∂B] + rb [B] = 0. Briefly explain how
this result is consistent with part (a).

3.10 Consider a body B with uniform mass density field ρ > 0
(constant) under the influence of a body force per unit mass
b = −4Cx, where C is a given second-order tensor (constant).
Moreover, suppose the Cauchy stress field in B is of the form

S = ρ (Cx) ⊗ x.

(a) Show that S and b satisfy the local equilibrium equation
∇ · S + ρb = 0 for balance of forces.

(b) Find conditions on C for which the local equilibrium equa-
tion ST = S for balance of torques will be satisfied.

3.11 Consider a continuum body B with mass density ρ subject to
a body force per unit mass b and a traction h on its bounding
surface. Assume the Cauchy stress field S in B is related to a
vector field u : B → V by the expression

S = CE or Sij = CijklEkl ,

where C is a constant fourth-order tensor and E : B → V2 is
defined by

E = sym(∇u) = 1
2 (∇u + ∇uT ).
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Here u is the displacement field of the body from an un-
stressed state and E is the infinitesimal strain tensor. More-
over, let W denote the strain energy in B, defined by

W =
1
2

∫
B

E(x) : CE(x) dVx.

Assuming B is in equilibrium show that

W =
1
2

(∫
B

ρ(x)b(x) · u(x) dVx +
∫

∂B

h(x) · u(x) dAx

)
.

3.12 Consider a straight bar B of uniform cross-section whose axis
is parallel to the z-axis of an xyz-coordinate system. Let Ω
denote a typical cross-section of B and assume the boundary ∂Ω
is described by a smooth curve C in the xy-plane as illustrated
in the figure below.

(s) (s)r

Ω

C

γ

i

j

(a) Let r(s) = x(s)e1 + y(s)e2 , 0 ≤ s ≤ L, be an arclength
parametrization of C, so that

γ =
dr

ds
=

dx

ds
e1 +

dy

ds
e2

is a unit tangent vector field on C in the direction of increasing
arclength parameter s. Show that the vector field

n =
dy

ds
i − dx

ds
j

is a unit vector field on C, is everywhere orthogonal to γ, and
is oriented such that n × γ = e3 .

(b) Suppose the ends of the bar B are twisted relative to each
other by an amount so small that the configuration of B remains
essentially unchanged; in particular, cross-sections do not warp
and remain perpendicular to the z-axis. For such twisting, we
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may assume that the Cauchy stress in B is of the form

[S] =

 0 0 τx

0 0 τy

τx τy 0

 ,

where τx and τy are each functions of x and y only, and that
these two functions are related to a single scalar function φ(x, y)
by

τx =
∂φ

∂y
, τy = −∂φ

∂x
.

Determine the boundary condition imposed on the function φ

by the requirement that Sn = 0 on C. That is, what conditions
must φ satisfy on C in order that the lateral surface of the bar
be traction-free?

3.13 Consider a continuum body B subject to a body force per unit
volume b̂ and a traction field h on its bounding surface. Suppose
B is in equilibrium and let S denote its Cauchy stress field.
Define the average stress tensor S (a constant) in B by

S =
1

vol[B]

∫
B

S dVx.

(a) Use the local equilibrium equations for B to show that

S =
1

vol[B]

[∫
B

x ⊗ b̂ dVx +
∫

∂B

x ⊗ h dAx

]
.

(b) Suppose that b̂ = 0 and that the applied traction h is a
uniform pressure, so that

h = −pn,

where p is a constant and n is the outward unit normal field on
∂B. Use the result in (a) to show that the average stress tensor
is spherical, namely

S = −pI.

(c) Under the same conditions as in (b) show that the uniform,
spherical stress field S = −pI satisfies the equations of equilib-
rium in B and the boundary condition Sn = h on ∂B. Thus in
this case we have S(x) = S for all x ∈ B.
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Remark: The result in (a) is known as Signorini’s Theorem.
It states that the average value of the Cauchy stress tensor in
a body in equilibrium is completely determined by the external
surface traction h and the body force b̂.

3.14 Show that uniaxial and pure shear stress states are examples of
plane stress states. In particular, for each of these states find
a basis in which the matrix representation [S] has the required
form.

3.15 Suppose the Cauchy stress tensor at a point x in a body has
the form

[S] =

 5 3 −3
3 0 2

−3 2 0

 ,

and consider a surface Γ with normal [n] = (0, 1/
√

2, 1/
√

2)T

and a surface Γ′ with normal [n′] = (1, 0, 0)T at x.

(a) Find the normal and shear tractions [tn ] and [ts ] on each
surface at x. In particular, show that Γ experiences no shear
traction at x, whereas Γ′ does.

(b) Find the principal stresses and stress directions at x and
verify that [n] is a principal direction.

3.16 Suppose the Cauchy stress field in a body B = {x ∈ IE3 | |xi | <

1} is uniaxial of the form

[S] =

 0 0 0
0 σ 0
0 0 0

 ,

where σ �= 0 is constant. In this case notice that the traction
field t on any plane through B will be constant because S and
n are constant.

(a) Consider the family of planes Γθ through the origin which
contain the x1-axis and have unit normal [n] = (0, cos θ, sin θ)T ,
θ ∈ [0, π/2]. Find the normal and shear stresses σn and σs on
these planes as a function of θ.

(b) Show that the maximum normal stress is σn = |σ| and that
this value occurs on the plane with θ = 0. Similarly, show that
the maximum shear stress is σs = 1

2 |σ| and that this value occurs
on the plane with θ = π/4.
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Remark: The result in (b) illustrates the principle that planes
of maximum shear stress occur at 45-degree angles to planes of
maximum normal stress.

3.17 Prove Result 3.6 (1).

3.18 Prove Result 3.6 (2).

3.19 Let p be the pressure at a point x in a continuum body and let
N be the set of all unit vectors n. By identifying N with the
standard unit sphere show

p = −
∫
N n · t dAn∫

N dAn
,

where t is the traction vector on a surface with normal n at x.

3.20 Two different measures of stress intensity in a body are provided
by the functions f(S) = |p| and g(S) =

√
J2 , where p is the

pressure and J2 is the second deviatoric invariant associated
with the Cauchy stress field S. Find f and g for the following
stress states [S]:

(a)

σ 0 0
0 σ 0
0 0 σ

 , (b)

 0 τ 0
τ 0 0
0 0 0

 , (c)

σ 0 0
0 −σ 0
0 0 0

 .

Remark: The function g(S) =
√

J2 is typically called the Mises
yield function and is employed in the modeling of rigid-plastic
materials. Such materials are considered to be rigid, and deform
only when g(S) exceeds a threshold value.

Answers to Selected Exercises

3.1 Let e = exp(1) be the base of the natural logarithm. Then:

(a) vol[B] =
∫ 1
−1

∫ 1
−1

∫ 1
−1 dx1dx2dx3 = 8.

(b) xcov [B] = 1
vol[B ]

(∫ 1
−1

∫ 1
−1

∫ 1
−1 xi dx1dx2dx3

)
ei = 0.

(c) mass[B] =
∫ 1
−1

∫ 1
−1

∫ 1
−1 ex3 dx1dx2dx3 = 4e − 4e−1 .

(d) xcom [B] = 1
mass[B ]

(∫ 1
−1

∫ 1
−1

∫ 1
−1 ex3 xi dx1dx2dx3

)
ei =

( 2
e2 −1 )e3 .
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3.3 (a) In components we have

[Iy]ij = ei · Iyej

=
∫

B

ρ(x)
[
|x − y|2δij − ((x − y) · ei)((x − y) · ej )

]
dVx.

Thus Iy is symmetric since [Iy]ij = [Iy]j i . Next, for any vector
a �= 0 we notice that

a · Iya =
∫

B

ρ(x)
[
|x − y|2 |a|2 − |(x − y) · a|2

]
dVx ≥ 0. (3.14)

This follows from the fact that ρ > 0 in B and |u · v| ≤ |u||v|
for any two vectors u and v. Moreover, equality in (3.14) can be
achieved only if

|x − y|2 |a|2 − |(x − y) · a|2 = 0, ∀x ∈ B,

which is possible only if x−y is parallel to a for all x ∈ B. This
implies that all points in B must lie on a straight line, which
contradicts the assumption that B has non-zero volume. Thus
(3.14) must hold with strict inequality for all vectors a �= 0 and
we conclude that Iy is positive-definite.

(b) By definition of the center of mass x we have∫
B

ρ(x)(x − x) dVx = 0.

Thus for any constant vector u we deduce∫
B

ρ(x)u · (x − x) dVx = 0,∫
B

ρ(x)u ⊗ (x − x) dVx = O.

(3.15)

Next, let v = x− x and u = x− y. Then using the substitution
x − y = v + u in the definition of Iy yields

Iy = Ix +
∫

B

ρ(x)
[
|u|2I − u ⊗ u

]
dVx

−
∫

B

ρ(x) [2(u · v)I + u ⊗ v + v ⊗ u] dVx

= Ix +
(∫

B

ρ(x) dVx

)[
|u|2I − u ⊗ u

]
,

where the last line follows from (3.15) and the fact that u is
constant. This establishes the result.
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3.5 (a) If the body force per unit mass b is constant, then

τb [B] =
∫

B

(x − z) × ρ(x)b dVx

=
(∫

B

xρ(x) dVx

)
× b − mass[B](z × b).

Thus τb [B] = 0 if and only if

z × b =
(

1
mass[B]

∫
B

xρ(x) dVx

)
× b = xcom [B] × b.

By inspection, a solution to this equation is given by z = xcom [B].
However, this solution is not unique. In particular

z = xcom [B] + αb

is a solution for any real α. Thus τb [B] = 0 about any reference
point z on the line through xcom [B] parallel to b.

(b) If the body force per unit volume b̂ is constant, then an
argument similar to that in (a) shows that τb [B] = 0 about any
reference point z on the line through xcov [B] parallel to b̂.

3.7 (a) Since t = −pn the resultant surface force on B is

rs [∂B] =
∫

∂B

t dAx =
∫

∂B

−pn dAx.

Let c be an arbitrary constant vector. Then

c · rs [∂B] =
∫

∂B

−pc · n dAx

=
∫

B

−∇ · (pc) dVx =
∫

B

−c · ∇p dVx,

where the second equality follows from the Divergence Theorem
and the third follows from the constancy of c. Using the fact that
∇p = ρ∗ge3 we obtain

rs [∂B] =
∫

B

−∇p dVx = −
(∫

B

ρ∗ dVx

)
ge3 = −Mge3 ,

where M is the mass of the fluid displaced by B. The result
follows from the fact that W = Mg.

(b) Let x denote the center of volume of B. Then the resultant
torque on B about x due to the hydrostatic surface force is

τs [∂B] =
∫

∂B

(x − x) × t dAx =
∫

∂B

−(x − x) × pn dAx.
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Let c be an arbitrary constant vector and let v = x − x. Then

c · τs [∂B] =
∫

∂B

−pc · v × n dAx

=
∫

∂B

−pc × v · n dAx

=
∫

B

−∇ · (pc × v) dVx =
∫

B

−c · v ×∇p dVx,

where the third equality follows from the Divergence Theorem
and the fourth follows from the constancy of c and the definition
of v. Using the fact that ∇p is constant we obtain

τs [∂B] = −
∫

B

v ×∇p dVx = −
(∫

B

v dVx

)
×∇p = 0,

where the last equality follows from the definition of v and x.

3.9 (a) From the given form of [S] and [b] we find

S1j,j + ρb1 =
∂x2

∂x1
+

∂x3

∂x2
+ 0 + 0 = 0,

S2j,j + ρb2 =
∂x3

∂x1
+

∂x1

∂x2
+ 0 + 0 = 0,

S3j,j + ρb3 = 0 + 0 + ρg − ρg = 0,

which shows that Sij,j + ρbi = 0 for all x ∈ B. Moreover, from
the given form of [S] we see that Sij = Sji for all x ∈ B.

(b) Let Γ0
i and Γ1

i denote the faces corresponding to xi = 0 and
xi = 1, respectively. Then

Γ0
1 : [n] = (−1, 0, 0)T , [t] = [S][n] = (−x2 ,−x3 , 0)T ,

Γ1
1 : [n] = (1, 0, 0)T , [t] = [S][n] = (x2 , x3 , 0)T ,

Γ0
2 : [n] = (0,−1, 0)T , [t] = [S][n] = (−x3 ,−x1 , 0)T ,

Γ1
2 : [n] = (0, 1, 0)T , [t] = [S][n] = (x3 , x1 , 0)T ,

Γ0
3 : [n] = (0, 0,−1)T , [t] = [S][n] = (0, 0, 0)T ,

Γ1
3 : [n] = (0, 0, 1)T , [t] = [S][n] = (0, 0, ρg)T .

(c) Since ∂B = Γ0
1 ∪ Γ1

1 ∪ · · · ∪ Γ1
3 we have

rs [∂B] =
∫

∂B

t dAx =
∫

Γ0
1

t dAx + · · · +
∫

Γ1
3

t dAx,
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and using the results from part (b) we find∫
Γ0

1
t dAx =

∫ 1
0

∫ 1
0 −x2e1 − x3e2 dx2dx3 = − 1

2 e1 − 1
2 e2 ,∫

Γ1
1
t dAx =

∫ 1
0

∫ 1
0 x2e1 + x3e2 dx2dx3 = 1

2 e1 + 1
2 e2 ,∫

Γ0
2
t dAx =

∫ 1
0

∫ 1
0 −x3e1 − x1e2 dx1dx3 = − 1

2 e1 − 1
2 e2 ,∫

Γ1
2
t dAx =

∫ 1
0

∫ 1
0 x3e1 + x1e2 dx1dx3 = 1

2 e1 + 1
2 e2 ,∫

Γ0
3
t dAx =

∫ 1
0

∫ 1
0 0 dx1dx2 = 0,∫

Γ1
3
t dAx =

∫ 1
0

∫ 1
0 ρge3 dx1dx2 = ρge3 .

This gives a resultant surface force of rs [∂B] = ρge3 . For the
resultant body force we have

rb [B] =
∫

B

ρb dVx =
∫ 1

0

∫ 1

0

∫ 1

0
−ρge3 dx1dx2dx3 = −ρge3 ,

and we see that the resultants are balanced in the sense that
rs [∂B] + rb [B] = 0. This result is consistent with the local equi-
librium equation ∇ · S + ρb = 0 verified in part (a). In par-
ticular, the local equilibrium equation implies the force balance
rs [∂Ω]+rb [Ω] = 0 for all open subsets Ω ⊂ B, including the case
when Ω = B.

3.11 Substituting S = CE and E = sym(∇u) into the definition of
W gives

W = 1
2

∫
B

CE : E dVx = 1
2

∫
B

S : sym(∇u) dVx

= 1
2

∫
B

S : ∇u dVx,

(3.16)

where the last line follows from the symmetry of S, which is
implied by the assumption that B is in equilibrium. From Chap-
ter 2 we recall the Divergence Product Rule

(∇ · S) · u = ∇ · (ST

u) − S : ∇u,

which, since S is symmetric, can be written as

S : ∇u = ∇ · (Su) − (∇ · S) · u.

Substituting this expression into (3.16) and using the Divergence
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Theorem we obtain

W = 1
2

∫
B

∇ · (Su) dVx − 1
2

∫
B

(∇ · S) · u dVx

= 1
2

∫
∂B

Sn · u dAx − 1
2

∫
B

(∇ · S) · u dVx.

(3.17)

Since B is in equilibrium we have ∇·S +ρb = 0 in B. Moreover,
by definition h = Sn on ∂B. Substituting these results into
(3.17) leads to the desired result

W = 1
2

(∫
∂B

h · u dAx +
∫

B

ρb · u dVx

)
.

3.13 (a) Using the identity

Sij = (xjSik ),k − xjSik,k ,

and the equilibrium equation Sik,k + b̂i = 0, we get

Sij = (xjSik ),k + xj b̂i .

Moreover, by interchanging the indices i and j and using the
equilibrium equation Sji = Sij , we find

Sij = (xiSjk ),k + xib̂j .

Integrating this result over B and using the Divergence Theorem
we obtain∫

B

Sij dVx =
∫

B

(xiSjk ),k dVx +
∫

B

xi b̂j dVx

=
∫

∂B

xiSjknk dAx +
∫

B

xib̂j dVx

=
∫

∂B

xihj dAx +
∫

B

xib̂j dVx,

where the last line follows from the fact that hj = Sjknk . From
the above result we deduce

S =
1

vol[B]

∫
B

S dVx

=
1

vol[B]

[∫
∂B

x ⊗ h dAx +
∫

B

x ⊗ b̂ dVx

]
,

which is the desired result.
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(b) Substituting b̂ = 0 and h = −pn into the result for S gives

Sij =
1

vol[B]

∫
∂B

−pxinj dAx.

Using the Divergence Theorem together with the fact that p is
constant we obtain

Sij =
1

vol[B]

∫
B

−(pxi),j dVx =
1

vol[B]

∫
B

−pδij dVx,

which leads to the result S = −pI.

(c) The equilibrium equations are ∇ · S + b̂ = 0 and ST = S

in B, and the boundary condition is Sn = h on ∂B. Assuming
b̂ = 0 and h = −pn we see that the equilibrium equations and
boundary condition are both satisfied by S = −pI (constant).

3.15 (a) The traction vector on Γ at x is [t] = [S][n] = (0,
√

2,
√

2)T .
Since tn = (t · n)n and ts = t − (t · n)n we obtain

[tn ] = (0,
√

2,
√

2)T and [ts ] = (0, 0, 0)T .

The traction vector on Γ′ at x is [t] = [S][n′] = (5, 3,−3)T . Since
tn = (t · n′)n′ and ts = t − (t · n′)n′ we obtain

[tn ] = (5, 0, 0)T and [ts ] = (0, 3,−3)T .

(b) By definition, the principal stresses (eigenvalues) are roots of
the characteristic polynomial

p(σ) = det(S − σI) = det([S] − σ[I]) = −σ3 + 5σ2 + 22σ − 56.

In particular, we find that p(σ) has three distinct roots: σ1 =
7, σ2 = 2, σ3 = −4. The principal direction ei (unit vector)
associated with each σi is found (up to sign) by solving the linear
homogeneous equation

([S] − σi [I])[ei ] = [0], (no sum).

In particular, for each σi we find one independent direction

[e1 ] =
1√
11

(−3,−1, 1)T ,

[e2 ] =
1√
2
(0, 1, 1)T , [e3 ] =

1√
22

(2,−3, 3)T .

Notice that [n] = [e2 ] is indeed a principal direction at x.
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3.17 Using the three principal stress directions ei at x as a basis we
can express any unit vector n as n =

∑3
i=1 niei , where ni = n·ei .

Because each ei is a principal stress direction we have

Sn =
3∑

i=1

niσiei ,

and hence

t · n = (Sn) · n =

(
3∑

i=1

niσiei

)
·

 3∑
j=1

njej

 =
3∑

i=1

n2
i σi .

Since the maximum of σn = |t ·n| coincides with the maximum of
σ2

n = (t ·n)2 , we consider the problem of maximizing the smooth
function

Φ(n1 , n2 , n3) = σ2
n =

(
3∑

i=1

n2
i σi

)2

,

subject to the condition that n be a unit vector, that is

g(n1 , n2 , n3) = 0 where g(n1 , n2 , n3) =
3∑

i=1

n2
i − 1.

To maximize Φ(n) subject to the condition g(n) = 0 we employ
the method of Lagrange multipliers. According to this method,
the maxima occur among those directions n satisfying

∂Φ
∂ni

(n) = λ
∂g

∂ni
(n) (i = 1, 2, 3),

g(n) = 0,

where λ is the Lagrange multiplier. Writing the above equations
in explicit form, we seek ni (i = 1, 2, 3) and λ such that

4

 3∑
j=1

n2
j σj

niσi = 2λni (i = 1, 2, 3),

3∑
i=1

n2
i − 1 = 0.


(3.18)

To solve (3.18) we first rewrite (3.18)1 as2

 3∑
j=1

n2
j σj

σi − λ

ni = 0 (i = 1, 2, 3). (3.19)
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One set of solutions occurs when λ = 0 and n is an arbitrary unit
vector with Φ(n) = 0. Next we consider solutions with λ �= 0.

Note that if

λ �= 2

 3∑
j=1

n2
j σj

σi, ∀i = 1, 2, 3,

then (3.19) implies ni = 0 (i = 1, 2, 3), which contradicts (3.18)2.
Thus, any solution of (3.18) must have the property that

λ = 2

 3∑
j=1

n2
j σj

σi = 2
√

Φ(n) σi (3.20)

for some i = 1, 2, or 3. Assuming (3.20) holds with i = 1, we find
the following solutions to (3.18)

λ = 0, n any unit vector such that Φ(n) = 0,

λ = 2σ2
1 , n = ±e1 .

}
(3.21)

Assuming (3.20) holds with i = 2, we find the solutions

λ = 0, n any unit vector such that Φ(n) = 0,

λ = 2σ2
2 , n = ±e2 ,

}
(3.22)

and assuming (3.20) holds with i = 3, we find the solutions

λ = 0, n any unit vector such that Φ(n) = 0,

λ = 2σ2
3 , n = ±e3 .

}
(3.23)

The maximum of Φ(n) subject to g(n) = 0 must occur among
those directions n in (3.21), (3.22) and (3.23). Using this fact,
together with the assumption that the principal stresses are dis-
tinct, we deduce that the maximum value of Φ(n) is σ2

k , and this
value is achieved for n = ±ek , where k is any index such that

|σk | = max{|σ1 |, |σ2 |, |σ3 |} = max{|σ1 |, |σ3 |}.

3.19 By identifying N with the standard unit sphere the components
of any vector n ∈ N can be written as

[n] = (cos φ cos θ, cos φ sin θ, sin φ)T , φ ∈
[
− π

2
,
π

2

]
, θ ∈ [−π, π].

In terms of this parametrization we have dAn = cos φ dφ dθ and∫
N

dAn =
∫ π

−π

∫ π/2

−π/2
cos φ dφ dθ = 4π.
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Moreover, since t = Sn we have∫
N

n · t dAn =
∫
N

n · Sn dAn =
∫
N

niSijnj dAn.

Integrating the first term in the sum we find∫
N

n1S11n1 dAn

=
∫ π

−π

∫ π/2

−π/2
S11(cos φ cos θ)2 cos φ dφ dθ =

4πS11

3
.

Similar results are obtained for the other diagonal terms∫
N

n2S22n2 dAn =
4πS22

3
,

∫
N

n3S33n3 dAn =
4πS33

3
.

Moreover, by direct calculation we find that each off-diagonal
term (i �= j) in the sum is zero. Combining the above results
yields ∫

N n · t dAn∫
N dAn

= 1
3 (S11 + S22 + S33) = −p,

which is the desired result.



4

Kinematics

Kinematics is the study of motion exclusive of the influences of mass,
force and stress: it is the study of the geometry of motion. In this chap-
ter we study the kinematics of continuum bodies. We focus on how to
quantify strain and rate of strain in a body whose shape changes with
time. In subsequent chapters we present various types of constitutive
relations between stress and strain that characterize different types of
materials. The contents of this chapter provide the basis for under-
standing the physical reasoning behind those relations, as well as the
mathematical language for their precise statement.

The important ideas in this chapter are: (i) the notion of a deforma-
tion and a deformation map; (ii) the distinction between material and
spatial coordinates; (iii) the notion of strain and its quantification; (iv)
the idea of a motion and the material time derivative; (v) the notion of
rate of strain and its quantification; (vi) the change of variable formulae
for integration over material and spatial coordinates; (vii) special types
of deformations and motions which preserve the shape and/or volume
of a body.

4.1 Configurations and Deformations

At any instant of time a material body occupies an open subset B of
Euclidean space IE3 as described in Section 3.1. The identification of
material particles with points of B defines the configuration of the
body at that instant. We usually refer to the subset B as the config-
uration, and consider the identification of particles with points to be
implicitly understood.

By a deformation we mean a change of configuration between some

112
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Fig. 4.1 Illustration of a deformation: B denotes the reference configuration
and B′ denotes the deformed configuration. The black dot in B and B′ rep-
resents one and the same material particle.

initial (undeformed) configuration B and a subsequent (deformed) con-
figuration B′ (see Figure 4.1). By convention, we call B the reference
configuration and B′ the deformed configuration. We denote points
in B by X = (X1 ,X2 ,X3)T and points in B′ by x = (x1 , x2 , x3)T . Be-
cause B and B′ are two configurations of a single material body, each
particle in the body has two sets of coordinates: a set of material co-
ordinates Xi for its location in B, and a set of spatial coordinates
xi for its location in B′.

We usually think of a deformation as changing the shape of a body.
However, this need not be the case. For example, the rotation of a
solid ball about its center is a deformation that does not change the
shape of the ball: it occupies the same region of space, but its material
particles have changed location within that region. Thus a deformation
can take place even when B′ = B. It will sometimes be useful to assume
that a material body occupies all of space. In this case we always have
B′ = B = IE3 .

4.2 The Deformation Map

The deformation of a body from a configuration B onto another con-
figuration B′ is described by a function ϕ : B → B′, which maps each
point X ∈ B to a point x = ϕ(X) ∈ B′ (see Figure 4.1). We call ϕ

the deformation map relative to the reference configuration B. The
displacement of a material particle from its initial location X to its final
location x is given by

u(X) = ϕ(X) − X. (4.1)
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We call u : B → V the displacement field associated with ϕ (see
Exercises 1 and 2).

Certain conditions must be imposed on the map ϕ in order for it to
represent the deformation of a material body. In particular, we assume:
(i) ϕ : B → B′ is one-to-one, and (ii) det∇ϕ(X) > 0 for all X ∈ B.
Deformations satisfying these assumptions are called admissible. As-
sumption (i) implies that two or more distinct points from B cannot
simultaneously occupy the same position in B′. Assumption (ii) implies
that deformations should preserve the orientation of a body; in particu-
lar, a body cannot be continuously deformed onto its mirror image (see
Exercises 3 and 4). Since it is both one-to-one and onto, an admissible
deformation ϕ is a bijection between B and B′.

Throughout the remainder of our developments we assume that all
deformations are admissible. Furthermore, we assume that all deforma-
tions are smooth in the sense that partial derivatives of all orders exist
and are continuous. This is always stronger than what we need, but
allows for a clean presentation.

4.3 Measures of Strain

Consider an open ball Ω of radius α > 0 centered at a point X0 in B

as shown in Figure 4.2. Under a deformation ϕ, the point X0 ∈ B is
mapped to a point x0 ∈ B′, and the ball Ω ⊂ B is mapped onto a region
Ω′ ⊂ B′. In particular, we have x0 = ϕ(X0) and

Ω′ = {x ∈ B′ | x = ϕ(X), X ∈ Ω},

which, for brevity, we abbreviate as Ω′ = ϕ(Ω). Any relative difference
in shape between Ω′ and Ω in the limit α → 0 is called strain at X0 .
Intuitively, strain refers to the local stretching of a body caused by a
deformation ϕ. The concept of strain plays a central role in the study of
solids, and in later chapters we will see various generalizations of Hooke’s
Law for elastic solids which relate stress to strain. In the following
sections we introduce various measures of strain and study each in some
detail.

4.3.1 The Deformation Gradient F

A natural way to quantify strain is through the deformation gradient,
which is a second-order tensor field F : B → V2 defined by

F (X) = ∇ϕ(X).
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Fig. 4.2 A small region Ω in B is mapped onto a small region Ω′ in B′ by a
deformation ϕ. The difference in shape between Ω′ and Ω leads to the concept
of strain.

The field F provides information on the local behavior of a deformation
ϕ. In particular, given X0 ∈ B we can use a Taylor expansion to write

ϕ(X) = ϕ(X0) + F (X0)(X − X0) + O(|X − X0 |2),

or equivalently

ϕ(X) = c + F (X0)X + O(|X − X0 |2), (4.2)

where c = ϕ(X0) − F (X0)X0 . Thus F (X0) characterizes the local
behavior of ϕ(X) for all points X in a neighborhood of X0 .

4.3.2 Interpretation of F , Homogeneous Deformations

Here we describe the way in which F provides a measure of strain. For
simplicity, we initially assume that the deformation ϕ is homogeneous,
which means that the deformation gradient field F is constant. In this
case, the higher-order terms in (4.2) vanish and ϕ can be written as

ϕ(X) = c + FX. (4.3)

The case when the deformation ϕ is not homogeneous will be discussed
at the end of this section (see Exercises 5 and 6).

By studying the homogeneous case we will reveal how F quantifies
the amount of stretch and rotation experienced by a body when it is
deformed from a configuration B onto a configuration B′. Due to the
linear nature of (4.3), we notice that any line segment in B is mapped to
a corresponding line segment in B′. This fact is exploited in the figures
below (see Exercises 7 and 8).
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Fig. 4.3 Illustration of two homogeneous deformations. (a) translation. (b)
deformation with a fixed point Y.

4.3.2.1 Translations and Fixed Points

A homogeneous deformation ϕ is called a translation if

ϕ(X) = X + c

for some constant vector c. In such a deformation, each point in the body
is translated or displaced along the vector c, and there is no change in
the shape and orientation of the body, as illustrated in Figure 4.3(a).

A homogeneous deformation ϕ is said to have a fixed point at Y if

ϕ(X) = Y + F (X − Y ). (4.4)

The point Y is fixed in the sense that ϕ(Y ) = Y . Any other point X

is displaced by an amount determined by F and the relative position
of X with respect to Y . In such a deformation, the body may change
both shape and orientation, as illustrated in Figure 4.3(b). We typically
assume that Y is a point in B. However, this need not be the case.

The following result shows that an arbitrary homogeneous deforma-
tion can always be expressed as the composition of a translation and a
deformation with a given fixed point. Below and throughout we use the
symbol ◦ to denote the composition of maps.

Result 4.1 Translation-Fixed Point Decomposition. Let ϕ be an
arbitrary homogeneous deformation with constant deformation gradient
F . Then, given any point Y , we can decompose ϕ as

ϕ = d1 ◦ g = g ◦ d2 ,

where d1 and d2 are translations and g is a homogeneous deformation
with a fixed point at Y , in particular

g(X) = Y + F (X − Y ).
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Fig. 4.4 Illustration of two homogeneous deformations with fixed points. (a)
rotation. (b) stretch.

Proof See Exercise 9.

Since translations of a body are easy to understand, we concentrate
on homogeneous deformations which exclude translations, that is, defor-
mations of the form (4.4) with a fixed point Y . Our goal is to show that
(4.4) may be completely understood in simple geometric terms provided
the polar decomposition of F is known (see Result 1.12).

4.3.2.2 Rotations and Stretches

A homogeneous deformation ϕ is called a rotation about a fixed point
Y if

ϕ(X) = Y + Q(X − Y )

for some rotation tensor Q. In such a deformation, the orientation of
the body is changed holding Y fixed, but there is no change in the shape
of the body, as illustrated in Figure 4.4(a).

A homogeneous deformation ϕ is called a stretch from Y if

ϕ(X) = Y + S(X − Y )

for some symmetric, positive-definite tensor S. In such a deformation,
the body is extended by different amounts in different directions holding
Y fixed, but there is no net change in the overall orientation of the body,
as illustrated in Figure 4.4(b).

The following result shows that an arbitrary homogeneous deforma-
tion with a given fixed point can always be decomposed into a rotation
and a stretch about the same fixed point.

Result 4.2 Stretch-Rotation Decomposition. Let ϕ be an arbi-
trary homogeneous deformation with a fixed point Y and deformation
gradient F as in (4.4), and let F = RU = V R be the right and left
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Fig. 4.5 Illustration of homogeneous extensions along a direction e. (a) λ > 1.
(b) 0 < λ < 1.

polar decompositions given in Result 1.12. Then ϕ can be decomposed
as

ϕ = r ◦ s1 = s2 ◦ r,

where r = Y +R(X−Y ) is a rotation about Y , and s1 = Y +U(X−Y )
and s2 = Y + V (X − Y ) are stretches from Y .

Proof See Exercise 10.

4.3.2.3 Extensions

A homogeneous deformation ϕ is called an extension at Y in the
direction of a unit vector e if

ϕ(X) = Y + F (X − Y ) and F = I + (λ − 1)e ⊗ e

for some number λ > 0. This terminology is based on the observation
that F extends any vector parallel to e by a factor λ, that is

Fe = e + (λ − 1)(e · e)e = λe.

This type of deformation is a special case of a stretch deformation in-
troduced earlier. In this case, the body is extended by a factor λ along
the direction e holding Y fixed, but no deformation occurs in directions
orthogonal to e. Moreover, there is no change in the overall orientation
of the body, as illustrated in Figure 4.5. Notice that when λ = 1 we
have F = I, which yields ϕ(X) = X. In this case, each point of the
body is fixed and the body is unchanged.

The following result shows that the two stretches s1 and s2 appearing
in Result 4.2 can be expressed as the composition of three extensions
defined by the eigenvalues and eigenvectors of U and V .
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Result 4.3 Stretches as Extensions. Let s1 and s2 be the stretches
defined in Result 4.2 and let {λi,ui} and {λi,vi} (i = 1, 2, 3) be the
eigenpairs associated with U and V , respectively. Then

s1 = f1 ◦ f2 ◦ f3 and s2 = h1 ◦ h2 ◦ h3 ,

where fi is an extension at Y by λi in the direction ui, and hi is an
extension at Y by λi in the direction vi.

Proof See Exercise 11.

Remarks:

(1) The tensors U and V appearing in the right and left polar de-
compositions of F have the same eigenvalues, but different eigen-
vectors in general (see Exercise 12). Using this fact it follows
that the stretches s1 and s2 give rise to extensions by the same
amounts, but in different directions.

(2) Motivated by the above result, we call the eigenvalues λi the
principal stretches associated with a deformation gradient F ,
and call the eigenvectors ui and vi the right and left princi-
pal directions. Moreover, we call U and V the right and left
stretch tensors, respectively.

(3) When a principal stretch λi = 1 for some i, the body is not
extended along the corresponding principal direction. Whether
it is the right or left principal direction depends on whether the
rotation r is applied last or first, respectively (see Result 4.2 and
summary below). When the principal stretches are all unity we
have U = V = I. In this case, s1(X) = s2(X) = X and the
body is not extended in any direction.

4.3.2.4 Summary

We have shown that, given any point Y , an arbitrary homogeneous
deformation ϕ can be decomposed as

ϕ = d1 ◦ g = g ◦ d2 ,

where d1 and d2 are translations, and g has a fixed point at Y . The
deformation g can itself be decomposed as

g = r ◦ s1 = s2 ◦ r,
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where r is a rotation about Y , and s1 and s2 are stretches from Y .
Furthermore, these two stretches can be decomposed as

s1 = f1 ◦ f2 ◦ f3 and s2 = h1 ◦ h2 ◦ h3 ,

where fi and hi are extensions from Y along the right and left principal
directions, respectively. The amount of each extension is determined by
the corresponding principal stretch. The principal stretches, principal
directions and rotation are entirely determined by the polar decomposi-
tion of the deformation gradient F .

From the above results we deduce that an arbitrary homogeneous
deformation ϕ can be understood in several different, but equivalent
ways. For example, we may write ϕ = s2 ◦ r ◦ d2 , which implies that
ϕ can be decomposed into a sequence of three elementary operations:
a translation, followed by a rotation, followed by extensions along the
left principal directions. Equivalently, we may write ϕ = r ◦ s1 ◦ d2 ,
which implies that ϕ can be decomposed into a different sequence: a
translation, followed by extensions along the right principal directions,
followed by a rotation (see Exercise 13). Other decompositions are also
possible.

The above results about homogeneous deformations can also be ap-
plied to general deformations for which the deformation gradient field
is not constant. In particular, the Taylor expansion in (4.2) shows that
a general deformation is approximately homogeneous in a small neigh-
borhood of each point X0 ∈ B. Thus the polar decomposition of the
deformation gradient F (X0) completely determines how material in a
neighborhood of X0 is stretched and rotated. For this reason the defor-
mation gradient plays a central role in the modeling of stress in various
types of material bodies.

4.3.3 The Cauchy–Green Strain Tensor C

Consider a general deformation ϕ : B → B′ with associated deformation
gradient F = ∇ϕ. Then another measure of strain is provided by

C = F T F .

We call C : B → V2 the (right) Cauchy–Green strain tensor field
associated with ϕ. Notice that C is symmetric and positive-definite at
each point in B.

While F contains a mixture of information on both rotations and
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stretches, C contains information on stretches only. This observation
follows from the right polar decomposition F = RU , which implies

C = F T F = U 2 .

Notice that the rotation tensor R, which is implicit in F , does not appear
in C. For this reason, C is typically a more useful measure of strain
than F (see Exercise 14). The tensor C will be employed in Chapters 7
and 9 when we study models of stress in elastic and thermoelastic solids
at large strains.

Remarks:

(1) The right stretch tensor U is also independent of R and contains
information on stretches only. However, we introduce C = F T F

because it is often easier to compute than U =
√

F T F . In par-
ticular, we avoid the tensor square root (see Exercise 15).

(2) By Result 1.9, the right stretch tensor can be written as U =∑3
i=1 λiui ⊗ ui , where λi > 0 are the principal stretches and ui

are the right principal directions. From the relation C = U 2 we
deduce C =

∑3
i=1 λ2

i ui⊗ui , which implies that the eigenvalues of
C are the squares of the principal stretches, and the eigenvectors
are the right principal directions. Thus the principal stretches
and directions can be determined from C without calculating U .

(3) Another measure of strain related to C is the left Cauchy–
Green strain tensor B = FF T . However, this strain tensor
will not be employed in any of our developments.

4.3.4 Interpretation of C

Here we show how changes in the relative position and orientation of
points in a material body are quantified by C. To begin, consider an
arbitrary point X in the reference configuration B, and let Ω be the
open ball of radius α > 0 centered at X. For any two unit vectors e

and d consider the points Y = X + αe and Z = X + αd as shown
in Figure 4.6. Let x, y and z denote the corresponding points in Ω′,
and let φ ∈ [0, π] denote the angle between the vectors v = y − x and
w = z − x.
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Fig. 4.6 Setup for interpreting the strain tensor C. Three points X, Y, Z in Ω
are mapped to corresponding points x, y, z in Ω′. The change in the relative
position and orientation of the points can be quantified in terms of C.

Result 4.4 Cauchy–Green Strain Relations. For any point X ∈
B and unit vectors e and d define λ(e) > 0 and θ(e,d) ∈ [0, π] by

λ(e) =
√

e · Ce and cos θ(e,d) =
e · Cd√

e · Ce
√

d · Cd
.

Then as α → 0 we have

|y − x|
|Y − X| → λ(e),

|z − x|
|Z − X| → λ(d) (4.5)

and

cos φ → cos θ(e,d). (4.6)

Proof To establish (4.5)1 we notice that v = y − x can be written as

v = ϕ(Y ) − ϕ(X) = ϕ(X + αe) − ϕ(X).

Using a Taylor expansion about α = 0 we obtain

v = αF (X)e + O(α2), (4.7)

and using the relations |v|2 = v · v and C = F T F we find

|v|2 = α2F (X)e · F (X)e + O(α3) = α2e · C(X)e + O(α3).
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Dividing through by α2 and noting that |y −x| = |v| and |Y −X| = α

we get
|y − x|2
|Y − X|2 =

|v|2
α2 = e · C(X)e + O(α), (4.8)

which leads to (4.5)1 . To establish (4.5)2 we notice that w = z − x can
be written as

w = ϕ(Z) − ϕ(X) = ϕ(X + αd) − ϕ(X).

Using a Taylor expansion as above we obtain

w = αF (X)d + O(α2), (4.9)

which implies

|w|2 = α2d · C(X)d + O(α3).

Dividing through by α2 and noting that |z −x| = |w| and |Z −X| = α

gives
|z − x|2
|Z − X|2 =

|w|2
α2 = d · C(X)d + O(α), (4.10)

which leads to (4.5)2 . To establish (4.6) we use the relation

cos φ =
v · w
|v||w| . (4.11)

From (4.7) and (4.9) we get

v · w = α2F (X)e · F (X)d + O(α3) = α2e · C(X)d + O(α3),

which implies
v · w
α2 = e · C(X)d + O(α). (4.12)

When (4.12), (4.10) and (4.8) are combined with (4.11) we obtain the
result in (4.6).

Remarks:

(1) The above result shows that λ(e) is the limiting value of the ratio
|y − x|/|Y − X| as Y tends to X along a direction e. For this
reason λ(e) is called the stretch in the direction e at X. It is
the ratio of deformed length to initial length of an infinitesimal
line segment that, prior to deformation, was in the direction e at
X (see Exercise 16).
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(2) Let ui be a right principal direction at X with corresponding
principal stretch λi so that Cui = λ2

i ui (no sum). Then a
straightforward calculation shows that λ(ui) = λi , which pro-
vides further justification for referring to λi (i = 1, 2, 3) as the
principal stretches.

(3) An analysis similar to that in Section 3.5.3 reveals that, at any
point X, the extreme values of λ(e) occur when e is an eigen-
vector of C (right principal direction). From this we deduce that
the extreme values of λ(e) at a point are given by the maximum
and minimum principle stretches at that point.

(4) The angle θ(e,d) is the limiting value of φ as Y ,Z tend to X

along directions e,d. If we denote the angle between e and d by
Θ(e,d), then the quantity γ(e,d) = Θ(e,d)−θ(e,d) is called the
shear between the directions e and d at X. Physically, shear
is the change in angle between two infinitesimal line segments
that, prior to deformation, were aligned with e and d at X. A
straightforward analysis shows that the shear between any two
eigenvectors of C (right principal directions) is zero (see Exercises
17 and 18).

The following result shows that, in contrast to F , the components of
C explicitly quantify the stretch and shear caused by a deformation ϕ.

Result 4.5 Components of C. Let Cij be the components of C in
an arbitrary coordinate frame {ei}. Then for any point X ∈ B we have

Cii = λ2(ei) and Cij = λ(ei)λ(ej ) sin γ(ei ,ej ) (no sum, i �= j) .

Thus the diagonal components of C are the squares of the stretches along
the coordinate directions, and the off-diagonal components are related to
the shear between the corresponding pairs of coordinate directions.

Proof See Exercise 19.

4.3.5 Rigid Deformations

A (homogeneous) deformation ϕ : B → B′ is called rigid if

ϕ(X) = c + QX
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for some vector c and rotation tensor Q. Notice that this class of defor-
mations contains both translations and rotations as considered in Section
4.3.2. For a rigid deformation we have F = Q, which yields

C(X) = F (X)T F (X) = QT Q = I, ∀X ∈ B.

In view of Results 4.4 and 4.5 we see that rigid deformations produce no
strain as measured by C. In particular, the stretch in every direction is
unity and the shear between any two directions is zero at each point in B.
Indeed, an inspection of the proof of Result 4.4 reveals that the relative
position and orientation between any three points in B is unchanged by a
rigid deformation. Rigid deformations can be completely characterized
in terms of the tensor field C. In particular, it can be shown that a
deformation ϕ is rigid if and only if C(X) = I for all X ∈ B.

4.3.6 The Infinitesimal Strain Tensor E

Consider a deformation ϕ : B → B′ with associated displacement field
u and displacement gradient ∇u. Then another measure of strain is
provided by

E = sym(∇u) = 1
2 (∇u + ∇uT ).

We call E : B → V2 the infinitesimal strain tensor field associated
with ϕ. Notice that, by definition, E is symmetric at each point in B.

The tensor E is related to the deformation gradient F and the Cauchy-
Green tensor C. In particular, from the definition of u in (4.1) we deduce
that ∇u = F − I, which leads to the result

E = sym(F − I).

Moreover, since C = F T F we also find

E = 1
2 (C − I) − 1

2∇uT ∇u. (4.13)

The tensor E is particularly useful in the case of small deformations.
We say that a deformation ϕ is small if there is a number 0 ≤ ε � 1
such that |∇u| = O(ε), or equivalently ∂ui/∂Xj = O(ε), for all points
X ∈ B. Thus a deformation is small if the norm of the displacement
gradient is small at all points in the body. In this case we deduce from
(4.13) that

E = 1
2 (C − I) + O(ε2). (4.14)

Notice that, if terms of order O(ε2) are neglected, then E is equivalent
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to C up to a constant multiplicative factor and offset. The tensor E will
arise naturally in Chapters 7 and 9 when we study linearized models of
stress in elastic and thermoelastic solids.

Remarks:

(1) When ∇u = O for all X ∈ B we have F = I for all X ∈
B, which implies that ϕ is a translation. Thus ϕ is a small
deformation when it deviates only slightly from a pure translation
(see Exercise 20).

(2) For small deformations the tensor E contains essentially the same
information as C. However, there is one important difference: E

depends linearly on u (hence ϕ), whereas C depends non-linearly
on u.

4.3.7 Interpretation of E

Here we describe the way in which E provides a measure of strain for
a small deformation. In particular, we consider a deformation ϕ and
assume it is small in the sense that ∂ui/∂Xj = O(ε) for all X ∈ B

where 0 ≤ ε � 1.

Result 4.6 Components of E. Let Eij be the components of E in
an arbitrary coordinate frame {ei}. If we neglect terms of order O(ε2),
then for any point X ∈ B we have

Eii ≈ λ(ei) − 1 and Eij ≈ 1
2 sin γ(ei ,ej ) (no sum, i �= j),

where λ(ei) is the stretch in the direction ei and γ(ei ,ej ) is the shear
between the directions ei and ej .

Proof To establish the result for the diagonal components we consider
the case i = 1. From (4.14) we have

C11 = 1 + 2E11 + O(ε2),

and since E11 = O(ε) it follows by properties of the square root function
that √

C11 = 1 + E11 + O(ε2).

Neglecting the terms of order O(ε2) and using Result 4.5 gives

E11 ≈
√

C11 − 1 = λ(e1) − 1,
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which is the desired result. The other diagonal cases follow similarly.
To establish the result for the off-diagonal components we consider the
case i = 1 and j = 2. Then from Result 4.5 we have

sin γ(e1 ,e2) =
C12√

C11
√

C22
. (4.15)

From (4.14) and the fact that E11 , E22 and E12 are all order O(ε) we
obtain

C12 = 2E12 + O(ε2), C11 = 1 + O(ε), C22 = 1 + O(ε),

which together with (4.15) implies

sin γ(e1 ,e2) = 2E12 + O(ε2).

Neglecting the terms of order O(ε2) gives

E12 ≈ 1
2 sin γ(e1 ,e2),

which is the desired result. The other off-diagonal cases follow similarly.

Remarks:

(1) As shown in Result 4.4, the stretch λ(ei) is the limiting value
of the ratio |y − x|/|Y − X| as Y tends to X along a direction
ei (see Figure 4.6). From this we deduce that λ(ei) − 1 is the
limiting value of the quantity

|y − x|
|Y − X| − 1 =

|y − x| − |Y − X|
|Y − X| .

Thus, for a small deformation, the diagonal component Eii (no
sum) is approximately equal to the relative change in length of
an infinitesimal line segment that, prior to deformation, was in
the direction ei at X.

(2) When the shear angle γ(ei ,ej ) is small we obtain

Eij ≈ 1
2 sin γ(ei ,ej ) ≈ 1

2 γ(ei ,ej ).

Thus, for a small deformation, the off-diagonal component Eij

is approximately equal to half of the shear angle between two
infinitesimal line segments that, prior to deformation, were in the
directions ei and ej at X (see Exercise 21).



128 Kinematics

4.3.8 Infinitesimally Rigid Deformations

A (homogeneous) deformation ϕ : B → B′ is called infinitesimally
rigid if the associated displacement field u is of the form

u(X) = c + WX, ∀X ∈ B

for some vector c and skew-symmetric tensor W . Equivalently, by Re-
sult 1.3, the displacement field for an infinitesimally rigid deformation
may be written as

u(X) = c + w × X,

where w is the axial vector of W . As the name suggests, an infinites-
imally rigid deformation is related to a small rigid deformation (see
Exercise 22). For an infinitesimally rigid deformation the displacement
gradient is ∇u = W and the infinitesimal strain tensor is given by

E(X) = sym∇u(X) = 1
2 (W + W T ) = O, ∀X ∈ B.

In view of Result 4.6, we see that an infinitesimally rigid deformation
produces no strain as measured by E. In particular, the change in
length of an infinitesimal line segment along any coordinate direction
is approximately zero, and the shear between any two coordinate di-
rections is approximately zero at each point in B. Infinitesimally rigid
deformations can be completely characterized in terms of the tensor field
E. In particular, it can be shown that a deformation ϕ is infinitesimally
rigid if and only if E(X) = O for all X ∈ B.

4.4 Motions

The continuous deformation of a body over the course of time is called
a motion. The motion of a body with reference configuration B is
described by a continuous map ϕ : B × [0,∞) → IE3 , where for each
fixed t ≥ 0 the function ϕ(·, t) = ϕt : B → IE3 is a deformation of
B (see Exercise 23). At any time t ≥ 0 the deformation ϕt maps the
reference configuration B onto a configuration Bt = ϕt(B). We call Bt

the current or deformed configuration at time t (see Figure 4.7).
We assume that ϕ0 is the identity map in the sense that ϕ0(X) = X

for all X ∈ B, which implies B0 = B. Thus a motion represents a
continuous deformation of a body that begins from the configuration
B. The assumption of continuity implies that, during a motion, a body
cannot break apart into disjoint pieces, develop holes and so on. We
further assume that for each t ≥ 0 the deformation ϕt : B → Bt is
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Fig. 4.7 Various configurations in the motion of a material body: B denotes
the reference configuration at time t = 0, and Bt denotes the current config-
uration at time t.

admissible as described in Section 4.2. Thus we can define an inverse
deformation ψt = ϕ−1

t : Bt → B such that

X = ψt(x) = ψ(x, t).

By properties of inverse functions, for any t ≥ 0 we have

X = ψt(ϕt(X)) = ψ(ϕ(X, t), t) ∀X ∈ B,

and similarly

x = ϕt(ψt(x)) = ϕ(ψ(x, t), t) ∀x ∈ Bt

(see Exercise 24).
Throughout the remainder of our developments we assume that all

motions ϕ and their inverses ψ are smooth in the sense that partial
derivatives of all orders exist and are continuous. This is always stronger
than what we need, but allows for a clean presentation.

4.4.1 Material and Spatial Fields

In our study of the motion of continuum bodies we will encounter fields
defined over the current configuration Bt whose points we label by x.
However, since x = ϕ(X, t), any function of x ∈ Bt can also be ex-
pressed as a function of X ∈ B. Similarly, we will encounter fields
defined over the reference configuration B whose points we label by X.
However, since X = ψ(x, t), any function of X ∈ B can also be ex-
pressed as a function of x ∈ Bt . To help keep track of where a field was
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originally defined, and how it is currently being expressed, we introduce
the following definitions.

By a material field we mean a field expressed in terms of the points
X of B; for example, Ω = Ω(X, t). By a spatial field we mean a field
expressed in terms of the points x of Bt ; for example, Γ = Γ(x, t). To
any material field Ω(X, t) we can associate a spatial field Ωs(x, t) by the
relation

Ωs(x, t) = Ω(ψ(x, t), t).

We call Ωs the spatial description of the material field Ω. Similarly,
to any spatial field Γ(x, t) we can associate a material field Γm (X, t) by
the relation

Γm (X, t) = Γ(ϕ(X, t), t).

We call Γm the material description of the spatial field Γ (see Exercise
25).

4.4.2 Coordinate Derivatives

Throughout the remainder of our studies we will need to be careful
about distinguishing between material coordinates X = (X1 ,X2 ,X3)T ,
which label points in B, and spatial coordinates x = (x1 , x2 , x3)T , which
label points in the current configuration Bt . To distinguish between
derivatives with respect to these two sets of coordinates we introduce
the following notation.

We use the symbol ∇X to denote the gradient, divergence and curl of
material fields with respect to the material coordinates Xi for any fixed
time t ≥ 0. Similarly, we use the symbol ∇x to denote the gradient,
divergence and curl of spatial fields with respect to the spatial coordi-
nates xi for any fixed time t ≥ 0. By extension we define the Laplacian
operators ∆X = ∇X · (∇X ) and ∆x = ∇x · (∇x ).

4.4.3 Time Derivatives

In our studies we will frequently need to compute the rate of change of
a given field with respect to time. By the total time derivative of a
field we mean the rate of change of the field as measured by an observer
who is tracking the motion of each particle in the body. It is important
to keep in mind that, because the reference configuration B is fixed, the
material coordinates X of each particle are fixed. In contrast, because
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the current configuration Bt changes with time, the spatial coordinates
x of each particle change with time. The precise manner in which the
spatial coordinates change with time is given by the motion, namely

x = ϕ(X, t).

Using an overdot to denote the total time derivative, we note from the
above remarks that the total time derivative of a material field Ω(X, t)
is simply

Ω̇(X, t) =
∂

∂t
Ω(X, t).

On the other hand, because x = ϕ(X, t), the total time derivative of a
spatial field Γ(x, t) is given by

Γ̇(x, t) =
[

∂

∂t
Γ(ϕ(X, t), t)

] ∣∣∣
X=ψ(x,t)

=
[
Γ̇m (X, t)

] ∣∣∣
X=ψ(x,t)

, (4.16)

that is

Γ̇ =
[
Γ̇m

]
s
.

Remarks:

(1) The total time derivative of a field is often called the material or
substantial, or sometimes convective, time derivative. It is the
rate of change of the field that we would measure if we were to
follow each material particle as it moves in space. Because each
particle is identified with fixed material coordinates X, it is the
time derivative computed with X fixed.

(2) In general, notice that Γ̇(x, t) �= ∂
∂ t Γ(x, t). That is, the total

time derivative of a spatial field is different from the partial time
derivative computed with x fixed. In this case the partial time
derivative fails to account for the fact that the spatial coordinates
x of a body particle change with time, namely x = ϕ(X, t) (see
Exercise 26).

4.4.4 Velocity and Acceleration Fields

Let ϕ : B× [0,∞) → IE3 be a motion of a continuum body and consider
a material particle labeled by X in the reference configuration B. At
any time t ≥ 0, this particle is labeled by x = ϕ(X, t) in the current
configuration Bt (see Figure 4.7). We denote by V (X, t) the velocity
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at time t of the material particle labeled by X in B. By definition of
the motion we have

V (X, t) =
∂

∂t
ϕ(X, t).

Similarly, we denote by A(X, t) the acceleration at time t of the ma-
terial particle labeled by X in B. By definition of the motion we have

A(X, t) =
∂2

∂t2
ϕ(X, t).

From the above definitions we see that the velocity and acceleration of
material particles are naturally material fields. Frequently, however, we
will need the spatial descriptions of these fields. We denote by v(x, t)
the spatial description of the material velocity field V (X, t), that is

v(x, t) = Vs(x, t) =
[

∂

∂t
ϕ(X, t)

] ∣∣∣
X=ψ(x,t)

, (4.17)

and we denote by a(x, t) the spatial description of the material acceler-
ation field A(X, t), so that

a(x, t) = As(x, t) =
[

∂2

∂t2
ϕ(X, t)

] ∣∣∣
X=ψ(x,t)

(see Exercises 27 and 28). Notice that v(x, t) and a(x, t) correspond
to the velocity and acceleration of the material particle whose current
coordinates are x at time t. The following result shows that the spatial
velocity field can be used to derive a convenient formula for the total
time derivative of an arbitrary spatial field.

Result 4.7 Total Time Derivative. Let ϕ : B × [0,∞) → IE3 be a
motion of a continuum body with associated spatial velocity field v, and
consider an arbitrary spatial scalar field φ = φ(x, t) and an arbitrary
spatial vector field w = w(x, t). Then the total time derivatives of φ

and w are given by

φ̇ =
∂

∂t
φ + ∇x φ · v and ẇ =

∂

∂t
w + (∇x w)v.

Proof By definition of the gradients of φ and w we have

∇x φ =
∂φ

∂xi
ei and ∇x w =

∂wi

∂xj
ei ⊗ ej ,
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where {ek} is any fixed frame, and by definition of v in (4.17) we have

v(x, t)
∣∣∣
x=ϕ(X,t)

=
∂

∂t
ϕ(X, t).

Using the definition of the total time derivative in (4.16) we obtain[
φ̇(x, t)

] ∣∣∣
x=ϕ(X,t)

=
∂

∂t
φ(ϕ(X, t), t)

=
[

∂

∂t
φ(x, t)

] ∣∣∣
x=ϕ(X,t)

+
[

∂

∂xi
φ(x, t)

] ∣∣∣
x=ϕ(X,t)

∂

∂t
ϕi(X, t)

=
[

∂

∂t
φ(x, t)

] ∣∣∣
x=ϕ(X,t)

+
[

∂

∂xi
φ(x, t)

] ∣∣∣
x=ϕ(X,t)

vi(x, t)
∣∣∣
x=ϕ(X,t)

.

Expressing the above result in terms of spatial coordinates x we have

φ̇(x, t) =
∂φ

∂t
(x, t) +

∂φ

∂xi
(x, t)vi(x, t),

which establishes the result for φ. Given w = wiei we apply the above
result to each scalar field wi(x, t) (i = 1, 2, 3) to obtain

ẇi(x, t) =
∂wi

∂t
(x, t) +

∂wi

∂xj
(x, t)vj (x, t),

which implies the result for w.

Remarks:

(1) The above result shows that, if the spatial velocity v is known,
then the total time derivative of a spatial field φ can be computed
without explicit knowledge of the motion ϕ or its inverse ψ (see
Exercise 29).

(2) By definition, the spatial acceleration field a of a motion satisfies
a = v̇, where v is the spatial velocity field of the motion. From
Result 4.7 we deduce

a =
∂v

∂t
+ (∇x v)v.

Thus the spatial acceleration is actually a nonlinear function of
the spatial velocity and its derivatives.
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(3) Many texts employ the notation v · ∇x w in place of (∇x w)v.
We, however, will always use (∇x w)v, which denotes the usual
product between the second-order tensor ∇x w and the vector v.

4.5 Rate of Strain, Spin

Let ϕ : B × [0,∞) → IE3 be a motion of a continuum body, and let Bt

and Bt′ denote the configurations at times t ≥ 0 and t′ ≥ t. Moreover,
let Ω be a small ball of radius α > 0 centered at a point x in Bt , and
let Ω′ be the corresponding region in Bt′ as depicted in Figure 4.8. Any
quantitative measure of the rate of change of shape between Ω′ and Ω in
the limits α → 0 and t′ → t is generally called rate of strain at x and t.
Similarly, any quantitative measure of the rate of change of orientation
of Ω′ with respect to Ω is called rate of rotation or spin. Notice that,
in contrast to the concept of strain, the concepts of rate of strain and
spin are independent of the reference configuration B. For this reason
rate of strain and spin play a central role in the study of fluids. In the
following sections we introduce measures of rate of strain and spin and
discuss some of their properties.

4.5.1 Rate of Strain Tensor L and Spin Tensor W

Let ϕ : B × [0,∞) → IE3 be a motion of a continuum body with spatial
velocity field v. Then a measure of rate of strain is provided by the
tensor

L = sym(∇x v) = 1
2 (∇x v + ∇x vT ).

We call Lt = L(·, t) : Bt → V2 the rate of strain tensor field as-
sociated with v. Notice that, by definition, L is a spatial field and is
symmetric for each point x in Bt and time t.

To any spatial velocity field v we associate another tensor field defined
by

W = skew(∇x v) = 1
2 (∇x v −∇x vT ).

We call Wt = W (·, t) : Bt → V2 the spin tensor field associated with
v. By definition, W is a spatial field and is skew-symmetric for each
point x in Bt and time t.

Whereas L is a measure of rate of strain or distortion in a material,
W is a measure of rate of rotation or spin (see Exercise 30). These
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Fig. 4.8 Two configurations Bt and Bt ′ in the motion of a body. The rate
of change of shape of a small region Ω in Bt leads to the concept of rate of
strain.

tensor fields will arise in Chapters 6 and 8 when we consider theories
describing the flow of various types of fluids.

4.5.2 Interpretation of L and W

By arguments analogous to those used for the infinitesimal strain tensor,
we find that the diagonal components of L quantify the instantaneous
rate of stretching of infinitesimal line segments located at x in Bt which
are aligned with the coordinate axes. Similarly, the off-diagonal com-
ponents of L quantify the instantaneous rate of shearing . In particular,
if we let Ê be the infinitesimal strain tensor associated with the small
deformation ϕ̂ : Bt → Bt+s (0 ≤ s � 1), then L is the rate of change
of Ê with respect to s at s = 0. Equivalently, if we let Û be the right
stretch tensor associated with ϕ̂, then L is the rate of change of Û with
respect to s at s = 0.

The skew-symmetric tensor W quantifies the instantaneous rate of
rigid rotation of an infinitesimal volume of material at x in Bt . In
particular, if we let R̂ be the rotation tensor in the polar decomposition
of the deformation gradient ∇x ϕ̂, then W is the rate of change of R̂

with respect to s at s = 0 (see Exercise 31).

4.5.3 Vorticity

Let ϕ : B × [0,∞) → IE3 be a motion of a continuum body with spatial
velocity field v. By the vorticity of a motion we mean the spatial vector
field

w = ∇x × v.
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In view of Definition 2.12 and Result 1.3 we see that w is the axial vector
associated with the skew-symmetric tensor 2W . Thus the vorticity at
a point is a measure of the rate of rotation or spin at that point. In
particular, from the discussion following Stokes’ Theorem (Result 2.18),
the vorticity at a point in a material body can be interpreted as twice
the local angular velocity at that point.

4.5.4 Rigid Motions

A motion ϕ is called rigid if

ϕ(X, t) = c(t) + R(t)X

for some time-dependent vector c(t) and rotation tensor R(t). For such
motions we can show that the spatial velocity field can be written in the
form

v(x, t) = ω(t) × (x − c(t)) + ċ(t),

where ω(t) is a time-dependent vector called the spatial angular ve-
locity of the motion (see Exercise 33). Equivalently, using Result 1.3
we may write

v(x, t) = Ω(t)(x − c(t)) + ċ(t), (4.18)

where Ω(t) is the skew-symmetric second-order tensor with axial vector
ω(t). From (4.18) we find ∇x v(x, t) = Ω(t), from which we deduce
L(x, t) = O, W (x, t) = Ω(t) and w(x, t) = 2ω(t) for all t ≥ 0 and
x ∈ Bt . Thus rigid motions produce no rate of strain as measured by
L, but produce spin as measured by W or w.

4.6 Change of Variables

Let ϕ : B × [0,∞) → IE3 be a motion of a continuum body, and for
any time t ≥ 0 consider the deformation ϕt which maps the reference
configuration B onto the current configuration Bt . Throughout our
developments we will frequently need to transform integrals defined over
regions in Bt to integrals over corresponding regions in B. Similarly, we
will frequently need to transform integrals defined over surfaces in Bt to
integrals defined over corresponding surfaces in B.
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Fig. 4.9 An infinitesimal volume element in B is mapped by the deformation
to an infinitesimal volume element in Bt .

4.6.1 Transformation of Volume Integrals

Here we derive a relation between an infinitesimal volume element dVx

at the point x in Bt, and the corresponding volume element dVX at the
point X in B (see Figure 4.9). We then use this relation to develop a
change of variable formula for volume integrals over Bt and B.

To begin, notice that an infinitesimal volume element dVX at an arbi-
trary point X in B can be represented in terms of a triple scalar product.
In particular, let dX1 , dX2 and dX3 be three infinitesimal vectors based
at the point X. Then the infinitesimal volume element defined by these
vectors is

dVX = (dX1 × dX2) · dX3 .

As illustrated in Figure 4.9, the three infinitesimal vectors dXk at X

are mapped by the deformation ϕt to three infinitesimal vectors dxk at
x = ϕt(X) in Bt . In particular, we have

dxk = ∇X ϕ(X, t)dXk = F (X, t)dXk . (4.19)

The infinitesimal vectors dxk can be used to define a volume element
dVx via the triple scalar product, namely

dVx = (dx1 × dx2) · dx3 . (4.20)

Notice that, by properties of the determinant and the triple scalar prod-
uct, we have

(Fu × Fv) · Fw = (detF )u × v · w, (4.21)
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for any second-order tensor F and vectors u, v and w. Substituting
(4.19) into (4.20) and using (4.21) we obtain

dVx = (dx1 × dx2) · dx3

= (F (X, t)dX1 × F (X, t)dX2) · F (X, t)dX3

= det F (X, t) (dX1 × dX2) · dX3

= det F (X, t) dVX .

This expression leads to the following change of variable formula for the
transformation of volume integrals.

Result 4.8 Transformation of Volume Integrals. Let φ(x, t) be
an arbitrary spatial scalar field on Bt , let Ωt be an arbitrary subset of
Bt , and let Ω be the corresponding subset of B so that Ωt = ϕt(Ω). Then∫

Ω t

φ(x, t) dVx =
∫

Ω
φm (X, t) det F (X, t) dVX .

Remarks:

(1) The above result provides some insight into the physical meaning
of the field det F . In particular, let Ωδ,0 be a ball of radius δ > 0
centered at a point X0 ∈ B, and let Ωδ,t = ϕt(Ωδ,0). Then, by
Result 4.8 and a Taylor expansion of detF (X, t) about X0 , we
have

vol(Ωδ,t) =
∫

Ωδ , t

dVx

=
∫

Ωδ , 0

det F (X, t) dVX

=
∫

Ωδ , 0

[det F (X0 , t) + O(δ)] dVX

= [det F (X0 , t) + O(δ)] vol(Ωδ,0).

Dividing by vol(Ωδ,0) and taking the limit δ → 0 we deduce

det F (X0 , t) = lim
δ→0

vol(Ωδ,t)
vol(Ωδ,0)

.

Hence det F (X0 , t) represents the local ratio of deformed volume
to reference volume at a point X0 ∈ B under a deformation ϕt .
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(2) The field defined by J(X, t) = det F (X, t) is typically called
the Jacobian field for the deformation ϕt . It is a measure of
volume strain caused by a deformation ϕt at the point X at time
t. The deformation compresses material in a neighborhood of
X if and only if J(X, t) < 1 (volume is decreased). Similarly,
the deformation expands material in a neighborhood of X if and
only if J(X, t) > 1 (volume is increased). When J(X, t) = 1
there is no change in material volume in a neighborhood of X.
In this case, the material near X is distorted in such a way that
its volume is preserved. For example, it can be compressed along
certain directions, and expanded along others (see also Section
4.7). Notice that J(X, t) > 0 for any admissible deformation.

4.6.2 Derivatives of Time-Dependent Integrals

Since the current configuration Bt of a body depends on time, any in-
tegral over Bt is generally time-dependent. We will frequently need to
compute the time derivatives of such integrals and in this respect the
following result will be useful.

Result 4.9 Time Derivative of Jacobian. Let ϕ : B× [0,∞) → IE3

be a motion of a continuum body with spatial velocity field v(x, t) and
deformation gradient field F (X, t). Then

∂

∂t
(det F (X, t)) = det F (X, t) (∇x · v)(x, t)

∣∣∣
x=ϕ(X,t)

.

Proof Using Result 2.23 we find

∂

∂t
(det F (X, t))

= det F (X, t) F (X, t)−T :
∂

∂t
F (X, t)

= det F (X, t) tr
(

F (X, t)−1 ∂

∂t
F (X, t)

)
= det F (X, t) tr

({
∂

∂t
F (X, t)

}
F (X, t)−1

)
.

(4.22)
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By definition of the spatial velocity field v we have

v(x, t)
∣∣∣
x=ϕ(X,t)

=
∂

∂t
ϕ(X, t) or vi(x, t)

∣∣∣
x=ϕ(X,t)

=
∂

∂t
ϕi(X, t).

We next proceed to express the term tr({ ∂
∂ t F }F−1) in terms of v. To

this end, notice that

Fij (X, t) =
∂

∂Xj
ϕi(X, t)

and
∂

∂t

∂

∂Xj
ϕi(X, t) =

∂

∂Xj

∂

∂t
ϕi(X, t)

=
∂

∂Xj

(
vi(x, t)

∣∣∣
x=ϕ(X,t)

)

=
∂

∂xk
vi(x, t)

∣∣∣
x=ϕ(X,t)

∂

∂Xj
ϕk (X, t).

This yields

∂

∂t
Fij (X, t) =

∂

∂xk
vi(x, t)

∣∣∣
x=ϕ(X,t)

Fkj (X, t),

which in tensor notation becomes
∂

∂t
F (X, t) = ∇x v(x, t)

∣∣∣
x=ϕ(X,t)

F (X, t).

From this expression we deduce{
∂

∂t
F (X, t)

}
F (X, t)−1 = ∇x v(x, t)

∣∣∣
x=ϕ(X,t)

,

and by taking the trace we obtain

tr
({

∂

∂t
F (X, t)

}
F (X, t)−1

)
= tr(∇x v(x, t))

∣∣∣
x=ϕ(X,t)

= (∇x · v)(x, t)
∣∣∣
x=ϕ(X,t)

.

Substitution of this expression into (4.22) leads to the desired result.

The above result shows that the time derivative of the Jacobian field
depends only on the Jacobian field itself and the divergence of the spatial
velocity field. This observation is exploited in the following result, which
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provides a convenient formula for the time derivative of volume integrals
over arbitrary subsets of Bt .

Result 4.10 Reynolds Transport Theorem. Let ϕ : B × [0,∞) →
IE3 be a motion of a continuum body with associated spatial velocity field
v(x, t), let Ωt be an arbitrary volume in Bt with surface denoted by ∂Ωt

and let n be the outward unit normal field on ∂Ωt . Then for any spatial
scalar field Φ(x, t) we have

d

dt

∫
Ω t

Φ dVx =
∫

Ω t

Φ̇ + Φ(∇x · v) dVx,

or equivalently

d

dt

∫
Ω t

Φ dVx =
∫

Ω t

∂

∂t
Φ dVx +

∫
∂Ω t

Φv · n dAx. (4.23)

Proof See Exercise 34.

Remarks:

(1) The above result show that, if the spatial velocity v is known,
then the time derivative of a volume integral over an arbitrary
subset Ωt of Bt can be computed without explicit knowledge of
the motion ϕ or its inverse ψ.

(2) The term transport theorem is motivated by the expression in
(4.23). In particular, the rate of change of the integral of Φ
over Ωt is equal to the rate computed as if Ωt were fixed in its
current position, plus the rate at which Φ is transported across
the boundary ∂Ωt by the normal component of velocity v · n.

4.6.3 Transformation of Surface Integrals

Let Γ be a surface in B oriented by a unit normal field N : Γ → V and
let γt = ϕt(Γ) be the corresponding surface in Bt with corresponding
orientation given by a unit normal field n : γt → V. Given a point
X ∈ Γ and an infinitesimal area element dAX at X, we are interested
in how this area element transforms under the mapping ϕt .

For our purposes, we assume that the surface Γ is regular in the sense
that, given any point Z ∈ Γ, we can establish a system of surface
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Fig. 4.10 An infinitesimal area element on the surface Γ in B is mapped by
the deformation to an infinitesimal area element on the surface γt in Bt .

coordinates on Γ near Z. Under this assumption we can find a region
D ⊂ IE2 and a map χ : D → IE3 such that any point X on Γ near Z

can be written as

X = χ(ξ), ξ = (ξ1 , ξ2)T ∈ D,

as depicted in Figure 4.10. In terms of the surface coordinates ξ, an
infinitesimal oriented area element in Γ at X is defined as

N(X) dAX =
∂

∂ξ1
χ(ξ) × ∂

∂ξ2
χ(ξ) dξ1dξ2 . (4.24)

Under the deformation ϕt , surface coordinates on Γ near Z become
surface coordinates on γt near z = ϕt(Z). That is, any point x on γt

near z may be written as

x = ϕt(χ(ξ)), ξ = (ξ1 , ξ2)T ∈ D.

In terms of the surface coordinates ξ, an infinitesimal oriented area
element in γt at x is defined as

n(x) dAx =
∂

∂ξ1
ϕt(χ(ξ)) × ∂

∂ξ2
ϕt(χ(ξ)) dξ1dξ2 . (4.25)
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Moreover, we have

∂

∂ξ1
ϕt(χ(ξ)) =

∂

∂ξ1
ϕi

t(χ(ξ))ei

=
[

∂

∂Xj
ϕi

t(X)
] ∣∣∣

X=χ(ξ)

∂

∂ξ1
χj (ξ)ei

= Ft(χ(ξ))
∂

∂ξ1
χ(ξ),

with a similar expression for ∂
∂ξ2

ϕt(χ(ξ)). Using the identity

Fu × Fv = (det F )F−T (u × v),

which holds for any invertible second-order tensor F and vectors u and
v (see Chapter 1, Exercise 17), we can write (4.25) as

n(x) dAx =
[
Ft(χ(ξ))

∂

∂ξ1
χ(ξ)

]
×
[
Ft(χ(ξ))

∂

∂ξ2
χ(ξ)

]
dξ1dξ2

= [detFt(χ(ξ))]Ft(χ(ξ))−T

[
∂

∂ξ1
χ(ξ) × ∂

∂ξ2
χ(ξ)

]
dξ1dξ2 .

(4.26)
Comparing (4.26) with (4.24) we find

n(x) dAx = (detFt(X))Ft(X)−T N(X) dAX ,

where x = ϕt(X). This relationship leads to the following result which
relates surface integrals between the reference and deformed configura-
tions.

Result 4.11 Transformation of Surface Integrals. Let φ(x, t) be
an arbitrary spatial scalar field, w(x, t) an arbitrary spatial vector field,
and T (x, t) an arbitrary spatial second-order tensor field. Consider any
region Ω in B which maps to a region Ωt in Bt under a deformation ϕt .
Let ∂Ω denote the surface of Ω with outward unit normal field N(X),
and let ∂Ωt denote the surface of Ωt with outward unit normal field n(x).
Then ∫

∂Ω t

φ(x, t)n(x) dAx =
∫

∂Ω
φm (X, t)G(X, t)N(X) dAX ,∫

∂Ω t

w(x, t) · n(x) dAx =
∫

∂Ω
wm (X, t) · G(X, t)N(X) dAX ,∫

∂Ω t

T (x, t)n(x) dAx =
∫

∂Ω
Tm (X, t)G(X, t)N(X) dAX ,
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where G is a material second-order tensor field defined as

G(X, t) = (det F (X, t))F (X, t)−T .

Notice that other types of surface integrals can also be considered and
transformed in a similar way (see Exercise 35).

4.7 Volume-Preserving Motions

A motion ϕ : B × [0,∞) → IE3 of a continuum body is called volume-
preserving or isochoric if vol[ϕt(Ω)] = vol[Ω] for all t ≥ 0 and all
subsets Ω ⊆ B. In particular, a motion is volume-preserving if the
volume of the body, and each of its parts, remains constant throughout
a motion.

Result 4.12 Conditions for Volume Preservation. Let ϕ : B ×
[0,∞) → IE3 be a motion of a continuum body with spatial velocity
field v(x, t) and deformation gradient field F (X, t). Then ϕ is volume-
preserving if and only if det F (X, t) = 1 for all X ∈ B and t ≥ 0, or
equivalently (∇x · v)(x, t) = 0 for all x ∈ Bt and t ≥ 0.

Proof See Exercise 36.

Simple motions such as translations and rotations of body are volume-
preserving because they produce no distortion. However, motions which
do distort a body can also be volume-preserving (see Exercise 37).
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Exercises

4.1 Let B = {X ∈ IE3 | |Xi | < 1} be the reference configuration of a
body as shown below, and consider the deformation x = ϕ(X)
defined in components by x1 = X1 , x2 = X3 + 4, x3 = −X2 .

b

c

a

1

3

2

B

(a) Sketch the deformed configuration B′ = ϕ(B) relative to
the same coordinate frame and indicate the points in B′ which
correspond to the vertices a, b, c in B.

(b) Find the components of the displacement field u.

4.2 Let B = {X ∈ IE3 | |Xi | < 1} and B′ = {x ∈ IE3 | |x1 | <

1, |x3 | < 1, |x2 − 6| < 3} be the reference and deformed config-
urations of a body as shown below, and consider a deformation
x = ϕ(X) of the form x1 = pX2 + q, x2 = rX1 + s, x3 = X3 .
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By comparing the faces of B′ and B find constants p, q, r, s

such that B′ = ϕ(B).

1

3

B

b

B

c

ab
2ca

/

4.3 Let B = {X ∈ IE3 | |Xi | < 1} be the reference configuration
of a body. For each deformation x = ϕ(X) given below (i)
sketch the deformed configuration B′, (ii) find the components
of ∇ϕ, (iii) determine if ϕ is one-to-one, and (iv) determine if
ϕ is admissible:

(a) x1 = 1 + X1 , x2 = 1
2 X2 + 5, x3 = 2X3 ,

(b) x1 = X1 , x2 = 3, x3 = X3 ,

(c) x1 = X1 , x2 = X2 , x3 = 4 − X3 .

4.4 Consider a deformation x = ϕ(X) defined in components by

x1 = X2
1 , x2 = X2

3 , x3 = X2X3 .

(a) Find the components of ∇ϕ and determine det∇ϕ.

(b) Is ϕ admissible for arbitrary B?

4.5 For each deformation x = ϕ(X) given below find the com-
ponents of the deformation gradient F and determine if ϕ is
homogeneous or non-homogeneous:

(a) x1 = X1 , x2 = X2X3 , x3 = X3 − 1,

(b) x1 = 2X2 − 1, x2 = X3 , x3 = 3 + 5X1 ,

(c) x1 = exp(X1), x2 = −X3 , x3 = X2 .

4.6 Let ϕ be a homogeneous deformation with deformation gradient
F . For any two points X and Y show that

ϕ(X) = ϕ(Y ) + F (X − Y ).
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4.7 Let ϕ : B → B′ be a homogeneous deformation with defor-
mation gradient F , and let X(σ) = X0 + σv be a line segment
through the point X0 in B with direction v. Show that ϕ(X(σ))
is a line segment through the point ϕ(X0) in B′ with direction
Fv.

4.8 One way to visualize a deformation is to show how curves etched
or marked on the surface of a body appear before and after the
deformation. Suppose a reference configuration B is marked
with lines as follows: B

Which of the deformations visualized below appear to be homo-
geneous? Which appear to be non-homogeneous?

(a)

B/

(b)

B/

(c)

B/

4.9 Prove Result 4.1.

4.10 Prove Result 4.2.

4.11 Prove Result 4.3.

4.12 Let F = RU = V R be the right and left polar decompositions
of a deformation gradient F . Show that:

(a) U and V have the same eigenvalues,

(b) if {ui} is a frame of eigenvectors of U , then {Rui} is a
frame of eigenvectors of V . Thus, in general, U and V have
different eigenvectors.

4.13 Consider a deformation ϕ defined in components by

[ϕ(X)] =


pX1 + a

qX2 + b

rX3 + c

 ,

where p, q, r, a, b, c are constants.

(a) Find conditions on p, q, r for ϕ to be an admissible defor-
mation of B = IE3 .

(b) Given an arbitrary point Y find the components of d, s and
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r such that ϕ = r ◦s ◦d, where d is a translation, s is a stretch
from Y and r is rotation about Y .

4.14 Let Y be an arbitrary point and let Q be an arbitrary rotation
tensor and consider the deformation

ϕ(X) = Y + Q(X − Y ).

In particular, ϕ is a rotation about Y . Find the deformation
gradient F and the Cauchy–Green strain tensor C. Does F

depend on Q? What about C?

4.15 Suppose the deformation gradient at a point X0 in a body has
components

[F ] =

 1 0 0
0 2 1
0 1 2

 .

Find the components of the Cauchy–Green strain tensor C and
the right stretch tensor U .

4.16 Let B = {X ∈ IE3 | 0 < Xi < 1} and consider a deformation
x = ϕ(X) of the form x1 = pX1 , x2 = qX2 , x3 = rX3 , where
p, q, r are constants. Notice that, because ϕ is homogeneous,
the Cauchy–Green strain tensor C will be constant.

a

3

1

B

B

b

c

2

/

(a) Find the components of C.

(b) Find the stretch λ in (i) the direction parallel to the edge
ab and (ii) the direction parallel to the diagonal ac.

4.17 Let B = {X ∈ IE3 | 0 < Xi < 1} and consider a deformation
x = ϕ(X) of the form x1 = X1 + αX2 , x2 = X2 , x3 = X3 ,
where α > 0 is a constant. Such a deformation is called a
simple shear in the e1 ,e2-plane.
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B B

1

2

3

/

(a) Find the components of the Cauchy–Green strain tensor C.

(b) Find the shear γ for the direction pair (e1 ,e2) and for the
pair (e1 ,e3). What happens to these shears in the limits α → 0
and α → ∞?

(c) Find the extreme values of the stretch λ and the direc-
tions in which these occur. Do the directions of extreme stretch
correspond to any of the diagonal directions ± 1√

2
(e1 + e2) or

± 1√
2
(e1 − e2) in the e1 ,e2-plane?

4.18 Show that the shear γ(e,d) between any two right principal
directions e and d is zero.

4.19 Prove Result 4.5.

4.20 Let c be an arbitrary vector, A an arbitrary tensor and ε an
arbitrary scalar. Supposing the components of c and A are of
order unity and 0 ≤ ε � 1, determine which of the following
deformations are small:

(a) ϕ(X) = X + c,

(b) ϕ(X) = AX + c,

(c) ϕ(X) = εAX + c,

(d) ϕ(X) = (I + εA)X + c.

4.21 Let B = {X ∈ IE3 | 0 < Xi < L} and consider the simple shear
deformation x = ϕ(X) given by x1 = X1 + (α/L)X2 , x2 = X2 ,
x3 = X3 , where α > 0 is a constant.

2

1

L

α bb

a c

/
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(a) Show that ϕ is small when α � L and find the components
of the infinitesimal strain tensor E.

(b) Use the series expansion
√

1 + ε2 = 1+ ε2

2 − ε4

8 + · · · to show
that

ab′ − ab

ab
=

(α/L)2

2
− (α/L)4

8
+ · · · .

(Here ab denotes length.) Is this result consistent with the in-
terpretation of E22 and its value found in part (a)?

(c) Use the series expansion arctan(ε) = ε− ε3

3 + ε5

5 −· · · to show
that

� bac − � b′ac = (α/L) − (α/L)3

3
+

(α/L)5

5
− · · · .

(Here � bac denotes angle.) Is this result consistent with the
interpretation of E12 and its value found in part (a)?

4.22 Consider a rigid deformation of the form

ϕ(X) = RX + c,

where R is a small rotation in the sense that R = I + O(ε) for
some 0 ≤ ε � 1. In particular, suppose

R = exp(εW ) = I + εW +
ε2

2
W 2 + · · · ,

where W is an arbitrary skew-symmetric tensor with compo-
nents of order unity (see Result 1.7).

(a) Find the displacement field u and show that ϕ is a small
deformation for any reference configuration B.

(b) Show that, if terms of order O(ε2) are neglected, then ϕ has
the form of an infinitesimally rigid deformation.

4.23 Let B = {X ∈ IE3 | 0 < Xi < 1} and consider the motion ϕ

defined in components by

[ϕ(X, t)] =


exp(tX1) + X1 − 1
exp(tX2) + X2 − 1
exp(tX3) + X3 − 1

 .

Determine the position of the boundary points [X0 ] = (0, 0, 0)T

and [X1 ] = (1, 1, 1)T as a function of t.
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4.24 Let B = IE3 and consider the motion x = ϕ(X, t) defined by

x1 = etX1 + X3 , x2 = X2 , x3 = X3 − tX1 .

(a) Show that the inverse motion X = ψ(x, t) is given by

X1 =
x1 − x3

t + et
, X2 = x2 , X3 =

tx1 + etx3

t + et
.

(b) Verify that ϕ(ψ(x, t), t) = x and ψ(ϕ(X, t), t) = X.

4.25 Consider the motion in Exercise 24 and let Ω(X, t) and Γ(x, t)
be material and spatial fields defined by

Ω(X, t) = X1 + t, Γ(x, t) = x1 + t.

(a) Find the spatial description Ωs of Ω.

(b) Find the material description Γm of Γ.

4.26 Consider the motion from Exercise 24 and consider the spatial
field Γ(x, t) = x1 + t.

(a) Find the material time derivative Γ̇(x, t).

(b) Find the partial time derivative ∂
∂ t Γ(x, t) and verify that

Γ̇(x, t) �= ∂
∂ t Γ(x, t).

4.27 Let x = ϕ(X, t) be the motion considered in Exercise 24.

(a) Find the components of the material velocity V (X, t) and
the spatial velocity v(x, t).

(b) Find the components of the material acceleration A(X, t)
and the spatial acceleration a(x, t).

(c) Verify that a(x, t) �= ∂
∂ t v(x, t).

4.28 Let B = {X ∈ IE3 | 0 < Xi < 1} and consider the motion
x = ϕ(X, t) defined by

x1 = tX2
2 + X1 , x2 = tX1 + X2 , x3 = tX3 + X3 .

(a) Find the components of the deformation gradient and find
the largest number tc > 0 for which detF (X, t) > 0 for all
X ∈ B and t ∈ [0, tc ].

(b) Find the components of the inverse motion X = ψ(x, t) for
t ∈ [0, tc ].
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(c) Find the components of the material velocity field V (X, t)
and the spatial velocity field v(x, t) for t ∈ [0, tc ].

4.29 Let B = IE3 and consider the motion x = ϕ(X, t) defined by

x1 = (1 + t)X1 , x2 = X2 + tX3 , x3 = X3 − tX2 .

Moreover, consider the spatial field φ(x, t) = tx1 + x2 .

(a) Show that detF (X, t) > 0 for all t ≥ 0 and find the compo-
nents of the inverse motion X = ψ(x, t) for all t ≥ 0.

(b) Find the components of the spatial velocity field v(x, t).

(c) Find the material time derivative of φ using the definition
φ̇ = [φ̇m ]s .

(d) Find the material time derivative of φ using Result 4.7. Do
you obtain the same result as in part (c)?

4.30 Consider the deformation x = ϕ(X, t) given by

x1 = cos(ωt)X1 + sin(ωt)X2 ,

x2 = − sin(ωt)X1 + cos(ωt)X2 ,

x3 = (1 + αt)X3 .

Notice that this deformation corresponds to rotation (with rate
ω) in the e1 ,e2-plane together with extension (with rate α)
along the e3-axis.

(a) Find the components of the inverse motion X = ψ(x, t).

(b) Find the components of the spatial velocity field v(x, t).

(c) Find the components of the rate of strain and spin tensors
L(x, t) and W (x, t). Verify that L is determined by α, whereas
W is determined by ω.

4.31 Consider a motion ϕ : B× [0,∞) → IE3 . For any fixed t ≥ 0 let
v be the spatial velocity field in the current configuration Bt and
let ψ be the inverse motion. For any s > 0 let ϕ̂s : Bt → Bt+s

be the motion which coincides with ϕt+s : B → Bt+s in the
sense that

ϕ̂(x, s) = ϕ(X, t + s)|X=ψ(x,t) , ∀x ∈ Bt.

(a) Show that ϕ̂(x, 0) = x for all x ∈ Bt .
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(b) Show that ∂
∂s ϕ̂(x, 0) = v(x, t) for all x ∈ Bt .

(c) Let F̂ (x, s) = ∇x ϕ̂(x, s) be the deformation gradient associ-
ated with ϕ̂. Show that F̂ (x, 0) = I and ∂

∂s F̂ (x, 0) = ∇x v(x, t).

(d) Let Ê = sym(∇x û) = sym(F̂ −I) be the infinitesimal strain
tensor associated with ϕ̂. Show that

L(x, t) =
∂

∂s
Ê(x, 0).

(e) Consider the right polar decomposition F̂ = R̂Û , where
Û 2 = F̂ T F̂ . Show that

L(x, t) =
∂

∂s
Û(x, 0), W (x, t) =

∂

∂s
R̂(x, 0).

4.32 Consider a motion ϕ : B × [0,∞) → IE3 with spatial velocity
field v, spatial acceleration field a, spatial vorticity field w and
spatial spin field W .

(a) Show that 2Wc = w × c for any arbitrary vector c. (Thus
w is the axial vector of 2W .)

(b) Show that the acceleration field satisfies

a =
∂v

∂t
+ w × v + ∇x ( 1

2 |v|
2).

4.33 Consider an arbitrary rigid motion ϕ : B × [0,∞) → IE3 of the
form

ϕ(X, t) = R(t)X + c(t),

where R(t) is a rotation tensor and c(t) is a vector.

(a) Find the inverse motion ψ(x, t).

(b) Let Ω(t) = Ṙ(t)R(t)T . Show that Ω(t) is skew-symmetric.

(c) Show that the spatial velocity field can be written in the
form

v(x, t) = Ω(t)(x − c(t)) + ċ(t).

4.34 Prove Result 4.10.
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4.35 Show that∫
∂Ω t

w(x, t)⊗n(x) dAx =
∫

∂Ω
wm (X, t)⊗G(X, t)N(X) dAX ,

where the tensor G and unit normals n and N are as defined
in Result 4.11.

4.36 Prove Result 4.12.

4.37 Let B = {X ∈ IE3 | 0 < Xi < 1} and consider the simple shear
motion x = ϕ(X, t) defined by

x1 = X1 + αtX2 , x2 = X2 , x3 = X3 ,

where α > 0 is a constant. Show that ϕ(X, t) is volume-
preserving.

Answers to Selected Exercises

4.1 (a) Consider an arbitrary line segment in B in the direction of e3 ,
namely X(σ) = αe1 +βe2 +σe3 , where α and β are fixed and σ ∈
(−1, 1) is the coordinate along the segment. Under deformation,
this segment becomes x(σ) = ϕ(X(σ)) = αe1 + (σ + 4)e2 − βe3 ,
which corresponds to a line segment in B′ in the direction of
e2 . Notice that the line segment in B is centered at the point
with coordinates (α, β, 0), and the corresponding line segment in
B′, which is of the same length, is centered at the point with
coordinates (α, 4,−β). By considering different values for α and
β, for example values corresponding to the vertical edges of B,
we obtain the following sketch.

/

1

3

B

c

aba

c b

B

2

(b) u1 = 0, u2 = X3 + 4 − X2 , u3 = −X2 − X3 .

4.3 In general, a deformation ϕ : B → B′ is one-to-one if and only
if the equation ϕ(X) = x has a unique solution X for each x

in the range of ϕ, which is equal to B′ since ϕ is onto. For
homogeneous deformations of the form ϕ(X) = FX + v, the
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equation ϕ(X) = x is linear and hence uniquely solvable if and
only if F = ∇ϕ has non-zero determinant. This result is used in
parts (a)–(c) below.

(a) [∇ϕ] = diag(1, 1
2 , 2). det[∇ϕ] = 1. One-to-one, admissible.

(Here diag denotes a diagonal matrix.)

/
1

3

B

ba

c

2a

c

b

B

(b) [∇ϕ] = diag(1, 0, 1). det[∇ϕ] = 0. Not one-to-one thus not
admissible. (B′ has zero volume.)

/

1

3

B

ba

c

2

B

(c) [∇ϕ] = diag(1, 1,−1). det[∇ϕ] = −1. One-to-one, but not
admissible. (B′ is a “mirror image”.)

/

1

ba

c

2

B

B

a b

c

3

4.5 (a) [F ] =

 1 0 0
0 X3 X2

0 0 1

, ϕ is non-homogeneous.

(b) [F ] =

 0 2 0
0 0 1
5 0 0

, ϕ is homogeneous.
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(c) [F ] =

 eX 1 0 0
0 0 −1
0 1 0

, ϕ is non-homogeneous.

4.7 Since the deformation is homogeneous we have ϕ(X) = c+FX.
Thus

ϕ(X(σ)) = c + FX0 + σFv = ϕ(X0) + σFv,

which is a line through the point ϕ(X0) in B′ with direction Fv.

4.9 Let Y be given. Then by Exercise 4.6 we have

ϕ(X) = ϕ(Y ) + F (X − Y ).

Let di(X) = ai + X, where ai (i = 1, 2) are vectors to be deter-
mined, and let g(X) = Y + F (X −Y ), where F is the deforma-
tion gradient associated with ϕ. Then

(d1 ◦ g)(X) = d1(g(X))

= g(X) + a1

= Y + F (X − Y ) + a1 .

Choosing a1 = ϕ(Y ) − Y we obtain

(d1 ◦ g)(X) = ϕ(Y ) + F (X − Y ) = ϕ(X),

which establishes the first decomposition. To establish the sec-
ond, notice that

(g ◦ d2)(X) = Y + F (X − Y + a2).

In this case, the choice a2 = F−1a1 gives the desired result.
Notice that F−1 exists since all deformations are by assumption
admissible.

4.11 Consider the stretch s2 = Y + V (X − Y ). By the Spectral
Decomposition Theorem the eigenvectors {vi} of V can be chosen
orthonormal and V can be written in the form (dropping the
summation convention)

V =
3∑

i=1

λivi ⊗ vi ,

where λi > 0 are the associated eigenvalues. Let hi (i = 1, 2, 3)
be extensions defined by

hi(X) = Y + Fi(X − Y ),
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where (dropping the summation convention)

Fi = I + (λi − 1)vi ⊗ vi . (4.27)

Then

(h2 ◦ h3)(X) = h2(h3(X))

= Y + F2(h3(X) − Y )

= Y + F2(Y + F3(X − Y ) − Y )

= Y + F2F3(X − Y ),

and

(h1 ◦ h2 ◦ h3)(X) = h1( (h2 ◦ h3)(X) )

= Y + F1((h2 ◦ h3)(X) − Y )

= Y + F1(Y + F2F3(X − Y ) − Y )

= Y + F1F2F3(X − Y ).

Using (4.27) we find

F2F3 = (I + (λ2 − 1)v2 ⊗ v2)(I + (λ3 − 1)v3 ⊗ v3)

= I + (λ2 − 1)v2 ⊗ v2 + (λ3 − 1)v3 ⊗ v3

+ (λ2 − 1)(λ3 − 1)(v2 ⊗ v2)(v3 ⊗ v3)

= I + (λ2 − 1)v2 ⊗ v2 + (λ3 − 1)v3 ⊗ v3

+ (λ2 − 1)(λ3 − 1)(v2 · v3)v2 ⊗ v3

= I + (λ2 − 1)v2 ⊗ v2 + (λ3 − 1)v3 ⊗ v3 ,

and, by similar manipulations, we obtain

F1F2F3 = I + (λ1 − 1)v1 ⊗ v1

+ (λ2 − 1)v2 ⊗ v2 + (λ3 − 1)v3 ⊗ v3 .
(4.28)

Since the eigenvectors {vi} form an orthonormal basis we can
represent I in this basis as

I = Iijvi ⊗ vj where Iij = vi · Ivj = vi · vj = δij .

In particular, we have

I = δijvi ⊗ vj = v1 ⊗ v1 + v2 ⊗ v2 + v3 ⊗ v3 .

Using this result in (4.28) we find

F1F2F3 = λ1v1 ⊗ v1 + λ2v2 ⊗ v2 + λ3v3 ⊗ v3 = V ,
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which implies

(h1 ◦ h2 ◦ h3)(X) = Y + F1F2F3(X − Y )

= Y + V (X − Y )

= s2(X).

This establishes the result for the stretch s2 . The result for s1

follows in a similar manner.

4.13 (a) We have ϕ(X) = FX + c, where [F ] = diag(p, q, r) and
[c] = (a, b, c)T . (Here diag denotes a diagonal matrix.) ϕ is one-
to-one if and only if the equation ϕ(X) = x has a unique solution
X ∈ B for each x ∈ B′. By a result from linear algebra, this
requires det[F ] �= 0. In order for ϕ to be admissible we require
furthermore that det[F ] > 0. Since det[F ] = pqr we obtain the
condition pqr > 0.

(b) Comparing the desired decomposition ϕ = r ◦ s ◦ d with
the results outlined in the Translation-Fixed Point and Stretch-
Rotation Decompositions, we deduce that r and s must be the
rotation and stretch defined by

r(X) = Y + R(X − Y ), s(X) = Y + U(X − Y ),

where R and U are the tensors in the right polar decomposition
F = RU . Since

[F ]T [F ] =

 p2 0 0
0 q2 0
0 0 r2


is in diagonal (spectral) form we obtain

[U ] =
√

[F ]T [F ] =

 |p| 0 0
0 |q| 0
0 0 |r|

 .

Here we have used the fact that
√

p2 = |p| and so on. For any
number η �= 0 let sign(η) = η/|η|. Then

[R] = [F ][U ]−1 =

 sign(p) 0 0
0 sign(q) 0
0 0 sign(r)

 ,
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and we obtain

[r(X)] = [Y ] + [R]([X] − [Y ]) =


Y1 + sign(p)(X1 − Y1)
Y2 + sign(q)(X2 − Y2)
Y3 + sign(r)(X3 − Y3)


and

[s(X)] = [Y ] + [U ]([X] − [Y ]) =


Y1 + |p|(X1 − Y1)
Y2 + |q|(X2 − Y2)
Y3 + |r|(X3 − Y3)

 .

It remains to determine the translation d. To this end, let d(X) =
X + a, where a is a vector to be determined. A straightforward
computation shows that

(r ◦ s ◦ d)(X) = Y + F (a − Y ) + FX.

Setting (r◦s◦d)(X) = ϕ(X), where ϕ(X) = FX+c, we obtain
Y + F (a − Y ) = c, which implies

a = Y + F−1(c − Y ).

Thus we get

[d(X)] = [X] + [a] =


X1 + Y1 + p−1(a − Y1)
X2 + Y2 + q−1(b − Y2)
X3 + Y3 + r−1(c − Y3)

 ,

which completes the desired decomposition.

4.15 By direct calculation

[C] = [F ]T [F ] =

 1 0 0
0 5 4
0 4 5

 .

To determine [U ] we need the eigenvalues µi > 0 and correspond-
ing (orthonormal) eigenvectors [ci ] of [C]. By direct calculation
we find {µ1 , µ2 , µ3} = {1, 1, 9} and

[c1 ] = (1, 0, 0)T , [c2 ] =
1√
2
(0,−1, 1)T , [c3 ] =

1√
2
(0, 1, 1)T .

Since [C] =
∑3

i=1 µi [ci ][ci ]T (no summation convention), the
Tensor Square Root Theorem gives

[U ] =
√

[C] =
3∑

i=1

√
µi [ci ][ci ]T =

 1 0 0
0 2 1
0 1 2

 .
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For this problem, because [F ] itself is symmetric positive-definite,
we find that [U ] is equal to [F ]. In general, however, [U ] and [F ]
will be different.

4.17 (a) For the given deformation we find

[F ] =

 1 α 0
0 1 0
0 0 1

 ,

which gives

[C] = [F ]T [F ] =

 1 α 0
α 1 + α2 0
0 0 1

 .

(b) By definition, γ(e1 ,e2) = Θ(e1 ,e2)− θ(e1 ,e2), where Θ = π
2

is the angle between e1 and e2 , and θ is defined by

cos θ(e1 ,e2) =
[e1 ]T [C][e2 ]√

[e1 ]T [C][e1 ]
√

[e2 ]T [C][e2 ]
=

α√
1 + α2

.

This gives γ(e1 ,e2) = π
2 − arccos( α√

1+α2 ). A similar calculation
shows that γ(e1 ,e3) = 0. Since arccos(0) = π

2 and arccos(1) = 0
we deduce that γ(e1 ,e2) → 0 as α → 0 and γ(e1 ,e2) → π

2 as
α → ∞. There is no shear between e1 and e3 for any α.

(c) A direct calculation shows the eigenvalues λ2
i of C (squares

of the principal stretches) are

λ2
1 = 1 + 1

2 α2 + α
√

1 + 1
4 α2 ,

λ2
2 = 1,

λ2
3 = 1 + 1

2 α2 − α
√

1 + 1
4 α2 ,

with corresponding non-normalized eigenvectors

[v1 ] =
(√

1 + 1
4 α2 − 1

2 α, 1, 0
)T

,

[v2 ] = (0, 0, 1)T ,

[v3 ] =
(√

1 + 1
4 α2 + 1

2 α,−1, 0
)T

.

Since λ1 > 1 and λ3 < 1 for all α > 0 we deduce that the
maximum stretch is λ1 which occurs in a direction parallel to
v1 , and the minimum stretch is λ3 which occurs in a direction
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parallel to v3 . Notice that v1 and v3 are generally not parallel to
any of the diagonal directions ± 1√

2
(1, 1, 0)T and ± 1√

2
(1,−1, 0)T

in the e1 ,e2-plane.

4.19 The result for the diagonal components follows from the relations
λ(e) =

√
e · Ce and Cii = ei · Cei (no sum). Putting these

together gives Cii = λ2(ei) (no sum). To establish the result
for the off-diagonal components Cij (i �= j) we begin with the
relation

cos θ(ei ,ej ) =
ei · Cej√

ei · Cei

√
ej · Cej

,

which implies

Cij = λ(ei)λ(ej ) cos θ(ei ,ej ) (no sum, i �= j).

Using the fact γ(ei ,ej ) = Θ(ei ,ej )−θ(ei ,ej ), where Θ(ei ,ej ) =
π
2 is the angle between ei and ej (i �= j), we obtain

Cij = λ(ei)λ(ej ) cos θ(ei ,ej )

= λ(ei)λ(ej ) cos
(π

2
− γ(e1 ,e2)

)
= λ(ei)λ(ej ) sin γ(ei ,ej ),

which establishes the result.

4.21 (a) In components, the displacement field is u1 = (α/L)X2 , u2 =
0, u3 = 0 and the displacement gradient field is

[∇u] =

 0 α/L 0
0 0 0
0 0 0

 .

All components ∂ui/∂Xj will be small provided ε = α/L � 1.
By definition

[E] = 1
2 ([∇u] + [∇u]T ) =

 0 α/2L 0
α/2L 0 0

0 0 0

 .

Notice that ∇u and E are constant because the deformation is
homogeneous.

(b) Since ab′ =
√

α2 + L2 we get

ab′ − ab

ab
=
√

1 + ε2 − 1 =
ε2

2
− ε4

8
+ · · · ,



162 Kinematics

where ε = α/L. Neglecting terms of order O(ε2) we find

ab′ − ab

ab
≈ 0,

which is consistent with the value of E22 found in part (a). In
particular, E22 is equal to the change in length of the line segment
ab up to order O(ε2).

(c) Let γ = � bac − � b′ac. Then since tan γ = α/L we find

γ = arctan(ε) = ε − ε3

3
+

ε5

5
− · · · ,

where ε = α/L. Neglecting terms of order O(ε2) we find

γ ≈ α/L,

which is consistent with the value E12 found in part (a). In
particular, E12 is equal to half the change in angle between the
line segments ac and ab up to order O(ε2).

4.23 For [X0 ] = (0, 0, 0)T we get

[ϕ(X0 , t)] = (0, 0, 0)T , ∀t ≥ 0,

which implies that the material point initially at X0 remains fixed
for all time. For [X1 ] = (1, 1, 1)T we get

[ϕ(X1 , t)] = (et , et , et)T , ∀t ≥ 0,

which implies that the material point initially at X1 moves along
the straight line through the point X1 with direction (1, 1, 1)T .

4.25 (a) By definition, Ωs(x, t) = Ω(X, t)|X=ψ(x,t) . Thus

Ωs(x, t) = (X1 + t)|X=ψ(x,t) =
x1 − x3

t + et
+ t.

(b) By definition, Γm (X, t) = Γ(x, t)|x=ϕ(X,t) . Thus

Γm (X, t) = (x1 + t)|x=ϕ(X,t) = etX1 + X3 + t.

4.27 (a) By definition, V = ϕ̇ and v = Vs . Thus

[V (X, t)] =
[ ∂

∂t
ϕ(X, t)

]
= (etX1 , 0,−X1)T ,



Selected Answers 163

and

[v(x, t)] = [V (X, t)]|X=ψ(x,t) =

(
et(x1 − x3)

t + et
, 0,

(x3 − x1)
t + et

)T

.

(b) By definition, A = V̇ and a = As . Thus

[A(X, t)] =
[ ∂

∂t
V (X, t)

]
= (etX1 , 0, 0)T ,

and

[a(x, t)] = [A(X, t)]|X=ψ(x,t) =

(
et(x1 − x3)

t + et
, 0, 0

)T

.

(c) From parts (a) and (b) we notice by inspection that a(x, t) �=
∂
∂ t v(x, t).

4.29 (a) The given motion is homogeneous of the form x = ϕ(X, t) =
F (t)X with

[F (t)] =

 1 + t 0 0
0 1 t

0 −t 1

 , det[F (t)] = (1 + t)(1 + t2).

In particular, the deformation gradient field is independent of X

and det[F (t)] > 0 for all t ≥ 0. Due to the homogeneous form
of the motion, the inverse motion is given by X = ψ(x, t) =
F (t)−1x, which in components is

X1 =
x1

1 + t
, X2 =

x2 − tx3

1 + t2
, X3 =

x3 + tx2

1 + t2
.

(b) In components, the material velocity field is

[V (X, t)] = (X1 ,X3 ,−X2)T ,

and the spatial velocity field is

[v(x, t)] =

(
x1

1 + t
,
x3 + tx2

1 + t2
,
tx3 − x2

1 + t2

)T

.

(c) By definition of the material time derivative of a spatial field
we have φ̇ = [φ̇m ]s . Since

φm (X, t) = [tx1 + x2 ]|x=ϕ(X,t) = (t + t2)X1 + X2 + tX3
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and

φ̇m (X, t) = (1 + 2t)X1 + X3 ,

we get

φ̇(x, t) = [(1 + 2t)X1 + X3 ]|X=ψ(x,t) =
(1 + 2t)x1

1 + t
+

x3 + tx2

1 + t2
.

(d) The material time derivative of φ can also be computed from
the formula φ̇ = ∂

∂ t φ + ∇x φ · v, where v is the spatial velocity
field. Since

∂

∂t
φ(x, t) = x1 and [∇x φ(x, t)] = (t, 1, 0)T ,

we get

φ̇(x, t) = x1 +
tx1

1 + t
+

x3 + tx2

1 + t2
,

which agrees with the result in part(c).

4.31 (a) Since ψ(x, t) is the inverse motion to ϕ(X, t) we have

ϕ̂(x, 0) = ϕ(X, t)|X=ψ(x,t) = ϕ(ψ(x, t), t) = x.

(b) Taking the derivative with respect to s we get

∂

∂s
ϕ̂(x, s) =

∂

∂t
ϕ(X, t + s)|X=ψ(x,t) = V (X, t + s)|X=ψ(x,t) ,

and setting s = 0 gives

∂

∂s
ϕ̂(x, 0) = V (X, t)|X=ψ(x,t) = v(x, t).

(c) Since ϕ̂(x, 0) = x we have

F̂ (x, 0) = ∇x ϕ̂(x, 0) = I.

Moreover, since ∂
∂s ϕ̂(x, 0) = v(x, t) we have

∂

∂s
F̂ (x, 0) =

∂

∂s
(∇x ϕ̂(x, s))|s=0

= ∇x

( ∂

∂s
ϕ̂(x, s)|s=0

)
= ∇x v(x, t).

(d) Using the results from part (c) we have

∂

∂s
Ê(x, 0) = sym

( ∂

∂s
F̂ (x, 0)

)
= sym(∇x v(x, t)) = L(x, t).
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(e) Using the relation Û 2 = F̂ T F̂ we have( ∂

∂s
Û
)
Û + Û

( ∂

∂s
Û
)

=
( ∂

∂s
F̂
)T

F̂ + F̂ T
( ∂

∂s
F̂
)
.

Setting s = 0 and using the results from part (c) gives

∂

∂s
Û(x, 0) = 1

2 (∇x v(x, t)T + ∇x v(x, t)) = L(x, t).

Similarly, using the relation R̂Û = F̂ we have( ∂

∂s
R̂
)
Û + R̂

( ∂

∂s
Û
)

=
∂

∂s
F̂ .

Setting s = 0 and using the results from part (c) gives

∂

∂s
R̂(x, 0) =

∂

∂s
F̂ (x, 0) − ∂

∂s
Û(x, 0) = skew(∇x v(x, t)),

which is the desired result.

4.33 (a) Due to the homogeneous form of the motion x = ϕ(X, t) =
R(t)X + c(t), the inverse motion is given by

X = ψ(x, t) = R(t)T (x − c(t)),

where R(t)T = R(t)−1 since R(t) is a rotation.

(b) Using the fact that I = R(t)R(t)T for all t ≥ 0 we have

O = Ṙ(t)R(t)T + R(t)Ṙ(t)T = Ω(t) + Ω(t)T ,

which shows that Ω(t) is skew-symmetric for each t ≥ 0.

(c) By definition, the material velocity field is V (X, t) = Ṙ(t)X+
ċ(t) and the spatial velocity field is

v(x, t) = V (X, t)|X=ψ(x,t)

= Ṙ(t)R(t)T (x − c(t)) + ċ(t)

= Ω(t)(x − c(t)) + ċ(t),

which is the desired result.

4.35 Let c be an arbitrary vector and consider the spatial tensor field
w ⊗ c. Using the change of variable formula for tensor fields we
have ∫

∂Ω t

(w ⊗ c)n dAx =
∫

∂Ω
(wm ⊗ c)GN dAX .
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Noting that [b⊗ c]a = [b⊗a]c for any vectors a, b and c we get∫
∂Ω t

(w ⊗ n)c dAx =
∫

∂Ω
(wm ⊗ GN)c dAX .

The result now follows by the arbitrariness of c.

4.37 For the given deformation we find

[F ] =

 1 αt 0
0 1 0
0 0 1

 ,

which gives det[F ] = 1 for all X ∈ B and t ≥ 0. Thus the motion
is volume-preserving.



5

Balance Laws

In this chapter we state various axioms which form the basis for a
thermo-mechanical theory of continuum bodies. These axioms provide
a set of balance laws which describe how the mass, momentum, energy
and entropy of a body change in time under prescribed external influ-
ences. We first state these laws in global or integral form, then derive
various corresponding local statements, primarily in the form of partial
differential equations. The balance laws stated here apply to all bodies
regardless of their constitution. In Chapters 6–9 these laws are special-
ized to various classes of bodies with specific material properties, via
constitutive models.

The important ideas in this chapter are: (i) the balance laws of mass,
momentum, energy and entropy for continuum bodies; (ii) the difference
between the integral form of a law and its local Eulerian and Lagrangian
forms; (iii) the axiom of material frame-indifference and its role in con-
stitutive modeling; (iv) the idea of a material constraint and its impli-
cations for the stress field in a body; (v) the balance laws relevant to
the isothermal modeling of continuum bodies.

5.1 Motivation

In order to motivate the contents of this chapter it is useful to recall
some basic ideas from the mechanics of particle systems. To this end,
we consider a system of N particles with masses mi and positions xi as
illustrated in Figure 5.1. It will be helpful to think of these particles as
the atoms making up a continuum body. We suppose that every distinct
pair of particles (j �= i) interacts with an energy Uij , which is assumed to
be symmetric in the sense that Uij = Uji , and we denote the interaction
force of particle j on i by f int

ij = −∇xi Uij . We further suppose that

167
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ij
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Fig. 5.1 Illustration of a particle system. xi denotes the position of particle i,
f env

i denotes an environmental force on particle i, and Uij denotes a pairwise
interaction energy between particles i and j.

each particle is subject to an environmental force f env
i . For simplicity,

we assume that no other forces act on or within the system.
A complete description of the motion of the particle system is given

by the equations (no summation convention)

ṁi = 0, miẍi = f env
i +

N∑
j = 1
j �= i

f int
ij , ∀i = 1, . . . , N. (5.1)

The first equation states that the mass of each particle is constant.
The second equation states that each particle obeys Newton’s Second
Law. That is, the mass of each particle times its acceleration is equal
to the resultant force on it.

Under suitable assumptions on the interaction energies Uij , the above
equations can be used to derive balance laws for mass, linear momentum,
angular momentum and energy for any subset of the particle system. To
this end, consider an arbitrary subset I of {1, . . . , N} and let Ωt denote
the current configuration of the particles with labels i ∈ I. To the
configuration Ωt at any time t ≥ 0 we associate a total mass M [Ωt ],
linear momentum l[Ωt ], angular momentum j[Ωt ], internal energy U [Ωt ]
and kinetic energy K[Ωt ] as follows

M [Ωt ] =
∑
i∈I

mi, l[Ωt ] =
∑
i∈I

miẋi , j[Ωt ] =
∑
i∈I

xi × miẋi ,

U [Ωt ] =
∑
i , j ∈I
i < j

Uij , K[Ωt ] =
∑
i∈I

1
2 mi |ẋi |2 .

(5.2)

Assuming Uij depends on xi and xj only through the pairwise distance
|xi −xj | and interactions are symmetric as described before, we deduce
the following equations from (5.1)

d

dt
M [Ωt ] = 0, (5.3)
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d

dt
l[Ωt ] =

∑
i∈I

f env
i +

∑
j /∈I

f int
ij

 , (5.4)

d

dt
j[Ωt ] =

∑
i∈I

xi ×

f env
i +

∑
j /∈I

f int
ij

 , (5.5)

d

dt
(U [Ωt ] + K[Ωt ]) =

∑
i∈I

ẋi ·

f env
i +

∑
j /∈I

f int
ij

 . (5.6)

These equations state that the mass of Ωt does not change with time,
the rate of change of linear momentum is equal to the resultant external
force on Ωt , the rate of change of angular momentum is equal to the
resultant external torque on Ωt and the rate of change of the sum of
internal and kinetic energy is equal to the power of external forces on
Ωt (see Exercises 1 and 2).

Equations (5.3)–(5.6) are typically referred to as balance laws. They
describe how the mass, linear momentum, angular momentum and en-
ergy of Ωt may be conserved, increased or decreased depending on ex-
ternal influences. For example, consider the case when Ωt corresponds
to the entire system of particles, equivalently I = {1, . . . , N}, and sup-
pose all environmental forces are zero. In this case, equations (5.3)–(5.6)
imply that the mass, linear momentum, angular momentum and energy
of Ωt would all be conserved throughout any motion. That is, these
quantities would remain constant.

The four balance laws (5.3)–(5.6) provide a fundamental starting point
in the modeling of continuum bodies. The balance laws for mass, linear
momentum and angular momentum can be generalized to continuum
bodies in a straightforward manner: we essentially replace the summa-
tion by an integral. The balance law for energy can also be generalized;
however, the situation is more complicated. Continuum modeling can-
not represent the detail that occurs at length scales comparable to, or
shorter than, inter-atomic spacings. In particular, the velocity at a point
in a continuum body is to be interpreted as the average velocity of in-
dividual atoms in the vicinity of that point.

Fluctuations in the velocities of the individual atoms about the mean
are not represented in the continuum velocity field. They are associ-
ated with time and length scales on which the model no longer applies.
To account for situations in which the energy of these fluctuations is
significant, it is necessary to introduce new concepts at the continuum
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level: temperature, to measure the size of the velocity fluctuations,
and heat, to measure the energy of these fluctuations. Temperature
and heat will play an important role in the generalization of (5.6) to
continuum bodies.

When suitably generalized, the four balance laws (5.3)–(5.6) form the
basis of a thermo-mechanical theory of continuum bodies. In this case,
the four laws are essential postulates. That is, while (5.3)–(5.6) are all
implied by (5.1) for systems of particles under special assumptions, there
is no such implication in general when the assumptions are removed. For
this reason, we simply postulate these laws in the continuum case and
note that their validity has been verified by experiment. A fifth, purely
thermal, balance law will also be postulated in the continuum case.
This law, which is motivated by the thermodynamics of homogeneous
processes, involves the concept of entropy and will take the form of an
inequality. The four balance laws corresponding to (5.3)–(5.6), together
with the entropy inequality, will provide a complete thermo-mechanical
theory of continuum bodies.

5.2 Balance Laws in Integral Form

In this section we state the balance laws for mass, momentum, energy
and entropy as they apply to any open subset of a continuum body. We
begin with a statement of the conservation of mass, and then proceed
to the laws of inertia which connect the rates of change of the total
linear and angular momentum of a body to external forces applied to it.
Introducing the notion of internal energy and heating of a continuum
body, and the net working of external forces, we state the laws of thermo-
dynamics which describe how various forms of energy, such as thermal
and mechanical, are interconverted.

5.2.1 Conservation of Mass and Laws of Inertia

Consider a continuum body with reference configuration B undergoing
a motion ϕ : B× [0,∞) → IE3 . Let Bt denote the current configuration,
and let ρ(x, t) denote the mass density and v(x, t) the velocity at a point
x ∈ Bt at time t ≥ 0. Moreover, let Ωt denote an arbitrary open subset
of Bt . Motivated by (5.2) we define the mass of Ωt by

mass[Ωt ] =
∫

Ω t

ρ(x, t) dVx,
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the linear momentum by

l[Ωt ] =
∫

Ω t

ρ(x, t)v(x, t) dVx,

and the angular momentum with respect to a point z by

j[Ωt ]z =
∫

Ω t

(x − z) × ρ(x, t)v(x, t) dVx.

In the absence of chemical reactions and relativistic effects, the balance
law stated in (5.3) is generalized to continuum bodies as follows.

Axiom 5.1 Conservation of Mass. The mass of any open subset of
a continuum body does not change as the body changes place and shape.
That is

d

dt
mass[Ωt ] = 0, ∀Ωt ⊆ Bt.

Suppose Ωt is subject to an external traction field t(x, t) and an ex-
ternal body force field per unit mass b(x, t) (see Chapter 3). Then the
resultant force on Ωt is

r[Ωt ] =
∫

Ω t

ρ(x, t)b(x, t) dVx +
∫

∂Ω t

t(x, t) dAx,

and the resultant torque on Ωt with respect to z is

τ [Ωt ]z =
∫

Ω t

(x − z) × ρ(x, t)b(x, t) dVx +
∫

∂Ω t

(x − z) × t(x, t) dAx.

The balance laws stated in (5.4) and (5.5) are generalized to continuum
bodies as follows.

Axiom 5.2 Laws of Inertia. With respect to a fixed frame of ref-
erence, the rate of change of linear momentum of any open subset of a
continuum body equals the resultant force applied to it, and the rate of
change of angular momentum about the origin equals the resultant torque
about the origin. That is

d

dt
l[Ωt ] = r[Ωt ] and

d

dt
j[Ωt ]o = τ [Ωt ]o, ∀Ωt ⊆ Bt. (5.7)
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The above laws are postulated to hold for every motion and every
subset of a continuum body. Beginning from these laws it is also possi-
ble to derive alternative forms of the angular momentum equation. In
particular, from (5.7) we deduce that the angular momentum of Ωt also
satisfies the equations

d

dt
j[Ωt ]z = τ [Ωt ]z and

d

dt
j[Ωt ]xc o m = τ [Ωt ]xc o m , (5.8)

where z is any fixed point and xcom is the generally time-dependent mass
center of Ωt (see Exercises 3 and 5). This is analogous to the equilibrium
situation outlined in Chapter 3. The forms of the angular momentum
equation in (5.8) are typically used in the study of rigid bodies. The
linear momentum equation in (5.7) can also be phrased in terms of the
mass center of Ωt (see Exercise 4).

5.2.2 First and Second Laws of Thermodynamics

5.2.2.1 Temperature and Heat

In the most basic sense, temperature is a physical property of matter
that is based on our natural perception of hot and cold. In the modeling
of continuum bodies we assume that a temperature is defined at each
point in a body at each time. In particular, we assume the existence
of an absolute temperature field θ(x, t) > 0 defined for x ∈ Bt and
t ≥ 0. The temperature at a point in a continuum body is to be inter-
preted as a measure of the velocity fluctuations of individual atoms in
the vicinity of that point. Thus, while continuum velocity is a measure
of the mean, continuum temperature is a measure of the variation of
atomistic velocities near a point.

By the thermal energy or heat content of a body we mean an
energy associated with the velocity fluctuations of individual atoms in
the body. In particular, heat is an energy associated with temperature.
Physical experience tells us that material bodies are capable of inter-
converting heat and mechanical work. Deforming a body can affect its
temperature and thereby its heat content. Similarly, adding heat to a
body by raising its temperature may set the body in motion, for example
it may expand. Because of this interconversion, heat may be expressed
in the same units as mechanical work.

The heat content of a body can be affected in two basic ways. First,
heat can be produced or consumed throughout the volume of a body by
mechanical, chemical or electromagnetic mechanisms. For example, an
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electrical current can produce heat as it flows through the volume of an
isolated body. Second, heat can be transferred from one body to another
through physical contact or through thermal radiation at a surface. For
example, when a warm body is put in physical contact with a cool one,
experience tells us that the warm body will get cooler (lose heat) and
the cool body will get warmer (gain heat). In this case there is a transfer
of heat per unit area of the contact surface. Transfer through contact
can be further classified as conduction or convection depending on the
circumstances and the nature of the bodies involved.

Given an arbitrary open subset Ωt of Bt we define the net heating
Q[Ωt ] as the rate per unit time at which heat is being added to Ωt . In
analogy with our treatment of forces (see Chapter 3), we assume that
the net heating can be decomposed into a body heating Qb [Ωt ] and a
surface heating Qs [Ωt ] such that

Q[Ωt ] = Qb [Ωt ] + Qs [Ωt ]. (5.9)

We assume the body heating Qb [Ωt ] is a continuous function of vol-
ume. In particular, we assume there exists a heat supply field per
unit volume r̂(x, t) ∈ IR such that

Qb [Ωt ] =
∫

Ω t

r̂(x, t) dVx.

For convenience, we define a heat supply field per unit mass r(x, t) ∈ IR

by

r(x, t) = ρ(x, t)−1 r̂(x, t),

so that

Qb [Ωt ] =
∫

Ω t

ρ(x, t)r(x, t) dVx. (5.10)

We assume the surface heating Qs [Ωt ] is a continuous function of
surface area. In particular, we assume there exists a heat transfer
field per unit area h(x, t) ∈ IR such that

Qs [Ωt ] =
∫

∂Ω t

h(x, t) dAx. (5.11)

Moreover, we assume the heat transfer field is of the form

h(x, t) = −q(x, t) · n(x), (5.12)

where n is the outward unit normal field for the surface ∂Ωt and q is
the Fourier–Stokes heat flux vector field in Bt .
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The direction and intensity of heat flow across any surface in a body
is determined by the vector field q. The negative sign in (5.12) is due to
the fact that n is chosen to be the outward as opposed to inward unit
normal. In particular, from (5.12) we deduce that h is positive when q

points into Ωt . The relation between the surface heat transfer and the
heat flux vector is analogous to the relation between the surface traction
and the Cauchy stress tensor (see Result 3.3). In particular, it can be
shown that, under mild assumptions, both traction and heat transfer
must necessarily be linear in the surface normal.

Substituting (5.10), (5.11) and (5.12) into (5.9) we obtain

Q[Ωt ] =
∫

Ω t

ρ(x, t)r(x, t) dVx −
∫

∂Ω t

q(x, t) · n(x) dAx. (5.13)

Notice that heat is absorbed or released from Ωt depending on whether
Q[Ωt ] is positive or negative.

5.2.2.2 Kinetic Energy, Power of External Forces and Net Working

Consider an arbitrary open subset Ωt of Bt with external traction field
t(x, t) and external body force field per unit mass b(x, t). We define the
kinetic energy of Ωt by

K[Ωt ] =
∫

Ω t

1
2 ρ(x, t)|v(x, t)|2 dVx,

and the power of external forces on Ωt by

P[Ωt ] =
∫

Ω t

ρ(x, t)b(x, t) · v(x, t) dVx +
∫

∂Ω t

t(x, t) · v(x, t) dAx.

By the net working W[Ωt ] of external forces on Ωt , we mean the me-
chanical power delivered by these forces that is not used up in producing
motion, that is

W[Ωt ] = P[Ωt ] −
d

dt
K[Ωt ]. (5.14)

If W[Ωt ] = 0 throughout a time interval, then all the mechanical en-
ergy delivered to the body by external forces is used to produce motion.
In particular, it is converted to kinetic energy. If W[Ωt ] > 0 through-
out a time interval, then some of the mechanical energy delivered to
the body is stored or converted to some form other than kinetic energy.
Conversely, if W[Ωt ] < 0, then energy stored in the body is released as
work against the external forces or as motion.
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5.2.2.3 Internal Energy and The First Law

The energy content of a continuum body not associated with kinetic
energy is called internal energy. The internal energy of a body rep-
resents a store of energy which may be increased in various ways, for
example by adding heat to the body or performing mechanical work on
it. Once stored, internal energy can be released in any form, for example
heat, mechanical work or motion.

For our purposes, we assume the internal energy of a body consists
only of thermal (heat) and mechanical (elastic) energy. In particular,
we neglect such things as chemical and electromagnetic energy, which in
general would also contribute to the internal energy. Neglecting these
other contributions is tantamount to assuming that they are constants
independent of any net heating and working. In the analysis of some
problems it is often possible and convenient to introduce a potential
energy associated with external forces. Such an energy should not be
confused with internal energy. A brief discussion of potential energy is
given below.

Given an arbitrary open subset Ωt of Bt we denote its internal energy
by U [Ωt ]. We assume U [Ωt ] is a continuous function of volume. In
particular, we assume there exists an internal energy density field
per unit volume φ̂(x, t) ∈ IR such that

U [Ωt ] =
∫

Ω t

φ̂(x, t) dVx.

For convenience, we define an internal energy density field per unit mass
φ(x, t) ∈ IR by

φ(x, t) = ρ−1(x, t)φ̂(x, t),

so that

U [Ωt ] =
∫

Ω t

ρ(x, t)φ(x, t) dVx.

Considering only thermo-mechanical energy, the balance law stated in
(5.6) is generalized to continuum bodies as follows.

Axiom 5.3 First Law of Thermodynamics. The rate of change of
internal energy of any open subset of a continuum body equals the sum
of the net heating and net working applied to it. That is

d

dt
U [Ωt ] = Q[Ωt ] + W[Ωt ], ∀Ωt ⊆ Bt.
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In view of (5.14), we have

d

dt
(U [Ωt ] + K[Ωt ]) = Q[Ωt ] + P[Ωt ], ∀Ωt ⊆ Bt. (5.15)

There are various fundamental differences between the continuum en-
ergy balance law (5.15) and the corresponding particle law (5.6). For
example, the kinetic energy in a continuum model is an energy associated
with a local mean velocity of individual particles (atoms). In contrast,
the kinetic energy in a particle model is an energy associated with in-
dividual velocities. Furthermore, the internal energy in a continuum
model has both mechanical (elastic) and thermal (heat) contributions.
In contrast, the internal energy in a particle model has only a mechan-
ical contribution. In general, the energy balance law (5.6) for particles
does not explicitly contain any quantities related to heat. Similar fun-
damental differences can also be identified between the continuum and
particle balance laws pertaining to momentum.

In some cases, the power of external forces can be written in the form

P[Ωt ] = − d

dt
G[Ωt ],

where G[Ωt ] is called a potential energy for external forces. In this
special case the energy balance law (5.15) becomes

d

dt
(U [Ωt ] + K[Ωt ] + G[Ωt ]) = Q[Ωt ].

This says that the rate of change of the total energy U +K +G is equal
to the net heating Q. When the net heating is zero, this total energy is
conserved throughout a motion.

5.2.2.4 Entropy and the Second Law

The energy balance law provides a relation between the rate of change
of internal energy and the net heating and working of external influences
on a body. While this relation implies that the rates must always be
balanced, it places no fundamental restriction on the rates themselves.
For example, in any time interval in which the net working is zero, the
energy balance law does not limit the rate at which a body may absorb
heat and store it as internal energy. Similarly, it does not limit the rate
at which a body may release internal energy in the form of heat. In its
simplest form, the Second Law of Thermodynamics expresses the fact
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that each body has a limit on the rate at which heat can be absorbed,
but has no limit on the rate at which heat can be released.

The Second Law has a long and complicated history. It has its origins
in the study of homogeneous systems undergoing reversible processes,
and its extension to the general framework of continuum mechanics is
not entirely settled. Here we adopt a form of the Second Law called the
Clausius–Duhem inequality which will suffice for our purposes. In par-
ticular, we introduce this inequality primarily to illustrate how thermo-
dynamic considerations place restrictions on the constitutive relations of
a body, and how various statements about dissipation and irreversibility
may be deduced from it.

To motivate the form of the law given here, we first consider a homo-
geneous body Ωt with uniform temperature Θ[Ωt ] for each t ≥ 0. For
such a body the Second Law postulates the existence of an a-priori least
upper bound Ξ[Ωt ] for the net heating Q[Ωt ] so that

Q[Ωt ] ≤ Ξ[Ωt ]. (5.16)

The quantity Ξ[Ωt ] in general depends on properties of the body Ωt .
When the net working is zero, we deduce from the First Law that
d
dt U [Ωt ] = Q[Ωt ]. Thus the quantity Ξ[Ωt ] can also be interpreted as
the maximum rate at which a body can store internal energy in the
absence of net working.

By the entropy of a homogeneous body Ωt we mean a quantity H[Ωt ]
defined, up to an additive constant, by

d

dt
H[Ωt ] =

Ξ[Ωt ]
Θ[Ωt ]

.

Thus the entropy of a body is a quantity whose rate of change at any
instant of time is equal to the upper heating bound per unit temperature.
In particular, the rate of change of entropy is a measure of a body’s
ability to absorb heat. At the atomic level, entropy can be interpreted
as a measure of disorder, that is, the multitude of atomic configurations
compatible with prescribed values of macroscopic variables.

In terms of entropy, the bound in (5.16) becomes

d

dt
H[Ωt ] ≥

Q[Ωt ]
Θ[Ωt ]

. (5.17)

This is a classic form of the Second Law for homogeneous systems called
the Clausius–Planck inequality. The irreversibility of natural pro-
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cesses is reflected in the fact that

d

dt
H[Ωt ] ≥ 0 when Q[Ωt ] = 0.

In particular, the entropy of a body favors increase, even when the net
heating vanishes as in the case of an isolated body.

We next drop the assumption of homogeneity and consider an ex-
tension of the Clausius–Planck inequality to a general continuum body.
Just as with internal energy, we assume the entropy H[Ωt ] of a body is
a continuous function of volume. In particular, we assume there exists
an entropy density field per unit volume η̂(x, t) ∈ IR such that

H[Ωt ] =
∫

Ω t

η̂(x, t) dVx.

For convenience, we introduce an entropy density per unit mass by

η(x, t) = ρ−1(x, t)η̂(x, t),

so that

H[Ωt ] =
∫

Ω t

ρ(x, t)η(x, t) dVx.

A natural generalization of (5.17) to spatially inhomogeneous systems
may be stated as follows.

Axiom 5.4 Second Law of Thermodynamics. The rate of entropy
production in any open subset of a continuum body is bounded below by
the heating per unit temperature. That is

d

dt
H[Ωt ] ≥

∫
Ω t

ρ(x, t)r(x, t)
θ(x, t)

dVx−
∫

∂Ω t

q(x, t) · n(x)
θ(x, t)

dAx, ∀Ωt ⊆ Bt.

The above formulation of the Second Law is called the Clausius–
Duhem inequality. We assume that it holds for every motion and
every subset of a continuum body and study the consequences. As we
shall see, the above inequality places certain restrictions on the consti-
tutive relations of a body, and will lead to various statements about the
dissipation of energy and flow of heat. While the precise form of the
Second Law in continuum mechanics is not settled, we expect similar
consequences from any other inequality which might replace Axiom 5.4.
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5.2.3 Integral Versus Local Balance Laws

In the above developments, we have summarized balance laws for mass,
momentum, energy and entropy in terms of arbitrary open subsets Ωt of
the current configuration Bt of a continuum body undergoing a motion
ϕ : B × [0,∞) → IE3 . We next exploit the Localization Theorem (see
Result 2.19) to obtain local forms of these balance laws in terms of
partial differential equations. When the local form of a balance law is
formulated in terms of the current coordinates x ∈ Bt and time t, we
say that it is in spatial or Eulerian form. When a balance law is
formulated in terms of the reference coordinates X ∈ B and time t, we
say that it is in material or Lagrangian form. In the next two sections
we develop local statements of the balance laws in both Eulerian and
Lagrangian forms.

5.3 Localized Eulerian Form of Balance Laws

Consider a continuum body with reference configuration B undergoing
a motion ϕ : B × [0,∞) → IE3 . As before, we denote the current
configuration by Bt = ϕt(B), and we assume B0 = B so that ϕ0 is the
identity (see Figure 4.7). For each t ≥ 0 we assume the deformation
ϕt : B → Bt is admissible, and we further assume ϕ(X, t) is smooth in
the sense that partial derivatives of all orders exist and are continuous.
This is much stronger than what we need to derive local statements, but
it simplifies the exposition.

5.3.1 Conservation of Mass

Consider an arbitrary open subset Ωt of Bt and let Ω be the correspond-
ing subset in B so that Ωt = ϕt(Ω). Then Axiom 5.1 implies

mass[Ωt ] = mass[Ω0],

where Ω0 = Ω. In view of Result 4.8 we have

mass[Ωt ] =
∫

Ω t

ρ(x, t) dVx =
∫

Ω
ρm (X, t) det F (X, t) dVX ,

where ρm is the material description of the spatial field ρ, that is,
ρm (X, t) = ρ(ϕ(X, t), t). Also, since ϕ(X, 0) = X, we have

mass[Ω0] =
∫

Ω
ρ(X, 0) dVX =

∫
Ω

ρ0(X) dVX ,



180 Balance Laws

where ρ0(X) = ρ(X, 0). Thus conservation of mass requires∫
Ω
[ρm (X, t) det F (X, t) − ρ0(X)] dVX = 0,

for any time t ≥ 0 and open set Ω in B. By the Localization Theorem
we deduce that

ρm (X, t) det F (X, t) = ρ0(X), ∀X ∈ B, t ≥ 0. (5.18)

As stated above, the law of conservation of mass is in the material or
Lagrangian form. We next convert this to the spatial or Eulerian form.
Taking the time derivative of both sides of (5.18) gives{

∂

∂t
ρ(ϕ(X, t), t)

}
det F (X, t) + ρ(ϕ(X, t), t)

{
∂

∂t
det F (X, t)

}
= 0.

Using Result 4.9 for the time-derivative of the Jacobian field detF we
obtain{

∂

∂t
ρ(ϕ(X, t), t)

}
det F (X, t)

+ ρ(ϕ(X, t), t) det F (X, t)(∇x · v)(x, t)
∣∣∣
x=ϕ(X,t)

= 0.

Dividing through by detF , which is positive for any admissible motion,
and using Result 4.7 for the total time derivative of a spatial field we
deduce

∂

∂t
ρ(x, t) + ∇x ρ(x, t) · v(x, t) + ρ(x, t)(∇x · v)(x, t) = 0.

Finally, with the aid of the identity ∇x · (φw) = ∇x φ · w + φ(∇x · w),
which holds for an arbitrary scalar field φ and vector field w, we obtain
the following result.

Result 5.5 Conservation of Mass in Eulerian Form. Let ϕ :
B × [0,∞) → IE3 be a motion of a continuum body with associated
spatial velocity field v(x, t) and spatial mass density field ρ(x, t). Then
conservation of mass requires

∂

∂t
ρ + ∇x · (ρv) = 0, ∀x ∈ Bt, t ≥ 0.

Equivalently, by definition of the total time derivative, we have

ρ̇ + ρ∇x · v = 0, ∀x ∈ Bt, t ≥ 0.
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For a related result derived under different assumptions see Exercise
6. Because the current configuration Bt of a continuum body depends
on time, any integral over Bt will also depend on time. We next ex-
ploit Result 5.5 to derive a simple expression for the time derivative of
integrals over Bt expressed relative to the mass density ρ.

Result 5.6 Time Derivative of Integrals Relative to Mass. Let
ϕ : B × [0,∞) → IE3 be a motion of a continuum body with associated
spatial velocity field v(x, t) and spatial mass density field ρ(x, t). Let
Φ(x, t) be any spatial scalar, vector or second-order tensor field, and let
Ωt be an arbitrary open subset of Bt . Then

d

dt

∫
Ω t

Φ(x, t)ρ(x, t) dVx =
∫

Ω t

Φ̇(x, t)ρ(x, t) dVx.

Proof A slight generalization of Result 4.8 from scalar fields to vector
and second-order tensor fields gives∫

Ω t

Φ(x, t)ρ(x, t) dVx =
∫

Ω
Φ(ϕ(X, t), t)ρ(ϕ(X, t), t) det F (X, t) dVX ,

where Ω is the corresponding subset of B, that is, Ωt = ϕt(Ω). Using
conservation of mass in the form (5.18), we obtain∫

Ω t

Φ(x, t)ρ(x, t) dVx =
∫

Ω
Φ(ϕ(X, t), t)ρ0(X) dVX .

Noting that the region Ω in B does not depend on time, we take time
derivatives and obtain

d

dt

∫
Ω t

Φ(x, t)ρ(x, t) dVx =
d

dt

∫
Ω

Φ(ϕ(X, t), t)ρ0(X) dVX

=
∫

Ω

∂

∂t
Φ(ϕ(X, t), t)ρ0(X) dVX

=
∫

Ω

{
∂

∂t
Φ(ϕ(X, t), t)

}
ρ(ϕ(X, t), t) det F (X, t) dVX ,

where the last line follows from (5.18). Using the relationship

Φ̇(x, t)
∣∣∣
x=ϕ(X,t)

=
∂

∂t
Φ(ϕ(X, t), t),
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together with Result 4.8, we get

d

dt

∫
Ω t

Φ(x, t)ρ(x, t) dVx

=
∫

Ω
Φ̇(x, t)

∣∣∣
x=ϕ(X,t)

ρ(ϕ(X, t), t) det F (X, t) dVX

=
∫

Ω t

Φ̇(x, t)ρ(x, t) dVx,

which is the desired result.

5.3.2 Balance of Linear Momentum

As stated in Axiom 5.2, the balance law for linear momentum for an
arbitrary open subset Ωt of Bt is

d

dt

∫
Ω t

ρ(x, t)v(x, t) dVx

=
∫

∂Ω t

t(x, t) dAx +
∫

Ω t

ρ(x, t)b(x, t) dVx,

(5.19)

where ρ(x, t) is the spatial mass density field, v(x, t) is the spatial veloc-
ity field, b(x, t) is the spatial body force field per unit mass and t(x, t)
is the traction field on the surface ∂Ωt in Bt .

From Chapter 3 we recall that the traction field on any material sur-
face in the current configuration Bt is determined by the Cauchy stress
field S(x, t) as

t(x, t) = S(x, t)n(x),

where n(x) is the outward unit normal field on the surface. Thus we
can rewrite (5.19) as (omitting the arguments x and t for clarity)

d

dt

∫
Ω t

ρv dVx =
∫

∂Ω t

Sn dAx +
∫

Ω t

ρb dVx.

Using Result 5.6 and the Divergence Theorem for second-order tensor
fields we obtain ∫

Ω t

ρv̇ dVx =
∫

Ω t

[∇x · S + ρb ] dVx.

The fact that this must hold for an arbitrary open subset Ωt of Bt ,
together with the Localization Theorem, leads to the following result.
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Result 5.7 Law of Linear Momentum in Eulerian Form. Let
ϕ : B × [0,∞) → IE3 be a motion of a continuum body with associated
spatial velocity field v(x, t) and spatial mass density field ρ(x, t). Then
balance of linear momentum requires

ρv̇ = ∇x · S + ρb, ∀x ∈ Bt, t ≥ 0,

where S(x, t) is the Cauchy stress field and b(x, t) is the spatial body
force per unit mass.

The above equations may be viewed as a generalization to the dynamic
case of the equilibrium (balance of forces) condition described in Result
3.5. In particular, the condition of equilibrium corresponds to the special
case when v̇ = 0 for all x ∈ Bt and t ≥ 0.

Remarks:

(1) By Result 4.7 we have

v̇ =
∂

∂t
v + (∇x v)v.

Thus the balance of linear momentum equation may be written
in the equivalent form

ρ

[
∂

∂t
v + (∇x v)v

]
= ∇x · S + ρb.

(2) As mentioned in Chapter 4, many texts use the notation v · ∇x v

in place of (∇x v)v. We, however, will always use (∇x v)v, which
denotes the application of the second-order tensor ∇x v to the
vector v.

5.3.3 Balance of Angular Momentum

As stated in Axiom 5.2, the balance law for angular momentum (about
the origin) for an arbitrary open subset Ωt of Bt is

d

dt

∫
Ω t

x × ρ(x, t)v(x, t) dVx

=
∫

∂Ω t

x × t(x, t) dAx +
∫

Ω t

x × ρ(x, t)b(x, t) dVx,

(5.20)
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where ρ(x, t) is the spatial mass density field, v(x, t) is the spatial veloc-
ity field, b(x, t) is the spatial body force field per unit mass and t(x, t)
is the traction field on the surface ∂Ωt in Bt .

To simplify the left-hand side of (5.20) we notice that the relation
x = ϕ(X, t) implies ẋ = v(x, t). Thus

d

dt
[x × v(x, t)] = ẋ × v(x, t) + x × v̇(x, t) = x × v̇(x, t),

and by Result 5.6 we get

d

dt

∫
Ω t

ρ(x, t)[x × v(x, t)] dVx =
∫

Ω t

ρ(x, t)
d

dt
[x × v(x, t)] dVx

=
∫

Ω t

ρ(x, t)[x × v̇(x, t)] dVx.

Substituting the above result into (5.20) and using the definition of the
Cauchy stress field S(x, t) we obtain∫

Ω t

ρ(x, t)[x × v̇(x, t)] dVx

=
∫

∂Ω t

x × S(x, t)n dAx +
∫

Ω t

ρ(x, t)[x × b(x, t)] dVx.

By employing Result 5.7 the above expression may be reduced to∫
∂Ω t

x × S(x, t)n dAx −
∫

Ω t

x × (∇x · S)(x, t) dVx = 0,

which must hold for an arbitrary open subset Ωt of Bt . Proceeding as
in the proof of Result 3.5 we arrive at the following result.

Result 5.8 Law of Angular Momentum in Eulerian Form. Let
ϕ : B × [0,∞) → IE3 be a motion of a continuum body and let S(x, t)
denote the Cauchy stress field in Bt . Then balance of angular momentum
requires

ST = S, ∀x ∈ Bt, t ≥ 0.

Thus balance of angular momentum requires that the Cauchy stress
field be symmetric at each point and time in the motion of a body.
Notice that this result is identical to the one obtained in Result 3.5 of
Chapter 3, which was based only on equilibrium arguments. Thus the
Cauchy stress field must be symmetric whether a body is in motion or
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in equilibrium. For a related result derived under different assumptions
see Exercise 7.

5.3.4 Characterization of Net Working

Before proceeding to study localized versions of the First and Second
Laws of Thermodynamics, we use Results 5.7 and 5.8 to derive a relation
between the rate of change of kinetic energy and the power of external
and internal forces. As we will see, this relation will lead to an explicit
expression for the net working on a body.

To begin, consider Result 5.7 and take the dot product with the spatial
velocity field v(x, t) to obtain

ρv · v̇ = (∇x · S) · v + ρb · v, (5.21)

for all x ∈ Bt and t ≥ 0. Integration of (5.21) over an arbitrary open
subset Ωt of Bt yields∫

Ω t

ρv · v̇ dVx =
∫

Ω t

[ (∇x · S) · v + ρb · v ] dVx.

Using the identity in Result 2.11, namely

∇x · (ST v) = (∇x · S) · v + S : ∇x v,

together with the Divergence Theorem, we obtain∫
Ω t

ρv · v̇ dVx

=
∫

Ω t

−S : ∇x v dVx +
∫

∂Ω t

ST v · n dAx +
∫

Ω t

ρb · v dVx.

From Results 5.8 and 1.13 we deduce S : ∇x v = S : L, where L =
sym(∇x v) is the rate of strain field. Substitution of this result into the
above expression yields∫

Ω t

ρv · v̇ dVx +
∫

Ω t

S : L dVx =
∫

∂Ω t

v · Sn dAx +
∫

Ω t

ρb · v dVx,

which leads to the following result.

Result 5.9 Net Working in Eulerian Form. Let ϕ : B × [0,∞) →
IE3 be a motion of a continuum body with associated Cauchy stress field
S(x, t) and rate of strain field L(x, t), and let Ωt be an arbitrary open
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subset of Bt . Then

d

dt
K[Ωt ] +

∫
Ω t

S : L dVx = P[Ωt ], ∀t ≥ 0,

where K[Ωt ] is the total kinetic energy and P[Ωt ] is the power of external
forces on Ωt . Thus, in view of (5.14), the net working W[Ωt ] is given by

W[Ωt ] =
∫

Ω t

S : L dVx, ∀t ≥ 0.

The quantity S : L is typically called the stress power associated
with a motion. It corresponds to the rate of work done by internal forces
(stresses) at each point in a continuum body. The above result shows
that the net working on any open subset of a body is equal to the integral
of the stress power over that subset.

5.3.5 First Law of Thermodynamics

As stated in Axiom 5.3, the balance law of energy for an arbitrary open
subset Ωt of Bt is

d

dt

∫
Ω t

ρφ dVx =
∫

Ω t

S : L dVx −
∫

∂Ω t

q · n dAx +
∫

Ω t

ρr dVx,

where the expressions in Result 5.9 and equation (5.13) for the net work-
ing and heating, respectively, have been used. Here ρ(x, t) is the mass
density field, φ(x, t) is the internal energy field per unit mass, q(x, t) is
the Fourier–Stokes heat flux vector field, r(x, t) is the heat supply field
per unit mass, L(x, t) is the rate of strain field and S(x, t) is the Cauchy
stress field in Bt .

Using Result 5.6 together with the Divergence Theorem we obtain∫
Ω t

ρφ̇ dVx =
∫

Ω t

S : L dVx −
∫

Ω t

∇x · q dVx +
∫

Ω t

ρr dVx.

The fact that the above statement must hold for an arbitrary open subset
Ωt of Bt , together with the Localization Theorem, leads to the following
result.
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Result 5.10 Law of Energy in Eulerian Form. Let ϕ : B ×
[0,∞) → IE3 be a motion of a continuum body. Then

ρφ̇ = S : L −∇x · q + ρr, ∀x ∈ Bt, t ≥ 0.

5.3.6 Second Law of Thermodynamics

As stated in Axiom 5.4, the Clausius–Duhem form of the Second Law
of Thermodynamics for an arbitrary open subset Ωt of Bt is

d

dt

∫
Ω t

ρη dVx ≥
∫

Ω t

ρr

θ
dVx −

∫
∂Ω t

q · n
θ

dAx,

where ρ(x, t) is the mass density field, η(x, t) is the entropy field per unit
mass, q(x, t) is the Fourier–Stokes heat flux vector field, r(x, t) is the
heat supply field per unit mass and θ(x, t) is the (absolute) temperature
field in Bt . An application of the Divergence Theorem followed by the
Localization Theorem leads to the following local statement.

Result 5.11 Clausius–Duhem Inequality in Eulerian Form. Let
ϕ : B × [0,∞) → IE3 be a motion of a continuum body. Then

ρη̇ ≥ θ−1ρr −∇x · (θ−1q), ∀x ∈ Bt, t ≥ 0. (5.22)

By expanding the divergence term in (5.22) and multiplying through
by θ we obtain

θρη̇ ≥ ρr −∇x · q + θ−1q · ∇x θ. (5.23)

The above expression can be written in the equivalent form

δ − θ−1q · ∇x θ ≥ 0, (5.24)

where δ = θρη̇−(ρr−∇x ·q) is called the internal dissipation density
field per unit volume. It represents the difference between the local rate
of entropy increase and the local heating. In other words, δ is a measure
of the local rate of entropy increase due to mechanisms other than the
local supply and transfer of heat.

Various statements about the internal dissipation δ and the heat flux
q can be made on the basis of (5.24). For example, at any point at
which the temperature satisfies ∇x θ = 0, the internal dissipation must
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satisfy δ ≥ 0. Thus, the internal dissipation is everywhere non-negative
in bodies with spatially homogeneous temperature. From (5.24) we also
deduce that, at any point at which δ = 0, the heat flux and temperature
must satisfy q · ∇x θ ≤ 0. Thus, the heat flux vector must everywhere
make an obtuse angle with the temperature gradient in bodies with no
internal dissipation. In particular, heat must flow from “hot” to “cold”
in such bodies.

To study the consequences of the Clausius–Duhem inequality for var-
ious constitutive models introduced later, it is convenient to introduce
the quantity

ψ(x, t) = φ(x, t) − θ(x, t)η(x, t), (5.25)

which is called the free energy density field per unit mass. Accord-
ing to the classic theory of homogeneous systems undergoing reversible
processes, free energy is that portion of the internal energy available for
performing work at constant temperature. Result 5.11 can be restated
in terms free energy as follows.

Result 5.12 Reduced Clausius–Duhem Inequality in Eulerian

Form. Let ϕ : B × [0,∞) → IE3 be a motion of a continuum body with
spatial free energy field ψ(x, t). Then

ρψ̇ ≤ S : L − ρηθ̇ − θ−1q · ∇x θ, ∀x ∈ Bt, t ≥ 0. (5.26)

Proof From (5.25) we obtain θη̇ = φ̇ − θ̇η − ψ̇ (see Exercise 8). Mul-
tiplying this expression by ρ and using Result 5.10 to eliminate ρφ̇ we
get

ρθη̇ = S : L −∇x · q + ρr − ρθ̇η − ρψ̇.

Substituting this expression into (5.23) leads to the desired result.

Various statements about the free energy can be deduced from Result
5.12. For example, in bodies with constant, spatially homogeneous tem-
perature we must have ρψ̇ ≤ S : L. If we further assume that a body
can only undergo reversible processes in the sense that equality is always
achieved in the Clausius–Duhem inequality, we obtain ρψ̇ = S : L. Thus
for such bodies the rate of change of free energy is equal to the stress
power. The term “reduced” in Result 5.12 reflects the fact that, when
considered within the classic case of homogeneous bodies, the inequality
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in (5.26) is independent of the heat supply r and heat flux q in contrast
to (5.22).

5.3.7 Summary

In the Eulerian description of the motion of a general continuum body
there are 22 basic unknown fields:

ϕi(X, t) 3 components of motion

vi(x, t) 3 components of velocity

ρ(x, t) 1 mass density

Sij (x, t) 9 components of stress

θ(x, t) 1 temperature

qi(x, t) 3 components of heat flux

φ(x, t) 1 internal energy per unit mass

η(x, t) 1 entropy per unit mass.

To determine these unknown fields we have the following 11 equations:

[vi ]m = ∂
∂ t ϕi 3 kinematical

∂
∂ t ρ + (ρvi),i = 0 1 mass

ρv̇i = Sij,j + ρbi 3 linear momentum

Sij = Sji 3 independent angular momentum

ρφ̇ = Sij vi,j − qi,i + ρr 1 energy.

Remarks:

(1) The motion map ϕ is often not needed within the Eulerian frame-
work. In particular, when the current placement Bt is known or
specified for all t ≥ 0, the balance laws can typically be applied
without explicit knowledge of ϕ. The number of unknowns is
then reduced to 19 (ϕ disappears), and the number of equations
is reduced to 8 (kinematical equations disappear).

(2) Since the number of unknowns is greater than the number of
equations by 11, extra equations are required to close the system.
As we will see later, system closure can be obtained by the intro-
duction of constitutive equations which relate (S, q, φ, η) to
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(ρ,v, θ). Such relations reflect the specific material properties of
a body (see Exercise 9).

(3) The Second Law of Thermodynamics (Clausius–Duhem inequal-
ity) does not provide an equation with which to determine un-
known fields. Instead, we interpret the Second Law as providing
a restriction on constitutive relations. In particular, the consti-
tutive relations of a body must guarantee that the Second Law is
satisfied in every possible motion of that body.

(4) When thermal effects are neglected, the number of unknowns is
further reduced from 19 to 13 (q, φ, η and θ disappear), and the
number of equations is reduced from 8 to 7 (balance of energy
disappears). In this case, system closure can be obtained by 6
constitutive equations which relate S to (ρ,v).

5.4 Localized Lagrangian Form of Balance Laws

Again we consider a continuum body with reference configuration B

undergoing a motion ϕ : B × [0,∞) → IE3 . We denote the current
configuration by Bt = ϕt(B), and we assume B0 = B so that ϕ0 is
the identity. Since the deformation ϕt : B → Bt is assumed to be
admissible for each t ≥ 0, we have a bijection between B and Bt for
each t ≥ 0. Thus, by a change of variable, any balance law stated in
terms of x ∈ Bt can be expressed in terms of X ∈ B. This leads to the
material or Lagrangian form of the balance laws.

5.4.1 Conservation of Mass

As before, consider an arbitrary open subset Ωt of Bt , and let Ω be the
corresponding subset in B so that Ωt = ϕt(Ω). Then Axiom 5.1 implies

mass[Ωt ] = mass[Ω0],

where Ω0 = Ω. In view of the arguments leading to (5.18) we have the
following result.

Result 5.13 Conservation of Mass in Lagrangian Form. Let
ϕ : B × [0,∞) → IE3 be a motion of a continuum body with associated
deformation gradient field F (X, t) and spatial mass density field ρ(x, t).
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Let ρ0(X) be the mass density field in the reference configuration B.
Then conservation of mass requires

ρm (X, t) det F (X, t) = ρ0(X), ∀X ∈ B, t ≥ 0,

where ρm (X, t) is the material description of the spatial field ρ(x, t).

5.4.2 Balance of Linear Momentum

There are various ways to develop the Lagrangian form of the balance
law for linear momentum. We may proceed directly from the integral
form of the law in Axiom 5.2. Alternatively, we may integrate the local
Eulerian form in Result 5.7 over an arbitrary open subset Ωt of Bt ,
change variables to obtain an integral over an open subset Ω of B, and
then localize. Here we follow the first approach.

As stated in Axiom 5.2, the balance law for linear momentum for an
arbitrary open subset Ωt of Bt is

d

dt
l[Ωt ] = r[Ωt ], (5.27)

where l[Ωt ] is the linear momentum of Ωt defined by

l[Ωt ] =
∫

Ω t

ρ(x, t)v(x, t) dVx,

and r[Ωt ] is the resultant external force on Ωt defined by

r[Ωt ] =
∫

Ω t

ρ(x, t)b(x, t) dVx +
∫

∂Ω t

S(x, t)n(x) dAx.

Performing a change of variable in the integral for l[Ωt ] we obtain

l[Ωt ] =
∫

Ω t

ρ(x, t)v(x, t) dVx

=
∫

Ω
ρ(ϕ(X, t), t)v(ϕ(X, t), t) det F (X, t) dVX

=
∫

Ω
ρ0(X)ϕ̇(X, t) dVX , (5.28)

where we have used Result 5.13. Performing a similar change of variable
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in the integrals for r[Ωt ] we obtain

r[Ωt ] =
∫

∂Ω t

S(x, t)n(x) dAx +
∫

Ω t

ρ(x, t)b(x, t) dVx

=
∫

∂Ω
(det F (X, t)) S(ϕ(X, t), t)F (X, t)−T N(X) dAX

+
∫

Ω
det F (X, t)ρ(ϕ(X, t), t)b(ϕ(X, t), t) dVX ,

where we have used Result 4.11 for the transformation of the surface
integral. In particular, n(x) is the unit outward normal field on ∂Ωt and
N(X) is the unit outward normal field on ∂Ω. The following definition
will help simplify our developments.

Definition 5.14 Let S(x, t) be the Cauchy stress field in Bt associated
with a motion ϕ : B × [0,∞) → IE3 . Then by the nominal or first
Piola–Kirchhoff stress field associated with ϕ we mean

P (X, t) = (det F (X, t)) Sm (X, t)F (X, t)−T , ∀X ∈ B, t ≥ 0,

and by the second Piola–Kirchhoff stress field associated with ϕ we
mean

Σ(X, t) = F (X, t)−1P (X, t), ∀X ∈ B, t ≥ 0.

To proceed, let bm be the material description of the spatial body
force field b. Then, using Result 5.13 and Definition 5.14, we find

r[Ωt ] =
∫

∂Ω
P (X, t)N(X) dAX +

∫
Ω

ρ0(X)bm (X, t) dVX . (5.29)

Substituting (5.28) and (5.29) into (5.27) we obtain

d

dt

∫
Ω

ρ0(X)ϕ̇(X, t) dVX

=
∫

∂Ω
P (X, t)N(X) dAX +

∫
Ω

ρ0(X)bm (X, t) dVX .

By the Divergence Theorem and the fact that Ω is independent of time
we get ∫

Ω
ρ0(X)ϕ̈(X, t) dVX

=
∫

Ω
[ (∇X · P )(X, t) + ρ0(X)bm (X, t) ] dVX .
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Because we have a bijection between B and Bt , any balance law which
holds for an arbitrary subset Ωt of Bt must also hold for an arbitrary
subset Ω of B. This fact leads to the following result.

Result 5.15 Law of Linear Momentum in Lagrangian Form.

Let ϕ : B × [0,∞) → IE3 be a motion of a continuum body and let
ρ0(X) denote the mass density field in the reference configuration B.
Then balance of linear momentum requires

ρ0ϕ̈ = ∇X · P + ρ0bm , ∀X ∈ B, t ≥ 0,

where P (X, t) is the first Piola–Kirchhoff stress field and bm (X, t) is
the material description of the spatial body force field b(x, t).

5.4.3 Balance of Angular Momentum

The following is a straightforward consequence of Result 5.8 and Defi-
nition 5.14.

Result 5.16 Law of Angular Momentum in Lagrangian Form.

Let ϕ : B×[0,∞) → IE3 be a motion of a continuum body with associated
deformation gradient field F (X, t). Then balance of angular momentum
requires

PF T = FP T or equivalently ΣT = Σ, ∀X ∈ B, t ≥ 0,

where P (X, t) is the first and Σ(X, t) is the second Piola–Kirchhoff
stress field associated with ϕ.

5.4.4 Characterization of Net Working

Before proceeding to study localized Lagrangian versions of the First and
Second Laws of Thermodynamics, we use Result 5.15 to derive a relation
between the rate of change of kinetic energy and the power of external
and internal forces. As before, this will lead to an explicit expression for
the net working on a body.

To begin, consider an arbitrary open subset Ωt of Bt , and let Ω be
the corresponding subset in B. Then the kinetic energy of Ωt is defined
as

K[Ωt ] =
∫

Ω t

1
2 ρ(x, t)|v(x, t)|2 dVx,
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and the power of external forces on Ωt is defined as

P[Ωt ] =
∫

Ω t

ρ(x, t)b(x, t) ·v(x, t) dVx +
∫

∂Ω t

S(x, t)T v(x, t) ·n(x) dAx.

Notice that in the expression for P[Ωt ] we have made use of the identity
ST v · n = v · Sn.

Performing a change of variable in the integral for K[Ωt ] and using
Result 5.13 we obtain

K[Ωt ] =
∫

Ω

1
2 ρ0(X)|ϕ̇(X, t)|2 dVX . (5.30)

Similarly, performing a change of variable in the integrals for P[Ωt ] we
obtain (omitting the arguments X and t for brevity)

P[Ωt ] =
∫

Ω
ρ0bm · vm dVX +

∫
∂Ω

(det F ) ST
m vm · F−T N dAX

=
∫

Ω
ρ0bm · vm dVX +

∫
∂Ω

(det F ) vm · Sm F−T N dAX ,

which, by definition of the material velocity field ϕ̇ and the first Piola–
Kirchhoff stress field P , yields

P[Ωt ] =
∫

Ω
ρ0bm · ϕ̇ dVX +

∫
∂Ω

ϕ̇ · PN dAX

=
∫

Ω
ρ0bm · ϕ̇ dVX +

∫
∂Ω

P T ϕ̇ · N dAX .

Furthermore, by use of the Divergence Theorem together with Result
2.11, we obtain

P[Ωt ] =
∫

Ω

[
ρ0bm · ϕ̇ + ∇X ·

(
P T ϕ̇

) ]
dVX

=
∫

Ω
[ (∇X · P + ρ0bm ) · ϕ̇ + P : ∇X ϕ̇ ] dVX . (5.31)

Taking the time derivative of (5.30) and using Result 5.15 to substitute
for ρ0ϕ̈ gives

d

dt
K[Ωt ] =

∫
Ω

ρ0ϕ̇ · ϕ̈ dVX =
∫

Ω
(∇X · P + ρ0bm ) · ϕ̇ dVX .

Substituting (5.31) into the right-hand side of this expression, and using
the fact that

∇X ϕ̇(X, t) = ∇X
∂

∂t
ϕ(X, t) =

∂

∂t
∇X ϕ(X, t) = Ḟ (X, t),

we arrive at the following result.
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Result 5.17 Net Working in Lagrangian Form. Let ϕ : B ×
[0,∞) → IE3 be a motion of a continuum body with deformation gradi-
ent F (X, t) and first Piola–Kirchhoff stress P (X, t), and let Ωt be an
arbitrary open subset of Bt with corresponding subset Ω in B. Then

d

dt
K[Ωt ] +

∫
Ω

P : Ḟ dVX = P[Ωt ], ∀t ≥ 0,

where K[Ωt ] is the total kinetic energy and P[Ωt ] is the power of external
forces on Ωt . Thus, in view of (5.14), the net working W[Ωt ] is given by

W[Ωt ] =
∫

Ω
P : Ḟ dVX , ∀t ≥ 0.

A comparison of Results 5.17 and 5.9 shows that P : Ḟ and S : L

each provide a measure of the rate of work (power) done by internal
forces (stresses) in a continuum body. While the quantity S : L mea-
sures the stress power per unit volume of the current configuration Bt ,
the quantity P : Ḟ measures the stress power per unit volume of the
reference configuration B (see Exercise 10).

5.4.5 First Law of Thermodynamics

As stated in Axiom 5.3, the balance law of energy for an arbitrary open
subset Ωt of Bt is

d

dt
U [Ωt ] = Q[Ωt ] + W[Ωt ], (5.32)

where U [Ωt ] is the internal energy of Ωt defined as

U [Ωt ] =
∫

Ω t

ρ(x, t)φ(x, t) dVx,

Q[Ωt ] is the net heating of Ωt defined as

Q[Ωt ] =
∫

Ω t

ρ(x, t)r(x, t) dVx −
∫

∂Ω t

q(x, t) · n(x) dAx,

and W[Ωt ] is the net working of external forces on Ωt .
Performing a change of variable in the integral for U [Ωt ] we obtain

U [Ωt ] =
∫

Ω
ρ0(X)Φ(X, t) dVX , (5.33)

where Φ(X, t) = φm (X, t) is the material description of the spatial in-
ternal energy field φ(x, t) per unit mass. Similarly, performing a change
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of variable in the integrals for Q[Ωt ] we obtain (omitting the arguments
X and t for brevity)

Q[Ωt ] =
∫

Ω
ρ0rm dVX −

∫
∂Ω

(det F )qm · F−T N dAX .

If we introduce a material heat flux vector field by

Q(X, t) = (det F (X, t))F (X, t)−1qm (X, t), (5.34)

and a material heat supply field by

R(X, t) = rm (X, t),

then the net heating can be written in the convenient form

Q[Ωt ] =
∫

Ω
ρ0R dVX −

∫
∂Ω

Q · N dAX . (5.35)

Substituting (5.35) and (5.33) into (5.32), and using Result 5.17 together
with the Divergence Theorem, we obtain the following result.

Result 5.18 Law of Energy in Lagrangian Form. Let ϕ : B ×
[0,∞) → IE3 be a motion of a continuum body with associated material
internal energy field Φ(X, t), material heat flux vector field Q(X, t) and
material heat supply field R(X, t). Then

ρ0Φ̇ = P : Ḟ −∇X · Q + ρ0R, ∀X ∈ B, t ≥ 0.

5.4.6 Second Law of Thermodynamics

As with the balance law for linear momentum, there are various ways
to develop the Lagrangian form of the Second Law of Thermodynam-
ics (Clausius–Duhem inequality). We may proceed directly from the
integral form in Axiom 5.4. Alternatively, we may integrate the local
Eulerian form in Result 5.11 over an arbitrary open subset Ωt of Bt ,
change variables to obtain an integral over the corresponding subset Ω
of B, and then localize. Here we follow the second approach.

Integration of the expression in Result 5.11 over an arbitrary open
subset Ωt of Bt yields∫

Ω t

ρη̇ dVx ≥
∫

Ω t

ρr

θ
dVx −

∫
∂Ω t

q · n
θ

dAx,
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where n is the unit outward normal on ∂Ωt . By performing a change of
variable in the above integrals we obtain∫

Ω
ρ0 η̇m dVX ≥

∫
Ω

ρ0R

Θ
dVX −

∫
∂Ω

Q · N
Θ

dAX ,

where Θ = θm is the material description of the spatial temperature
field θ, ηm is the material description of the spatial entropy field η, and
Q is the material heat flux vector field defined in (5.34). The Diver-
gence Theorem together with the Localization Theorem then lead to
the following result.

Result 5.19 Clausius–Duhem Inequality in Lagrangian Form.

Let ϕ : B × [0,∞) → IE3 be a motion of a continuum body. Then

ρ0 η̇m ≥ Θ−1ρ0R −∇X · (Θ−1Q), ∀X ∈ B, t ≥ 0.

As in the Eulerian case, it is useful to introduce a free energy density
per unit mass

Ψ(X, t) = Φ(X, t) − Θ(X, t)ηm (X, t).

Using the free energy, and arguments similar to those leading to Result
5.12, we obtain the following result (see Exercise 11).

Result 5.20 Reduced Clausius–Duhem Inequality in Lagran-

gian Form. Let ϕ : B× [0,∞) → IE3 be a motion of a continuum body.
Then

ρ0Ψ̇ ≤ P : Ḟ − ρ0ηm Θ̇ − Θ−1Q · ∇X Θ, ∀X ∈ B, t ≥ 0.

All the remarks about the Eulerian formulation of the Clausius–Duhem
inequality regarding internal dissipation, flow of heat and free energy
carry over to this formulation.

5.4.7 Summary

In the Lagrangian description of the motion of a general continuum body
there are 21 basic unknown fields:

ϕi(X, t) 3 components of motion
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Vi(X, t) 3 components of velocity

Pij (X, t) 9 components of stress

Θ(X, t) 1 material temperature

Qi(X, t) 3 components of heat flux

Φ(X, t) 1 internal energy per unit mass

ηm (X, t) 1 entropy per unit mass.

To determine these unknown fields we have the following 10 equations:

Vi = ∂
∂ t ϕi 3 kinematical

ρ0 V̇i = Pij,j + ρ0 [bi ]m 3 linear momentum

PikFjk = FikPjk 3 independent angular momentum

ρ0Φ̇ = Pij Ḟij − Qi,i + ρ0R 1 energy.

Remarks:

(1) In contrast with the Eulerian formulation, the mass density field
in the Lagrangian formulation is a known quantity. It is just the
prescribed density ρ0 of the body in the reference configuration.

(2) In many situations the material velocity field V is not needed
explicitly. In this case, the number of unknowns is reduced to
18 (V disappears), and the number of equations is reduced to 7
(kinematical equations disappear).

(3) Since the number of unknowns is greater than the number of
equations by 11, extra equations are required to close the sys-
tem. As we will see later, system closure can be achieved by the
introduction of constitutive equations which relate (Σ,Q,Φ, ηm )
to (ϕ,Θ), where Σ = F−1P is the (symmetric) second Piola–
Kirchhoff stress field.

(4) As mentioned earlier, the Second Law (Clausius–Duhem inequal-
ity) does not provide an equation with which to determine un-
known fields. Instead, we interpret the Second Law as providing
a restriction on constitutive relations. In particular, the consti-
tutive relations of a body must guarantee that the Second Law is
satisfied in every possible motion of that body (see Exercise 12).

(5) When thermal effects are neglected, the number of unknowns
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is further reduced from 18 to 12 (Q, Φ, ηm and Θ disappear),
and the number of equations is reduced from 7 to 6 (balance of
energy disappears). In this case, system closure can be obtained
by 6 constitutive equations relating Σ to ϕ.

5.5 Frame-Indifference

In this section we introduce the idea of a superposed rigid motion and
use it to define the concept of frame-indifference. We then state an
axiom which asserts that certain fields in continuum mechanics are
frame-indifferent, or equivalently, independent of observer. As we will
see, this axiom will place strict limitations on the constitutive equations
of a material body.

5.5.1 Superposed Rigid Motions

If two observers in different reference frames witness the motion of a
body, then the two motions so witnessed, when referred to a common
frame, must be related by a superposed rigid motion as defined next.

Definition 5.21 Two motions ϕ,ϕ∗ : B × [0,∞) → IE3 of a body are
related by a superposed rigid motion if

ϕ∗(X, t) = Q(t)ϕ(X, t) + c(t), ∀X ∈ B, t ≥ 0, (5.36)

for some rotation Q(t) and vector c(t).

In the above definition, the functions Q(t) and c(t) describe the move-
ment of one observer relative to the other. In particular, Q(t) describes
the relative rotation, whereas c(t) describes the relative translation.
Thus different pairs of observers are described by different functions Q(t)
and c(t). Throughout our developments we implicitly assume that any
two observers measure time relative to the same clock. A more general
relation between ϕ and ϕ∗ would be necessary to represent observers
with different clocks.

The relation between various measures of strain and rate of strain
as seen by two different observers can be derived from (5.36). In par-
ticular, let v(x, t) and F (X, t) be the spatial velocity and deformation
gradient fields associated with ϕ, and let v∗(x∗, t) and F ∗(X, t) be the
corresponding quantities associated with ϕ∗. Moreover, let C , V R

and RU be the Cauchy–Green strain tensor and the left and right polar
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decompositions associated with F , and let C∗, V ∗R∗ and R∗U∗ be the
corresponding quantities associated with F ∗. Finally, let L be the rate
of strain field associated with v, and let L∗ be the rate of strain asso-
ciated with v∗. Then from (5.36) we deduce the following result (see
Exercise 13).

Result 5.22 Effect of Superposed Rigid Motion. The relation
between the material fields (F ,R,U ,V ,C) and (F ∗,R∗,U∗,V ∗,C∗) is
given by

F ∗ = QF , R∗ = QR,

U∗ = U , V ∗ = QV QT , C∗ = C,

for all X ∈ B and t ≥ 0. The relation between the spatial fields (∇x v,L)
and (∇x ∗

v∗,L∗) is given by

∇x ∗
v∗(x∗, t)

∣∣∣
x∗=g(x,t)

= Q(t)∇x v(x, t)Q(t)T + Q̇(t)Q(t)T ,

L∗(x∗, t)
∣∣∣
x∗=g(x,t)

= Q(t)L(x, t)Q(t)T ,

for all x ∈ Bt and t ≥ 0. Here Q̇(t) denotes the derivative of Q(t).

5.5.2 Axiom of Frame-Indifference

At any time t ≥ 0, let Bt denote the current placement of B under
the motion ϕ, let B∗

t denote the current placement under ϕ∗, and let
gt : Bt → B∗

t denote the rigid motion defined by (5.36), that is

gt(x) = g(x, t) = Q(t)x + c(t).

Let φ(x, t) be a scalar field, w(x, t) a vector field and S(x, t) a second-
order tensor field associated with the body in its placement Bt whose
points we denote by x. Moreover, let φ∗(x∗, t), w∗(x∗, t) and S∗(x∗, t)
be the corresponding fields associated with the body in its placement
B∗

t whose points we denote by x∗.

Definition 5.23 The fields φ, w and S are called frame-indifferent
if for all superposed rigid motions gt : Bt → B∗

t we have

φ∗(x∗, t) = φ(x, t),

w∗(x∗, t) = Q(t)w(x, t),

S∗(x∗, t) = Q(t)S(x, t)Q(t)T ,
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for all x ∈ Bt and t ≥ 0. Here x∗ = g(x, t), that is

x∗ = Q(t)x + c(t).

The above notion of frame-indifference captures the idea that some
physical quantities associated with a body are inherent to the body and
independent of observer. For example, any two observers in different
reference frames should agree on the mass density and temperature of a
continuum body. They should also agree, after an appropriate change of
basis, on the components of the heat flux vector and stress tensor fields.
These ideas are made precise by saying that the mass density, temper-
ature, heat flux and Cauchy stress fields are all frame-indifferent in the
sense of Definition 5.23. Not all fields, however, are frame-indifferent.
For example, two observers in relative motion will generally disagree on
the velocity and acceleration fields in a body. Common experience and
intuition suggest the following assumption.

Axiom 5.24 Material Frame-Indifference. The spatial mass den-
sity ρ(x, t), temperature θ(x, t), entropy per unit mass η(x, t), internal
energy per unit mass φ(x, t), Cauchy stress S(x, t) and Fourier heat flux
q(x, t) are all frame-indifferent fields.

The above axiom places strict limitations on the constitutive equations
used to describe the material properties of a given body. For example,
suppose the internal energy, heat flux and Cauchy stress are modeled by
constitutive equations of the form

φ(x, t) = φ̂(ρ(x, t), θ(x, t),L(x, t)),

q(x, t) = q̂(ρ(x, t), θ(x, t),L(x, t)),

S(x, t) = Ŝ(ρ(x, t), θ(x, t),L(x, t)),

where φ̂, q̂ and Ŝ are given functions. Then in order to comply with
Axiom 5.24 these functions must have the property (omitting the argu-
ments x, x∗ and t for brevity)

φ̂(ρ∗, θ∗,L∗) = φ̂(ρ, θ,L),

q̂(ρ∗, θ∗,L∗) = Qq̂(ρ, θ,L),

Ŝ(ρ∗, θ∗,L∗) = QŜ(ρ, θ,L)QT .
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Since ρ∗ = ρ and θ∗ = θ by Axiom 5.24, and L∗ = QLQT by Result
5.22, we deduce that the functions φ̂, q̂ and Ŝ must satisfy

φ̂(ρ, θ,QLQT ) = φ̂(ρ, θ,L),

q̂(ρ, θ,QLQT ) = Qq̂(ρ, θ,L),

Ŝ(ρ, θ,QLQT ) = QŜ(ρ, θ,L)QT ,

for all rotations Q and all admissible values of ρ, θ and L. Thus the
axiom of material frame-indifference imposes severe restrictions on the
possible forms of φ̂, q̂ and Ŝ. Functions violating these restrictions would
deliver different results when employed by different observers (see Exer-
cise 14). For this reason, frame-indifference is imposed on constitutive
equations either exactly or, for linearized models, approximately.

5.6 Material Constraints

Physical experience tells us that certain materials greatly resist certain
types of deformations. For example, liquids such as water greatly resist
changes in volume, but are otherwise very deformable. We usually model
such materials by placing a-priori restrictions or constraints on their
motions.

Definition 5.25 A continuum body is said to be subject to a simple
material or internal constraint if every motion ϕ : B× [0,∞) → IE3

must satisfy an equation of the form

γ(F (X, t)) = 0, ∀X ∈ B, t ≥ 0, (5.37)

where F (X, t) is the deformation gradient and γ : V2 → IR is a specified
function.

As alluded to above, resistance to volume change is an important ex-
ample of a material constraint. Materials which admit no volume change
are called incompressible. Such materials can experience only volume-
preserving motions. In view of Result 4.12, an appropriate constraint
function for an incompressible material is

γ(F ) = det F − 1. (5.38)

When this function is substituted into (5.37) we obtain detF (X, t) = 1
for all X ∈ B and t ≥ 0, which implies that the local volume of material
in a neighborhood of each point is constant in time. Result 4.12 also
shows that an equivalent formulation of this constraint is ∇x ·v(x, t) = 0
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for all x ∈ Bt and t ≥ 0. In particular, this divergence condition implies
det F (X, t) = 1 for all t > 0 provided it holds at t = 0.

Material constraints must be enforced or maintained by appropriate
stresses. While many different systems of stresses could presumably
enforce a given constraint, we make the following assumption.

Axiom 5.26 Stress Fields in Constrained Materials. The first
Piola–Kirchhoff stress field P (X, t) in a continuum body subject to a
material constraint γ(F (X, t)) = 0 can be decomposed into two parts

P (X, t) = P (r)(X, t) + P (a)(X, t).

Here P (a)(X, t) is an active stress field determined by a constitutive
equation, and P (r)(X, t) is a reactive stress field whose stress power is
zero in all possible motions, that is

P (r)(X, t) : Ḟ (X, t) = 0, ∀X ∈ B, t ≥ 0. (5.39)

From (5.39) we can deduce the most general form of the reactive stress
P (r) associated with a given constraint. The condition that γ(F (X, t))
be constant in time for all X ∈ B is equivalent to the condition

0 =
∂

∂t
γ(F (X, t)) = Dγ(F (X, t)) : Ḟ (X, t), ∀X ∈ B, t ≥ 0.

Thus all motions satisfying the constraint have the property that Ḟ is
orthogonal to Dγ(F ) with respect to the standard inner product in the
space of second-order tensors. In particular, Ḟ must lie in the hyperplane
orthogonal to Dγ(F ) for each X ∈ B and t ≥ 0. Here Dγ(F ) denotes
the derivative of γ at F (see Definition 2.20).

The fact that (5.39) must hold for all possible motions satisfying the
constraint implies that P (r) must be orthogonal to the hyperplane de-
fined by Dγ(F ). In particular, P (r) must be parallel to Dγ(F ) for each
X ∈ B and t ≥ 0. Thus the most general form for the reactive stress is

P (r)(X, t) = q(X, t)Dγ(F (X, t)),

where q(X, t) is an unknown scalar field referred to as the multiplier.
It is the unknown part of the reactive stress that enforces the constraint
γ(F (X, t)) = 0. For example, for incompressible materials defined by
(5.38), we deduce (see Result 2.22)

P (r)(X, t) = q(X, t) det(F (X, t))F (X, t)−T . (5.40)
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Using Definition 5.14 we can translate the content of Axiom 5.26 from
the first Piola–Kirchhoff to the Cauchy stress field. In particular, the
Cauchy stress in a body subject to a material constraint can be decom-
posed as

S(x, t) = S(r)(x, t) + S(a)(x, t),

where S(r) is a reactive Cauchy stress corresponding to P (r) , and S(a)

is an active Cauchy stress corresponding to P (a) . For example, for in-
compressible materials, we deduce from (5.40) that the reactive Cauchy
stress takes the form

S(r)(x, t) = −p(x, t)I,

where −p(x, t) = qs(x, t) is the spatial description of the material field
q(X, t). Thus the reactive Cauchy stress is spherical (see Chapter 3)
and the multiplier field can be interpreted as a pressure.

Axiom 5.24 asserts that the Cauchy stress field in a body is frame-
indifferent. In the earlier case of a body with no constraint, we showed
that this axiom places a restriction on the constitutive equation for
S(x, t). In the present case of a body with a constraint, we inter-
pret this axiom as placing a restriction on the possible forms of the
constraint function γ and the constitutive equation for the active stress
S(a) . In particular, we will always assume that γ(F (X, t)) and S(a)(x, t)
are both frame-indifferent. These assumptions, together with the frame-
indifference of S(x, t), imply that the multiplier field is frame-indifferent.

5.7 Isothermal Considerations

Many classic models of fluids and solids are purely mechanical. Here
we introduce the notion of an isothermal process as a means of describ-
ing such models within the framework of this chapter, and discuss the
balance laws relevant to the isothermal modeling of continuum bodies.

Definition 5.27 By a thermo-mechanical process for a continuum
body we mean a pair of functions (ϕ,Θ), where ϕ(X, t) is an admissible
motion and Θ(X, t) is a material temperature field. A process is called
isothermal if Θ(X, t) is constant independent of X and t, equivalently,
if the spatial temperature θ(x, t) is constant independent of x and t.

Our basic assumption in the isothermal modeling of a continuum body
is that the body can experience only isothermal processes. In particular,
for every motion ϕ we assume the material temperature Θ is constant for
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all X ∈ B and t ≥ 0. This assumption is physically reasonable for bodies
with negligible internal and external sources of heat. Internal sources of
heat are expected to be negligible when the body is subject to mild rates
of strain. External sources of heat are expected to be negligible when
the temperature of the body environment is nearly uniform, constant
and equal to that of the body. When these conditions are violated the
isothermal assumption is no longer expected to be valid.

The balance laws of mass, linear momentum and angular momentum
and the axiom of material frame-indifference are fundamental in the
isothermal modeling of continuum bodies. The balance law of energy is
not directly relevant because it contains quantities, namely the internal
energy, heat flux vector and heat supply, which are typically left un-
specified in isothermal models. If any two of these quantities were to be
known, then the energy balance law could be used to gain information
about the third. For simplicity, in our analysis of isothermal models
in Chapters 6 and 7 we leave all thermal quantities including entropy
unspecified and make no reference to the energy balance law. At a first
glance it appears that the Clausius–Duhem inequality (Second Law of
Thermodynamics) is also not directly relevant. However, we show below
that it leads to a purely mechanical energy inequality for an important
class of bodies.

Definition 5.28 A thermo-mechanical process (ϕ,Θ) for a body is said
to be closed in an interval [t0 , t1 ] if ϕ(X, t1) = ϕ(X, t0), ϕ̇(X, t1) =
ϕ̇(X, t0) and Θ(X, t1) = Θ(X, t0) for all X ∈ B. A body is called
energetically passive if for every closed process its material free energy
density satisfies Ψ(X, t1) − Ψ(X, t0) ≥ 0 for all X ∈ B.

Thus a process is closed in an interval [t0 , t1 ] if all particles in a body
have the same position, velocity and temperature at time t1 as they had
at time t0 . Moreover, a body is energetically passive if the net change
in its free energy density is non-negative in any closed process. For
example, when Ψ depends only on the current value of the fields ϕ, ϕ̇

and Θ, and not on their past history, the net change in Ψ is zero. The
next result is a consequence of the reduced Clausius–Duhem inequality
in either Lagrangian or Eulerian form (Results 5.20 and 5.12).

Result 5.29 Mechanical Energy Inequality. Consider an energet-
ically passive body with reference configuration B. Then for any closed
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isothermal process in an interval [t0 , t1 ] we must have∫ t1

t0

P (X, t) : Ḟ (X, t) dt ≥ 0, ∀X ∈ B, (5.41)

where P (X, t) is the first Piola–Kirchhoff stress field and F (X, t) is the
deformation gradient. Equivalently∫ t1

t0

(det F (X, t))Sm (X, t) : Lm (X, t) dt ≥ 0, ∀X ∈ B, (5.42)

where S(x, t) is the Cauchy stress field and L(x, t) is the rate of strain
field.

Proof For any thermo-mechanical process the reduced Clausius–Duhem
inequality in Lagrangian form (Result 5.20) states

ρ0Ψ̇ ≤ P : Ḟ − ρ0ηm Θ̇ − Θ−1Q · ∇X Θ, ∀X ∈ B, t ≥ 0.

If the process is isothermal, we get Θ̇ = 0 and ∇X Θ = 0, and integrating
over a time interval [t0 , t1 ] gives

ρ0(X)[Ψ(X, t1) − Ψ(X, t0)] ≤
∫ t1

t0

P (X, t) : Ḟ (X, t) dt.

Additionally, if the process is closed and the body is energetically pas-
sive, the left-hand side is non-negative, which yields the result in (5.41).
Similarly, for any process the reduced Clausius–Duhem inequality in
Eulerian form (Result 5.12) states

ρψ̇ ≤ S : L − ρηθ̇ − θ−1q · ∇x θ, ∀x ∈ Bt, t ≥ 0.

If the process is isothermal, we get θ̇ = 0 and ∇x θ = 0, which implies

ρψ̇ ≤ S : L, ∀x ∈ Bt, t ≥ 0.

In material form this reads

ρm Ψ̇ ≤ Sm : Lm , ∀X ∈ B, t ≥ 0,

where Ψ = ψm . By conservation of mass (Result 5.13) we have ρm =
ρ0/det F . Substituting this into the above inequality and integrating as
before leads to the result in (5.42).

Result 5.29 implies that, in any closed isothermal process, an energet-
ically passive body may consume mechanical energy but cannot create
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it. In particular, for any open subset Ωt of Bt we find∫ t1

t0

P[Ωt ] dt ≥ 0, (5.43)

where P[Ωt ] is the power of external forces on Ωt . This inequality may be
deduced by integrating (5.41) over an arbitrary subset Ω of B and using
Result 5.17 together with the definition of a closed process. Equivalently,
we may integrate (5.42) and use Result 5.9. The integral in (5.43) corre-
sponds to the work of external forces on Ωt . The fact that this integral
is non-negative implies that Ωt can only consume energy.

As with the Clausius–Duhem inequality, we view Result 5.29 as a con-
stitutive restriction. In particular, under the assumption that a body is
energetically passive, the constitutive equation for the stress field must
guarantee that the mechanical energy inequality is satisfied in every
closed isothermal process. Thus in the isothermal modeling of contin-
uum bodies we have three basic balance laws pertaining to mass, linear
momentum and angular momentum. Moreover, we have two basic con-
stitutive restrictions pertaining to material frame-indifference and the
mechanical energy inequality. Notice that the latter applies only to a
particular class of bodies and processes.
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(1997) and Truesdell and Toupin (1960).
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Exercises

5.1 Let W12(x,y) and W21(y,x) be scalar-valued functions of two
vector variables x and y, and let r = x − y.

(a) Show ∇x|r| =
r

|r| and ∇y|r| = − r

|r| .

(b) Assuming W12(x,y) = Ŵ (|r|) = W21(y,x) show

∇xW12 =
Ŵ ′(|r|)

|r| r, ∇yW21 = −Ŵ ′(|r|)
|r| r.

Here Ŵ ′(s) denotes the derivative of Ŵ (s).

5.2 Use the results of Exercise 1 to show that (5.1) implies the
particle balance laws in (5.3)–(5.6) under the stated assumptions
on the interaction energies, namely

Uij (xi ,xj ) = Ûij (|xi − xj |) = Uji(xj ,xi), (no sum).
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5.3 Use Axiom 5.2 and the definitions of j[Ωt ]z, l[Ωt ], τ [Ωt ]z and
r[Ωt ] to show that the angular momentum of a body Ωt satisfies

d

dt
j[Ωt ]z = τ [Ωt ]z,

where z is any fixed point.

5.4 Use Axioms 5.1 and 5.2 to show that

M ẋcom = l[Ωt ], M ẍcom = r[Ωt ],

where M is the mass and xcom is the center of mass of Ωt .

Remark: The second result is known as the Center of Mass
Theorem. It states that the motion of the center of mass of
an arbitrary body Ωt is the same as that of a particle having
the same mass as Ωt , located at the center of mass of Ωt and
subject to the same resultant force as Ωt .

5.5 Use the results of Exercise 4 to extend the result of Exercise 3.
In particular, show that the angular momentum of a body Ωt

also satisfies
d

dt
j[Ωt ]xc o m = τ [Ωt ]xc o m ,

where xcom is the center of mass of Ωt .

5.6 Rather than being constant as asserted in Axiom 5.1, suppose
the mass of an arbitrary open subset Ωt of Bt satisfies the growth
law

d

dt
mass[Ωt ] = g[Ωt ], (5.44)

where g[Ωt ] is a net growth rate of the form

g[Ωt ] =
∫

Ω t

γ(x, t)ρ(x, t) dVx.

Here γ(x, t) is a prescribed spatial growth rate per unit mass.
Show that the local Eulerian form of (5.44) is

∂

∂t
ρ + ∇x · (ρv) = γρ ∀x ∈ Bt, t ≥ 0.

5.7 Here we generalize our basic definitions of angular momentum
and torque and study the resulting form of the balance of an-
gular momentum equation. In particular, suppose the angular
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momentum (about origin) of an arbitrary open subset Ωt is given
by

j[Ωt ]o =
∫

Ω t

ρη + x × ρv dVx,

where η(x, t) is an intrinsic angular momentum field per unit
mass, and suppose the resultant torque (about origin) of exter-
nal influences on Ωt is given by

τ [Ωt ]o =
∫

Ω t

ρh + x × ρb dVx +
∫

∂Ω t

m + x × t dAx,

where h(x, t) is an intrinsic body torque field per unit mass and
m(x, t) is an intrinsic surface torque field per unit area. Notice
that the usual definitions of angular momentum and torque are
recovered in the case when η, h and m all vanish. In direct
analogy to the relation t = Sn for surface traction, we assume
m = Mn where M(x, t) is a second-order tensor field analo-
gous to the Cauchy stress S(x, t).

(a) Show that the local Eulerian form of the law of angular
momentum in Axiom 5.2 is

ρη̇ = ∇x · M + ξ + ρh, ∀x ∈ Bt, t ≥ 0,

where ξ(x, t) = εijkSkj (x, t)ei . (Hint: The linear momentum
equation is unchanged.)

(b) Assuming M and h are identically zero, show that η̇(x, t) =
0 if and only if S(x, t) is symmetric.

5.8 Let ϕ : B × [0,∞) → IE3 be a motion of a continuum body
with spatial mass density field ρ(x, t) and spatial velocity field
v(x, t). Let ψ(x, t) and φ(x, t) be arbitrary scalar fields and let
w(x, t) be an arbitrary vector field defined on Bt .

(a) Show (ln ψ)• = ψ−1 ψ̇ and (ψφ)• = ψ̇φ + ψφ̇, where a dot
denotes the total or material time derivative.

(b) Use part (a) and Result 5.5 to show

(ρ−1φ)• = ρ−1
[

∂

∂t
φ + ∇x · (φv)

]
.

(c) Use the result in (b) to show

(ρ−1w)• = ρ−1
[

∂

∂t
w + ∇x · (w ⊗ v)

]
.
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5.9 Consider a material model where the Cauchy stress tensor is
given by

S(x, t) = −p(x, t)I.

Here p(x, t) is a scalar field called pressure. Show that Results
5.5, 5.7 and 5.10 imply

∂ρ

∂t
+ ∇x · (ρv) = 0,

∂

∂t
(ρv) + ∇x · (ρv ⊗ v + pI) = ρb,

∂

∂t
(ρE) + ∇x · (ρEv + pv) = ρr −∇x · q + ρb · v,

where E = φ + 1
2 |v|2 is the total energy density field. Notice

that, once constitutive equations relating (p, q, φ) to (ρ,v, θ) are
specified, we obtain a closed system of equations for (ρ,v, θ).

5.10 Show that the stress power P : Ḟ per unit reference volume can
be written as

P : Ḟ = 1
2 Σ : Ċ,

where Σ is the second Piola–Kirchhoff stress tensor and C is
the right Cauchy strain tensor (see Chapter 4).

5.11 Derive Result 5.20.

5.12 Here we study the energy balance equation in Result 5.18 and
the Clausius–Duhem inequality in Result 5.20 for a body under-
going an arbitrary rigid motion

ϕ(X, t) = Λ(t)X + c(t), ∀X ∈ B, t ≥ 0,

where Λ(t) is a rotation and c(t) is a vector. Notice that Λ(t) =
I and c(t) = 0 for all t ≥ 0 corresponds to the case of a body
at rest in its reference configuration B.

(a) Use the result of Exercise 10 to show that the stress power
P : Ḟ per unit reference volume vanishes identically for an
arbitrary rigid motion.

(b) Suppose the internal energy density and heat flux fields are
given by constitutive relations of the form Φ = αΘ and Q =
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−κ∇X Θ, where α and κ are scalar constants. Show that the
energy balance equation reduces to

ρ0α
∂Θ
∂t

= κ∆X Θ + ρ0R, ∀X ∈ B, t ≥ 0.

This is a linear partial differential equation for Θ(X, t) known
as the Heat Equation.

(c) Suppose the constitutive relation for Φ is dropped and re-
placed by constitutive relations for the free energy Ψ and en-
tropy ηm of the form

Ψ = Ψ̂(Θ), ηm = −dΨ̂
dΘ

(Θ),

where Ψ̂ is a given function. In this case show that the energy
balance equation reduces to

−ρ0Θ
d2Ψ̂
dΘ2 (Θ)

∂Θ
∂t

= κ∆X Θ + ρ0R, ∀X ∈ B, t ≥ 0.

This is a nonlinear partial differential equation for Θ(X, t).

(d) Assuming constitutive relations as in part (c), show that
the Clausius–Duhem inequality in Result 5.20 is satisfied for
arbitrary rigid motions and temperature fields only if κ ≥ 0.
Thus a model with κ < 0 would violate the Second Law of
Thermodynamics.

5.13 Derive Result 5.22.

5.14 With the aid of Result 5.22 determine which of the following
constitutive equations for the Cauchy stress field S are frame-
indifferent. Here µ, λ and γ are arbitrary constants.

(a) S = 2µ∇x v. (b) S = µL. (c) S = λργ I.

5.15 Consider a material body with spatial velocity field v and as-
sociated spin tensor field W = 1

2 (∇x v − ∇x vT ). Let T be an
arbitrary frame-indifferent spatial tensor field on the body, so
T ∗ = QTQT for any superposed rigid motion defined by Q(t).
Let Jma(T ) denote the material or total time derivative of T

defined by

Jma(T ) = Ṫ ,

and let Jco(T ,W ) denote the co-rotational or Jaumann time
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derivative of T with respect to W defined by (see Chapter 2,
Exercise 14)

Jco(T ,W ) = Ṫ + W T T + TW .

(a) For any superposed rigid motion defined by a rotation tensor
Q(t) show that

W ∗ = QWQT + Q̇QT .

(b) Show that Jco(T ,W ) is frame-indifferent in the sense that

Jco(T ∗,W ∗) = QJco(T ,W )QT ,

whereas Jma(T ) is not frame-indifferent in the sense that

Jma(T ∗) �= QJma(T )QT .

Answers to Selected Exercises

5.1 (a) In any coordinate frame {ek} we have |r|2 =
∑3

q=1(xq −yq )2 ,
which gives

∂|r|2
∂xk

= 2(xk − yk ).

Moreover, by the chain rule, the left-hand side is 2|r|∂|r|/∂xk .
Thus

∂|r|
∂xk

=
(xk − yk )

|r| and ∇x|r| =
3∑

k=1

∂|r|
∂xk

ek =
r

|r| .

The second result follows in a similar way, namely

∂|r|
∂yk

= − (xk − yk )
|r| and ∇y|r| =

3∑
k=1

∂|r|
∂yk

ek = − r

|r| .

(b) From the relation W12(x,y) = Ŵ (|r|) and the chain rule we
get

∇xW12 =
3∑

k=1

∂W12

∂xk
ek =

3∑
k=1

Ŵ ′ ∂|r|
∂xk

ek =
Ŵ ′

|r| r.

Similarly, since W21(y,x) = Ŵ (|r|) we get

∇yW21 =
3∑

k=1

∂W21

∂yk
ek =

3∑
k=1

Ŵ ′ ∂|r|
∂yk

ek = −Ŵ ′

|r| r.
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5.3 From the definitions of j[Ωt ]z, l[Ωt ], τ [Ωt ]z and r[Ωt ] we deduce

j[Ωt ]z = j[Ωt ]o − z × l[Ωt ], τ [Ωt ]z = τ [Ωt ]o − z × r[Ωt ].

Differentiating the first equation and subtracting the second gives

d

dt
j[Ωt ]z − τ [Ωt ]z

=
d

dt
j[Ωt ]o − τ [Ωt ]o − d

dt

(
z × l[Ωt ]

)
+ z × r[Ωt ].

The desired result follows from the laws of inertia and the fact
that z is constant.

5.5 Proceeding just as in Exercise 3 we obtain

d

dt
j[Ωt ]xc o m − τ [Ωt ]xc o m

=
d

dt
j[Ωt ]o − τ [Ωt ]o − d

dt

(
xcom × l[Ωt ]

)
+ xcom × r[Ωt ].

Expanding the derivative of the cross product and using the laws
of inertia to eliminate terms we get

d

dt
j[Ωt ]xc o m − τ [Ωt ]xc o m = −ẋcom × l[Ωt ].

The result follows from the fact that ẋcom × l[Ωt ] = 0. In partic-
ular, ẋcom is parallel to l[Ωt ] by the results of Exercise 4.

5.7 (a) For any open subset Ωt of Bt the axiom on angular momentum
states

d

dt
j[Ωt ]o = τ [Ωt ]o.

From the given expression for τ [Ωt ]o, together with the relations
t = Sn and m = Mn, we have (omitting arguments x and t for
brevity)

τ [Ωt ]o =
∫

Ω t

ρh + x × ρb dVx +
∫

∂Ω t

Mn + x × Sn dAx.
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By the Divergence Theorem we note that∫
∂Ω t

x × Sn dAx =
∫

∂Ω t

εijkxjSklnlei dAx

=
∫

Ω t

(εijkxjSkl),lei dVx

=
∫

Ω t

(εijkSkj + εijkxjSkl,l)ei dVx

=
∫

Ω t

ξ + x ×∇x · S dVx,

where we introduce ξ = εijkSkjei for convenience. From the
definition of j[Ωt ]o and the result on time derivatives of integrals
relative to mass density we get

d

dt
j[Ωt ]o =

∫
Ω t

ρη̇ + ρ(ẋ × v + x × v̇) dVx.

Substituting the above result into the axiom of angular momen-
tum and using the fact that ẋ × v = 0 we get∫

Ω t

ρη̇ + x × ρv̇ dVx

=
∫

Ω t

ρh + x × ρb dVx +
∫

∂Ω t

Mn + x × Sn dAx.

Using the Divergence Theorem on the surface integrals and col-
lecting terms we arrive at∫

Ω t

ρη̇ −∇x · M − ξ − ρh + x × [ρv̇ −∇x · S − ρb] dVx = 0.

Because our definitions of linear momentum and resultant force
have not changed, the axiom of linear momentum still implies
ρv̇ = ∇x ·S + ρb. Using this fact, together with the Localization
Theorem, we conclude

ρη̇ = ∇x · M + ξ + ρh, ∀x ∈ Bt, t ≥ 0,

which is the desired result.

(b) In the case when M and h are identically zero we get ρη̇ = ξ.
Thus, for any x ∈ Bt and t ≥ 0 we deduce that η̇(x, t) = 0 if
and only if ξ(x, t) = 0. Just as in the analysis of the equilibrium
equations in Chapter 3, we find that ξ(x, t) = 0 if and only if
S(x, t) is symmetric.
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5.9 The first equation is simply the mass conservation equation. To
establish the second we notice that

∂

∂t
(ρv) + ∇x · (ρv ⊗ v + pI)

=
∂

∂t
(ρv) + ∇x · (v ⊗ (ρv) + pI)

=
∂ρ

∂t
v + ρ

∂v

∂t
+ (∇x v)ρv + ∇x · (ρv)v + ∇x p

=
(

∂ρ

∂t
+ ∇x · (ρv)

)
v + ∇x p + ρ

(
∂v

∂t
+ (∇x v)v

)
= ∇x p + ρv̇,

where the last line follows from mass conservation. Using S =
−pI and the balance of linear momentum equation we obtain

∂

∂t
(ρv) + ∇x · (ρv ⊗ v + pI) = −∇x · S + ρv̇ = ρb,

which is the desired result. To establish the third equation we
notice that

∂

∂t
(ρE) + ∇x · (ρEv + pv)

=
∂

∂t
(ρE) + ∇x (ρE) · v + (ρE)∇x · v + ∇x · (pv)

= (ρE)• + (ρE)∇x · v + ∇x · (pv)

= (ρ̇ + ρ∇x · v)E + ρĖ −∇x · (Sv),

where the last line follows from S = −pI. By mass conservation
we have ρ̇ + ρ∇x · v = 0. Using this result, together with the
definition E = φ + 1

2 |v|2 and the symmetry of S, we obtain

∂

∂t
(ρE) + ∇x · (ρEv + pv)

= ρ(φ̇ + v̇ · v) − (∇x · S) · v − S : ∇x v

= (ρφ̇ − S : L) + (ρv̇ −∇x · S) · v.

Finally, substituting for ρφ̇ and ρv̇ from the balance of energy
and linear momentum equations we get

∂

∂t
(ρE) + ∇x · (ρEv + pv) = −∇x · q + ρr + ρb · v,

which is the desired result.
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5.11 From the Clausius–Duhem inequality in Lagrangian form we have

ρ0 η̇m ≥ Θ−1ρ0R −∇X · (Θ−1Q).

Expanding the divergence term and multiplying through by Θ we
obtain

Θρ0 η̇m ≥ ρ0R −∇X · Q + Θ−1Q · ∇X Θ. (5.45)

From the definition of the free energy we have Θη̇m = Φ̇− Θ̇ηm −
Ψ̇. Multiplying this expression by ρ0 and using the balance of
energy equation to eliminate ρ0Φ̇ we get

ρ0Θη̇m = P : Ḟ −∇X · Q + ρ0R − ρ0Θ̇ηm − ρ0Ψ̇.

Substituting this expression into (5.45) leads to

ρ0Ψ̇ ≤ P : Ḟ − ρ0ηm Θ̇ − Θ−1Q · ∇X Θ,

which is the desired result.

5.13 Since ϕ∗ = Q(t)ϕ + c(t) we have

F ∗(X, t) = Q(t)F (X, t).

By definition of the Cauchy strain tensor we have

C∗ = (F ∗)T F ∗ = (QF )T (QF ) = F T QT QF = F T F = C,

and from this result we obtain

U∗ =
√

C∗ =
√

C = U .

In view of the relations F ∗ = R∗U∗ and F = RU , and the
results F ∗ = QF and U∗ = U , we obtain R∗U = QRU . Hence,
since U is invertible, we have

R∗ = QR.

Similarly, given the relations F ∗ = V ∗R∗ and F = V R, and the
results F ∗ = QF and R∗ = QR, we obtain V ∗QR = QV R.
Hence, since R is invertible, we have

V ∗ = QV QT .

From Chapter 4 we recall that the spatial velocity and material
deformation gradients for a motion ϕ are related as

(∇x v)(x, t)
∣∣∣
x=ϕ(X,t)

= Ḟ (X, t)F (X, t)−1 .
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Similarly, for the motion ϕ∗ we have

(∇x ∗
v∗)(x∗, t)

∣∣∣
x∗=ϕ∗(X,t)

= Ḟ ∗(X, t)F ∗(X, t)−1 .

Since

Ḟ ∗(X, t) = Q̇(t)F (X, t) + Q(t)Ḟ (X, t),

and

F ∗(X, t)−1 = (Q(t)F (X, t))−1

= F (X, t)−1Q(t)−1 = F (X, t)−1Q(t)T ,

we have

(∇x ∗
v∗)(x∗, t)

∣∣∣
x∗=ϕ∗(X,t)

=
[
Q̇(t)F (X, t) + Q(t)Ḟ (X, t)

]
F (X, t)−1Q(t)T

= Q̇(t)Q(t)T + Q(t)Ḟ (X, t)F (X, t)−1Q(t)T

= Q̇(t)Q(t)T + Q(t)(∇x v)(x, t)
∣∣∣
x=ϕ(X,t)

Q(t)T .

Using the fact that x∗ = ϕ∗(X, t) = g(x, t)
∣∣∣
x=ϕ(X,t)

we obtain

(∇x ∗
v∗)(x∗, t)

∣∣∣
x∗=g(x,t)

= Q(t)(∇x v)(x, t)Q(t)T + Q̇(t)Q(t)T ,

which is the desired result. From the relation Q(t)Q(t)T = I we
deduce O = d

dt

{
Q(t)Q(t)T

}
= Q̇(t)Q(t)T + Q(t)Q̇(t)T , which

implies

Q̇(t)Q(t)T = −Q(t)Q̇(t)T .

From this result and the fact Q̇(t)T = d
dt

{
Q(t)T

}
=
{

d
dt Q(t)

}T

we obtain

Q̇(t)Q(t)T = −
{

Q̇(t)Q(t)T
}T

,

which implies Q̇(t)Q(t)T is skew. Finally, from the definition
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L∗ = sym(∇x ∗
v∗) we get

L∗(x∗, t)
∣∣∣
x∗=g(x,t)

= 1
2 (∇x ∗

v∗)(x∗, t)
∣∣∣
x∗=g(x,t)

+ 1
2 ((∇x ∗

v∗)(x∗, t))T
∣∣∣
x∗=g(x,t)

= 1
2 Q(t)(∇x v)(x, t)Q(t)T + 1

2 Q̇(t)Q(t)T

+ 1
2 Q(t)((∇x v)(x, t))T Q(t)T + 1

2

{
Q̇(t)Q(t)T

}T

= 1
2 Q(t)[ (∇x v)(x, t) + ((∇x v)(x, t))T ]Q(t)T

= Q(t)L(x, t)Q(t)T ,

which is the desired result.

5.15 (a) From the result on the effects of superposed rigid motion we
have ∇x ∗

v∗ = Q∇x vQT + Q̇QT , and taking the transpose gives
(∇x ∗

v∗)T = Q∇x vT QT + QQ̇T . From these expressions we get

W ∗ = QWQT +
Q̇QT − QQ̇T

2
.

From QQT = I we deduce Q̇QT + QQ̇T = O. Substituting this
result into the expression above gives

W ∗ = QWQT + Q̇QT , (5.46)

which is the desired result.

(b) Since T is frame indifferent we have T ∗ = QTQT , and since
Jma(T ) = Ṫ we have

Jma(T ∗) = (T ∗)• = QṪQT + Q̇TQT + QTQ̇T .

By (5.46), and the fact that W and W ∗ are skew, we get W ∗Q =
QW + Q̇ and −QT W ∗ = −WQT + Q̇T . Thus

Jma(T ∗) = QJma(T )QT

+ [W ∗Q − QW ]TQT + QT [WQT − QT W ∗].

This shows that Jma(T ∗) �= QJma(T )QT for general superposed
rigid motions as claimed. To investigate the co-rotated derivative
Jco(T ,W ) we note from above that

(T ∗)• = Q[Ṫ − WT + TW ]QT + W ∗QTQT − QTQT W ∗

= Q[Ṫ − WT + TW ]QT + W ∗T ∗ − T ∗W ∗,
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which implies

(T ∗)• − W ∗T ∗ + T ∗W ∗ = Q[Ṫ − WT + TW ]QT .

Thus we obtain Jco(T ∗,W ∗) = QJco(T ,W )QT as claimed.
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Isothermal Fluid Mechanics

In this chapter we consider several applications of the Eulerian balance
laws derived in Chapter 5. Both because it is physically reasonable in
many circumstances, and because it simplifies the exposition, we neglect
thermal effects here; they are studied in some detail in Chapter 8. Con-
sidering only the isothermal case there are 16 basic unknown fields in
the Eulerian description of a continuum body:

ϕi(X, t) 3 components of motion

vi(x, t) 3 components of velocity

ρ(x, t) 1 mass density

Sij (x, t) 9 components of stress.

To determine these unknown fields we have the following 10 equations:

[vi ]m = ∂
∂ t ϕi 3 kinematical

∂
∂ t ρ + (ρvi),i = 0 1 mass

ρv̇i = Sij,j + ρbi 3 linear momentum

Sij = Sji 3 independent angular momentum.

Thus 6 additional equations are required to balance the number of
equations and unknowns. These are provided by constitutive equations
that relate the 6 independent components of the Cauchy stress field S to
the variables ρ, v and ϕ. In the case of a material subject to an internal
constraint, there is an additional equation which defines the constraint,
together with an additional unknown multiplier field which enforces it.
Both constitutive and constraint equations, if any, must be consistent
with the axiom of material frame-indifference. Moreover, assuming a

221
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material is energetically passive, the constitutive equation must also
satisfy the mechanical energy inequality as discussed in Chapter 5.

In this chapter we study constitutive models that relate the Cauchy
stress S to the spatial mass density ρ and the spatial velocity gradient
∇x v. Such models are typically used to describe the behavior of various
types of fluids. Because each such constitutive model is independent of
ϕ, a closed system of equations for ρ, v and S is provided by the balance
equations for mass, linear momentum and angular momentum. As we
will see, these equations provide a complete description of motion for
bodies occupying regions of space with prescribed boundaries. When
boundaries are not known a-priori, then ϕ and the kinematical equation
must in general also be considered.

The specific constitutive models considered in this chapter are those
for: (i) ideal incompressible fluids, (ii) elastic fluids and (iii) Newtonian
incompressible fluids. Models (i) and (ii) describe inviscid fluids, whereas
(iii) describes a viscous fluid. Models (i) and (iii) describe incompressible
fluids, whereas (ii) describes a compressible fluid. For each model we
summarize the governing equations, give an example of a typical initial-
boundary value problem, and study various qualitative properties. In
the context of model (ii) we also introduce the concept of linearization,
a technique that will be used repeatedly in later chapters.

6.1 Ideal Fluids

In this section we study the constitutive model for an ideal fluid. We
show that the model is frame-indifferent and satisfies the mechanical
energy inequality, and then discuss a standard initial-boundary value
problem. We end with some results concerning irrotational motions.

6.1.1 Definition

A continuum body with reference configuration B is said to be an ideal
fluid if:

(1) The reference mass density field ρ0(X) is uniform in the sense
that ρ0(X) = ρ0 > 0 (constant).

(2) The material is incompressible (see Section 5.6), which means
that the spatial velocity field must satisfy

∇x · v(x, t) = 0.
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(3) The Cauchy stress field is spherical or Eulerian (see Section 3.5),
which means that there is a scalar field p(x, t) called the pressure
such that

S(x, t) = −p(x, t)I.

In view of the discussion in Section 5.6, the pressure field in Property
(3) can be identified as the multiplier for the constraint in Property
(2). In particular, the stress field in an ideal fluid is purely reactive
and is determined entirely by the incompressibility constraint. Property
(3) implies that the stress field is also necessarily symmetric. Thus the
balance equation for angular momentum (Result 5.8) is automatically
satisfied and will not be considered further.

Properties (1) and (2) and the conservation of mass equation (Result
5.5) imply that the spatial mass density is uniform in space and constant
in time, in particular

ρ(x, t) = ρ0 > 0, ∀x ∈ Bt, t ≥ 0.

This conclusion may be reached by substituting the incompressibility
condition ∇x · v = 0 into the conservation of mass equation, which
yields

ρ̇(x, t) = 0, ∀x ∈ Bt, t ≥ 0.

By definition of the total or material time derivative we have

∂

∂t
ρ(ϕ(X, t), t) = 0, ∀X ∈ B, t ≥ 0.

From this result, together with the convention ϕ(X, 0) = X and the
definition of ρ0(X), we get

ρ(ϕ(X, t), t) = ρ(X, 0) = ρ0(X), ∀X ∈ B, t ≥ 0.

The stated result then follows from the condition on ρ0(X) and the
relation x = ϕ(X, t).

6.1.2 Euler Equations

Setting ρ(x, t) = ρ0 and S(x, t) = −p(x, t)I in the balance of linear
momentum equation (Result 5.7) and the conservation of mass equa-
tion (Result 5.5), we obtain a closed system of equations for the spatial
velocity and pressure fields in a body of ideal fluid. In particular, we
obtain

ρ0 v̇ = ∇x · (−pI) + ρ0b and ∇x · v = 0,
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where b(x, t) is a prescribed spatial body force field per unit mass. No-
tice that the conservation of mass equation reduces to the incompress-
ibility constraint on the spatial velocity field.

In view of Result 4.7 we have

v̇ =
∂

∂t
v + (∇x v)v.

Also, it is straightforward to verify that

∇x · (−pI) = −∇x p.

Thus the spatial velocity and pressure fields in a body of ideal fluid
with reference configuration B must satisfy the following equations for
all x ∈ Bt and t ≥ 0

ρ0

[
∂

∂t
v + (∇x v)v

]
= −∇x p + ρ0b,

∇x · v = 0.

(6.1)

These equations are known as the Euler Equations for an ideal fluid.

Remarks:

(1) In an ideal fluid there is no explicit equation that relates pressure
to velocity or density. Instead, the pressure field is a fundamen-
tal unknown that must be determined simultaneously with the
velocity field. In particular, the pressure field can be identified as
the multiplier associated with the constraint of incompressibility
(see Section 5.6).

(2) The equations in (6.1) can determine pressure only to within an
additive function of time. That is, if the pair v(x, t), p(x, t)
satisfies (6.1), then so does v(x, t), p(x, t)+f(t) for any arbitrary
scalar-valued function f(t). This follows from the fact that ∇x (p+
f) = ∇x p.

(3) In an ideal fluid there are no shear stresses. In particular, because
the Cauchy stress field is spherical, the traction t on a surface with
normal n is itself normal to the surface since t = Sn = −pn (see
Section 3.5).
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6.1.3 Frame-Indifference Considerations

As discussed in Section 5.6, the Cauchy stress field in a body subject to
a material constraint can be decomposed as

S(x, t) = S(r)(x, t) + S(a)(x, t),

where S(r) is a reactive stress determined by the constraint, and S(a)

is an active stress determined by a given constitutive equation. For an
ideal fluid we have

S(r)(x, t) = −p(x, t)I, S(a)(x, t) = O,

where p is the multiplier associated with the incompressibility constraint
∇x · v = 0, or equivalently, detF = 1. This constraint can be written in
the standard material form

γ(F (X, t)) = 0,

where γ(F ) = det F − 1.
For a constrained model to be consistent with the axiom of material

frame-indifference (Axiom 5.24) it is sufficient that the constraint field
γ(F (X, t)) and active stress field S(a)(x, t) be frame-indifferent in the
sense of Definition 5.23. To determine if this is the case, let Bt and B∗

t

denote two configurations of a body of ideal fluid that are related by a
superposed rigid motion

x∗ = g(x, t) = Q(t)x + c(t),

where Q(t) is an arbitrary rotation tensor and c(t) is an arbitrary vector.
Let γ(F (X, t)) and S(a)(x, t) denote the constraint and active stress
fields associated with Bt , and let γ(F ∗(X, t)) and S(a)∗(x∗, t) denote
the corresponding fields associated with B∗

t . Recall that, by Result 5.22,
we have F ∗(X, t) = Q(t)F (X, t). Using the definitions of γ and S(a)

(the active stress is identically zero), together with the fact that the
determinant of a rotation is unity, we deduce (omitting the arguments
x∗, x, X and t for brevity)

γ(F ∗) = det F ∗ − 1 = det F − 1 = γ(F ),

S(a)∗ = O = Q[O]QT = QS(a)QT .

Thus the material model for an ideal fluid is frame-indifferent.
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6.1.4 Mechanical Energy Considerations

Here we assume the isothermal model of an ideal fluid is energetically
passive as discussed in Section 5.7 and show that it satisfies the mechan-
ical energy inequality (Result 5.29).

Since S = −pI and L = sym(∇x v), for any motion of an ideal fluid
we have

S : L = −pI : sym(∇x v).

Using the facts that I : A = trA and tr(sym(A)) = tr A for any second-
order tensor A, we get

S : L = −p tr(∇x v) = −p∇x · v = 0, ∀x ∈ Bt, t ≥ 0,

where the last equality follows from the incompressibility condition. For
any time interval [t0 , t1 ] the above result implies

∫ t1

t0

(det F (X, t))Sm (X, t) : Lm (X, t) dt = 0, ∀X ∈ B,

where F is the deformation gradient. This shows that the model of
an ideal fluid is consistent with the mechanical energy inequality. In
particular, the inequality is satisfied for any isothermal process, closed
or not.

6.1.5 Initial-Boundary Value Problems

An initial-boundary value problem for a body of ideal fluid is a set
of equations that describe the motion of the body subject to specified
initial conditions in B at time t = 0, and boundary conditions on ∂Bt

for t ≥ 0. The Eulerian form of the balance laws for an ideal fluid are
particularly well-suited for those problems in which the body occupies
a fixed region D of space. We typically assume D is a bounded open
set as shown in Figure 6.1. However, it is also useful in applications to
consider unbounded open sets such as the exterior of the region shown
in the figure, or the whole of Euclidean space.

A standard initial-boundary value problem for a body of ideal fluid
occupying a fixed region D can be stated as follows: Find v : D×[0, T ] →
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Fig. 6.1 Ideal fluid body occupying a fixed region D (cavity).

V and p : D × [0, T ] → IR such that

ρ0
[

∂
∂ t v + (∇x v)v

]
= −∇x p + ρ0b in D × [0, T ]

∇x · v = 0 in D × [0, T ]

v · n = 0 in ∂D × [0, T ]

v(·, 0) = v0(·) in D.

(6.2)

In the above system, ρ0 is a prescribed constant mass density and
b is a prescribed spatial body force per unit mass. Equation (6.2)1 is
the balance of linear momentum equation and (6.2)2 is the material in-
compressibility constraint, which in the current case is equivalent to the
conservation of mass equation. Equation (6.2)3 is a boundary condi-
tion which expresses the fact that fluid cannot cross the boundary of
D and (6.2)4 is an initial condition. Here v0 is a given field which
corresponds to the fluid velocity field at time t = 0. The specified field
v0 should be compatible with the incompressibility and boundary con-
ditions in the sense that ∇x · v0 = 0 in D and v0 · n = 0 on ∂D.

Remarks:

(1) The system in (6.2) is a nonlinear initial-boundary value prob-
lem for the fields (v, p). This system is guaranteed to have a
solution on some finite time interval [0, T ] provided the region D

is sufficiently regular, and the field v0 is sufficiently smooth and
compatible with the incompressibility and boundary conditions.
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(2) When D is bounded, the field v is unique, whereas p is unique only
to within an additive function of time. When D is unbounded,
additional boundary conditions at infinity are typically imposed
which result in uniqueness for both v and p.

(3) Although a solution to (6.2) can be guaranteed on a finite time
interval depending on the given data of a problem, global exis-
tence for all time is still an open question. Moreover, while some
special exact solutions to (6.2) are known, numerical approxi-
mation is generally required to obtain quantitative information
about solutions.

(4) For simplicity, we assume that solutions are continuously differ-
entiable in all variables as many times as are required for the
calculations we perform.

6.1.6 Motion Map, Other Boundary Conditions

For problems in which a fluid body occupies a fixed region D, the fluid
velocity and pressure fields (v, p) can be determined from (6.2) indepen-
dently of the motion map ϕ. In particular, ϕ does not enter the problem
because the current placement of the body is known for all t ≥ 0, namely,
Bt = D. If desired, ϕ can be determined from v via the equations

∂

∂t
ϕ(X, t) = v(ϕ(X, t), t)

ϕ(X, 0) = X

 , ∀X ∈ D, t ∈ [0, T ]. (6.3)

Equation (6.3)1 is the definition of the spatial velocity in terms of the
motion map (see Chapter 4) and (6.3)2 is an initial condition which
expresses the convention that B0 = B. Thus the solution ϕ(X, t) of
this system is the current position of the material particle whose initial
position was X ∈ D.

Two different families of curves are typically used to visualize the
motion of a fluid body. By a pathline we mean the trajectory of an
individual fluid particle for t ≥ 0. In particular, pathlines are the curves
defined by ϕ(X, t) with X fixed. Pathlines give a Lagrangian picture
of fluid motion. A small, suspended particle following a pathline is typ-
ically called a passive tracer. By a streamline we mean an integral
curve of the vector field v(x, t) with t fixed. In particular, streamlines
are the solution curves of the differential equation d

ds y = v(y(s), t). For
each fixed t ≥ 0, streamlines provide a global portrait of the spatial
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velocity field v(x, t). While the set of streamlines for a motion is gener-
ally different from the set of pathlines, the two sets coincide when the
spatial velocity v(x, t) is independent of t.

Problems in which a fluid body does not occupy a fixed region of space
can also be considered. For example, a fluid (liquid) in an open container
exposed to the environment will generally not occupy a fixed region of
space; it may develop waves on its exposed surface. In such problems,
(v, p) cannot generally be determined independently of ϕ. In particular,
ϕ would be an additional unknown required to describe the shape of the
exposed surface, and (6.3)1 would be included as an additional equation.
Moreover, a boundary condition on pressure (traction) would typically
be imposed on the exposed surface.

The boundary condition v · n = 0 is appropriate for describing the
interface between an ideal fluid and a fixed, impermeable solid. If the
solid were not fixed, but instead had a prescribed velocity field ϑ, then
an appropriate boundary condition would be v ·n = ϑ ·n. As mentioned
above, other boundary conditions can be considered when the interface
is not fluid-solid, or when the motion of the boundary is not known a-
priori. Also, different conditions could be imposed on different parts of
the boundary.

6.1.7 Irrotational Motion, Bernoulli’s Theorem

Here we introduce the idea of an irrotational motion and classify the
properties of such motions. We show that the spatial velocity and pres-
sure fields in an irrotational motion of an ideal fluid satisfy a much
simpler system of equations than those in (6.2).

Definition 6.1 Let ϕ : B × [0,∞) → IE3 be a motion of a continuum
body with spatial velocity field v and spin field W = skew(∇x v). Then
ϕ is said to be irrotational if

W (x, t) = O, ∀x ∈ Bt, t ≥ 0,

or equivalently

(∇x × v)(x, t) = 0, ∀x ∈ Bt, t ≥ 0, (6.4)

where ∇x × v is the vorticity.

Thus a motion is said to be irrotational if the spatial vorticity field is
identically zero. In view of Stokes’ Theorem (Result 2.18), an irrota-
tional motion is to be interpreted as one in which material particles
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experience no net rotation. In particular, the circulation of material
around the edge of an arbitrary open surface in space (a disc for exam-
ple) must vanish. Similar interpretations of irrotational motions can be
drawn from the properties of the spin tensor outlined in Section 4.5.2.

The following result is a classic theorem of vector analysis. For brevity
we omit the proof, but we note that the sufficiency part of the result is
clear since ∇x × (∇x φ) = 0 for any scalar field φ.

Result 6.2 Velocity Potential for Irrotational Motion. Assume
Bt is simply connected for all t ≥ 0. Then a smooth vector field v

satisfies (6.4) if and only if there is a spatial field φ such that

v(x, t) = ∇x φ(x, t), ∀x ∈ Bt, t ≥ 0.

The scalar field φ is called a potential for v.

Remarks:

(1) A set Ω ⊆ IE3 is called connected if any two points in Ω can be
connected by a curve in Ω. In addition, if any closed curve in Ω
can be continuously deformed to a point without leaving Ω, then
it is called simply connected.

(2) Any vector field whose curl vanishes identically as in (6.4) is said
to be irrotational. In this sense, the spatial velocity field for an
irrotational motion is irrotational.

The following result establishes an important property of the spatial
acceleration field for an irrotational motion.

Result 6.3 Acceleration Field for Irrotational Motion. Let ϕ :
B × [0,∞) → IE3 be a motion of a continuum body with spatial velocity
field v and spin field W . Then

v̇ =
∂

∂t
v + 1

2∇
x (|v|2) + 2Wv

=
∂

∂t
v + 1

2∇
x (|v|2) + (∇x × v) × v.

(6.5)

Thus, for an irrotational motion, we have

v̇ =
∂

∂t
v + 1

2∇
x (|v|2). (6.6)
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Proof From Result 4.7 the spatial acceleration field is given by

v̇ =
∂

∂t
v + (∇x v)v, (6.7)

and by definition of W we have

2Wv = [∇x v − (∇x v)T ]v.

Using the fact that

(∇x v)T v = vi,j viej = 1
2 (vivi),jej = 1

2∇
x (|v|2),

we find

2Wv = (∇x v)v − 1
2∇

x (|v|2). (6.8)

Solving (6.8) for (∇x v)v and substituting the result into (6.7) leads to
the first equation in (6.5). The second equation in (6.5) follows from the
definition of ∇x × v (see Definition 2.12), and the result in (6.6) follows
from the definition of an irrotational motion.

Not all motions of an ideal fluid are irrotational. However, the next re-
sult shows that any motion which begins from a suitable initial velocity,
for example a uniform velocity, will be irrotational for all time provided
that the body force field per unit mass is conservative. A spatial force
field b is called conservative if there exists a spatial scalar field β such
that

b(x, t) = −∇x β(x, t).

Result 6.4 Criterion for Irrotational Motion in Ideal Fluids.

Let ϕ : B× [0,∞) → IE3 be a motion of a body of ideal fluid with spatial
velocity field v and constant mass density ρ0 , and suppose the body is
subject to a conservative body force field per unit mass b = −∇x β. If v

is irrotational at t = 0, then it is irrotational for all t ≥ 0.

Proof To establish the result let w = ∇x × v. Then, taking the curl of
(6.1)1 , and employing (6.5)2 and the fact that the curl of a gradient is
zero, we find that w satisfies

ρ0

[
∂w

∂t
+ ∇x × (w × v)

]
(x, t) = 0. (6.9)

Moreover, by assumption on v, we have the initial condition

w(x, 0) = 0.
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Expanding the curl operations in (6.9) and dividing through by the
constant ρ0 > 0 gives

∂w

∂t
+ (∇x w)v − (∇x v)w + w(∇x · v) − v(∇x · w) = 0.

Using the facts that ∇x · v = 0 (because the flow is incompressible) and
∇x · w = 0 (because the divergence of a curl is always zero) we deduce

ẇ − (∇x v)w = 0. (6.10)

We next show that w(x, t) = 0 is the unique solution of (6.10) with
initial condition w(x, 0) = 0. Rather than appeal to the general the-
ory of linear partial differential equations, we establish this result by
direct calculation using a convenient change of variables. To this end,
let wm (X, t) be the material description of w(x, t), so wm (X, t) =
w(ϕ(X, t), t), and let ξ(X, t) be the material field defined by

ξ = F−1wm , equivalently wm = Fξ. (6.11)

Then from (6.11)2 we have

∂

∂t
wm =

( ∂

∂t
F
)
ξ + F

( ∂

∂t
ξ
)
,

and solving this equation for ∂
∂ t ξ we obtain, after eliminating ξ

∂

∂t
ξ = F−1

[
∂

∂t
wm −

( ∂

∂t
F
)
F−1wm

]
. (6.12)

Since ∂
∂ t wm = (ẇ)m and ( ∂

∂ t F )F−1 = (∇x v)m , we find that the right-
hand side of (6.12) vanishes by (6.10). Thus ξ satisfies the simple equa-
tion

∂

∂t
ξ(X, t) = 0.

From this we deduce ξ(X, t) = ξ(X, 0) for all t ≥ 0 and X ∈ B.
Moreover, since F (X, 0) = I we have ξ(X, 0) = wm (X, 0). When
these results are combined with (6.11)2 we find

wm (X, t) = F (X, t)ξ(X, t)

= F (X, t)ξ(X, 0)

= F (X, t)wm (X, 0).

Thus, if a motion is initially irrotational in the sense that wm (X, 0) = 0
for all X ∈ B, then it is forever irrotational in the sense that wm (X, t) =
0 for all t ≥ 0 and X ∈ B.
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The next result shows that the balance of linear momentum equation
for an ideal fluid can be reduced to a particularly simple form when the
motion is irrotational.

Result 6.5 Bernoulli’s Theorem for Ideal Fluids. Let ϕ : B ×
[0,∞) → IE3 be a motion of a body of ideal fluid with constant mass
density ρ0 . For all t ≥ 0 suppose the motion is irrotational with spatial
velocity v = ∇x φ, and suppose the body is subject to a conservative
body force per unit mass b = −∇x β. Then balance of linear momentum
implies

∇x

(
∂

∂t
φ + 1

2 |v|
2 + ρ−1

0 p + β

)
= 0, (6.13)

or equivalently
∂

∂t
φ + 1

2 |v|
2 + ρ−1

0 p + β = f, (6.14)

for some function f(t) depending on the motion.

Proof By Result 6.3, and the assumptions v = ∇x φ and b = −∇x β, the
balance of linear momentum equation (6.1)1 can be written as

ρ0

[
∂

∂t
(∇x φ) + 1

2∇
x (|v|2)

]
= −∇x p − ρ0∇x β.

The result in (6.13) follows from the fact that the operators ∂
∂ t and ∇x

commute. The result in (6.14) follows from the definition of ∇x .

From the above result we deduce that the spatial velocity field v and
pressure field p in an irrotational motion of an ideal fluid can be deter-
mined from a much simpler system of equations than those in (6.2). In
particular, suppose as before that the body occupies a fixed region D

of space and consider the representation v = ∇x φ guaranteed by Result
6.2. Then from (6.2)2,3 we find that φ must satisfy the equation

∆x φ = 0, ∀x ∈ D, t ≥ 0, (6.15)

together with the boundary condition

∇x φ · n = 0, ∀x ∈ ∂D, t ≥ 0. (6.16)

From (6.2)1 we find that p must satisfy (6.14) for all x ∈ D and t ≥ 0.
The initial condition in (6.2)4 cannot be specified arbitrarily. It must
be compatible with the irrotational motion determined by (6.15) and
(6.16).
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Remarks:

(1) The system in (6.15) and (6.16) is a linear boundary-value prob-
lem for the scalar field φ. This system can determine φ only to
within an additive function of time, which has no effect on the ve-
locity field v since v = ∇x φ. Equation (6.15) is called Laplace’s
equation for φ.

(2) When D is bounded, the system in (6.15) and (6.16) admits only
the trivial solution φ = 0 up to an additive function of time,
which implies v = 0. Thus the only possible irrotational motion
of an ideal fluid in a bounded domain with a fixed boundary is
the trivial one.

(3) When D is unbounded, the system in (6.15) and (6.16) is typically
augmented with boundary conditions at infinity, for example uni-
form flow and decay conditions, which lead to unique, non-trivial
φ and v. Notice that φ and v can depend on time through these
boundary conditions.

(4) The pressure field p corresponding to a velocity field v can be
found from (6.14) up to an unknown function f(t). This function
can be determined when the value of p is known at some reference
point x∗ for all t ≥ 0. Thus the difference p(x, t) − p(x∗, t) can
be determined for all x ∈ D and t ≥ 0.

(5) Any spatial field that is independent of t is referred to as steady.
In the case when all fields are steady, the pressure difference
p(x) − p(x∗) is given by the simple relation

p − p∗ = 1
2 ρ0(|v∗|2 − |v|2) + ρ0(β∗ − β),

where p∗, v∗ and β∗ denote values at x∗.

6.2 Elastic Fluids

In this section we study the constitutive model for an elastic fluid, which
is a simple model for an isothermal compressible fluid. We show that the
model is frame-indifferent and satisfies the mechanical energy inequality,
and discuss a standard initial-boundary value problem. We also describe
results pertaining to irrotational motions and prove a generalized form
of Bernoulli’s Theorem. We end with a derivation of the linearized
equations of motion for small disturbances.
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6.2.1 Definition

A continuum body with reference configuration B is said to be an elastic
fluid if:

(1) The Cauchy stress field is spherical or Eulerian (see Section 3.5),
which means that there is a scalar field p(x, t) called the pressure
such that

S(x, t) = −p(x, t)I.

(2) The pressure field p(x, t) is related to the spatial mass density
field ρ(x, t) by the equation

p(x, t) = π(ρ(x, t)),

where π : IR+ → IR is a given function satisfying π′(s) > 0 for all
s > 0. The constitutive relation p = π(ρ) is typically called an
equation of state.

Properties (1) and (2) imply that the Cauchy stress field in an elastic
fluid is entirely determined by the spatial mass density. Property (1) also
implies that the stress field is necessarily symmetric. Thus the balance
equation for angular momentum (Result 5.8) is automatically satisfied
and will not be considered further. The assumption on π′ in Property (2)
implies that, under isothermal conditions, pressure increases with den-
sity. This assumption is physically reasonable in many circumstances.
As we will see later, it leads to a well-defined notion of the “speed of
sound” in an elastic fluid.

6.2.2 Elastic Fluid Equations

A closed system of equations for the spatial velocity and density fields
in a body of elastic fluid is provided by the balance of linear momentum
equation (Result 5.7) and the conservation of mass equation (Result 5.5).
In particular, by setting S = −pI in these equations we obtain

ρv̇ = ∇x · (−pI) + ρb and
∂

∂t
ρ + ∇x · (ρv) = 0,

where p = π(ρ) and b(x, t) is a prescribed spatial body force field per
unit mass.

In view of Result 4.7 we have

v̇ =
∂

∂t
v + (∇x v)v.
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Also, it is straightforward to verify that

∇x · (−pI) = −∇x p = −∇x [π(ρ)] = −π′(ρ)∇x ρ.

Thus the spatial velocity and density fields in a body of elastic fluid
with reference configuration B must satisfy the following equations for
all x ∈ Bt and t ≥ 0

ρ

[
∂

∂t
v + (∇x v)v

]
= −π′(ρ)∇x ρ + ρb,

∂

∂t
ρ + ∇x · (ρv) = 0.

(6.17)

These equations are known as the Elastic Fluid Equations.

Remarks:

(1) In contrast to an ideal fluid, an elastic fluid is compressible. It
may experience volume changes and its spatial mass density is
not necessarily constant. Because there is no incompressibility
constraint, the pressure field p in an elastic fluid is not an addi-
tional unknown. Rather, it is completely determined by the mass
density ρ.

(2) Just as for an ideal fluid, an elastic fluid can support no shear
stresses. In particular, because the Cauchy stress field is spheri-
cal, the traction t on a surface with normal n is itself normal to
the surface since t = Sn = −pn (see Section 3.5).

6.2.3 Frame-Indifference Considerations

An elastic fluid model is defined by the constitutive equation

S(x, t) = −π(ρ(x, t))I, (6.18)

where π is a given function and ρ is the spatial mass density. In order for
this model to be consistent with the axiom of material frame-indifference
(Axiom 5.24) it must deliver a stress field that is frame-indifferent in the
sense of Definition 5.23. To determine if this is the case, let Bt and B∗

t

denote two configurations of a body of elastic fluid that are related by
a superposed rigid motion

x∗ = g(x, t) = Q(t)x + c(t),
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where Q(t) is an arbitrary rotation tensor and c(t) is an arbitrary vector.
Let S(x, t) denote the stress field associated with Bt , and let S∗(x∗, t)
denote the stress field associated with B∗

t . Recall that, by Axiom 5.24,
we have ρ∗(x∗, t) = ρ(x, t), where x∗ = g(x, t). Using the relation in
(6.18) we deduce (omitting the arguments x∗, x and t for brevity)

S∗ = −π(ρ∗)I = Q[−π(ρ)I]QT = QSQT .

Thus the constitutive model for an elastic fluid is frame-indifferent.

6.2.4 Mechanical Energy Considerations

Here we assume the isothermal model of an elastic fluid is energetically
passive as discussed in Section 5.7 and show that it satisfies the mechan-
ical energy inequality (Result 5.29) for any constitutive relation of the
form p = π(ρ).

Since S = −π(ρ)I and L = sym(∇x v), for any motion of an elastic
fluid we have

S : L = −π(ρ)I : sym(∇x v),

and by the same arguments as in the ideal case we find

S : L = −π(ρ) tr(∇x v) = −π(ρ)∇x · v, ∀x ∈ Bt, t ≥ 0.

In material form this reads

Sm : Lm = −π(ρm )(∇x · v)m , ∀X ∈ B, t ≥ 0.

Since (∇x ·v)m det F = ∂
∂ t (det F ) by Result 4.9, and ρm = ρ0/det F by

Result 5.13, we get

(det F )Sm : Lm = −π
( ρ0

detF

) ∂

∂t
(det F ), ∀X ∈ B, t ≥ 0. (6.19)

Let g(X, s), s > 0, be any function defined by g′(X, s) = −π
( ρ0 (X)

s

)
,

where the prime denotes a derivative with respect to the argument s.
Then, by the chain rule, equation (6.19) can be written as

(det F )Sm : Lm = g′(X,det F )
∂

∂t
(det F ) =

∂

∂t
g(X,det F ).

For any time interval [t0 , t1 ] the above result implies∫ t1

t0

(det F (X, t))Sm (X, t) : Lm (X, t) dt

= g(X,det F (X, t1)) − g(X,det F (X, t0)), ∀X ∈ B.

(6.20)
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For any closed isothermal process in [t0 , t1 ] we have ϕ(X, t1) = ϕ(X, t0)
for all X ∈ B, which implies det F (X, t1) = det F (X, t0) for all X ∈ B.
Thus the right-hand side of (6.20) vanishes and the model of an elas-
tic fluid satisfies the mechanical energy inequality for any constitutive
relation p = π(ρ).

6.2.5 Initial-Boundary Value Problems

An initial-boundary value problem for a body of elastic fluid is a set
of equations that describe the motion of the body subject to specified
initial conditions in B at time t = 0, and boundary conditions on ∂Bt for
t ≥ 0. Just as for an ideal fluid, the Eulerian form of the balance laws for
an elastic fluid are particularly well-suited for those problems in which
the body occupies a fixed region D of space. In this case the spatial
velocity field v and the spatial mass density field ρ can be determined
independently of the motion ϕ. As before, we typically assume D is a
bounded open set as shown in Figure 6.1. However, it is also useful in
applications to consider unbounded open sets such as the exterior of the
region shown in the figure, or the whole of Euclidean space.

A standard initial-boundary value problem for a body of elastic fluid
occupying a fixed region D can be stated as follows: Find v : D×[0, T ] →
V and ρ : D × [0, T ] → IR such that

ρ
[

∂
∂ t v + (∇x v)v

]
= −π′(ρ)∇x ρ + ρb in D × [0, T ]

∂
∂ t ρ + ∇x · (ρv) = 0 in D × [0, T ]

v · n = 0 in ∂D × [0, T ]

v(·, 0) = v0(·) in D

ρ(·, 0) = ρ0(·) in D.

(6.21)

In the above system, π is a prescribed function and b is a prescribed
spatial body force field per unit mass. Equation (6.21)1 is the balance
of linear momentum equation and (6.21)2 is the conservation of mass
equation. Equation (6.21)3 is a boundary condition which expresses the
fact that fluid cannot cross the boundary of D and (6.21)4,5 are initial
conditions for the spatial velocity and mass density fields, respectively.
The specified field v0 should be compatible with the boundary condition
in the sense that v0 · n = 0 on ∂D.
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Remarks:

(1) The system in (6.21) is a nonlinear initial-boundary value problem
for the fields (v, ρ). We expect this system to have a solution on
some finite time interval [0, T ] under mild assumptions on D, v0

and ρ0 . However, general questions of existence and uniqueness
for all time are difficult.

(2) In some applications we find that solutions of (6.21) are not
smooth due to the appearance of shock waves. These are sur-
faces across which one or more components of a solution has a
jump discontinuity. A proper analysis of such solutions requires
the introduction of an appropriate weak form of the balance laws.
Here, however, we assume that solutions are continuously differ-
entiable as many times as are required for the calculations we
perform.

(3) The boundary condition v · n = 0 is appropriate for describing
the interface between an elastic fluid and a fixed, impermeable
solid. If the solid were not fixed, but instead had a prescribed
velocity field ϑ, then an appropriate boundary condition would
be v ·n = ϑ·n. Other boundary conditions can also be considered
when the interface is not fluid-solid, or when the motion of the
boundary is not known a-priori. Also, different conditions could
be imposed on different parts of the boundary.

6.2.6 Irrotational Motion, Generalized Bernoulli’s Theorem

Here we restrict attention to irrotational motions and establish a gen-
eralized version of Bernoulli’s Theorem for elastic fluids. We show that
the spatial velocity and density fields in an irrotational motion of an
elastic fluid satisfy a simpler system of equations than those in (6.21).

To begin, let γ : IR+ → IR be the function defined by

γ(s) =
∫ s

a

π′(ξ)
ξ

dξ,

where a > 0 is an arbitrary constant that will play no role in our devel-
opments. From this definition we get

γ′(s) =
π′(s)

s
, ∀s > 0, (6.22)
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and by the assumption π′(s) > 0 we note that γ′(s) > 0 for all s > 0.
Thus γ has an inverse which we denote by ζ. In particular, we have

ζ(γ(s)) = s, ∀s > 0.

The following result shows that, just as for an ideal fluid, any motion of
an elastic fluid which begins from a suitable initial velocity, for example
a uniform velocity, will be irrotational for all time provided that the
body force field per unit mass is conservative.

Result 6.6 Criterion for Irrotational Motion in Elastic Fluids.

Let ϕ : B × [0,∞) → IE3 be a motion of a body of elastic fluid with
spatial velocity v and mass density ρ, and suppose the body is subject
to a conservative body force field per unit mass b = −∇x β. If v is
irrotational at t = 0, then it is irrotational for all t ≥ 0.

Proof Dividing through by ρ > 0 in (6.17)1 gives

∂

∂t
v + (∇x v)v = −π′(ρ)

ρ
∇x ρ + b,

and using (6.22) and the assumption b = −∇x β we obtain

∂

∂t
v + (∇x v)v = −∇x γ(ρ) −∇x β. (6.23)

Next, let w = ∇x ×v and take the curl of (6.23). Employing Result 6.3,
and the fact that the curl of a gradient is zero, we find that w satisfies
the equation

∂w

∂t
+ ∇x × (w × v) = 0. (6.24)

Moreover, by assumption on v, we have the initial condition

w(x, 0) = 0.

Expanding the curl operations in (6.24) gives

∂w

∂t
+ (∇x w)v − (∇x v)w + w(∇x · v) − v(∇x · w) = 0,

and using the fact that ∇x · w = 0 (the divergence of a curl is always
zero) we deduce

ẇ − (∇x v)w + (∇x · v)w = 0.
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Introducing the material field ξ as in the proof of Result 6.4, we find
that ξ must satisfy the equation

∂

∂t
ξ = −(∇x · v)m ξ.

For each X ∈ B this is a linear, non-autonomous ordinary differential
equation for ξ(X, t). Since ξ(X, t) = 0 is the unique solution with
initial condition ξ(X, 0) = 0, we deduce that wm (X, t) = 0 for all t ≥ 0
and X ∈ B provided wm (X, 0) = 0 for all X ∈ B, which is the desired
result.

The next result shows that, just as for an ideal fluid, the balance
of linear momentum equation for an elastic fluid can be reduced to a
particularly simple form when the motion is irrotational.

Result 6.7 Bernoulli’s Theorem for Elastic Fluids. Let ϕ : B ×
[0,∞) → IE3 be a motion of a body of elastic fluid with spatial mass
density ρ. For all t ≥ 0 suppose the motion is irrotational with spatial
velocity v = ∇x φ, and suppose the body is subject to a conservative
body force per unit mass b = −∇x β. Then balance of linear momentum
implies

∇x

(
∂

∂t
φ + 1

2 |v|
2 + γ(ρ) + β

)
= 0, (6.25)

or equivalently
∂

∂t
φ + 1

2 |v|
2 + γ(ρ) + β = f, (6.26)

for some function f(t) depending on the motion.

Proof By Result 6.3, and the assumptions v = ∇x φ and b = −∇x β, the
balance of linear momentum equation (6.17)1 can be written as

ρ

[
∂

∂t
(∇x φ) + 1

2∇
x (|v|2)

]
= −π′(ρ)∇x p − ρ∇x β.

Dividing by ρ > 0 and using the definition of the function γ we get

∂

∂t
(∇x φ) + 1

2∇
x (|v|2) = −γ′(ρ)∇x ρ −∇x β.

The result in (6.25) follows from the relation γ′(ρ)∇x ρ = ∇x γ(ρ) and
the fact that the operators ∂

∂ t and ∇x commute. The result in (6.26)
follows from the definition of ∇x .
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From the above result we deduce that the spatial velocity field v and
density field ρ in an irrotational motion of an elastic fluid can be de-
termined from a simpler system of equations than those in (6.21). In
particular, suppose as before that the body occupies a fixed region D

of space and consider the representation v = ∇x φ guaranteed by Result
6.2. Then from (6.21)2,3 we find that φ and ρ must satisfy the equation

∂

∂t
ρ + ∇x · (ρ∇x φ) = 0, ∀x ∈ D, t ≥ 0, (6.27)

together with the boundary condition

∇x φ · n = 0, ∀x ∈ ∂D, t ≥ 0. (6.28)

From (6.21)1 we find that ρ must satisfy (6.26) for all x ∈ D and t ≥ 0.
In particular, using the inverse function ζ, we may solve (6.26) for ρ to
get

ρ = ζ(γ(ρ)) = ζ
(
f − ∂

∂t
φ − 1

2 |∇
x φ|2 − β

)
. (6.29)

The initial conditions in (6.21)4,5 in general cannot be specified arbitrar-
ily when seeking this form of solution. They must be compatible with
the irrotational motion determined by (6.27), (6.28) and (6.29).

Remarks:

(1) When ρ is eliminated using (6.29), the system in (6.27) and (6.28)
forms a nonlinear initial-boundary value problem for the scalar
field φ. This system is noticeably more complicated compared
to the corresponding system in (6.15) and (6.16) for an ideal
fluid. Questions of existence and uniqueness of solutions for such
systems are in general very difficult.

(2) In the case when all fields are steady, the partial differential equa-
tion for φ in (6.27) reduces to

∇x · (ρ∇x φ) = 0, ∀x ∈ D, (6.30)

and the equation for ρ in (6.29) reduces to

ρ = ζ
(
f − 1

2 |∇
x φ|2 − β

)
, (6.31)

where f is a constant determined by the motion. In particular,
if the values of ρ and v are known at a reference point x∗, then
from (6.26) we deduce

f = 1
2 |v∗|2 + γ(ρ∗) + β∗.
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Thus, in the steady case, we obtain a nonlinear boundary-value
problem for the field φ defined by (6.30), (6.31) and (6.28).

6.2.7 Linearization

Consider a body of elastic fluid that occupies a fixed region D as shown
in Figure 6.1. Suppose the fluid is initially at rest, that the mass density
is initially uniform, and that there are no body forces so

v0(x) = 0, ρ0(x) = ρ∗ > 0, b(x, t) = 0.

Under these assumptions, the equations in (6.21) have a uniform solution
for all t ≥ 0, namely

v(x, t) = 0, ρ(x, t) = ρ∗.

Such a solution is called a quiescent state.
Suppose now we consider the initial-boundary value problem (6.21)

with initial data close to a quiescent state in the sense that

|v0(x)| = O(ε), |ρ0(x) − ρ∗| = O(ε),

where 0 ≤ ε � 1 is a small parameter. Furthermore, suppose the
boundary of D now vibrates with normal velocity ϑ = O(ε), so that
the boundary condition in (6.21) becomes

v · n = ϑ = O(ε).

In this case, it is reasonable to expect that solutions of (6.21) will deviate
only slightly from a quiescent state in the sense that

|v(x, t)| = O(ε), |ρ(x, t) − ρ∗| = O(ε).

Our goal is to derive a simplified set of equations describing such mo-
tions.

To begin, we note that if the initial and boundary conditions in (6.21)
depend on a small parameter ε as discussed above, then the velocity
and density fields within the body will also depend on ε. We denote this
dependence by writing vε and ρε . Expanding vε and ρε in a power series
in ε we have

vε = 0 + εv(1) + ε2v(2) + O(ε3),

ρε = ρ∗ + ερ(1) + ε2ρ(2) + O(ε3),
(6.32)
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where v(k) and ρ(k) (k = 1, 2, . . .) are unknown fields. Since vε and ρε

must satisfy the balance equations (6.21)1,2 we have

ρε

[
∂

∂t
vε + (∇x vε)vε

]
= −π′(ρε)∇x ρε ,

∂

∂t
ρε + ∇x · (ρεvε) = 0.

(6.33)

Substituting (6.32) into (6.33)1 gives(
ρ∗ + ερ(1) + O(ε2)

)[ ∂

∂t

(
εv(1) + O(ε2)

)
+
(
∇x (εv(1) + O(ε2))

)(
εv(1) + O(ε2)

)]
= −π′(ρ∗ + O(ε))∇x

(
ρ∗ + ερ(1) + O(ε2)

)
,

(6.34a)

and substituting (6.32) into (6.33)2 gives

∂

∂t

(
ρ∗ + ερ(1) + O(ε2)

)
+ ∇x ·

(
(ρ∗ + ερ(1) + O(ε2))(εv(1) + O(ε2))

)
= 0.

(6.34b)

Notice that similar expansions can be written for the boundary and
initial conditions in (6.21)3,4,5 . Assuming that these expansions and
(6.34) hold for each power of ε, and using the fact that

π′(ρ∗ + O(ε)) = π′(ρ∗) + O(ε),

we collect terms involving the first power of ε and arrive at the following
problem: Find v(1) : D× [0, T ] → V and ρ(1) : D× [0, T ] → IR such that

∂
∂ t v

(1) + 1
ρ∗ π′(ρ∗)∇x ρ(1) = 0 in D × [0, T ]

∂
∂ t ρ

(1) + ρ∗∇x · v(1) = 0 in D × [0, T ]

v(1) · n = ϑ in ∂D × [0, T ]

v(1)(·, 0) = v
(1)
0 (·) in D

ρ(1)(·, 0) = ρ
(1)
0 (·) in D.

(6.35)

These equations are typically called the Acoustic Equations. They
are an approximate system of balance equations that are appropriate for
describing small deviations from a quiescent state in an elastic fluid.
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Remarks:

(1) The system in (6.35) is a linear initial-boundary value problem
for the disturbance fields (v(1) , ρ(1)). We expect this system to
have a unique solution on any given time interval [0, T ] under
mild assumptions on D, v0 and ρ0 .

(2) Eliminating the velocity field v(1) between (6.35)1 and (6.35)2 we
find that the density disturbance field ρ(1) satisfies

∂2

∂t2
ρ(1) = π′(ρ∗)∆x ρ(1) . (6.36)

This equation is typically referred to as the Wave Equation.

(3) The constitutive assumption π′ > 0 guarantees that solutions of
(6.36) are wave-like for any ρ∗ > 0. In this respect, the quantity√

π′(ρ∗) corresponds to the wave speed. It is usually called the
speed of sound in the body at density ρ∗.

6.3 Newtonian Fluids

In this section we study the constitutive model for an incompressible
Newtonian (viscous) fluid. We show that the model is frame-indifferent
and satisfies the mechanical energy inequality, and then discuss a stan-
dard initial-boundary value problem.

6.3.1 Definition

A continuum body with reference configuration B is said to be an in-
compressible Newtonian fluid if:

(1) The reference mass density field ρ0(X) is uniform in the sense
that ρ0(X) = ρ0 > 0 (constant).

(2) The material is incompressible (see Section 5.6), which means
that the spatial velocity field must satisfy

∇x · v = 0.

(3) The Cauchy stress field is Newtonian, which means that there
is a scalar field p(x, t) called the pressure and a constant fourth-
order tensor C such that

S = −pI + C(∇x v),
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where ∇x v(x, t) is the spatial velocity gradient. The fourth-order
tensor C is assumed to satisfy the left minor symmetry condition

(C(A))T = C(A), ∀A ∈ V2 , (6.37)

and the trace condition

trC(A) = 0, ∀A ∈ V2 , tr A = 0. (6.38)

As in the case of an ideal fluid, Properties (1) and (2) and the conser-
vation of mass equation (Result 5.5) imply that the spatial mass density
is uniform in space and constant in time, in particular, ρ(x, t) = ρ0 > 0.
In view of the discussion in Section 5.6, the pressure field in Property
(3) can be identified as the multiplier for the constraint in Property (2).
In particular, the stress field in a Newtonian fluid has both a reactive
and an active part. The reactive part −pI is determined by the incom-
pressibility constraint, whereas the active part C(∇x v) is determined by
the spatial velocity gradient.

Condition (6.37) in Property (3) implies that the stress field is nec-
essarily symmetric. Thus the balance equation for angular momentum
(Result 5.8) is automatically satisfied and will not be considered fur-
ther. Condition (6.38) in Property (3) implies that p = − 1

3 tr S when
tr∇x v = ∇x · v = 0. Thus the multiplier p associated with the incom-
pressibility constraint can be interpreted as the physical pressure. As
a result, −pI and C(∇x v) correspond to the spherical and deviatoric
stress tensors, respectively (see Section 3.5.4).

The axiom of material frame-indifference places strict limitations on
the possible form of C. In particular, in Result 6.8 below we show that
C must be of the form

C(∇x v) = 2µ sym(∇x v),

where µ is a constant called the absolute viscosity of the fluid. Ar-
guments based on the mechanical energy inequality imply that µ ≥ 0.
Notice that the incompressible Newtonian fluid model reduces to the
ideal fluid model when µ = 0.

6.3.2 Navier–Stokes Equations

Setting ρ = ρ0 and S = −pI + 2µ sym(∇x v) in the balance of linear
momentum equation (Result 5.7) and the conservation of mass equa-
tion (Result 5.5), we obtain a closed system of equations for the spatial



6.3 Newtonian Fluids 247

velocity and pressure fields in a body of Newtonian fluid. In particular,
we obtain

ρ0 v̇ = ∇x · (−pI + 2µ sym[∇x v]) + ρ0b and ∇x · v = 0,

where b is a prescribed spatial body force field per unit mass. Notice
that the conservation of mass equation reduces to the incompressibility
constraint on the spatial velocity field.

In view of Result 4.7 we have

v̇ =
∂

∂t
v + (∇x v)v,

and from the definition of S and sym[∇x v] we get

∇x · S = −∇x p + µ∇x · (∇x v) + µ∇x · (∇x v)T .

Using the definition of the divergence of a second-order tensor we find
∇x · (∇x v) = ∆x v and ∇x · (∇x v)T = ∇x (∇x ·v). These results together
with the condition ∇x · v = 0 imply

∇x · S = −∇x p + µ∆x v.

Thus the spatial velocity and pressure fields in a body of Newtonian
fluid with reference configuration B must satisfy the following equations
for all x ∈ Bt and t ≥ 0

ρ0

[
∂

∂t
v + (∇x v)v

]
= µ∆x v −∇x p + ρ0b,

∇x · v = 0.

(6.39)

These equations are known as the Navier–Stokes Equations for a
Newtonian fluid.

Remarks:

(1) As for an ideal fluid, there is no explicit equation that relates
pressure to velocity or density in a Newtonian fluid. Instead, the
pressure field is a fundamental unknown that must be determined
simultaneously with the velocity field.

(2) The equations in (6.39) can determine pressure only to within
an additive function of time. That is, if the pair v(x, t), p(x, t)
satisfies (6.39), then so does v(x, t), p(x, t)+f(t) for any arbitrary
scalar-valued function f(t). This follows from the fact that ∇x (p+
f) = ∇x p.
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(3) The main difference between a Newtonian fluid and an ideal fluid
is that a Newtonian fluid is able to develop shear stresses. In par-
ticular, the traction t on a surface with normal n is not necessarily
normal to the surface since t = Sn = −pn + 2µ sym(∇x v)n.

(4) From (6.39) we see that a Newtonian fluid model reduces to the
ideal fluid model in the case when µ = 0. When µ is small, a
Newtonian fluid can often be approximated by an ideal fluid in
regions of motion far from solid boundaries. Close to such bound-
aries a Newtonian fluid develops boundary layers in which the
viscous shear stresses become dominant.

(5) An important quantity arising in the study of flows described by
equations (6.39) is the Reynolds number Re = ρ0ϑ∗�∗/µ (a
dimensionless constant), where ρ0 is the mass density, ϑ∗ is a
characteristic speed and �∗ is a characteristic length associated
with the flow. Flows with a low Reynolds number are typically
smooth or laminar, while flows with a high Reynolds number
are typically fluctuating or turbulent.

(6) When the spatial acceleration term is neglected, the equations in
(6.39) take the form

µ∆x v −∇x p + ρ0b = 0,

∇x · v = 0.

These linear equations are typically referred to as the Stokes
Equations. They provide an approximate system of balance
equations appropriate for motions which are nearly steady and
slow, and which have small velocity gradients.

6.3.3 Frame-Indifference Considerations

As discussed in Section 5.6, the Cauchy stress field in a body subject to
a material constraint can be decomposed as

S(x, t) = S(r)(x, t) + S(a)(x, t),

where S(r) is a reactive stress determined by the constraint, and S(a)

is an active stress determined by a given constitutive equation. For a
Newtonian fluid we have

S(r)(x, t) = −p(x, t)I, S(a)(x, t) = C(∇x v(x, t)),
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where p is the multiplier associated with the incompressibility constraint
∇x · v = 0, or equivalently detF = 1. This constraint can be written in
the standard material form

γ(F (X, t)) = 0,

where γ(F ) = det F − 1.
For a constrained model to be consistent with the axiom of material

frame-indifference (Axiom 5.24) it is sufficient that the constraint field
γ(F (X, t)) and active stress field S(a)(x, t) be frame-indifferent in the
sense of Definition 5.23. Previous arguments used for an ideal fluid show
that γ(F (X, t)) is frame-indifferent. Conditions under which S(a)(x, t)
is frame-indifferent are established in the following result.

Result 6.8 Frame-Indifference of Newtonian Active Stress.

The constitutive model for the active stress in a Newtonian fluid

S(a) = C(∇x v),

is frame-indifferent if and only if

C(∇x v) = 2µ sym(∇x v) = 2µL, (6.40)

where L = sym(∇x v) is the rate of strain tensor and µ is a scalar
constant.

Proof For simplicity, we only show sufficiency of (6.40). To begin, notice
that the fourth-order tensor C defined in (6.40) satisfies the required
properties in (6.37) and (6.38). In particular, (6.37) is satisfied since

(C(A))T = (2µ sym(A))T = 2µ sym(A) = C(A).

Using the fact that tr(sym(A)) = tr A for any second-order tensor A,
we find that the condition in (6.38) is also satisfied since

trC(A) = 2µ tr(sym(A)) = 2µ tr A = 0 when tr A = 0.

To show that the constitutive model defined by (6.40) is consistent
with the axiom of material frame-indifference, let Bt and B∗

t denote
two configurations of a body of Newtonian fluid that are related by a
superposed rigid motion

x∗ = g(x, t) = Q(t)x + c(t),

where Q(t) is an arbitrary rotation tensor and c(t) is an arbitrary vec-
tor. Let S(a)(x, t) denote the active stress in Bt , and let S(a)∗(x∗, t)
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denote the active stress in B∗
t . By Result 5.22 we have L∗(x∗, t) =

Q(t)L(x, t)Q(t)T , where x∗ = g(x, t), and from this we deduce (omit-
ting the arguments x∗, x and t for brevity)

S(a)∗ = 2µL∗ = 2µQLQT = QS(a)QT .

Thus the constitutive relation for the active stress is frame-indifferent.

6.3.4 Mechanical Energy Considerations

Here we assume the isothermal model of a Newtonian fluid is energet-
ically passive as discussed in Section 5.7 and show that it satisfies the
mechanical energy inequality (Result 5.29) under an appropriate restric-
tion on µ.

Since S = −pI + 2µL, for any motion of a Newtonian fluid we have

S : L = −pI : L + 2µL : L.

Using the fact that L = sym(∇x v) we get I : L = tr(sym(∇x v)) = ∇x ·v,
which vanishes in view of the incompressibility constraint. Thus

S : L = 2µL : L,

and for any time interval [t0 , t1 ] we obtain∫ t1

t0

(det F )Sm : Lm dt = 2µ

∫ t1

t0

(det F )Lm : Lm dt.

The mechanical energy inequality requires that the left-hand side be
non-negative for every closed isothermal process in [t0 , t1 ]. Since the
conditions detF > 0 holds for all admissible processes, and since Lm :
Lm ≥ 0 by properties of the tensor inner-product, we conclude that a
Newtonian fluid model satisfies the mechanical energy inequality if and
only if µ ≥ 0.

6.3.5 Initial-Boundary Value Problems

An initial-boundary value problem for a body of Newtonian fluid is a set
of equations that describe the motion of the body subject to specified
initial conditions in B at time t = 0, and boundary conditions on ∂Bt

for t ≥ 0. Just as for ideal and elastic fluids, the Eulerian form of
the balance laws for a Newtonian fluid are particularly well-suited for



6.3 Newtonian Fluids 251

those problems in which the body occupies a fixed region D of space. In
this case the spatial velocity field v and the spatial pressure field p can
be determined independently of the motion ϕ. As before, we typically
assume D is a bounded open set as shown in Figure 6.1. However, it
is also useful in applications to consider unbounded open sets such as
the exterior of the region shown in the figure, or the whole of Euclidean
space.

A standard initial-boundary value problem for a body of Newtonian
fluid occupying a fixed region D can be stated as follows: Find v :
D × [0, T ] → V and p : D × [0, T ] → IR such that

ρ0
[

∂
∂ t v + (∇x v)v

]
= µ∆x v −∇x p + ρ0b in D × [0, T ]

∇x · v = 0 in D × [0, T ]

v = 0 in ∂D × [0, T ]

v(·, 0) = v0(·) in D.

(6.41)

In the above system, ρ0 is a prescribed constant mass density and b

is a prescribed spatial body force per unit mass. Equation (6.41)1 is
the balance of linear momentum equation and (6.41)2 is the material
incompressibility constraint, which in the current case is equivalent to
the conservation of mass equation. Equation (6.41)3 is the so-called no-
slip boundary condition that expresses the fact that the fluid cannot
cross or slip along the boundary of D and (6.41)4 is an initial condition.
Here v0 is a given field which corresponds to the fluid velocity field
at time t = 0. The specified field v0 should be compatible with the
incompressibility and boundary conditions in the sense that ∇x · v0 = 0
in D and v0 = 0 on ∂D.

Remarks:

(1) The system in (6.41) is a nonlinear initial-boundary value prob-
lem for the fields (v, p). This system is guaranteed to have a
solution on some finite time interval [0, T ] provided the region D

is sufficiently regular, and the field v0 is sufficiently smooth and
compatible with the incompressibility and boundary conditions.

(2) When D is bounded, the field v is unique, whereas p is unique only
to within an additive function of time. When D is unbounded,
additional boundary conditions at infinity are typically imposed,
which result in uniqueness for both v and p. For simplicity, we as-
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sume that solutions are continuously differentiable in all variables
as many times as are required for the calculations we perform.

(3) Although a solution to (6.41) can be guaranteed on a finite time
interval depending on the given data of a problem, global exis-
tence for all time is still an open question. Moreover, just as for
the ideal and elastic fluid equations, numerical approximation is
generally required to obtain quantitative information about solu-
tions.

(4) The standard boundary condition for a Newtonian fluid is differ-
ent than the one for ideal and elastic fluids. In the Newtonian
case all components of velocity, normal as well as tangential, must
vanish at a fixed boundary. Just as for ideal and elastic fluids,
the normal component vanishes because fluid cannot penetrate
the boundary. In contrast to ideal and elastic fluids, the tangen-
tial components vanish because of viscous shear stresses.

(5) The boundary condition v = 0 on ∂D is appropriate for describ-
ing the interface between a Newtonian fluid and a fixed, imperme-
able solid. If the solid were not fixed, but instead had a prescribed
velocity field ϑ, then an appropriate boundary condition would
be v = ϑ on ∂D. Other boundary conditions can also be con-
sidered when the interface is not fluid-solid, or when the motion
of the boundary is not known a-priori. Also, different conditions
could be imposed on different parts of the boundary.

6.4 Kinetic Energy of Fluid Motion

Here we derive some results on the dissipation of kinetic energy in fluid
motion. We restrict attention to motions with conservative body forces
in regions with fixed boundaries, and show that an ideal fluid has no
mechanism for dissipation while a Newtonian fluid does. We begin by
presenting two results that will prove useful in our developments. The
first result establishes an integral identity involving the gradient and
Laplacian of a smooth vector field.

Result 6.9 Integration by Parts. Let v be a smooth vector field in
a regular, bounded region D in IE3 and suppose v = 0 on ∂D. Then∫

D

(∆x v) · v dVx = −
∫

D

(∇x v) : (∇x v) dVx.
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Proof From the definition of the vector Laplacian (see Definition 2.14)
we have

(∆x v) · v = vi,jj vi = (vi,j vi),j − vi,j vi,j

= ∇x · ((∇x v)T v) − (∇x v) : (∇x v).

Integrating this expression over D yields∫
D

(∆x v) · v dVx =
∫

D

∇x · ((∇x v)T v) dVx −
∫

D

(∇x v) : (∇x v) dVx

=
∫

∂D

((∇x v)T v) · n dAx −
∫

D

(∇x v) : (∇x v) dVx

= −
∫

D

(∇x v) : (∇x v) dVx,

where the last line follows from the fact that v = 0 on ∂D.

The next result establishes an integral inequality between a smooth
vector field and its gradient (see Exercise 13 for an indication of the
proof).

Result 6.10 Poincaré Inequality. Let D be a regular, bounded
region in IE3 . Then there is a scalar constant λ > 0, depending only
on D, with the property∫

D

|w|2 dVx ≤ λ

∫
D

∇w : ∇w dVx,

for all smooth vector fields w satisfying w = 0 on ∂D.

In the above result notice that the physical dimensions of λ are length
squared. In fact, the proof of the above result shows that, for a domain
of fixed shape, dilation (rescaling) by a factor of α will cause λ to change
to α2λ. Our main result concerning the dissipation of kinetic energy can
now be stated.

Result 6.11 Kinetic Energy of Newtonian and Ideal Fluids.

Consider a body of either Newtonian or ideal fluid occupying a regular,
bounded region D with fixed boundary so that Bt = D for all t ≥ 0. Let
ρ0 > 0 be the constant mass density, let K(t) denote the kinetic energy
of the body at time t defined by

K(t) =
∫

Bt

1
2 ρ|v|2 dVx =

∫
D

1
2 ρ0 |v|2 dVx,
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and let K0 = K(0). Moreover, suppose the body is subject to a conser-
vative body force per unit mass b = −∇x β.

(1) For a body of Newtonian fluid described by the Navier–Stokes equa-
tions, the kinetic energy satisfies

K(t) ≤ e−2µt/λρ0 K0 , ∀t ≥ 0.

Thus the kinetic energy of a Newtonian fluid body dissipates to zero
exponentially fast, for any initial condition.

(2) For a body of ideal fluid described by the Euler equations, the kinetic
energy satisfies

K(t) = K0 , ∀t ≥ 0.

Thus the kinetic energy of an ideal fluid body does not vary with time.

Proof By definition of the kinetic energy we have

d

dt
K(t) =

d

dt

∫
Bt

1
2 ρ|v|2 dVx =

∫
Bt

1
2 ρ

(
|v|2

)•
dVx =

∫
Bt

ρv̇ · v dVx,

where we have used Result 5.6 for differentiation of the integral. Since
ρ = ρ0 (constant) and Bt = D, the above expression reduces to

d

dt
K(t) =

∫
D

ρ0 v̇ · v dVx. (6.42)

For the Navier–Stokes equations with a conservative body force we have

ρ0 v̇ = µ∆x v −∇x ψ, ∀x ∈ D, t ≥ 0,

where ψ = p+ρ0β. For the Euler equations we have the same expression,
but with µ = 0. Substituting for ρ0 v̇ in (6.42) yields

d

dt
K(t) =

∫
D

[ µ(∆x v) · v −∇x ψ · v] dVx. (6.43)

We next show that the second term on the right-hand side vanishes.
In particular, since ∇x · v = 0 for both the Navier–Stokes and Euler
equations, we have

∇x · (ψv) = ∇x ψ · v + (∇x · v)ψ = ∇x ψ · v.

Moreover, since v · n = 0 on ∂D for both the Navier–Stokes and Euler
equations, we obtain∫

D

∇x ψ · v dVx =
∫

D

∇x · (ψv) dVx =
∫

∂D

ψv · n dAx = 0.
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For the remaining term on the right-hand side of (6.43) we can apply
Result 6.9 in the Navier–Stokes case, or set µ = 0 in the Euler case, and
either way we obtain

d

dt
K(t) = −µ

∫
D

∇x v : ∇x v dVx, ∀t ≥ 0. (6.44)

For the Navier–Stokes case we apply the Poincaré inequality to the
right-hand side of (6.44) and obtain

d

dt
K(t) ≤ −µ

λ

∫
D

|v|2 dVx = − 2µ

λρ0
K(t), (6.45)

where λ depends on the domain D. Multiplying (6.45) by the factor
e2µt/λρ0 we get

d

ds

(
e2µs/λρ0 K(s)

)
≤ 0,

and integrating from s = 0 to s = t yields the first result, namely

K(t) ≤ e−2µt/λρ0 K0 , ∀t ≥ 0.

For the Euler case we set µ = 0 in (6.44) and obtain

d

dt
K(t) = 0, ∀t ≥ 0.

This yields the second result, namely K(t) = K0 for all t ≥ 0.

Remarks:

(1) The ideal fluid model has no mechanism for the dissipation of
kinetic (mechanical) energy, whereas a Newtonian model does.
The lack or presence of dissipation can be attributed to the lack
or presence of viscous shear stresses as controlled by the fluid
viscosity µ.

(2) The above result shows that the kinetic energy in a body of New-
tonian fluid tends to zero in the absence of fluid motion on the
boundary, provided the body force is conservative. The rate of
decay depends upon µ, ρ0 and λ. For fluids with a high viscosity
to density ratio the rate of decay is very fast.

(3) The parameter λ appearing in the decay estimate is entirely de-
termined by the geometry of the domain D. For fixed fluid prop-
erties, the rate of decay of kinetic energy decreases as a domain
of fixed shape is increased in size.
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Exercises

6.1 Consider an ideal fluid with mass density ρ0 subject to a uni-
form, constant body force field per unit mass b. Find the pres-
sure field p(x) assuming the fluid is at rest and that p(x∗) = p∗
at some reference point x∗.

6.2 Consider an ideal fluid in a region D with mass density ρ0 sub-
ject to zero body force. Suppose D is the unbounded region
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exterior to a fixed, solid obstacle Ω. Show that, if the motion
of the fluid is steady and irrotational, then the resultant force
exerted by the fluid on the obstacle is

r =
ρ0

2

∫
∂Ω

|v|2n dAx,

where n is the outward unit normal field on ∂Ω.

6.3 Let D = {x ∈ IE3 | 0 < xi < 1} and consider the scalar Laplace
equation

∆x φ = 0, ∀x ∈ D,

together with the boundary condition

∇x φ · n = g, ∀x ∈ ∂D,

where g is a given function and n is the outward unit normal
field on ∂D.

(a) Find φ assuming g = cos(kπx1) cos(lπx2) on the face with
n = e3 , and g = 0 elsewhere. Here k and l are arbitrary integers.

(b) Find φ assuming g =
∑∞

k,l=1 akl cos(kπx1) cos(lπx2) on the
face with n = e3 , and g = 0 elsewhere. Here akl are constants.

(c) Find φ assuming g = 0 on all faces. What does this case say
about irrotational motions of an ideal fluid in D?

6.4 Repeat Exercise 1, but now for an elastic fluid with mass density
ρ and constitutive relation p = λργ where λ > 0 and γ > 1 are
constants. (A relation of this form describes various real gases
at moderate conditions, for example atmospheric air.)

6.5 Consider a body of elastic fluid, subject to zero body force,
undergoing a steady, irrotational motion with spatial velocity
field v = ∇x φ in a fixed region D. Assume the constitutive
relation p = 1

2 ρ2 .

(a) Find the associated functions γ(s) and ζ(s) for this fluid.

(b) Show that the velocity potential φ satisfies the nonlinear
equation

c∆x φ = 1
2 |∇

x φ|2∆x φ + ∇x φ · (∇x∇x φ)∇x φ, ∀x ∈ D,

where c is a constant. Here ∇x∇x φ is the second-order tensor
with components [∇x∇x φ]ij = φ,ij .
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6.6 Let c > 0 be constant and consider the wave equation for the
density disturbance field in an elastic fluid

∂2

∂t2
ρ(1) = c2∆x ρ(1) .

Show that

ρ(1)(x, t) = f(k · x − ct) + g(k · x + ct)

is a solution of the wave equation for any functions f, g : IR → IR

and any unit vector k. Solutions of this form are called plane
waves. f(k · x − ct) is a wave profile which moves with speed
c in the direction k, and g(k · x + ct) is a profile which moves
with speed c in the direction −k.

6.7 Consider a body of elastic fluid with reference configuration B

and equation of state p = π(ρ) between the spatial pressure and
spatial mass density.

(a) Show that the first Piola–Kirchhoff stress tensor for the fluid
can be written in the form

P = FΣ(C, ρ0),

where Σ(C, ρ0) is a certain function depending on the state
function π. Here C is the Cauchy–Green strain tensor and ρ0

is the reference mass density.

(b) Based on the result in (a) show that an elastic fluid may
also be viewed as an isotropic elastic material as considered
in Chapter 7, with stress response function depending on the
reference mass density.

6.8 Let v be a smooth vector field satisfying the condition ∇x ·v = 0
in a regular, bounded region D. Assuming v ·n = 0 on ∂D show∫

D

(∇x v)v dVx = 0.

6.9 Show that the Cauchy reactive stress S(r) in either an ideal or
Newtonian fluid body does no work in any motion compatible
with the incompressibility constraint. In particular, show that
its contribution to the stress power vanishes, that is

S(r) : L = 0, ∀x ∈ Bt, t ≥ 0.
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Here L = sym(∇x v) is the rate of strain tensor and v is the
spatial velocity field.

6.10 Consider the Navier–Stokes equations with zero body force, and
consider solutions for which the velocity field v is of the form

v(x, t) = v1(x1 , x2 , t)e1 + v2(x1 , x2 , t)e2 .

Such solutions are called planar. Moreover, consider velocity
fields which can be represented in the form

v =
∂ψ

∂x2
e1 −

∂ψ

∂x1
e2 =: ∇x ⊥ψ,

where ψ(x1 , x2 , t) is an arbitrary scalar-valued function called
a streamfunction. (The notation ∇x ⊥ is motivated by the
fact that ∇x ⊥ψ · ∇x ψ = 0 for any ψ. The operator ∇x ⊥ is
sometimes referred to as a skew gradient.) Here we show that
the streamfunction ψ for a planar solution of the Navier–Stokes
equations satisfies a relatively simple equation.

(a) Show that the incompressibility constraint (conservation of
mass equation) is automatically satisfied for any ψ.

(b) Let w = ∇x × v denote the vorticity field associated with
v. Show that

w = we3 where w = −∆x ψ.

(c) Use the balance of linear momentum equation to show that
w must satisfy

∂w

∂t
+ v · ∇x w = ν∆x w,

where ν = µ/ρ0 . Hence deduce that ψ must satisfy the equation

(∆x )2ψ =
1
ν

[ ∂

∂t
(∆x ψ) + ∇x ⊥ψ · ∇x (∆x ψ)

]
.

Remark: A good approximation to the above equation when
ν � 1 is

(∆x )2ψ = 0.

This equation is usually called the biharmonic equation. It is
also a good approximation when the flow is steady and gradients
of ψ are small, so that a linear approximation is valid.
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6.11 Consider a Newtonian fluid subject to zero body force occupying
the unbounded region of space

D = {x ∈ IE3 | 0 < x2 < h, −∞ < x1 , x3 < ∞}.

Here we find steady solutions of the Navier–Stokes equations un-
der various different boundary conditions assuming the velocity
field has the simple, planar form

v(x) = v1(x1 , x2)e1 .

(a) Show that, when written in components, the balance of lin-
ear momentum and conservation of mass equations reduce to

µ
∂2v1

∂x2
2

=
∂p

∂x1
,

∂p

∂x2
= 0,

∂p

∂x3
= 0,

∂v1

∂x1
= 0.

Moreover, show that the general solution of these equations is

v1 =
α

2µ
x2

2 + βx2 + γ, p = αx1 + δ,

where α, β, γ, δ are arbitrary constants.

(b) Find the velocity and pressure fields assuming the no-slip
boundary condition v = 0 at x2 = 0 and v = ϑe1 at x2 =
h. This solution describes a fluid between two infinite parallel
plates. One plate is at x2 = 0 and is stationary, the other is at
x2 = h and is moving with speed ϑ in the x1-direction. Further
assumptions on the pressure are needed to fix a unique solution.

(c) Find the velocity and pressure fields assuming the no-slip
boundary condition v = 0 at x2 = 0 and assuming a traction
boundary condition of the form Sn = ae1 + be2 at x2 = h.
Here S is the Cauchy stress, n is the outward unit normal on
∂D and a, b are given constants. This solution describes a film
of fluid of constant thickness on a flat plate. The plate is at
x2 = 0 and the free surface of the film is at x2 = h.

6.12 Consider a steady velocity field of the form u(x) = A∇x ψ(x),
where ψ is a scalar function and A is a second-order tensor
defined in a given frame by

ψ(x) = sin(x1) sin(x2), [A] =

 0 1 0
−1 0 0

0 0 1

 .
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(a) Show that (∇x u)u = −∇x φ, where

φ(x) = 1
4 cos(2x1) + 1

4 cos(2x2).

(b) Show that, for an appropriate choice of pressure field q(x),
the pair (u, q) is a steady solution of the Euler equations (6.1)
with zero body force.

(c) Let v(x, t) = e−λtu(x). Show that, for an appropriate choice
of pressure field p(x, t) and constant λ, the pair (v, p) is a non-
steady solution of the Navier–Stokes equations (6.39) with zero
body force.

Remark: The results in (b) and (c) are known as the Taylor–
Green solutions. They are simple examples of exact solutions
to the Euler and Navier–Stokes equations for bodies occupying
all of space.

6.13 Let D be a regular, bounded region. Assume the eigenvalue
problem {

−∆x η = λη, ∀x ∈ D,

η = 0, ∀x ∈ ∂D,

has an infinite set of smooth eigenfunctions {ηi}∞i=1 and corre-
sponding positive eigenvalues {λi}∞i=1, ordered so that

0 < λ1 ≤ λ2 ≤ · · · .

Since the eigenvalue problem is self-adjoint, the eigenfunctions
may be chosen so that∫

D

ηi · ηj dVx = δij , i, j = 1, 2, . . . .

Prove the Poincaré Inequality (Result 6.10) assuming that every
smooth vector field w on D can be represented by an eigenfunc-
tion expansion

w =
∞∑

i=1

αiηi ,

where {αi}∞i=1 are constants depending on w.
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6.14 Let D be a given region. For any two smooth vector fields v, b

and any real number s > 0 show that∫
D

|b · v| dVx ≤ s2

2

∫
D

|b|2dVx +
1

2s2

∫
D

|v|2dVx.

6.15 Let K(t) denote the kinetic energy of a Newtonian fluid body
with mass density ρ0 and viscosity µ occupying a fixed region
D. Here we generalize the estimate in Result 6.11 to the case
of a steady, non-conservative body force field per unit mass b.

(a) Use the result of Exercise 14 to show

d

dt
K(t) + µ

∫
D

∇x v : ∇x v dVx

≤ α2

2

∫
D

ρ0 |b|2 dVx +
1
α2 K(t),

where v is the spatial velocity field and α > 0 is an arbitrary
constant.

(b) Use part (a) and the Poincaré inequality to show

K(t) ≤ K0e
−µt/λρ0 +

λρ0g

µ

[
1 − e−µt/λρ0

]
, ∀t ≥ 0.

Here λ > 0 is the constant from the Poincaré inequality, g ≥ 0
is a constant defined by g = λρ0

2µ

∫
D

ρ0 |b|2 dVx and K0 is the
initial kinetic energy.

(c) Show that

K(t) ≤ max
(
K0 ,

λρ0g

µ

)
, ∀t ≥ 0.

Remark: The above result shows that the kinetic energy of a
Newtonian fluid subject to a steady, non-conservative body force
cannot grow without bound. In particular, power delivered by
the body force cannot all go towards the production of kinetic
energy; it must eventually be balanced by viscous dissipation.

Answers to Selected Exercises

6.1 From the balance of linear momentum equation with v identically
zero (fluid is at rest) we get ∇x p = ρ0b. Since ρ0b is independent
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of x, the general solution of this equation is p(x) = ρ0b · x + c,
where c is an arbitrary constant. Since p(x∗) = p∗ we get

p(x) = p∗ + ρ0b · (x − x∗).

6.3 Since ∆x φ = φ,ii , the Laplace equation is

∂2φ

∂x1
2 +

∂2φ

∂x2
2 +

∂2φ

∂x3
2 = 0, 0 < x1 , x2 , x3 < 1,

and since the outward unit normal field on ∂D is piecewise con-
stant with values n = ±e1 , ±e2 , ±e3 and ∇x φ = φ,iei , the
boundary conditions are

φ,x1 = 0

φ,x2 = 0

φ,x3 = 0

φ,x3 = g

for x1 = 0, 1 ,

for x2 = 0, 1 ,

for x3 = 0 ,

for x3 = 1.

(a) We are given g = cos(kπx1) cos(lπx2). Using (x, y, z) in place
of (x1 , x2 , x3), we follow the method of separation of variables
and assume φ(x, y, z) = X(x)Y (y)Z(z). Then from the Laplace
equation and the first four boundary conditions we get, after sep-
arating variables

X
′′

X
+

Y
′′

Y
+

Z
′′

Z
= 0, 0 < x, y, z < 1,

X
′
(0) = X

′
(1) = 0, Y

′
(0) = Y

′
(1) = 0.

Since x, y and z are independent the first equation implies that
each of its terms must be constant. Thus

X
′′

X
= −w1 ,

Y
′′

Y
= −w2 , and

Z
′′

Z
= −w3 ,

where w1 + w2 + w3 = 0. The equations for X and Y are then

X
′′

+ w1X = 0,

Y
′′

+ w2Y = 0,

X
′
(0) = X

′
(1) = 0,

Y
′
(0) = Y

′
(1) = 0.

The non-trivial solutions of these (eigenvalue) problems are

w1 = m2π2 , X = cos(mπx), w2 = n2π2 , Y = cos(nπy),

where m,n ≥ 0 are integers. The boundary condition XY Z
′
= g
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at z = 1 requires m = k, n = l and Z
′
(1) = 1. Thus we deduce

that Z must satisfy

Z
′′

+ w3Z = 0, Z
′
(0) = 0, Z

′
(1) = 1,

where w3 = −(w1 + w2) = −(k2 + l2)π2 . Solving this system we
get

Z(z) =
cosh(πz

√
k2 + l2)

π
√

k2 + l2 sinh(π
√

k2 + l2)
, k2 + l2 �= 0.

Thus the solution is

φ =
cos(kπx) cos(lπy) cosh(πz

√
k2 + l2)

π
√

k2 + l2 sinh(π
√

k2 + l2)
, k2 + l2 �= 0.

(b) Let φkl be the solution found in part (a) with boundary con-
dition gkl = cos(kπx1) cos(lπx2). (For brevity we suppose gkl is
defined on all faces and only indicate the nonzero value.) Then
∆x φkl = 0 in D and ∇x φkl · n = gkl on ∂D. If the boundary
condition is changed to

g =
∞∑

k,l=1

aklg
kl ,

then, by linearity of the Laplacian and gradient, a corresponding
solution will be

φ =
∞∑

k,l=1

aklφ
kl .

In particular, assuming the series can be differentiated term-by-
term, we have

∆x φ = ∆x

( ∞∑
k,l=1

aklφ
kl

)
=

∞∑
k,l=1

akl(∆x φkl) = 0, ∀x ∈ D.

Moreover

∇x φ · n = ∇x

( ∞∑
k,l=1

aklφ
kl

)
· n

=
∞∑

k,l=1

akl(∇x φkl · n) =
∞∑

k,l=1

aklg
kl = g, ∀x ∈ ∂D.

(c) Using the result from (b) we notice that g = 0 on all faces



Selected Answers 265

corresponds to akl = 0 for all k, l, which yields the trivial solu-
tion φ = 0. Alternatively, a direct approach with separation of
variables shows that the general solution is φ = c, where c is an
arbitrary constant. This general solution is not contained in the
result in (b) because the series given for g (hence φ) does not
have a constant term. In either case, the resulting velocity field
associated with φ vanishes. Thus, assuming a conservative body
force, the only irrotational motion of an ideal fluid in D is the
trivial one with zero velocity.

6.5 (a) We have p = π(ρ) where π(s) = 1
2 s2 . From the definition of

γ(s) we get

γ(s) =
∫ s

a

π′(ξ)
ξ

dξ = s − a, (6.46)

where a > 0 is an arbitrary constant. Since ζ is the inverse
function of γ we find that ζ(s) = s + a.

(b) For steady, irrotational motion with a conservative body force
per unit mass, the velocity potential φ must satisfy

∇x · (ρ∇x φ) = 0, ∀x ∈ D,

where ρ is given by

ρ = ζ
(
f − 1

2 |∇
x φ|2 − β

)
.

Here f is a constant, and because the body force field is zero, β

must also be a constant. Since ζ(s) = s + a we get

ρ = f − 1
2 |∇

x φ|2 − β + a = c − 1
2 |∇

x φ|2 ,

where c = f − β + a. Expanding the equation for φ we have

ρ∆x φ + ∇x ρ · ∇x φ = 0.

Using the fact that the gradient of c is zero we get

∇x ρ = −∇x ( 1
2 |∇

x φ|2) = −( 1
2 |∇

x φ|2),iei

= −( 1
2 φ,jφ,j ),iei

= −φ,ijφ,jei

= −(∇x∇x φ)∇x φ.

Substituting the expressions for ρ and ∇x ρ into the equation for
φ gives the desired result

c∆x φ = 1
2 |∇

x φ|2∆x φ + ∇x φ · (∇x∇x φ)∇x φ.



266 Isothermal Fluid Mechanics

6.7 (a) By definition, the Cauchy stress in an elastic fluid is S(x, t) =
−π(ρ(x, t))I. In the material description this reads

Sm (X, t) = −π(ρm (X, t))I.

By the conservation of mass equation in Lagrangian form we have
ρm detF = ρ0 , where ρ0 is the mass density in the reference
configuration B. Using this expression we may eliminate ρm and
obtain

Sm (X, t) = −π

(
ρ0(X)

det F (X, t)

)
I.

Using the definition P = (det F )Sm F−T we get

P = −(det F )π
( ρ0

det F

)
F−T

= −F (det F )π
( ρ0

det F

)
F−1F−T

= −F
√

det C π
( ρ0√

det C

)
C−1 = Fh(det C, ρ0)C−1 ,

where C = F T F is the Cauchy–Green strain tensor and h is the
function defined by

h(z, r) = −
√

z π
( r√

z

)
.

Thus P = FΣ(C, ρ0), where Σ(C, ρ0) = h(det C, ρ0)C−1 .

(b) As discussed in Chapter 7, isotropic elastic materials are char-
acterized by constitutive relations of the form

P = F [γ0I + γ1C + γ2C
−1 ],

where γi : IR3 → IR (i = 0, 1, 2) are functions of the principal
invariants of C. The result in (a) is precisely of this form with
γ0 = γ1 = 0 and γ2 = h(det C, ρ0). Thus an elastic fluid is an
isotropic elastic material.

6.9 The reactive stress in either an ideal or Newtonian fluid is S(r) =
−pI, where p is the pressure field associated with the incompress-
ibility constraint ∇x · v = 0. Using the fact that I : A = tr A

and tr(sym(A)) = tr A for any second-order tensor A we get

S(r) : L = −pI : sym(∇x v)

= −p tr(sym(∇x v))

= −p tr(∇x v) = −p∇x · v = 0, ∀x ∈ Bt, t ≥ 0.



Selected Answers 267

6.11 (a) The steady Navier–Stokes equations with zero body force are

ρ0(∇x v)v = µ∆x v −∇x p, ∇x · v = 0.

Working in components, and using the fact that v = v1(x1 , x2)e1 ,
we have

[v] =


v1

0
0

 , [∇x v] =

 v1,1 v1,2 0
0 0 0
0 0 0

 ,

[∆x v] =


v1,11 + v1,22

0
0

 , [∇x p] =


p,1

p,2

p,3

 .

Thus, in components, the steady Navier–Stokes equations are

ρ0


v1,1v1

0
0

 = µ


v1,11 + v1,22

0
0

−


p,1

p,2

p,3

 , v1,1 = 0.

Exploiting the fact that v1,1 = 0 we obtain the desired result,
namely

µv1,22 = p,1 , p,2 = 0, p,3 = 0, v1,1 = 0.

The equation v1,1 = 0 implies v1 is independent of x1 , so we
have v1 = v1(x2). The equations p,2 = 0 and p,3 = 0 imply p is
independent of x2 and x3 , so we have p = p(x1). Since x1 and
x2 are independent, the equation µv1,22 = p,1 implies that each
side must be constant. Upon setting µv1,22 = α and p,1 = α and
integrating we obtain

v1 =
α

2µ
x2

2 + βx2 + γ, p = αx1 + δ,

where α, β, γ, δ are arbitrary constants.

(b) v1 = 0 at x2 = 0 requires γ = 0, and v1 = ϑ at x2 = h

requires α
2µ h2 +βh = ϑ. No conditions are given on the pressure.

Thus the resulting solution is

v1 =
α

2µ
x2

2 +
1
h

(
ϑ − α

2µ
h2
)
x2 , p = αx1 + δ,

where α and δ are arbitrary constants.

(c) The no-slip boundary condition v1 = 0 at x2 = 0 requires γ =
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0. By definition, the Cauchy stress is S = −pI + 2µ sym(∇x v).
Using results from part (a) we have

[S] =

 −p µv1,2 0
µv1,2 −p 0

0 0 −p

 .

At x2 = h we have n = e2 and the traction boundary condition
Sn = ae1 + be2 implies

µv1,2

−p

0

 =


a

b

0

 , x2 = h, −∞ < x1 < ∞.

The condition p = −b for all x1 implies α = 0 and δ = −b.
Moreover, the condition µv1,2 = a implies β = a/µ. Thus we
obtain the unique solution

v1 =
a

µ
x2 , p = −b.

6.13 Let w be an arbitrary, smooth vector field with w = 0 on ∂D.
Using the identity ∇x · (ST w) = (∇x · S) · w + S : ∇x w, where
S is any second-order tensor field, we have

∇x · (∇x wT w) = (∆x w) · w + ∇x w : ∇x w,

and by the Divergence Theorem we find∫
D

[∇x w : ∇x w + ∆x w · w] dVx

=
∫

∂D

(∇x wT w) · n dAx = 0,

or equivalently∫
D

∇x w : ∇x w dVx = −
∫

D

∆x w · w dVx.

By assumption, w can be written in the form

w =
∞∑

i=1

αiηi ,

where {αi}∞i=1 are constants and {ηi}∞i=1 are the given eigenfunc-
tions with corresponding positive eigenvalues {λi}∞i=1, ordered
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so that 0 < λ1 ≤ λ2 ≤ · · ·. Since the eigenfunctions satisfy
−∆x ηi = λiηi (no summation convention) we have

−∆x w =
∞∑

i=1

αiλiηi .

Taking the dot product of this expression with w, integrating the
result over D and using the condition

∫
D

ηi · ηj dVx = δij we get

−
∫

D

∆x w · w dVx =
∞∑

i=1

α2
i λi ≥ λ1

∞∑
i=1

α2
i ,

where the inequality follows from the ordering of the eigenvalues.
From the condition

∫
D

ηi · ηj dVx = δij we also get∫
D

w · w dVx =
∞∑

i=1

α2
i ,

and substituting this result into the above inequality gives

−
∫

D

∆x w · w dVx ≥ λ1

∫
D

w · w dVx.

Combining this with the integral identity for w gives∫
D

∇x w : ∇x w dVx ≥ λ1

∫
D

w · w dVx.

The desired result follows with λ = 1/λ1 .

6.15 (a) As in the proof of the decay estimate in the text we have

d

dt
K(t) =

∫
D

ρ0 v̇ · v dVx,

and from the balance of linear momentum equation we have

ρ0 v̇ = µ∆x v −∇x p + ρ0b.

Substituting for ρ0 v̇ in the integral we get

d

dt
K(t) =

∫
D

[ µ(∆x v) · v −∇x p · v + ρ0b · v] dVx.

Integrating the first two terms by parts using the fact that v = 0
on ∂D we get

d

dt
K(t) + µ

∫
D

∇x v : ∇x v dVx =
∫

D

ρ0b · v dVx.
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Writing ρ0b · v as
√

ρ0b · √ρ0v and using the result of Exercise
14 we obtain, for any α > 0,

d

dt
K(t) + µ

∫
D

∇x v : ∇x v dVx

≤ α2

2

∫
D

ρ0 |b|2 dVx +
1

2α2

∫
D

ρ0 |v|2 dVx,

which is the desired result.

(b) Choosing α2 = λρ0/µ in the result from part (a) yields

d

dt
K(t) + µ

∫
D

∇x v : ∇x v dVx ≤ g +
µ

λρ0
K(t).

From this expression and the Poincaré inequality we deduce

d

dt
K(t) +

µ

λρ0
K(t) ≤ g.

Multiplying by the factor eµt/λρ0 we get

d

ds

(
eµs/λρ0 K(s)

)
≤ eµs/λρ0 g,

and integrating from s = 0 to s = t we obtain the desired result

K(t) ≤ K0e
−µt/λρ0 +

λρ0g

µ

[
1 − e−µt/λρ0

]
, ∀t ≥ 0.

(c) Suppose K0 > λρ0 g
µ . Then from (b) and the fact e−µt/λρ0 ≤ 1

for all t ≥ 0 we get

K(t) ≤
(
K0 −

λρ0g

µ

)
e−µt/λρ0 +

λρ0g

µ
≤ K0 .

Suppose K0 ≤ λρ0 g
µ . Then from (b) and the fact that e−µt/λρ0 > 0

for all t ≥ 0 we get

K(t) ≤
(
K0 −

λρ0g

µ

)
e−µt/λρ0 +

λρ0g

µ
≤ λρ0g

µ
.

Thus we always have

K(t) ≤ max
(
K0 ,

λρ0g

µ

)
, ∀t ≥ 0.
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In this chapter we consider several applications of the Lagrangian bal-
ance laws introduced in Chapter 5. As in the previous chapter, we
neglect thermal effects both because it is physically reasonable to do so
in many situations, and because it is mathematically simpler. Thermal
effects will be considered in Chapter 9. Considering only the isothermal
case there are 15 basic unknown fields in the Lagrangian description of
a continuum body:

ϕi(X, t) 3 components of motion

Vi(X, t) 3 components of velocity

Pij (X, t) 9 components of stress.

To determine these unknown fields we have the following 9 equations:

Vi = ϕ̇i 3 kinematical

ρ0 V̇i = Pij,j + ρ0 [bi ]m 3 linear momentum

PikFjk = FikPjk 3 independent angular momentum.

Thus 6 additional equations are required to balance the number of
equations and unknowns. These are provided by constitutive equa-
tions that relate the independent components of the first Piola–Kirchhoff
stress field P to the variables ϕ and V . Any such constitutive equa-
tion must be consistent with the axiom of material frame-indifference.
Moreover, assuming a material is energetically passive, the constitutive
equation must also satisfy the mechanical energy inequality as discussed
in Chapter 5.

In this chapter we study constitutive models that relate the stress P

to the deformation gradient F = ∇X ϕ. Such models are typically used
to describe the behavior of various types of solids. Because these models

271
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are independent of V , this variable may be eliminated by substitution
of the kinematical equation into the balance of linear momentum equa-
tion. Thus a closed system for ϕ and P is provided by the balance
equations for linear and angular momentum, together with the consti-
tutive relation. In contrast to the formulations of the previous chapter,
the balance of mass equation is not considered because the spatial mass
density does not appear. Throughout our developments we express re-
sults in terms of either the first Piola–Kirchhoff stress P , the Cauchy
stress Sm (material description) or the second Piola–Kirchhoff stress Σ,
whichever seems most convenient. Any result stated in terms of one of
these stress tensors can always be expressed in terms of the others (see
Definition 5.14).

The constitutive models considered in this chapter are those for: (i)
general elastic solids, (ii) hyperelastic solids and (iii) linear elastic solids.
We outline a result which shows that the general models in (i) satisfy
the mechanical energy inequality if and only if they are hyperelastic as
in (ii). Moreover, we use the technique of linearization on the general
models in (i) to motivate the linear models in (iii). For each model
we analyze the consequences of material frame-indifference, outline a
typical initial-boundary value problem, and study various qualitative
properties. We also introduce the notion of isotropy for elastic models
and study its implications for constitutive equations.

7.1 Elastic Solids

In this section we study the constitutive model for an elastic solid. We
study consequences of the axiom of material frame-indifference, outline
a standard initial-boundary value problem and discuss the notion of
isotropy. The mechanical energy inequality for an elastic solid will be
analyzed in Section 7.2.

7.1.1 Definition

A continuum body with reference configuration B is said to be an elastic
solid if:

(1) The Cauchy stress field is of the form

Sm (X, t) = Ŝ(F (X, t),X), ∀X ∈ B, t ≥ 0,

where Ŝ : V2 × B → V2 is a given function called a stress re-
sponse function for Sm .
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(2) The function Ŝ has the property

Ŝ(F ,X)T = Ŝ(F ,X), ∀X ∈ B, F ∈ V2 , det F > 0.

Property (1) implies that the stress at a point in an elastic solid de-
pends only on a measure of present strain at that point. In particular,
it is independent of the past history and rate of strain. This type of
relation can be interpreted as a generalization of Hooke’s Law. It is
often called a stress-strain relation. Property (2) implies that the
Cauchy stress field is necessarily symmetric. Thus the balance equation
for angular momentum (Result 5.16) is automatically satisfied and will
not be considered further. Because detF (X, t) > 0 for any admissible
motion, we only consider Ŝ(F ,X) for arguments F satisfying detF > 0.

Remarks:

(1) The response function Ŝ(F ,X) for an elastic body is an intrinsic
property of the body. It depends only on material properties and
the reference configuration B, and determines the Cauchy stress
in all admissible motions.

(2) An elastic body is said to have a homogeneous elastic re-
sponse if Ŝ(F ,X) is independent of X. Throughout the re-
mainder of our developments we consider only homogeneous elas-
tic bodies in this sense. This is done for notational simplicity
alone; all subsequent results can be generalized in a straightfor-
ward way to the inhomogeneous case.

(3) In view of Definition 5.14, response functions for Sm , P and Σ

must satisfy the relations

P̂ (F ) = (det F )Ŝ(F )F−T , Σ̂(F ) = F−1P̂ (F ). (7.1)

Thus response functions for all three stress tensors can be deter-
mined from the response function of any one.

(4) A classic example of an elastic stress response function is the
St. Venant–Kirchhoff model given by

Σ̂(F ) = λ(trG)I + 2µG, (7.2)

where G = 1
2 (C − I) and C = F T F is the right Cauchy–Green

strain tensor. Here λ and µ are material constants.
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(5) Intuition suggests that the stress response function for an elastic
body should deliver extreme stresses in the presence of extreme
strains. In particular, appropriate components of stress should
tend to infinity in absolute value as any principal stretch tends to
infinity (infinite extension) or tends to zero (infinite compression).
The St. Venant–Kirchhoff model has the first property, but not
the second (see Exercise 1).

7.1.2 Elasticity Equations

Let ρ0(X) denote the mass density of an elastic body in its reference
configuration B, and let bm (X, t) denote the material description of a
prescribed spatial body force field per unit mass b(x, t), that is

bm (X, t) = b(ϕ(X, t), t).

Then, setting P (X, t) = P̂ (F (X, t)) in the balance of linear momentum
equation (Result 5.15), we obtain a closed system for the motion ϕ of
an elastic body. In particular, the motion must satisfy the following
equation for all X ∈ B and t ≥ 0

ρ0ϕ̈ = ∇X · (P̂ (F )) + ρ0bm . (7.3)

This is known as the Elastodynamics Equation.

Remarks:

(1) By definition of the divergence of a second-order tensor we have
[∇X · P̂ ]i = P̂ij,j , and by the chain rule and the assumption of
homogeneity we get

[∇X · P̂ ]i =
∂P̂ij

∂Fkl

∂Fkl

∂Xj
.

Since Fkl = ϕk,l , the equation in (7.3) can be written in compo-
nents as

ρ0
∂2ϕi

∂t2
= Aijkl

∂2ϕk

∂Xj∂Xl
+ ρ0bi,

where Aijkl = ∂P̂ij /∂Fkl and bi denote the components of bm .
Thus (7.3) is a system of second-order partial differential equa-
tions for the components of ϕ.
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(2) Equation (7.3) is typically nonlinear in ϕ. Nonlinearities arise
through the functional form of the stress response function P̂ (F )
and the body force bm . Under appropriate conditions on the
response function P̂ (F ), we expect (7.3) to admit a full range of
wave-like solutions.

(3) Setting ϕ̈ equal to zero in (7.3) yields

∇X · (P̂ (F )) + ρ0bm = 0. (7.4)

This is known as the Elastostatics Equation. It is the La-
grangian form of the local equilibrium equation introduced in
Section 3.4, specialized to an elastic solid.

7.1.3 Frame-Indifference Considerations

Here we show that the stress response functions for an elastic solid must
necessarily satisfy certain restrictions in order to comply with the axiom
of material frame-indifference.

Result 7.1 Frame-Indifferent Stress Response. The Cauchy stress
field in an elastic body is frame-indifferent if and only if the stress re-
sponse function Ŝ can be written in the form

Ŝ(F ) = FS(C)F T , (7.5)

for some function S : V2 → V2 , where C = F T F . Equivalently, the
response functions P̂ and Σ̂ must satisfy

P̂ (F ) = FΣ(C) and Σ̂(F ) = Σ(C),

for some function Σ : V2 → V2 . In particular, Σ(C) =
√

det C S(C).

Proof Let x = ϕ(X, t) be an arbitrary motion and let x∗ = ϕ∗(X, t)
be a second motion defined by

x∗ = g(x, t) = Q(t)x + c(t),

where Q(t) is an arbitrary rotation tensor and c(t) is an arbitrary vector.
Moreover, let S(x, t) and S∗(x∗, t) denote the Cauchy stress fields in Bt
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and B∗
t . Then the axiom of material frame-indifference (Axiom 5.24)

requires

QT (t)S∗(x∗, t)Q(t) = S(x, t), ∀x ∈ Bt, t ≥ 0,

where x∗ = g(x, t). In terms of the material descriptions Sm (X, t) =
S(ϕ(X, t), t) and S∗

m (X, t) = S∗(ϕ∗(X, t), t), the above condition can
be written as

QT (t)S∗
m (X, t)Q(t) = Sm (X, t), ∀X ∈ B, t ≥ 0. (7.6)

Since the Cauchy stress in any admissible motion is delivered by the
response function Ŝ we have

Sm (X, t) = Ŝ(F (X, t)) and S∗
m (X, t) = Ŝ(F ∗(X, t)).

Moreover, by Result 5.22 we have F ∗ = QF . These results together
with (7.6) imply that the response function Ŝ must satisfy

QT Ŝ(QF )Q = Ŝ(F ). (7.7)

Thus the Cauchy stress field in an elastic body is frame-indifferent if
and only if the response function Ŝ satisfies (7.7). In particular, this
relation must hold for all F with detF > 0 and all rotations Q by the
arbitrariness of ϕ and g.

We next show that (7.7) holds for all stated F and Q if and only if
(7.5) holds. To begin, assume (7.7) is true and let F = RU be the right
polar decomposition of F . Then choosing Q = RT in (7.7) yields

Ŝ(F ) = RŜ(U)RT . (7.8)

Define C1/2 =
√

C and C−1/2 = (
√

C)−1 . Then, since U = C1/2 , we
have R = FC−1/2 . Substitution of these relations into (7.8) leads to
the result in (7.5), namely

Ŝ(F ) = FS(C)F T where S(C) = C−1/2Ŝ(C1/2)C−1/2 .

Conversely, if we assume (7.5) is true, then it is straightforward to verify
that (7.7) holds for all stated F and Q. Thus we conclude that the
Cauchy stress field in an elastic body is frame-indifferent if and only if
Ŝ can be put into the form (7.5). The results for P̂ and Σ̂ are immediate
consequences of (7.1) and the relation detC = (det F )2 .
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Remarks:

(1) Roughly speaking, the above result says that the stress response
functions for an elastic body are frame-indifferent if and only
if they depend on the motion through the right Cauchy–Green
strain tensor C. Since C = F T F , where F = ∇X ϕ, we see that
frame-indifferent response functions will generally be nonlinear in
the motion ϕ.

(2) The above result can be used to show the St. Venant–Kirchhoff
model introduced in (7.2) is frame-indifferent. In particular, for
this model we have Σ̂(F ) = λ(trG)I+2µG, where G = 1

2 (C−I)
and C = F T F . Substituting for G we obtain Σ̂(F ) = Σ(C)
where

Σ(C) =
λ

2
[tr(C − I)]I + µ(C − I). (7.9)

7.1.4 Initial-Boundary Value Problems

An initial-boundary value problem for an elastic body is a set of equa-
tions for determining the motion of a given body subject to specified
initial conditions in B at time t = 0, and boundary conditions on ∂B

at times t ≥ 0. We typically assume B is a bounded open set as shown
in Figure 7.1. However, it is also useful in applications to consider un-
bounded open sets such as the exterior of the region shown in the figure,
or the whole of Euclidean space.

A standard initial-boundary value problem for an elastic body with
reference configuration B is the following: Find ϕ : B × [0, T ] → IE3

such that

ρ0ϕ̈ = ∇X · [P̂ (F )] + ρ0bm in B × [0, T ]

ϕ = g in Γd × [0, T ]

P̂ (F )N = h in Γσ × [0, T ]

ϕ(·, 0) = X in B

ϕ̇(·, 0) = V0 in B.

(7.10)

In the above system, Γd and Γσ are subsets of ∂B with the properties
Γd ∪ Γσ = ∂B and Γd ∩ Γσ = ∅, ρ0 is the reference mass density, bm
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X

ϕ

dΓ

Γσ

N

tB

ϕ (X,t)

h(X,t)

t

B

g(X,t)

E3E3

Fig. 7.1 Typical initial-boundary value problem for an elastic body B.

is the material description of a specified spatial body force field per
unit mass, P̂ is a frame-indifferent stress response function (see Result
7.1), N is the unit outward normal field on ∂B, and g, h and V0 are
prescribed fields. Equation (7.10)1 is the balance of linear momentum
equation, (7.10)2 is a motion boundary condition on Γd , (7.10)3 is a
traction boundary condition on Γσ , (7.10)4 is the initial condition for
the motion ϕ and (7.10)5 is an initial condition for the material velocity
field ϕ̇. In general, the initial conditions should be compatible with the
boundary conditions at time t = 0.

Remarks:

(1) The system in (7.10) is a nonlinear initial-boundary value prob-
lem for the motion map ϕ. Existence and uniqueness of solutions
on finite time intervals [0, T ] can be proved under suitable as-
sumptions on the stress response function, the prescribed initial
and boundary data, the domain B and the subsets Γd and Γσ .
Numerical approximation is generally required to obtain quanti-
tative information about solutions.

(2) The quantity h appearing in (7.10)3 is a prescribed traction field
for the first Piola–Kirchhoff stress. It corresponds to the external
force on the current boundary expressed per unit area of the ref-
erence boundary. Because physically meaningful external forces
are typically expressed per unit area of the current boundary, ex-
pressions for h typically depend on the motion ϕ. In particular,
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surface area elements in the current and reference configurations
are related through ϕ (see Section 4.6).

(3) More general boundary conditions may be considered with (7.10).
For example, ϕi(X, t) may be specified for all X ∈ Γi

d (i = 1, 2, 3),
and Pij (X, t)Nj (X) may be specified for all X ∈ Γi

σ (i = 1, 2, 3),
where Γi

d and Γi
σ are subsets of ∂B with the properties Γi

d ∪ Γi
σ =

∂B and Γi
d ∩Γi

σ = ∅ for each i = 1, 2, 3. Thus, various components
of the motion or traction may be specified at each point of the
boundary.

(4) Any time-independent solution of (7.10) is called an equilibrium
or rest configuration of the body. Such configurations must
satisfy the nonlinear boundary-value problem

∇X · [P̂ (F )] + ρ0bm = 0 in B

ϕ = g in Γd

P̂ (F )N = h in Γσ .

(7.11)

Whereas (7.10) typically has a unique solution, we expect (7.11)
to have genuinely non-unique solutions in various circumstances.
Indeed, phenomena such as buckling can be understood in terms
of such non-uniqueness.

7.1.5 Isotropy, Simplified Response Functions

Here we introduce the notion of isotropy for an elastic body and study
the implications for the stress response functions. In particular, we show
that the response functions for an isotropic body take particularly simple
forms.

Definition 7.2 An elastic body with reference configuration B and
Cauchy stress response function Ŝ is said to be isotropic if

Ŝ(F ) = Ŝ(FQ),

for all F ∈ V2 with det F > 0 and all rotation tensors Q.

The above definition implies that an elastic body is isotropic if the
Cauchy stress field is invariant under rotations of the reference con-
figuration B. Roughly speaking, an elastic body is isotropic if it has
the same “stiffness” in all directions. Not all materials will enjoy this
property, but many do. We now relate this property to the property of
isotropic tensor functions.
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Result 7.3 Isotropic Stress Response. If the stress response func-
tion Ŝ for an isotropic elastic body is frame-indifferent, then the stress
response functions S and Σ appearing in Result 7.1 satisfy

S(QCQT ) = QS(C)QT and Σ(QCQT ) = QΣ(C)QT ,

for all rotation tensors Q. Thus S and Σ are isotropic tensor functions
in the sense of Section 1.5. Moreover, the function Ŝ must itself be an
isotropic tensor function, that is

Ŝ(QFQT ) = QŜ(F )QT ,

for all rotation tensors Q.

Proof Since QT is a rotation if and only if Q is, we deduce from Defi-
nition 7.2 that Ŝ must satisfy

Ŝ(F ) = Ŝ(FQT ), (7.12)

for all F ∈ V2 with detF > 0 and all rotation tensors Q. Moreover,
since Ŝ is frame-indifferent we have

Ŝ(F ) = FS(C)F T , (7.13)

for some function S(C), where C = F T F . Combining (7.12) and (7.13)
gives

FS(C)F T = FQT S(QF T FQT )QF T ,

from which we deduce, since det F > 0

S(C) = QT S(QCQT )Q or QS(C)QT = S(QCQT ). (7.14)

Thus S(C) is an isotropic tensor function as defined in Section 1.5. The
result for Σ(C) follows from the above result for S(C) and the relation
Σ(C) =

√
det C S(C). In particular, we have

QΣ(C)QT =
√

det C QS(C)QT

=
√

det(QCQT ) S(QCQT ) = Σ(QCQT ).

Thus Σ(C) is also an isotropic tensor function. The result that Ŝ(F )
must itself be an isotropic tensor function is a straightforward conse-
quence of (7.13) and (7.14).

The above result can now be used to show that the stress response
functions for an isotropic elastic body take particularly simple forms.
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Result 7.4 Simplified Stress Response Functions. The stress
response function Ŝ for an isotropic elastic body is frame-indifferent if
and only if it can be written in the form

Ŝ(F ) = F [β0(IC )I + β1(IC )C + β2(IC )C−1 ]F T ,

for some functions β0 , β1 , β2 : IR3 → IR. Here IC denotes the three
principal invariants of the right Cauchy–Green strain tensor C. Equiv-
alently, the response functions P̂ and Σ̂ can be written in the form

P̂ (F ) = F [ γ0(IC )I + γ1(IC )C + γ2(IC )C−1 ],

Σ̂(F ) = γ0(IC )I + γ1(IC )C + γ2(IC )C−1 ,

for some functions γ0 , γ1 , γ2 : IR3 → IR.

Proof If Ŝ is a frame-indifferent response function for an isotropic elastic
body, then Result 7.1 implies

Ŝ(F ) = FS(C)F T ,

for some function S(C), where C = F T F , and Result 7.3 implies S(C)
is an isotropic tensor function. Moreover, S(C) must be symmetric
because Ŝ(F ) is symmetric by definition of an elastic solid. By Result
1.15 we find that S(C) can be written in the form

S(C) = β0(IC )I + β1(IC )C + β2(IC )C−1 ,

for some functions β0 , β1 , β2 : IR3 → IR. Thus Ŝ(F ) must necessarily
be of the stated form. Conversely, if Ŝ(F ) has the stated form, then it
is straightforward to verify that this form satisfies Definition 7.2 and is
frame-indifferent. The results for P̂ and Σ̂ are immediate consequences
of (7.1) and the relation detC = (detF )2 . In particular, if Ŝ(F ) has the
stated form, then P̂ and Σ̂ have the stated forms with γi =

√
det C βi

(i = 0, 1, 2).

Remarks:

(1) The above result implies that the stress response functions for
an isotropic elastic body are completely defined by three scalar-
valued functions of the principal invariants of C.

(2) The St. Venant–Kirchhoff model given in (7.2) is actually a model
for an isotropic elastic solid. In particular, for this model we have,
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using (7.9)

Σ̂(F ) =
λ

2
[tr(C − I)]I + µ(C − I)

= γ0(IC )I + γ1(IC )C + γ2(IC )C−1 ,

where γ0 = λ
2 tr C − 3λ

2 − µ, γ1 = µ and γ2 = 0. Here we have
used the fact that tr I = 3.

7.2 Hyperelastic Solids

In this section we study the constitutive model for a hyperelastic solid,
which is a special case of an elastic solid introduced in the previous
section. We outline a result which shows that an elastic solid satisfies
the mechanical energy inequality if and only if it is hyperelastic. We
also study the implications of material frame-indifference and establish
a result on the balance of total mechanical energy. We end with a brief
list of some common hyperelastic models used in practice.

7.2.1 Definition

A continuum body with reference configuration B is said to be a hyper-
elastic solid if:

(1) The body is elastic with stress response functions Ŝ(F ), P̂ (F )
and Σ̂(F ) for the stress fields Sm (X, t), P (X, t) and Σ(X, t).

(2) The response function P̂ is of the form

P̂ (F ) = DW (F ), (7.15)

where W : V2 → IR is a given function called a strain energy
density for the body. Here DW (F ) denotes the derivative of W

at F (see Definition 2.20).

(3) The function W has the property

DW (F )F T = FDW (F )T , ∀F ∈ V2 , det F > 0.

Property (1) implies that, in any motion, the first Piola–Kirchhoff
stress field is given by P (X, t) = P̂ (F (X, t)). Property (2) states that
the response function P̂ is the derivative of a scalar strain energy func-
tion W . This property has many important consequences. For example,
it guarantees that the mechanical energy inequality is satisfied, and also
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implies that the systems in (7.10) and (7.11) have a variational structure.
Property (3) guarantees that the balance of angular momentum equa-
tion (Result 5.16) is automatically satisfied, as required by the definition
of the response functions of an elastic body.

7.2.2 Frame-Indifference Considerations

Here we outline a result which shows that the strain energy function
must be of a particular form in order to satisfy the axiom of material
frame-indifference.

Result 7.5 Frame-Indifferent Hyperelastic Stress Response.

The Cauchy stress field in a hyperelastic body is frame-indifferent if and
only if the strain energy function W can be expressed as

W (F ) = W (C), (7.16)

for some function W : V2 → IR, where C = F T F . In this case, the
stress response functions P̂ , Σ̂ and Ŝ are given by

P̂ (F ) = 2FDW (C), Σ̂(F ) = 2DW (C),

Ŝ(F ) = 2(det C)−1/2FDW (C)F T ,

(7.17)

where DW (C) denotes the derivative of W at C.

Proof For brevity we prove that (7.16) is sufficient for frame-indifference
and omit the proof of necessity. We begin by showing that (7.16) implies
the functional form for P̂ stated in (7.17). From the component version
of (7.15) we have

P̂ij (F ) =
∂W

∂Fij
(F ).

Moreover, since W (F ) = W (C) and C = F T F , the chain rule implies

P̂ij =
∂W

∂Cml

∂Cml

∂Fij
,

where we omit the arguments for clarity. Since Cml = Fkm Fkl we obtain

∂Cml

∂Fij
= δkiδmjFkl + Fkm δkiδlj = δmjFil + δljFim ,
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which yields

P̂ij =
∂W

∂Cjl
Fil +

∂W

∂Cmj
Fim .

Noting that DW (C) is symmetric because C is, the above expression
may be written as

P̂ij = Fil
∂W

∂Clj
+ Fim

∂W

∂Cmj
,

which in tensor notation becomes

P̂ (F ) = 2FDW (C). (7.18)

Thus (7.16) implies the functional form for P̂ stated in (7.17). We next
show that this form is sufficient for frame-indifference. From (7.1) and
the relation detC = (detF )2 we have

P̂ (F ) = (det F )Ŝ(F )F−T = (detC)1/2Ŝ(F )F−T .

Combining this expression with (7.18) we get

2FDW (C) = (det C)1/2Ŝ(F )F−T ,

which implies

Ŝ(F ) = F [2(det C)−1/2DW (C)]F T .

Thus Ŝ has the stated form in (7.17) and frame-indifference follows from
Result 7.1. The stated form of Σ̂ is an immediate consequence of (7.1).

Remarks:

(1) An intuitive explanation of the sufficiency of (7.16) for frame-
indifference follows from Result 5.22, which shows that C is un-
affected by superposed rigid motions. In particular, W (F ) is a
frame-indifferent scalar field when it has the form (7.16).

(2) Property (3) in the definition of a hyperelastic solid is satisfied for
any stored energy function of the form (7.16). This is a straight-
forward consequence of the relation DW (F ) = 2FDW (C) and
the symmetry of DW (C).
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(3) The notion of isotropy can also be applied to hyperelastic bodies.
In particular, a hyperelastic body is isotropic if and only if the
function W (C) in (7.16) can be expressed in the form

W (C) = Ŵ (IC),

for some function Ŵ : IR3 → IR, where IC are the principal
invariants of C (see Exercises 5 and 7).

(4) The St. Venant–Kirchhoff model given in (7.2) is actually hyper-
elastic. In particular, from (7.9) we have

Σ̂(F ) =
λ

2
[tr(C − I)]I + µ(C − I),

and we can verify that Σ̂(F ) = 2DW (C), where

W (C) =
λ

8
[tr(C − I)]2 +

µ

4
tr[(C − I)2 ].

Moreover, because W (C) can be shown to depend only on the
principal invariants of C, the model is isotropic, as verified di-
rectly in Section 7.1.

7.2.3 Mechanical Energy Considerations

Here we assume the isothermal model of an elastic solid is energetically
passive as discussed in Section 5.7 and outline a result which shows that
it satisfies the mechanical energy inequality (Result 5.29) if and only
if it is hyperelastic. We also establish a result on the balance of total
mechanical energy.

Result 7.6 Mechanical Energy Inequality for Elastic Solids.

An elastic solid satisfies the mechanical energy inequality (Result 5.29)
if and only if it is hyperelastic, that is

P̂ (F ) = DW (F ), (7.19)

for some strain energy function W (F ).

Proof For brevity we prove that (7.19) is sufficient and omit the proof of
necessity. Let P denote the first Piola–Kirchhoff stress field and assume
that (7.19) holds. Then

P (X, t) = P̂ (F (X, t)) = DW (F (X, t)),
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which implies

P (X, t) : Ḟ (X, t) = P̂ (F (X, t)) : Ḟ (X, t)

= DW (F (X, t)) : Ḟ (X, t)

=
∂

∂t
W (F (X, t)), ∀X ∈ B, t ≥ 0. (7.20)

Integrating the above expression over any arbitrary time interval [t0 , t1 ]
gives ∫ t1

t0

P (X, t) : Ḟ (X, t) dt

= W (F (X, t1)) − W (F (X, t0)), ∀X ∈ B.

(7.21)

For any closed, isothermal process in [t0 , t1 ] we have ϕ(X, t1) = ϕ(X, t0)
for all X ∈ B, which implies F (X, t1) = F (X, t0) for all X ∈ B.
Thus the right-hand side of (7.21) vanishes and the mechanical energy
inequality is satisfied for any strain energy function W (F ).

The next result establishes a balance law for the total mechanical
energy of a hyperelastic body.

Result 7.7 Hyperelastic Energy Balance. Let ϕ : B×[0,∞) → IE3

denote a motion of a hyperelastic body with strain energy function W (F ),
and at any time t ≥ 0 let Bt denote the current configuration of B. Then

d

dt
(U [Bt ] + K[Bt ]) = P[Bt ], ∀t ≥ 0,

where U [Bt ] is the total strain energy defined by

U [Bt ] =
∫

B

W (F (X, t)) dVX ,

K[Bt ] is the total kinetic energy and P[Bt ] is the power of external forces
on Bt (see Chapter 5).

Proof From Result 5.17 we have

d

dt
K[Bt ] +

∫
B

P (X, t) : Ḟ (X, t) dVX = P[Bt ],

and from (7.20) we have∫
B

P (X, t) : Ḟ (X, t) dVX =
d

dt

∫
B

W (F (X, t)) dVX .

Combining these two relations yields the desired result.
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In the absence of external forces, Result 7.7 implies that the total
energy of a hyperelastic body, defined as the sum of the kinetic and
strain energies, is conserved along motions (see Exercise 8). In fact, the
equations of motion may be viewed as a separable Hamiltonian system
with the strain energy being the potential energy.

7.2.4 Common Models

In view of Result 7.6, many isothermal models of elastic solids employed
in practice are hyperelastic. Indeed, the mechanical energy inequality,
which is derived from the Clausius–Duhem inequality (Second Law of
Thermodynamics), demands that elastic models be hyperelastic. We
end this section with a brief list of some common (frame-indifferent,
isotropic) hyperelastic models, all defined through their strain energy
function W (C).

(1) St. Venant–Kirchhoff model.

W (C) =
λ

2
(tr G)2 + µ tr(G2).

G = 1
2 (C − I). λ, µ > 0.

(2) Neo-Hookean model.

W (C) = a tr C + Γ(
√

detC).

Γ(s) = cs2 − d ln s. a, c, d > 0.

(3) Mooney–Rivlin model.

W (C) = a tr C + b tr C∗ + Γ(
√

det C).

C∗ = (detC)C−1 . a, b > 0.

(4) Ogden model.

W (C) =
M∑
i=1

ai tr(Cγi /2) +
N∑

j=1

bj tr(Cδj /2
∗ ) + Γ(

√
det C).

M,N ≥ 1. ai , bj > 0. γi , δj ≥ 1.

All the above models, most notably (2), (3) and (4), have been used in
the modeling of rubber-like materials at large strains. In particular, (2),
(3) and (4) have typically been used in the modeling of incompressible
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materials, in which case the term Γ(
√

det C) is omitted and the con-
straint detF = 1, or equivalently detC = 1, is considered along with
a multiplier (see Section 5.6). In the general compressible case consid-
ered here, the term Γ(

√
det C) gives rise to appropriate extreme stress

in the case of extreme compression when any principal stretch tends to
zero, equivalently det C → 0. In this sense models (2), (3) and (4) are
better suited for extreme strains than model (1), which does not have
this property, as previously noted in Section 7.1. All the above models
give rise to appropriate extreme stress in the case of extreme extension
when any principal stretch tends to infinity.

7.3 Linearization of Elasticity Equations

The equations governing the motion of an elastic solid are, for most
constitutive models of interest, too complex to solve exactly. Hence
approximations are sometimes made in order to simplify them. In this
section we derive a set of simplified equations for an elastic solid under
the assumption that deformations are small.

For motivation, consider an elastic body at rest in a stress-free refer-
ence configuration B. We say that a reference configuration is stress-
free if any one, hence all, of the stress response functions vanish when
F = I, that is

P̂ (I) = O, Σ̂(I) = O, Ŝ(I) = O. (7.22)

Suppose the body is subject to a body force, and boundary and initial
conditions as given in (7.10), and assume bm , g, h and V0 are all small
in the sense that

|bm (X, t)|, |g(X, t) − X|, |h(X, t)|, |V0(X)| = O(ε), (7.23)

where 0 ≤ ε � 1 is a small parameter. In this case it is reasonable
to expect that the body will deviate only slightly from its reference
configuration in the sense that

|ϕ(X, t) − X| = O(ε). (7.24)

Indeed, if bm = h = V0 = 0 and g = X, then equations (7.10) are
satisfied by ϕ(X, t) = X for all X ∈ B and t ≥ 0.

Our goal here is to derive a set of simplified equations to describe
motions satisfying (7.24) under the assumptions (7.22) and (7.23). We
discuss initial-boundary value problems for these equations and study
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implications of the axiom of material frame-indifference and the assump-
tion of isotropy.

7.3.1 Linearized Equations, Elasticity Tensors

In view of (7.23) we assume that bm , g, h and V0 can all be expressed
in the form

bε
m = εb(1)

m , gε = X + εg(1) , hε = εh(1) , V ε
0 = εV

(1)
0 , (7.25)

for some functions b
(1)
m , g(1) , h(1) and V

(1)
0 . Then, in view of (7.24), we

seek a power series expansion for ϕ of the form

ϕε = X + εu(1) + O(ε2), (7.26)

where u(1) is an unknown field. If we let uε = ϕε − X be the displace-
ment field associated with ϕε , then from (7.26) we deduce that uε has
the expansion

uε = 0 + εu(1) + O(ε2). (7.27)

We next derive a partial differential equation for the first-order dis-
placement disturbance u(1) . From (7.10)1 we deduce that uε = ϕε −X

satisfies the balance of linear momentum equation

ρ0ü
ε = ∇X · [ P̂ (F ε) ] + ρ0b

ε
m , (7.28)

where F ε is the deformation gradient associated with ϕε , namely

F ε = ∇X ϕε = I + ε∇X u(1) + O(ε2).

The following definition will be helpful in simplifying (7.28).

Definition 7.8 Let P̂ (F ), Σ̂(F ) and Ŝ(F ) be the Piola–Kirchhoff and
Cauchy stress response functions for an elastic solid. Then the fourth-
order elasticity tensors A, B and C associated with P̂ , Σ̂ and Ŝ are

Aijkl =
∂P̂ij

∂Fkl
(I), Bijkl =

∂Σ̂ij

∂Fkl
(I) and Cijkl =

∂Ŝij

∂Fkl
(I).

In tensor notation we have

A(H) =
d

dα
P̂ (I + αH)

∣∣∣
α=0

= DP̂ (I)H, ∀H ∈ V2 .

Similar expressions hold for B and C (see Definition 2.24).
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Using the above definition, we expand the stress response function
P̂ (F ε) in a Taylor series about ε = 0 to get

P̂ (F ε) = P̂ (F ε)
∣∣∣
ε=0

+ εA(∇X u(1)) + O(ε2).

The fact that P̂ (I) = O then gives

P̂ (F ε) = εA(∇X u(1)) + O(ε2). (7.29)

When we substitute (7.29), (7.27) and (7.25) into (7.28) and retain only
those terms involving the first power of ε we obtain

ρ0ü
(1) = ∇X · [A(∇X u(1)) ] + ρ0b

(1)
m . (7.30)

This is the linearized version of the balance of linear momentum equation
(7.10)1. Similar considerations can be used to obtain linearized versions
of the boundary and initial conditions in (7.10)2,3,4,5 .

7.3.2 Initial-Boundary Value Problems

Linearization of (7.10) leads to the following initial-boundary value prob-
lem for the first-order displacement disturbance in an elastic solid: Find
u(1) : B × [0, T ] → V such that

ρ0ü
(1) = ∇X · [A(∇X u(1)) ] + ρ0b

(1)
m in B × [0, T ]

u(1) = g(1) in Γd × [0, T ]

A(∇X u(1))N = h(1) in Γσ × [0, T ]

u(1)(·, 0) = 0 in B

u̇(1)(·, 0) = V
(1)

0 in B.

(7.31)

The above equations are typically called the Linearized Elasto-
dynamics Equations. They are an approximation to the system in
(7.10) that are appropriate for describing small deviations from a stress-
free reference configuration in an elastic solid. In the above system,
Γd and Γσ are subsets of ∂B with the properties Γd ∪ Γσ = ∂B and
Γd ∩ Γσ = ∅, ρ0 is the reference mass density, A is the fourth-order elas-
ticity tensor associated with the stress response function P̂ , N is the
unit outward normal field on ∂B, and b

(1)
m , g(1) , h(1) and V

(1)
0 are pre-

scribed disturbance fields. Any of the more general boundary conditions
discussed in connection with (7.10) can also be considered for (7.31).



7.3 Linearization of Elasticity Equations 291

Remarks:

(1) The system in (7.31) is a linear initial-boundary value problem
for the disturbance field u(1) . In the case when A satisfies ma-
jor symmetry and strong ellipticity conditions (see Section 7.4
below), this system has a unique solution in any given time in-
terval [0, T ] under mild assumptions on the prescribed initial and
boundary data, the domain B and the subsets Γd and Γσ .

(2) In view of (7.24) the difference between the fixed reference config-
uration B and the current configuration Bt = ϕt(B) is first-order
in ε for all t ≥ 0. For this reason, the distinction between ma-
terial and spatial coordinates is often ignored in developments of
elasticity where only the linear response is considered.

(3) Any time-independent solution of (7.31) must satisfy the linear
boundary-value problem

∇X · [A(∇X u(1)) ] + ρ0b
(1)
m = 0 in B

u(1) = g(1) in Γd

A(∇X u(1))N = h(1) in Γσ .

(7.32)

These equations are typically called the Linearized Elasto-
statics Equations. In the case when A satisfies major symmetry
and positivity conditions (see Section 7.4 below), this system has
a unique solution under mild assumptions on the domain and pre-
scribed data provided Γd is non-empty. When Γd is empty, the
prescribed field h(1) must satisfy solvability conditions (resultant
force and torque must be zero), and solutions are unique only to
within an arbitrary infinitesimally rigid deformation.

7.3.3 Properties of Elasticity Tensors

Here we study the fourth-order elasticity tensors introduced in the pre-
vious section. We show that these tensors are all equal and study the
implications of the balance law of angular momentum and the axiom of
material frame-indifference. We show that the elasticity tensor for an
isotropic elastic body takes a particularly simple form.

Result 7.9 Equivalence of Elasticity Tensors. Let A, B and C

be the elasticity tensors associated with the stress response functions P̂ ,



292 Isothermal Solid Mechanics

Σ̂ and Ŝ of an elastic body. If the reference configuration of the body is
stress-free, then A = B = C.

Proof For brevity we only prove A = C. The proof that B = C is similar
(see Exercise 10). To begin, from (7.1) we have

P̂ (F ) = (det F )Ŝ(F )F−T .

Differentiating both sides about F = I, using Definition 7.8 for the
left-hand side, we obtain

A(H) =
d

dα

{
det(I + αH)Ŝ(I + αH) (I + αH)−T

} ∣∣∣
α=0

=
d

dα
{det(I + αH)}

∣∣∣
α=0

Ŝ(I)I−T

+ det(I)
d

dα

{
Ŝ(I + αH)

} ∣∣∣
α=0

I−T

+ det(I)Ŝ(I)
d

dα

{
(I + αH)−T

} ∣∣∣
α=0

,

for all H ∈ V2 . Since Ŝ(I) = O for a stress-free reference configuration
and det I = 1 we obtain

A(H) =
d

dα

{
Ŝ(I + αH)

} ∣∣∣
α=0

= C(H), ∀H ∈ V2 ,

which establishes the result.

Remarks:

(1) The above result implies that an elastic solid with a stress-free
reference configuration has a unique elasticity tensor, which we
usually denote by C. This tensor can be determined from know-
ledge of any one of the stress response functions P̂ , Σ̂ or Ŝ.

(2) The above result can also be interpreted as saying that the re-
sponse functions P̂ , Σ̂ and Ŝ have the same linearization at
F = I, namely

P̂ (F ε) = εC(∇X u(1)) + O(ε2),

Σ̂(F ε) = εC(∇X u(1)) + O(ε2),

Ŝ(F ε) = εC(∇X u(1)) + O(ε2).
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Thus, in the linear approximation, the two Piola–Kirchhoff stress
fields and the Cauchy stress field are indistinguishable.

The next result establishes the implications of the balance law of an-
gular momentum on C.

Result 7.10 Left Minor Symmetry of Elasticity Tensor. Con-
sider an elastic body with a stress-free reference configuration and an
associated elasticity tensor C. Then the balance law of angular momen-
tum implies that C(H) is symmetric for all H ∈ V2 . Thus C has a left
minor symmetry in the sense that Cijkl = Cj ikl , equivalently (see Section
1.4.5)

A : C(B) = sym(A) : C(B), ∀A,B ∈ V2 .

Proof The balance law of angular momentum implies Ŝ(F )T = Ŝ(F )
for all F ∈ V2 with detF > 0. By definition of C we have, for arbitrary
H ∈ V2

C(H)T =
(

d

dα
Ŝ(I + αH)

∣∣∣
α=0

)T

=
d

dα
Ŝ(I + αH)T

∣∣∣
α=0

=
d

dα
Ŝ(I + αH)

∣∣∣
α=0

= C(H),

where the equality between the second and third lines is justified by
the fact that det(I + αH) > 0 for α sufficiently small. Thus C(H) is
symmetric for all H ∈ V2 . From Result 1.13 we deduce

G : C(H) = sym(G) : C(H), ∀G,H ∈ V2 ,

which, by definition, implies that C has a left minor symmetry. The
condition on the components Cijkl follows from Result 1.14.

The next result establishes the implications of the axiom of material
frame-indifference on the elasticity tensor C.
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Result 7.11 Right Minor Symmetry of Elasticity Tensor. Let Ŝ

be the Cauchy stress response function for an elastic body with stress-free
reference configuration and elasticity tensor C. If Ŝ is frame-indifferent,
then C(W ) = O for any skew tensor W ∈ V2 . Thus C has a right minor
symmetry in the sense that Cijkl = Cij lk , equivalently (see Section 1.4.5)

A : C(B) = A : C(sym(B)), ∀A,B ∈ V2 .

Proof By frame-indifference we have, from (7.7)

Ŝ(QF ) = QŜ(F )QT ,

for all F ∈ V2 with detF > 0 and all rotations Q ∈ V2 . Taking F = I

and using the stress-free assumption Ŝ(I) = O we obtain

Ŝ(Q) = O, (7.33)

for any rotation Q. Next, let W ∈ V2 be an arbitrary skew-symmetric
tensor. From Result 1.7 we find that exp(αW ) is a rotation for any
α ∈ IR and hence (7.33) implies

Ŝ(exp(αW )) = O, ∀α ∈ IR. (7.34)

By definition of C we have

C(W ) =
d

dα
Ŝ(I + αW )

∣∣∣
α=0

=
d

dα
Ŝ(I + αW + 1

2 α2W 2 + 1
6 α3W 3 + · · ·)

∣∣∣
α=0

=
d

dα
Ŝ(exp(αW ))

∣∣∣
α=0

. (7.35)

Combining (7.35) and (7.34) we obtain C(W ) = O for any skew tensor
W ∈ V2 . From this we deduce

C(H) = C(sym(H)), ∀H ∈ V2 ,

which, by definition, implies that C has a right minor symmetry. The
condition on the components Cijkl follows from Result 1.14.

The next result shows that the elasticity tensor C takes a particularly
simple form when the body is isotropic.
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Result 7.12 Elasticity Tensor for Isotropic Solid. Let Ŝ be a
frame-indifferent Cauchy stress response function for an elastic body with
stress-free reference configuration and elasticity tensor C. If the body is
isotropic, then the fourth-order tensor C is isotropic in the sense of
Section 1.5 and takes the form

C(H) = λ(tr H)I + 2µ sym(H), ∀H ∈ V2 ,

where λ and µ are constants.

Proof For an isotropic elastic body we have, by Result 7.3

QŜ(F )QT = Ŝ(QFQT ),

for all F ∈ V2 with detF > 0 and all rotations Q ∈ V2 . Let H ∈ V2 be
arbitrary. Then by definition of C we have

QC(H)QT = Q
d

dα
Ŝ(I + αH)

∣∣∣
α=0

QT

=
d

dα
QŜ(I + αH)QT

∣∣∣
α=0

=
d

dα
Ŝ(Q(I + αH)QT )

∣∣∣
α=0

=
d

dα
Ŝ(I + αQHQT )

∣∣∣
α=0

= C(QHQT ),

where the equality between the second and third lines is justified by the
fact that det(I +αH) > 0 for α sufficiently small. Thus C is isotropic in
the sense of Section 1.5. Moreover, by virtue of Result 7.10, the tensor
C(H) ∈ V2 is symmetric for any symmetric H ∈ V2 , and by Result 7.11
we have C(W ) = O for any skew-symmetric W ∈ V2 . Thus C satisfies
the hypotheses of Result 1.16, which establishes the claim.

7.3.4 Equation of Linearized, Isotropic Elasticity

In view of Results 7.9 and 7.12, the linearized balance of linear momen-
tum equation (7.30) takes a simple form when a body is isotropic. In
particular, we have

C(∇X u(1)) = λ(tr∇X u(1))I + 2µ sym(∇X u(1)),
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and taking the divergence gives

∇X · C(∇X u(1)) = ∇X · (λ tr(∇X u(1))I + 2µ sym(∇X u(1)) )

= ∇X · ( [λu
(1)
k,k δij + µu

(1)
i,j + µu

(1)
j,i ]ei ⊗ ej )

= [λu
(1)
k,k δij + µu

(1)
i,j + µu

(1)
j,i ],j ei

= λu
(1)
k,ki ei + µu

(1)
i,j j ei + µu

(1)
j,j i ei

= λ∇X (∇X · u(1)) + µ∆X u(1) + µ∇X (∇X · u(1))

= µ∆X u(1) + (λ + µ)∇X (∇X · u(1)).

Thus (7.30) can be written as

ρ0ü
(1) = µ∆X u(1) + (λ + µ)∇X (∇X · u(1)) + ρ0b

(1)
m . (7.36)

Equation (7.36) is sometimes called the Navier Equation for the
displacement disturbance u(1) . It is an approximation to the balance of
linear momentum equation appropriate for describing small deviations
from a stress-free reference configuration in an isotropic elastic solid.

7.4 Linear Elastic Solids

In the previous section we derived linearized equations for an elastic
solid beginning from nonlinear ones. In this section we outline a class of
models which yield similar equations. However, here the linear equations
are the result of constitutive assumptions rather than linearization.

7.4.1 Definition

A continuum body with reference configuration B is said to be a linear
elastic solid if:

(1) The first Piola–Kirchhoff stress field is of the form

P (X, t) = P̂ (F (X, t)), ∀X ∈ B, t ≥ 0,

where P̂ : V2 → V2 is a given response function.

(2) The response function P̂ is of the form

P̂ (F ) = C(∇X u), (7.37)

where ∇X u = F −I is the displacement gradient and C is a given
fourth-order tensor called the elasticity tensor for the body.
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(3) The tensor C satisfies left and right minor symmetry conditions.

Property (1) implies that the stress at a point in a linear elastic solid
depends only on a measure of present strain at that point. Property (2)
and the left minor symmetry in Property (3) imply that the first Piola–
Kirchhoff stress response is symmetric. Property (2) and the right minor
symmetry condition in Property (3) imply that this stress response is a
linear function of the infinitesimal strain tensor E = sym(∇X u), namely

P̂ (F ) = C(E).

When (7.37) is substituted into the elasticity equations in (7.10), the
resulting system has the same form as the linearized equations in (7.31),
with u(1) replaced by u and so on. In particular, the resulting equations
are linear in the displacement field u. (Strictly speaking, we must also
assume that the prescribed body force and boundary data are linear in
u.) Thus the exact equations for a linear elastic solid have the same
form as the linearized equations of a nonlinear elastic solid with stress-
free reference configuration.

Remarks:

(1) The balance law of angular momentum will in general not be
satisfied in a linear elastic solid. In particular, by (7.1), sym-
metry of the first Piola–Kirchhoff stress field generally does not
imply symmetry for the Cauchy stress field. However, in view of
Results 7.9 and 7.10, balance of angular momentum is satisfied
approximately and is manifest in the left minor symmetry of C.

(2) The constitutive model for a linear elastic solid in general does not
satisfy the axiom of material frame-indifference. In particular,
by Result 7.1, frame-indifference requires P̂ (F ) = FΣ(C) for
some function Σ(C), which in general is incompatible with the
assumption of linearity. However, in view of Results 7.9 and 7.11,
frame-indifference is satisfied approximately and is manifest in
the right minor symmetry of C.

(3) A classic example of a linear elastic solid is the isotropic model
defined by

C(E) = λ(trE)I + 2µ sym(E). (7.38)

In this case λ and µ are called the Lamé constants for the
body (see Exercise 11). In view of Results 7.9 and 7.12, this
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model is consistent with the linearization of any nonlinear, frame-
indifferent, isotropic model with stress-free reference configura-
tion. In particular, the balance of linear momentum equation
takes the form in (7.36).

7.4.2 General Properties

Here we study some general properties of linear elastic solids. We show
that a linear elastic solid is hyperelastic provided the elasticity tensor has
major symmetry. We also introduce conditions on the elasticity tensor
under which appropriate existence and uniqueness results can be proved
for the Linear Elastodynamics and Elastostatics equations in (7.31) and
(7.32).

Definition 7.13 A linear elastic solid is called hyperelastic if the
response function P̂ satisfies

P̂ (F ) = DW (F ),

for some function W : V2 → IR called a strain energy density for the
body.

The above definition is consistent with the notion of a general hy-
perelastic solid. However, in contrast to the general case, a symmetry
condition on DW (F )F T is not required. The next result gives a suffi-
cient condition for a linear elastic solid to be hyperelastic. In fact, this
condition is also necessary (see Exercise 12).

Result 7.14 Condition for Linear Hyperelastic Solids. If the
elasticity tensor C has major symmetry, then a linear elastic solid is
hyperelastic. In this case the function

W (F ) = 1
2∇

X u : C(∇X u), (7.39)

where ∇X u = F−I, is a strain energy density for the body. Equivalently,
by the minor symmetries of C

W (F ) = 1
2 E : C(E),

where E = sym(∇X u) is the infinitesimal strain tensor.
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Proof For a linear elastic solid we have P̂ (F ) = C(F − I). Thus,
assuming C has major symmetry, we seek to show that C(F − I) =
DW (F ), where W (F ) is given by (7.39). By Definition 2.20 we have

DW (F ) : A =
d

dα
W (F + αA)

∣∣∣
α=0

, ∀A ∈ V2 ,

and from (7.39), using ∇X u = F − I, we get

d

dα
W (F + αA)

∣∣∣
α=0

=
d

dα

[
1
2 (F + αA − I) : C(F + αA − I)

]∣∣∣
α=0

=
[

1
2 A : C(F + αA − I) + 1

2 (F + αA − I) : C(A)
]∣∣∣

α=0

= 1
2 A : C(F − I) + 1

2 (F − I) : C(A).

Using the major symmetry of C, and the fact that A : B = B : A for
any A,B ∈ V2 , we obtain

DW (F ) : A =
d

dα
W (F + αA)

∣∣∣
α=0

= C(F − I) : A, ∀A ∈ V2 ,

which implies DW (F ) = C(F − I) as required.

Remarks:

(1) It is straightforward to verify that the elasticity tensor for the
isotropic model has major symmetry. Thus the isotropic model
is hyperelastic.

(2) Hyperelasticity has many important consequences. In particular,
just as for general elastic solids, it guarantees that the mechan-
ical energy inequality is satisfied. It also implies that an energy
balance is satisfied as in Result 7.7. Furthermore, it implies that
the Linear Elastodynamics and Elastostatics equations in (7.31)
and (7.32) have a variational structure.

(3) A general fourth-order tensor C contains 81 independent param-
eters. If C satisfies the left and right minor symmetry conditions
required for a linear elastic solid, then the number of independent
parameters is reduced to 36. Moreover, if C has major symmetry,
then the number of independent parameters is reduced to 21 (see
Exercise 14). Furthermore, if C is isotropic, then the number of
independent parameters is reduced to 2.
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We next introduce various conditions on the elasticity tensor which
guarantee that the equations for linear elastic solids are well-posed. We
then give a result which characterizes these conditions for the isotropic
model.

Definition 7.15 A fourth-order elasticity tensor C is called strongly
elliptic if

A : C(A) > 0, ∀A ∈ V2 , A = a ⊗ b, a �= 0, b �= 0.

Here a ⊗ b denotes the usual dyadic product (see Section 1.3.4). It is
called positive if

A : C(A) > 0, ∀A ∈ V2 , AT = A �= O.

Result 7.16 Strong Ellipticity, Positivity of Isotropic Model.

Consider an isotropic linear elastic solid with Lamé constants λ and µ.
Then:

(i) C is strongly elliptic if and only if µ > 0 and λ + 2µ > 0,

(ii) C is positive if and only if µ > 0 and 3λ + 2µ > 0.

Proof To establish (i) consider an arbitrary tensor A of the form A =
a⊗b where a, b �= 0. Then, by (7.38), using the facts that I : A = trA,
tr(a ⊗ b) = a · b and (a ⊗ b) : (c ⊗ d) = (a · c)(b · d), we have

A : C(A) = λ(tr A)2 + 2µ sym(A) : A

= λ(a · b)2 + µ(a ⊗ b + b ⊗ a) : (a ⊗ b)

= (λ + µ)(a · b)2 + µ(a · a)(b · b).

Introducing the perpendicular projection b⊥ = b − (b·a)
(a·a) a and substi-

tuting for b in the second term above gives

A : C(A) = (λ + 2µ)(a · b)2 + µ(a · a)(b⊥ · b⊥).

From this result we see that λ + 2µ > 0 and µ > 0 imply that C is
strongly elliptic. Conversely, if C is strongly elliptic, then by choosing b

such that b · a = 0 we get µ > 0, and by choosing b such that b⊥ = 0
we get λ + 2µ > 0.

To establish (ii) consider an arbitrary symmetric tensor A and in-
troduce a symmetric tensor H by the relation H = A − αI, where
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α = 1
3 tr(A). Then, by (7.38), using the facts that sym(A) = A,

A = H + αI and I : H = tr(H) = 0, we have

A : C(A) = λ(tr A)2 + 2µA : A

= λ(3α)2 + 2µ(H + αI) : (H + αI)

= 9λα2 + 2µ(H : H + 2αI : H + α2I : I)

= 9λα2 + 2µ(H : H + 3α2)

= 3α2(3λ + 2µ) + 2µ(H : H).

From this result we see that 3λ + 2µ > 0 and µ > 0 imply that C is
positive. Conversely, if C is positive, then by choosing A such that α = 0
we get µ > 0, and by choosing A such that H = O we get 3λ + 2µ > 0.

Remarks:

(1) The condition of strong ellipticity, together with major symme-
try, guarantee appropriate existence and uniqueness results for
the Linear Elastodynamics equations in (7.31). In this case the
equations are of hyperbolic type and admit a full-range of wave-
like solutions. These conditions hold for the isotropic model when
µ > 0 and λ + 2µ > 0 (see Exercise 15).

(2) The condition of positivity, together with major symmetry, guar-
antee appropriate existence and uniqueness results for the Linear
Elastostatics equations in (7.32). These conditions hold for the
isotropic model when µ > 0 and 3λ + 2µ > 0.

(3) It is straightforward to verify that, if an elasticity tensor C is
positive, then it is strongly elliptic. This follows from the minor
symmetries of C by considering symmetric second-order tensors
of the form A = sym(a ⊗ b).
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Exercises

7.1 Let B = {X ∈ IE3 | 0 < Xi < 1} be the reference configuration
of an elastic solid with stress response given by the St. Venant–
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Kirchhoff model with material constants λ, µ > 0. Consider a
time-independent uniaxial deformation x = ϕ(X) of the form
x1 = X1 , x2 = qX2 , x3 = X3 where q > 0 is a constant.

(a) Find the components of the deformation gradient F and the
Green–St. Venant strain tensor G = 1

2 (C − I).

(b) Find the components of the two Piola–Kirchhoff stress fields
P and Σ, and the Cauchy stress field Sm .

(c) Find the resultant force on each face of the deformed config-
uration B′ = ϕ(B). These are the forces required to maintain
the deformation. Is there a non-zero force on each face for all
q �= 1?

(d) What happens to the forces from part (c) in the limits q →
∞ and q ↓ 0? Can the body be compressed to zero volume with
finite forces?

7.2 Consider an elastic body with reference configuration B and
elastic response function P̂ (F ).

(a) Show that any time-independent, homogeneous deformation
x = ϕ(X) satisfies the equilibrium equation (7.4) with zero
body force.

(b) Show that the external surface force, per unit deformed area,
required to maintain a homogeneous equilibrium configuration
is of the form

t(x) = An(x),

where A is a constant tensor depending on P̂ and ϕ, and n(x)
is the unit outward normal field on the deformed body.

7.3 Show that the three principal invariants Ii(S) of a second-order
tensor S are isotropic in the sense of Section 1.5, namely

Ii(S) = Ii(QSQT ),

for all S ∈ V2 and all rotations Q ∈ V2 .

7.4 Show that, if the three principal invariants of two second-order
tensors A and B are equal, then A and B have the same set of
eigenvalues.
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7.5 Show that a function W : V2 → IR has the property

W (C) = W (QCQT ),

for all symmetric C and all rotations Q, if and only if there is
a function Ŵ : IR3 → IR such that

W (C) = Ŵ (IC),

for all symmetric C. Here IC denotes the three principal
invariants of C.

7.6 Let Ii(S) denote the three principal invariants of a second-order
tensor S. Show that

DI1(S) = I and DI2(S) = tr(S)I − ST .

Remark: By Result 2.22 we have

DI3(S) = det(S)S−T .

Thus the derivatives of all three principal invariants of a second-
order tensor can be computed explicitly.

7.7 Show that, if the strain energy density for a hyperelastic solid
takes the isotropic form

W (F ) = Ŵ (IC),

then the stress response function P̂ (F ) takes the isotropic form

P̂ (F ) = F [ γ0(IC )I + γ1(IC )C + γ2(IC )C−1 ],

for appropriate functions γ0 , γ1 and γ2 which you should deter-
mine.

7.8 Consider a hyperelastic body with reference configuration B

undergoing a motion ϕ in the absence of body forces, and sup-
pose the motion satisfies the boundary condition ϕ(X, t) = X

for all X ∈ ∂B and t ≥ 0. Show that the sum of kinetic and
strain energy is constant in the sense that

d

dt
(K[Bt ] + U [Bt ]) = 0, ∀t ≥ 0.
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7.9 Consider a hyperelastic body under the same conditions as in
Exercise 8 and let

U∗[Bt ] =
∫

B

W ∗(F (X, t)) dVX ,

for some W ∗ : V2 → IR with the property that

∇X · [DW ∗(F (X, t))] = 0, ∀X ∈ B, t ≥ 0.

Show that
d

dt
U∗[Bt ] = 0, ∀t ≥ 0.

Remark: The strain energy density W ∗ can be referred to as a
null energy density since it does not upset the energy balance
established in Exercise 8. In particular, the modified energy
K[Bt ]+U [Bt ]+αU∗[Bt ] is also conserved for any scalar constant
α.

7.10 Complete the proof of Result 7.9. In particular, show B = C,
where B and C are the elasticity tensors associated with the
second Piola–Kirchhoff and Cauchy stress response functions
Σ̂(F ) and Ŝ(F ).

7.11 Show that the components of the fourth-order elasticity tensor
C for an isotropic, linear elastic material are

Cijkl = λδij δkl + µ(δik δj l + δjk δil).

7.12 Show that a linear elastic solid is hyperelastic if and only if the
fourth-order elasticity tensor C has major symmetry.

7.13 Consider an isotropic, linear elastic body under the same con-
ditions as in Exercise 8.

(a) Show that the result in Exercise 8 implies

1
2

d

dt

∫
B

[
ρ0 |u̇|2 + ∇X u : C(∇X u)

]
dVX = 0, ∀t ≥ 0,

where u(X, t) = ϕ(X, t) − X is the displacement, ρ0 is the
reference mass density and C(H) = λ(tr H)I + µ(H + HT ) is
the elasticity tensor.
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(b) Supposing λ = −µ , use the balance of linear momentum
equation (with zero body force) ρ0ü = ∇X · [C(∇X u)] to show

1
2

d

dt

∫
B

[
ρ0 |u̇|2 + µ∇X u : ∇X u

]
dVX = 0, ∀t ≥ 0.

(c) Use the results from (a) and (b) to conclude that B possesses
a null energy density W ∗(F ), which up to multiplicative and
additive constants, can be written as

W ∗(F ) = −µ(tr(∇X u))2 + µ∇X u : ∇X uT ,

where ∇X u = F − I.

7.14 Consider a general linear elastic body with fourth-order elastic-
ity tensor C.

(a) Show that C can be represented by a matrix [[C]] ∈ IR6×6 .
(Hint: Use the left and right minor symmetries to show that the
transformation C : V2 → V2 reduces to C : sym(V2) → sym(V2),
where sym(V2) ⊂ V2 is the subspace of symmetric second-order
tensors.)

(b) Each A ∈ sym(V2) can be uniquely represented by a col-
umn vector [[A]] ∈ IR6 in a number of different ways. Use the
representation

[[A]] = (A11 , A22 , A33 ,
√

2A12 ,
√

2A13 ,
√

2A23)T

to show that major symmetry of C is equivalent to symmetry
of its matrix representation [[C]].

(c) Use the results from (a) and (b) to show that a general
linear elastic material model is defined by 36 independent elastic
constants (components of C). Moreover, if this model has major
symmetry (thus hyperelastic), then the number of independent
elastic constants is reduced to 21.

7.15 Consider the linear momentum equation for an isotropic, linear
elastic body with constant mass density ρ0 > 0, namely

ρ0ü = µ∆X u + (µ + λ)∇X (∇X · u), (7.40)

where u(X, t) is the displacement field and λ, µ are the Lamé
constants. Here we study plane or progressive wave solutions
of the form

u(X, t) = σaφ(γk · X − ωt), (7.41)
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where φ : IR → IR is an arbitrary function which defines the
profile of the wave (we assume φ′′ is not identically zero), a

and k are unit vectors called the direction of displacement and
propagation, and σ, γ and ω are constants that determine the
amplitude, spatial scaling and speed of the wave. In particular,
the wave speed is given by ω/γ.

(a) Show that (7.41) satisfies (7.40) if and only if a, k, σ, γ, ω

satisfy

σγ2 [µa + (µ + λ)(a · k)k] = σρ0ω
2a. (7.42)

Notice that these equations are satisfied by the trivial wave
defined by σ = 0.

(b) Suppose λ + µ �= 0. For any given k, σ �= 0 and γ �= 0 show
that the only independent solutions (a, ω) to (7.42) are:

(1) a = ±k, ω2 = γ2(λ + 2µ)/ρ0 ,

(2) a · k = 0, ω2 = γ2µ/ρ0 .

What happens in the case when λ + µ = 0?

Remark: The above results show that in an isotropic, linear
elastic solid with λ + µ �= 0 only two types of plane waves are
possible for any given direction k: longitudinal waves with a

parallel to k as in (1), and transverse waves with a perpen-
dicular to k as in (2). The speeds of these two types of waves
are different. Notice that these speeds are real in view of the
strong ellipticity conditions in Result 7.16. For non-isotropic
models the situation is more complicated.

7.16 A viscoelastic material is one which exhibits both viscous and
elastic characteristics. A simple viscoelastic constitutive as-
sumption is that there exists a stress response function P̂ :
V2 × V2 → V2 such that

P (X, t) = P̂ (F (X, t), Ḟ (X, t)).

Suppose such a body undergoes a motion ϕ in which the body
deviates only slightly from its reference configuration in the
sense that

ϕ(X, t) = X + εu(X, t) + O(ε2),

F (X, t) = I + ε∇X u(X, t) + O(ε2),
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for some scalar parameter 0 ≤ ε � 1. Moreover, suppose the
reference configuration is stress-free and that there are no body
forces.

(a) Show that, to leading order in ε, the field u satisfies

ρ0ü = ∇X · C1(∇X u) + ∇X · C2(∇X u̇),

where C1 and C2 are fourth-order tensors which you should
specify.

(b) Show that, if C1 and C2 are isotropic in the sense that

C1(H) = λ1 tr(H)I + 2µ1 sym(H)

C2(H) = λ2 tr(H)I + 2µ2 sym(H)

}
∀H ∈ V2 ,

then u satisfies

ρ0ü = µ1∆X u + (λ1 + µ1)∇X (∇X · u)

+ µ2∆X u̇ + (λ2 + µ2)∇X (∇X · u̇).

7.17 In one spatial dimension, the simplest model of linear viscoelas-
ticity as introduced in Exercise 16 yields an equation of the form

ρ0
∂2

∂t2
u = η1

∂2

∂x2 u + η2
∂

∂t

∂2

∂x2 u, (7.43)

where ρ0 , η1 and η2 are scalar constants, u(x, t) is the scalar
displacement field and (x, t) are the space and time coordinates.
Here we study solutions of (7.43) of the form

u(x, t) = exp[i(x − ct)] where i2 = −1.

(a) Consider the elastic limit defined by η1 > 0 and η2 = 0.
Show that (7.43) admits wave-like solutions which propagate,
but do not damp out in time.

(b) Consider the viscous limit defined by η1 = 0 and η2 >

0. Show that (7.43) admits stationary solutions which damp
exponentially in time.

(c) Describe mathematically the form of solutions for the case
η1 > 0 and η2 > 0. Distinguish between the cases 4ρ0η1 > η2

2
and 4ρ0η1 < η2

2 .
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7.18 In small deformation elasticity the infinitesimal strain field E is
defined by

E = 1
2 (∇X u + ∇X uT ) or Eij = 1

2 (ui,j + uj,i), (7.44)

where u is the displacement field. In this question we address
when (7.44) can be solved for u in terms of E. That is, given a
strain field E, when is it possible to solve (7.44) as a differential
equation for u? Notice that, by symmetry, (7.44) yields six
independent equations for the three unknown components of u.
Since there are more equations than unknowns, E must satisfy
certain compatibility conditions for (7.44) to be solvable.

(a) Show that, if (7.44) possesses a smooth solution u for a given
E, then E must necessarily satisfy the following six compatibil-
ity equations

E11,22 + E22,11 = 2E12,12 ,

E22,33 + E33,22 = 2E23,23 ,

E33,11 + E11,33 = 2E31,31 ,

E11,23 = (−E23,1 + E31,2 + E12,3),1 ,

E22,31 = (−E31,2 + E12,3 + E23,1),2 ,

E33,12 = (−E12,3 + E23,1 + E31,2),3 .

Hint: Use the fact that the mixed partial derivatives of a smooth
solution u must commute.

(b) Show that the six compatibility equations can be written
succinctly in index notation as

Enj,km + Ekm,jn − Ekn,jm − Emj,kn = 0.

7.19 Define two curl operations for a second order tensor S as

∇× S = εpkqSkm,p eq ⊗ em and S ×∇ = εkpqSrk,p er ⊗ eq .

(a) Using the definitions above, show that

−[∇× (ST )]T = S ×∇ and ∇× (S ×∇) = (∇× S) ×∇.

(b) Show that the compatibility conditions from Exercise 18
may be written as

∇× (E ×∇) = O.
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7.20 Consider a linear elastic body with mass density ρ0 , first Piola–
Kirchhoff stress field P and infinitesimal strain field E. Suppose
the body is isotropic with Lamé constants λ and µ, and suppose
the body is subject to a body force per unit mass bm . (Here and
throughout the remaining exercises we shall omit the subscript
m on bm for clarity.)

(a) Show that the isotropic, linear elastic stress-strain relation
P = λ(tr E)I + 2µE can be inverted as

E = −ν

γ
(tr P )I +

(1 + ν

γ

)
P ,

where the Young’s modulus γ and Poisson’s ratio ν are
related to the Lamé constants λ and µ by

µ =
γ

2(1 + ν)
, λ =

νγ

(1 + ν)(1 − 2ν)
.

(b) Show that, if the body is in equilibrium, then

Pik,jk + (ρ0bi),j = 0.

7.21 Consider a linear elastic, isotropic body as in Exercise 20. As
before, we suppose the body is in equilibrium.

(a) Show that, when expressed in terms of the stress tensor Pij ,
the compatibility equations of Exercise 18 can be reduced to

Pij,kk + Pkk,ij − Pik,jk − Pjk,ik =
( ν

1 + ν

)
[δijPpp,kk + Ppp,ij ].

(b) Use the results from part (a) and Exercise 20(b) to show
that Pij satisfies the equation

∆X Pij +
( 1

1 + ν

)
ψ,ij −

( ν

1 + ν

)
δij∆X ψ = −(ρ0bi),j − (ρ0bj ),i ,

where ψ = tr(P ).

(c) Again use the results from part (a) and Exercise 20(b) to
show that Pij satisfies the equation

Pij,ij =
(1 − ν

1 + ν

)
∆X ψ and hence ∆X ψ = −

(1 + ν

1 − ν

)
β,

where β = ∇X · (ρ0b).
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(d) Combine the results from parts (b) and (c) to show that

∆X Pij +
( 1

1 + ν

)
ψ,ij = −

( ν

1 − ν

)
δij β − (ρ0bi),j − (ρ0bj ),i .

(7.45)

Remark: The equations in (7.45) are known as the Beltrami–
Michell compatibility equations. While six distinct equa-
tions (due to symmetry) are represented in (7.45), only three
of these are functionally independent. When (7.45) is combined
with the equilibrium equations Pij,j + ρ0bi = 0, we obtain six
independent equations for the six independent components of
the stress tensor Pij (given its symmetry). Thus the equilib-
rium stresses in an isotropic, linear elastic body can in principle
be determined without explicit knowledge of the displacement
field.

7.22 Consider a linear elastic, isotropic body in equilibrium as in
Exercise 20, and suppose the body experiences a planar de-
formation in the sense that

u(x, y, z) = ux(x, y)e1 + uy (x, y)e2 ,

where for convenience we use (x, y, z) to denote the material
coordinates (X1 ,X2 ,X3), and we use subscripts x, y and z to
denote components, not partial derivatives.

(a) Show that the infinitesimal strain tensor E for a planar
deformation has a matrix representation of the form

[E] =

 εx εxy 0
εxy εy 0
0 0 0

 ,

for some functions εx , εy and εxy .

(b) Under the assumption of isotropy, show that the first Piola–
Kirchhoff stress tensor P for a planar deformation has a matrix
representation of the form

[P ] =

 σx τxy 0
τxy σy 0
0 0 σz

 ,

where
σx = λe + 2µεx, τxy = 2µεxy ,

σy = λe + 2µεy , σz = λe,
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and e = εx + εy . Moreover, show that σz = ν(σx + σy ), where
Poisson’s ratio ν is defined as

ν =
λ

2(λ + µ)
.

(c) Assuming the body is subject to a planar body force b =
bx(x, y)e1 + by (x, y)e2 , the equilibrium equations and the com-
patibility equation in Exercise 21(c) yield three independent
equations for the three independent stress components σx , σy

and τxy , namely

∂σx

∂x
+

∂τxy

∂y
+ ρ0bx = 0,

∂τxy

∂x
+

∂σy

∂y
+ ρ0by = 0,

∆(σx + σy ) = −
( 1

1 − ν

)(∂(ρ0bx)
∂x

+
∂(ρ0by )

∂y

)
.

Assuming zero body force show that the above equations are
satisfied by

σx =
∂2φ

∂y2 , σy =
∂2φ

∂x2 , τxy = − ∂2φ

∂x∂y
,

provided that φ satisfies the biharmonic equation

∆2φ =
∂4φ

∂x4 + 2
∂4φ

∂x2∂y2 +
∂4φ

∂y4 = 0.

The field φ is typically called an Airy stress function.

Answers to Selected Exercises

7.1 (a) We have [F ] = diag(1, q, 1) and [C] = [F ]T [F ] = diag(1, q2 , 1)
which gives

[G] = 1
2 ([C] − [I]) =

 0 0 0
0 1

2 (q2 − 1) 0
0 0 0

 .

(b) From the definition [Σ] = λ(tr[G])[I] + 2µ[G] we get

[Σ] =

 λ
2 (q2 − 1) 0 0

0 (λ
2 + µ)(q2 − 1) 0

0 0 λ
2 (q2 − 1)

 .
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From the relation Σ = F−1P we deduce [P ] = [F ][Σ], which
gives

[P ] =

 λ
2 (q2 − 1) 0 0

0 (λ
2 + µ)(q3 − q) 0

0 0 λ
2 (q2 − 1)

 .

From P = (detF )Sm F−T we deduce [Sm ] = (det[F ])−1 [P ][F ]T ,
which gives

[Sm ] =

 λ
2 (q − q−1) 0 0

0 (λ
2 + µ)(q3 − q) 0

0 0 λ
2 (q − q−1)

 .

(c) Just like the reference configuration B, the deformed configu-
ration B′ = ϕ(B) is a rectangular solid with faces perpendicular
to the unit vectors ±ei . Denote the faces of B and B′ by ±Γi

and ±Γ′
i , and denote the resultant forces on ±Γ′

i by f (i,±) . Then,
by definition of the Cauchy and first Piola–Kirchhoff stress fields,
and the fact that the faces ±Γi have unit area

f (1,±) =
∫
±Γ′

1

Sn dAx

=
∫
±Γ1

PN dAX = ±Pe1 area(Γ1) = ±λ

2
(q2 − 1)e1 ,

f (2,±) =
∫
±Γ′

2

Sn dAx

=
∫
±Γ2

PN dAX = ±
(λ

2
+ µ

)
(q3 − q)e2 ,

f (3,±) =
∫
±Γ′

3

Sn dAx

=
∫
±Γ3

PN dAX = ±λ

2
(q2 − 1)e3 .

Notice that all the resultants are non-zero when q �= 1. We inter-
pret f (2,±) as the force required to deform the body along the e2

direction. The forces f (1,±) and f (3,±) are required to maintain
the body in a specified rectangular shape.

(d) In the limit q → ∞ we get |f (i,±) | → ∞ for each face ±Γ′
i .

Thus extreme forces are required to maintain extreme extensions.
In the limit q ↓ 0 we find that |f (i,±) | is bounded for each face
±Γ′

i . Remarkably, the resultant forces on ±Γ′
2 tend to zero. Thus
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extreme forces are not required to deform the body to zero vol-
ume, which implies the model is unrealistic for this type of ex-
treme deformation.

7.3 The first principal invariant is I1(S) = tr(S). Using the fact that
tr(ABT ) = AijBij = tr(BT A), we get

I1(QSQT ) = tr(QSQT ) = tr(QT QS) = tr(S) = I1(S).

The second principal invariant is I2(S) = 1
2 ((tr(S))2 − tr(S2)).

Using the same property of the trace function as above gives

I2(QSQT ) = 1
2 ((tr(QSQT ))2 − tr(QSQT QSQT ))

= 1
2 ((tr(S))2 − tr(QS2QT ))

= 1
2 ((tr(S))2 − tr(S2))

= I2(S).

The third principal invariant is I3(S) = det S. Since det(AB) =
(det A)(det B) and det(A) = det(AT ) by properties of the de-
terminant, and since det(Q) = 1 because Q is a rotation, we
have

I3(QSQT ) = det(QSQT ) = det(Q) det(S) det(QT ) = I3(S).

7.5 Given W (C) suppose there exists Ŵ (IC) such that W (C) =
Ŵ (IC) for all symmetric C. Then, because the principal invari-
ants are isotropic functions, we have

W (QCQT ) = Ŵ (IQCQT ) = Ŵ (IC) = W (C),

for all rotations Q. Thus W (C) is isotropic for all symmetric C.
Conversely, suppose the function W (C) is isotropic in the sense

that W (C) = W (QCQT ) for all symmetric C and all rotations
Q. Let Qc be the rotation matrix that diagonalizes C. Then

W (C) = W (QcCQT
c ) = W

(
3∑

i=1

λiei ⊗ ei

)
,

where λi are the eigenvalues of C, and ei are arbitrary basis
vectors that are independent of C. For any choice of a frame
{ei} define a function W̃ : IR3 → IR by

W̃ (λ1 , λ2 , λ3) = W

(
3∑

i=1

λiei ⊗ ei

)
.
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Because the eigenvalues λi are roots of the characteristic polyno-
mial

pC(λ) = det(C − λI) = −λ3 + I1(C)λ2 − I2(C)λ + I3(C),

and the roots of a polynomial are continuous functions of its
coefficients, there is a function Φ : IR3 → IR3 (real-valued because
C is symmetric) such that

(λ1 , λ2 , λ3) = Φ(I1(C), I2(C), I3(C)).

Thus there is a function Ŵ (IC) such that

W (C) = Ŵ (IC).

In particular, Ŵ = W̃ ◦ Φ.

7.7 Let W (C) = Ŵ (IC). Then from the result on frame-indifferent
strain energy functions we have

P̂ (F ) = 2FDW (C),

and by definition of W (C) and the chain rule

∂W

∂Cij
=

∂Ŵ

∂I1

∂I1

∂Cij
+

∂Ŵ

∂I2

∂I2

∂Cij
+

∂Ŵ

∂I3

∂I3

∂Cij
.

Using the results from Exercise 6 we obtain

DW (C) =
∂Ŵ

∂I1
[I] +

∂Ŵ

∂I2
[tr(C)I − CT ] +

∂Ŵ

∂I3
[det(C)C−T ]

=

[
∂Ŵ

∂I1
+

∂Ŵ

∂I2
tr(C)

]
I −

[
∂Ŵ

∂I2

]
C +

[
∂Ŵ

∂I3
det(C)

]
C−1 ,

where the symmetry of C has been used. Using the fact that
I1 = tr(C) and I3 = det(C) the result follows with

γ0(IC ) = 2
∂Ŵ

∂I1
+ 2

∂Ŵ

∂I2
I1 , γ1(IC ) = −2

∂Ŵ

∂I2
,

and

γ2(IC ) = 2
∂Ŵ

∂I3
I3 .
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7.9 From the definition of U∗[Bt ] and the relation Fkl = ϕk,l we have

d

dt
U∗[Bt ] =

d

dt

∫
B

W ∗(F ) dVX

=
∫

B

∂W ∗

∂Fkl

∂Fkl

∂t
dVX =

∫
B

∂W ∗

∂Fkl

∂ϕ̇k

∂Xl
dVX .

By the divergence theorem we obtain

d

dt
U∗[Bt ] = −

∫
B

∂

∂Xl

(
∂W ∗

∂Fkl

)
ϕ̇k dVX +

∫
∂B

∂W ∗

∂Fkl
ϕ̇kNl dAX

= −
∫

B

[∇X · DW ∗] · ϕ̇ dVX +
∫

∂B

[DW ∗N ] · ϕ̇ dAX .

Since by assumption ∇X · [DW ∗] = 0 in B and ϕ̇ = 0 on ∂B for
all t ≥ 0 we get

d

dt
U∗[Bt ] = 0, ∀t ≥ 0.

7.11 From the definition C(H) = λ(tr H)I + 2µ sym(H) we deduce

[C(H)]ij = λHkkδij + µ(Hij + Hji)

= (λδij δkl + µδik δjl + µδjk δil)Hkl.

The desired result follows upon noting that [C(H)]ij = CijklHkl .

7.13 (a) An isotropic, linear elastic body is hyperelastic with strain
energy density function

W (F ) = 1
2∇

X u : C(∇X u).

Since

U [Bt ] =
∫

B

W (F ) dVX =
∫

B

1
2
∇X u : C(∇X u) dVX

and

K[Bt ] =
∫

B

1
2
ρ0 |ϕ̇|2 dVX =

∫
B

1
2
ρ0 |u̇|2 dVX ,

the result of Exercise 8 implies

1
2

d

dt

∫
B

[
ρ0 |u̇|2 + ∇X u : C(∇X u)

]
dVX = 0. (7.46)

(b) By definition of C, the balance of linear momentum equation
in the absence of a body force is

ρ0ü = µ∆X u + (µ + λ)∇X (∇X · u),
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and the assumption λ = −µ gives

ρ0ü = µ∆X u. (7.47)

Consider taking the dot product of (7.47) with u̇ and integrating
the result over B. For the left-hand side we obtain∫

B

ρ0ü · u̇ dVX =
1
2

d

dt

∫
B

ρ0 |u̇|2 dVX , (7.48)

and for the right-hand side we obtain∫
B

µ∆X u · u̇ dVX =
∫

B

µui,jj u̇i dVX

= −
∫

B

µui,j u̇i,j dVX +
∫

∂B

µ ui,j u̇iNj dAX

= −
∫

B

µ∇X u : ∇X u̇ dVX , (7.49)

where we have used the fact that u = 0 on ∂B. Moreover, since

∂

∂t
(∇X u : ∇X u) = 2∇X u : ∇X u̇,

we find that∫
B

µ∇X u : ∇X u̇ dVX =
1
2

d

dt

∫
B

µ∇X u : ∇X u dVX . (7.50)

Combining (7.50), (7.49) and (7.48) gives

1
2

d

dt

∫
B

[
ρ0 |u̇|2 + µ∇X u : ∇X u

]
dVX = 0, (7.51)

which is the desired result.

(c) Comparing (7.51) and (7.46) we find that the function

W ∗(F ) = ∇X u : C(∇X u) − µ∇X u : ∇X u

must be a null energy density for B. From the definition of C we
get

W ∗(F ) = ∇X u : (C(∇X u) − µ∇X u)

= ∇X u : (−µ tr(∇X u)I + µ∇X u
T )

= −µ(tr(∇X u))2 + µ∇X u : ∇X u
T
.
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7.15 (a) Since ui = σaiφ(γklXl −ωt) we have, using a prime to denote
the derivative of φ

ui,j = σaiφ
′(γklXl − ωt)(γklXl),j = σγaikjφ

′(γklXl − ωt),

and differentiating again we get

ui,jm = σγ2aikjkm φ′′(γklXl − ωt).

From these results we obtain, using the fact that k is a unit vector

∆X u = ui,jjei = σγ2aikjkjφ
′′(γklXl − ωt)ei

= σγ2a(k · k)φ′′(γk · X − ωt)

= σγ2aφ′′(γk · X − ωt),

and

∇X (∇X · u) = ui,ijej = σγ2aikikjφ
′′(γklXl − ωt)ej

= σγ2(a · k)kφ′′(γk · X − ωt).

In a similar manner we obtain

ü = σω2aφ′′(γk · X − ωt).

Substituting the above results into the linear momentum equation
and collecting terms gives[

σγ2µa + σγ2(µ + λ)(a · k)k − σρ0ω
2a
]
φ′′(γk · X − ωt) = 0.

From this result, and the fact that φ′′ is not identically zero, we
deduce that the momentum equation is satisfied for all X and t

if and only if a, k, σ, γ, ω satisfy

σγ2 [µa + (µ + λ)(a · k)k] = σρ0ω
2a, (7.52)

which is the desired result.

(b) For any given k, σ �= 0 and γ �= 0 the equation in (7.52)
can be written, after dividing through by σγ2 , as an eigenvalue
problem

Aa = αa where A = µI + (µ + λ)k ⊗ k, α =
ρ0ω

2

γ2 .

Let {ei} be any frame with e1 = k. Then the matrix representa-
tion of A is

[A] =

 2µ + λ 0 0
0 µ 0
0 0 µ

 .
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Under the condition λ + µ �= 0 we find that this matrix has two
distinct eigenvalues: α = 2µ + λ and α = µ. Any vector parallel
to e1 is an eigenvector for the first, and any vector perpendicular
to e1 is an eigenvector for the second. From the definition of
α and the fact that e1 = k we find that the only independent
solutions (a, ω) of (7.52) are

a = ±k, ω2 = γ2(λ + 2µ)/ρ0 and a · k = 0, ω2 = γ2µ/ρ0 ,

which is the desired result. In the degenerate case when λ+µ = 0
we get A = µI. In this case the solutions of (7.52) are

a arbitrary, ω2 = γ2µ/ρ0 .

7.17 (a) For η1 > 0 and η2 = 0 the given equation reduces to

∂2u

∂t2
=

η1

ρ0

∂2u

∂x2 , (7.53)

which is the classic wave equation. This equation admits wave-
like solutions which do not damp out in time. To see this, consider
a solution to (7.53) of the form

u(x, t) = ei(x−ct) . (7.54)

Then (7.54) satisfies (7.53) if and only if

c = ±
√

η1

ρ0
.

Recall that, by Euler’s formula eiθ = cos(θ) + i sin(θ), each inde-
pendent complex solution yields a pair of independent real solu-
tions. Thus (7.54) yields the real solution

u(x, t) = A1 cos(x + t
√

η1/ρ0) + A2 sin(x + t
√

η1/ρ0)

+ B1 cos(x − t
√

η1/ρ0) + B2 sin(x − t
√

η1/ρ0),

where A1 , A2 , B1 and B2 are arbitrary constants. This solution
is wave-like since it is the superposition of simple traveling waves.
Moreover, it does not damp out in time, that is, u(x, t) �→ 0 as
t → ∞.

(b) For η1 = 0 and η2 > 0 we have

ρ0
∂2

∂t2
u = η2

∂

∂t

∂2

∂x2 u. (7.55)
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If we define v = ∂u/∂t, then v satisfies

ρ0
∂v

∂t
= η2

∂2v

∂x2 , (7.56)

which is the classic heat equation. Because this equation admits
stationary (non-wave-like) solutions v, we expect the same for u.
To see this, consider

u(x, t) = ei(x−ct) . (7.57)

Then (7.57) satisfies (7.55) if and only if

c = 0 or c = −i
η2

ρ0
,

and Euler’s formula leads to the real solution

u(x, t) = A1 cos(x) + A2 sin(x)

+ B1e
−η2 t/ρ0 cos(x) + B2e

−η2 t/ρ0 sin(x).

In contrast to the solution found in part (a), this solution does not
translate as time progresses and hence is stationary. Moreover,
the solution damps exponentially fast to a steady-state (time-
independent) one.

(c) For η1 , η2 > 0 we have

ρ0
∂2

∂t2
u = η1

∂2

∂x2 u + η2
∂

∂t

∂2

∂x2 u. (7.58)

A solution of the form u(x, t) = ei(x−ct) satisfies (7.58) if and only
if ρ0c

2 + iη2c − η1 = 0, which yields

c =
−iη2 ± [4ρ0η1 − η2

2 ]
1
2

2ρ0
.

Case (i) If 4ρ0η1 > η2
2 , then c = −iα ± β, where

α =
η2

2ρ0
> 0, β =

(4ρ0η1 − η2
2 )

1
2

2ρ0
> 0.

This together with Euler’s formula leads to the real solution

u(x, t) =A1e
−αt cos(x + βt) + A2e

−αt sin(x + βt)

+ B1e
−αt cos(x − βt) + B2e

−αt sin(x − βt).

This solution simultaneously propagates and damps out in time.
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Case (ii) If 4ρ0η1 < η2
2 , then c = −i(α ± β), where

α =
η2

2ρ0
> 0, β =

(η2
2 − 4ρ0η1)

1
2

2ρ0
> 0.

Substituting this result into the expression for u and applying
Euler’s formula leads to the real solution

u(x, t) = A1e
−(α+β )t cos(x) + A2e

−(α+β )t sin(x)

+ B1e
−(α−β )t cos(x) + B2e

−(α−β )t sin(x).

Since η2
2 > η2

2 − 4ρ0η1 > 0 we have η2 > (η2
2 − 4ρ0η1)

1
2 , which

implies α − β > 0. Moreover, since α > 0 and β > 0 we have
α + β > 0. Thus in this case the solution damps in time without
propagating.

7.19 (a) By definition we have ∇× (ST ) = εpkqSmk,p eq ⊗ em . Thus

−[∇× (ST )]T = −[εpkqSmk,p eq ⊗ em ]T

= −εpkqSmk,p em ⊗ eq

= εkpqSmk,p em ⊗ eq = S ×∇,

which establishes the first result. Next, let L = ∇ × S and
R = S ×∇ so that Lqm = εpkqSkm,p and Rrq = εspqSrs,p . Then

L ×∇ = εmrsLqm,req ⊗ es = εmrsεpkqSkm,preq ⊗ es

= εabj εcliSla,cbei ⊗ ej ,

and

∇× R = εkrm Rrq,kem ⊗ eq = εkrm εspqSrs,pkem ⊗ eq

= εcliεabjSla,bcei ⊗ ej .

Since mixed partial derivatives commute we have Sla,cb = Sla,bc ,
which leads to the result

(∇× S) ×∇ = L ×∇ = ∇× R = ∇× (S ×∇).

(b) Note that, if ∇× (E ×∇) = O, then

εmrsεpkqEkm,pr = 0.

Choosing (m, r, p, k) from the permutations of (1, 2, 1, 2) gives

E21,12 + E12,21 − E11,22 − E22,11 = 0,
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so that, by symmetry of E

E11,22 + E22,11 = 2E12,12 .

Similar expressions result if we choose from (3, 1, 3, 1) and (2, 3,
2, 3). If we choose (m, r, p, k) from the permutations of (1, 2, 1,
3), we obtain

E11,23 = −E23,11 + E31,21 + E12,31 .

Similar permutations yield the remaining conditions.

7.21 (a) Using the symmetry of E the compatibility equations can be
written as

Eij,km + Ekm,ij − Eik,jm − Ejm,ik = 0.

Making the substitution Eij = −ν
γ Pppδij + (1+ν

γ )Pij in this ex-
pression gives(1 + ν

γ

)
[Pij,km + Pkm,ij − Pik,jm − Pjm,ik ]

=
ν

γ
[δijPpp,km + δkm Ppp,ij − δikPpp,jm − δjm Ppp,ik ].

(7.59)
Setting k = m and summing we obtain

Pij,kk + Pkk,ij − Pik,jk − Pjk,ik

=
( ν

1 + ν

)
[δijPpp,kk + δkkPpp,ij − δikPpp,jk − δjkPpp,ik ]

=
( ν

1 + ν

)
[δijPpp,kk + 3Ppp,ij − Ppp,j i − Ppp,ij ]

=
( ν

1 + ν

)
[δijPpp,kk + Ppp,ij ],

which is the desired result.

(b) Since Pkk,ij = Ppp,ij we can rewrite the result from part (a)
in the form

Pij,kk +
( 1

1 + ν

)
Ppp,ij −

( ν

1 + ν

)
δijPpp,kk = Pik,jk + Pjk,ik .

In view of the result in Exercise 20(b) we obtain

∆X Pij +
( 1

1 + ν

)
ψ,ij −

( ν

1 + ν

)
δij∆X ψ = −(ρ0bi),j − (ρ0bj ),i ,

(7.60)
where ψ = Ppp = tr(P ).
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(c) Setting k = i and m = j in (7.59) and summing gives

(1 + ν)[Pij,ij + Pij,ij − Pii,jj − Pjj,ii ]

= ν[Ppp,ii + Ppp,ii − δiiPpp,jj − δjjPpp,ii ].

By collecting terms and dividing by 1 + ν we obtain

Pij,ij =
(1 − ν

1 + ν

)
Ppp,ii =

(1 − ν

1 + ν

)
∆X ψ. (7.61)

From Exercise 20(b) we have Pij,jk + (ρ0bi),k = 0, which implies
Pij,ij = −(ρ0bi),i . Using this result in (7.61) then gives

∆X ψ = −
(1 + ν

1 − ν

)
β, (7.62)

where β = ∇X · (ρ0b).

(d) Substitution of (7.62) into (7.60) gives the desired result.



8

Thermal Fluid Mechanics

In this chapter we consider applications of the Eulerian balance laws as
in Chapter 6. However, in contrast to the isothermal models introduced
there, here we study models that include thermal effects. Considering
the full thermo-mechanical case there are 22 basic unknown fields in the
Eulerian description of a continuum body:

ϕi(X, t) 3 components of motion

vi(x, t) 3 components of velocity

ρ(x, t) 1 mass density

Sij (x, t) 9 components of stress

θ(x, t) 1 temperature

qi(x, t) 3 components of heat flux

φ(x, t) 1 internal energy per unit mass

η(x, t) 1 entropy per unit mass.

To determine these unknown fields we have the following 11 equations:

[vi ]m = ∂
∂ t ϕi 3 kinematical

∂
∂ t ρ + (ρvi),i = 0 1 mass

ρv̇i = Sij,j + ρbi 3 linear momentum

Sij = Sji 3 independent angular momentum

ρφ̇ = Sij vi,j − qi,i + ρr 1 energy.

Thus 11 additional equations are required to balance the number of
equations and unknowns. These are provided by constitutive equations
that relate (S, q, φ, η) to (ρ,v, θ,ϕ). Any such constitutive equation

324
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must be consistent with the axiom of material frame-indifference and
the Clausius–Duhem inequality (Second Law of Thermodynamics) as
discussed in Chapter 5.

In this chapter we study constitutive models for different types of
fluids. Because the models we consider are independent of ϕ, a closed
system of equations for the spatial fields S, q, φ, η, ρ, v and θ is pro-
vided by the constitutive equations, together with the balance equations
for mass, linear momentum, angular momentum and energy. In particu-
lar, these equations provide a complete description of bodies occupying
regions of space with prescribed boundaries. When boundaries are not
known a-priori, then ϕ and the kinematical equation must in general
also be considered as discussed in Chapter 6.

The specific constitutive models considered in this chapter are those
for a (compressible) perfect gas and a compressible Newtonian fluid.
We summarize the governing equations for each model, show that they
are consistent with the axiom of material frame-indifference and the
Clausius–Duhem inequality, and discuss various qualitative properties.

8.1 Perfect Gases

In this section we study the constitutive model of a perfect gas. We
show that the model satisfies the axiom of material frame-indifference
and establish conditions under which it satisfies the Clausius–Duhem
inequality. Moreover, we establish conditions under which the model of
a perfect gas reduces to that of an elastic fluid as studied in Chapter 6.

8.1.1 Definition

A continuum body with reference configuration B is said to be a perfect
gas if:

(1) The Cauchy stress field S(x, t) is spherical or Eulerian (see Sec-
tion 3.5), which means that there is a scalar field p(x, t) called
the pressure such that

S = −pI.

(2) The pressure p(x, t) is related to the mass density ρ(x, t) and
temperature θ(x, t) by

p = p̂(ρ, θ),
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where p̂ : IR2 → IR is a given function called the pressure
response function.

(3) The internal energy φ(x, t) and entropy η(x, t) are related to the
mass density ρ(x, t) and temperature θ(x, t) by

φ = φ̂(ρ, θ), η = η̂(ρ, θ),

where φ̂, η̂ : IR2 → IR are given functions called the internal
energy and entropy response functions.

(4) The functions φ̂ and η̂ have the property

∂φ̂

∂θ
(ρ, θ) > 0 and

∂η̂

∂θ
(ρ, θ) > 0, ∀ρ > 0, θ > 0.

(5) The heat flux vector field q(x, t) is identically zero, that is

q = 0.

Properties (1) and (2) imply that the Cauchy stress at a point in
a perfect gas is entirely determined by the current mass density and
temperature at that point. In particular, it is independent of the past
histories and rates of change of these quantities, and does not contain
any viscous contribution arising from the spatial velocity gradient at that
point. This type of relation is similar to the constitutive relation for an
elastic fluid (see Chapter 6), but with thermal effects included. Prop-
erty (1) also implies that the stress field is necessarily symmetric. Thus
the balance equation for angular momentum (Result 5.8) is automati-
cally satisfied and will not be considered further. Because ρ(x, t) > 0
and θ(x, t) > 0 for any admissible thermo-mechanical process, we only
consider p̂(ρ, θ) for arguments ρ > 0 and θ > 0.

Property (3) implies that, just as for pressure, the internal energy and
entropy per unit mass at a point are entirely determined by the current
mass density and temperature at that point. The three relations

p = p̂(ρ, θ), φ = φ̂(ρ, θ), η = η̂(ρ, θ), (8.1)

are typically referred to as the thermal equations of state. Just as
for p̂(ρ, θ), we only consider φ̂(ρ, θ) and η̂(ρ, θ) for arguments ρ > 0 and
θ > 0.

Property (4) implies that, for each fixed value of ρ, the functions
φ̂(ρ, θ) and η̂(ρ, θ) are strictly increasing in θ. Physically, this means
that when density is held fixed (or volume in the case of a homogeneous
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body), internal energy and entropy increase with temperature. Math-
ematically, these two conditions mean that either φ or η can replace θ

as an independent variable. For example, the condition ∂ η̂
∂ θ (ρ, θ) > 0

guarantees that the relation η = η̂(ρ, θ) in (8.1)3 can be inverted as
θ = θ(ρ, η). When this relation is substituted into (8.1)1,2 we obtain

p = p(ρ, η), φ = φ(ρ, η), θ = θ(ρ, η). (8.2)

These relations are typically referred to as the caloric equations of
state. Below we use this form of the constitutive equations to establish
conditions under which the model of a perfect gas satisfies the Clausius–
Duhem inequality. The function ∂ φ̂

∂ θ (ρ, θ) > 0 is typically called the
specific heat at constant density or volume.

Property (5) states that the Fourier–Stokes heat flux vector field van-
ishes at every point in a perfect gas. From the definition of net heating
(see Chapter 5), this implies that a body of perfect gas can experience
body heating, but no surface heating. In other words, heat can be pro-
duced or consumed throughout the volume of a perfect gas, but it cannot
be transferred from one part to another. In particular, there is no heat
conduction.

Remarks:

(1) In general, the assumption on the heat flux is not essential. It is
made for simplicity and is consistent with the assumption that the
Cauchy stress is spherical with no viscous contribution. Indeed,
at a microscopic level, heat conduction and viscosity in a gas both
arise from similar mechanisms (molecular collisions), and are of
the same order of magnitude. Thus if one is to be neglected, then
it is often natural to neglect the other.

(2) In addition to the conditions in Property (4), we typically assume
that the function p(ρ, η) satisfies ∂p/∂ρ > 0 for all ρ > 0 and η.
The quantity c =

√
∂p/∂ρ is typically called the local speed

of sound in a perfect gas. The technique of linearization can be
used to motive this terminology. In particular, small disturbances
in pressure from a uniform state can be shown to propagate with
speed c.
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(3) A classic example of a perfect gas is an ideal gas defined by the
thermal equations of state

p = p̂(ρ, θ) = ρRθ,

φ = φ̂(ρ, θ) = cv θ,

η = η̂(ρ, θ) = cv ln θ − R ln ρ + η∗,

(8.3)

where R > 0, cv > 0 and η∗ are constants. Here cv corresponds
to the specific heat at constant volume, and η∗ determines the
entropy in a given reference state.

(4) The conditions in Property (4) are satisfied by the ideal gas model
since

∂φ̂

∂θ
= cv > 0,

∂η̂

∂θ
=

cv

θ
> 0.

In particular, we can solve for θ in (8.3)3 and obtain the caloric
equations of state

p = p(ρ, η) = Re(η−η∗)/cv ργ ,

φ = φ(ρ, η) = cv e(η−η∗)/cv ργ−1 ,

θ = θ(ρ, η) = e(η−η∗)/cv ργ−1 ,

(8.4)

where we introduce the constant γ = 1 + R
cv

for convenience.

(5) Equations of state such as those for an ideal gas in (8.3) and
(8.4) are typically based on theories or experiments for a gas in
equilibrium. For the models introduced here, it is assumed that
such equations hold not only for a gas in equilibrium, but also for
a gas undergoing flow and deformation.

8.1.2 Gas Dynamics Equations

A closed system of equations for the variables (ρ,v, η) in a body of
perfect gas are provided by the caloric equations of state (8.2), the con-
servation of mass equation (Result 5.5), the balance of linear momentum
equation (Result 5.7) and the balance of energy equation (Result 5.10).

Setting S = −pI in the momentum and energy equations, and using
the fact that q = 0, we obtain

ρv̇ = ∇x · (−pI) + ρb and ρφ̇ = (−pI) : L + ρr,
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where L = sym(∇x v) is the rate of strain tensor, b is a prescribed body
force per unit mass and r is a prescribed heat supply per unit mass. In
view of Result 4.7 we have

v̇ =
∂

∂t
v + (∇x v)v and φ̇ =

∂

∂t
φ + ∇x φ · v.

Also, it is straightforward to verify that

∇x · (−pI) = −∇x p and (−pI) : L = −p∇x · v.

Thus, setting p = p(ρ, η) and φ = φ(ρ, η), we find that the spatial
density, velocity and entropy fields in a body of perfect gas with reference
configuration B must satisfy the following equations for all x ∈ Bt and
t ≥ 0

∂

∂t
ρ + ∇x · (ρv) = 0,

ρ

[
∂

∂t
v + (∇x v)v

]
+ ∇x p(ρ, η) = ρb,

ρ

[
∂

∂t
φ(ρ, η) + ∇x φ(ρ, η) · v

]
+ p(ρ, η)∇x · v = ρr.

(8.5)

These equations are known as the Gas Dynamics Equations. By an
admissible process for a perfect gas we mean fields (ρ,v, η) satisfying
these equations.

Remarks:

(1) The equations in (8.5) are a system of coupled, nonlinear partial
differential equations for (ρ,v, η). Alternatively, use of the ther-
mal equations of state (8.1) in place of (8.2) leads to a system
of the same form, but with (ρ,v, θ) as the variables. The two
formulations are equivalent provided all fields involved are suffi-
ciently smooth. For any choice of variables, these equations can
also be written in so-called conservation or divergence form
as in Exercise 5.9 of Chapter 5.

(2) Just as for the elastic fluid equations considered in Chapter 6,
solutions of (8.5) may not be smooth due to the appearance of
shock waves. These are surfaces across which one or more compo-
nents of a solution has a jump discontinuity. A proper analysis of
such solutions requires the introduction of an appropriate weak
form of the balance laws. Here we assume that solutions are
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continuously differentiable as many times as are required for the
calculations we perform.

(3) The local Mach number M = |v|/c, where c is the local speed
of sound, plays an important role in the study of gas flows de-
scribed by equations (8.5). Regions of flow in which M < 1 or
M > 1 are called subsonic or supersonic. Dramatic phys-
ical and mathematical differences between subsonic and super-
sonic flows makes the study of initial-boundary value problems for
(8.5) difficult. In particular, there are various issues surrounding
the specification of appropriate boundary conditions for different
types of gas flow problems.

8.1.3 Frame-Indifference Considerations

Consider a body of perfect gas with reference configuration B. Let
x = ϕ(X, t) be an arbitrary motion and let x∗ = ϕ∗(X, t) be a second
motion defined by

x∗ = g(x, t) = Q(t)x + c(t),

where Q(t) is an arbitrary rotation tensor and c(t) is an arbitrary vector.
Let ρ, η, φ, θ and S denote the spatial density, entropy, internal energy,
temperature and Cauchy stress fields in Bt , and let ρ∗, η∗, φ∗, θ∗ and S∗

denote the corresponding spatial fields in B∗
t . (We do not consider the

spatial heat flux field since it is identically zero in Bt and B∗
t by definition

of a perfect gas.) Then the axiom of material frame-indifference (Axiom
5.24) postulates the following for all x ∈ Bt and t ≥ 0

ρ∗(x∗, t) = ρ(x, t),

η∗(x∗, t) = η(x, t),

φ∗(x∗, t) = φ(x, t),

θ∗(x∗, t) = θ(x, t),

S∗(x∗, t) = Q(t)S(x, t)Q(t)T .

(8.6)

Substituting the constitutive equation for the Cauchy stress into (8.6),
along with the caloric equations of state (8.2) for the pressure, internal
energy and temperature fields, we obtain (omitting the arguments x, x∗
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and t for brevity)

ρ∗ = ρ,

η∗ = η,

φ(ρ∗, η∗) = φ(ρ, η),

θ(ρ∗, η∗) = θ(ρ, η),

−p(ρ∗, η∗)I = Q[−p(ρ, η)I]QT .

(8.7)

Eliminating ρ∗ and η∗ using (8.7)1,2 , and noting that QQT = I, we
observe that the remaining relations in (8.7)3−5 are satisfied identically.
Thus the constitutive model of a perfect gas complies with the axiom of
material frame-indifference with no restrictions on the response functions
p(ρ, η), φ(ρ, η) and θ(ρ, η).

Remarks:

(1) A similar conclusion is obtained if we use the thermal equations of
state (8.1) in place of (8.2). In particular, the axiom of material
frame-indifference is satisfied with no restrictions on the response
functions p̂(ρ, θ), φ̂(ρ, θ) and η̂(ρ, θ).

(2) Different conclusions can be obtained if the form of the response
functions are changed. For example, if we consider functions of
the more general form p(ρ, η,x), φ(ρ, η,x) and θ(ρ, η,x), then
the axiom of material frame-indifference is satisfied if and only if
these functions are independent of x (see Exercise 2).

8.1.4 Thermodynamical Considerations

Here we outline a result which shows that the caloric response functions
for a perfect gas must satisfy certain conditions in order to comply with
the Clausius–Duhem inequality.

Result 8.1 Implications of Clausius–Duhem Inequality. The
Clausius–Duhem inequality (Result 5.11) is satisfied by every admissible
process in a perfect gas if and only if the caloric response functions p, φ

and θ satisfy

p(ρ, η) = ρ2 ∂φ

∂ρ
(ρ, η) and θ(ρ, η) =

∂φ

∂η
(ρ, η). (8.8)
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Proof The Clausius–Duhem inequality in Eulerian form is

ρη̇ ≥ θ−1ρr −∇x · (θ−1q).

After multiplying through by ρ−1θ > 0, using η̇ = ∂
∂ t η + ∇x η · v by

Result 4.7, and using q = 0 and θ = θ(ρ, η) by definition of a perfect
gas, the above inequality becomes

θ(ρ, η)
[
∂η

∂t
+ ∇x η · v

]
≥ r. (8.9)

From (8.5)3, after dividing through by ρ > 0, we find

r =
[

∂

∂t
φ(ρ, η) + ∇x φ(ρ, η) · v

]
+

1
ρ
p(ρ, η)∇x · v. (8.10)

Using the chain rule we have (omitting arguments for brevity)

∂

∂t
φ(ρ, η) =

∂φ

∂ρ

∂ρ

∂t
+

∂φ

∂η

∂η

∂t
,

and similarly we find

∇x φ(ρ, η) =
∂φ

∂ρ
∇x ρ +

∂φ

∂η
∇x η.

Substitution of these expressions into (8.10) gives

r =
∂φ

∂ρ

[
∂ρ

∂t
+ ∇x ρ · v

]
+

∂φ

∂η

[
∂η

∂t
+ ∇x η · v

]
+

1
ρ
p∇x · v. (8.11)

From (8.5)1, using the fact that ∇x · (ρv) = ∇x ρ · v + ρ∇x · v, we get

∂ρ

∂t
+ ∇x ρ · v = −ρ∇x · v,

and substitution of this result into (8.11) gives

r =
∂φ

∂η

[
∂η

∂t
+ ∇x η · v

]
+
[
1
ρ
p − ρ

∂φ

∂ρ

]
∇x · v. (8.12)

Using (8.12) in (8.9) we find that the Clausius–Duhem inequality is
equivalent to[

θ − ∂φ

∂η

]
∂η

∂t
+
[
θ − ∂φ

∂η

]
∇x η · v +

[
ρ
∂φ

∂ρ
− 1

ρ
p

]
∇x · v ≥ 0. (8.13)

It can now be shown that (8.8) are necessary and sufficient conditions
for (8.13) to hold for all admissible processes. Sufficiency of (8.8) is
clear, for then equality holds in (8.13). To establish necessity, suppose
(8.13) holds for all processes. Notice that the terms in brackets depend
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only on ρ and η, and are independent of ∂
∂ t η and v. Because ∂

∂ t η can be
varied independently of ρ and η, we deduce that the coefficient of ∂

∂ t η

in (8.13) must vanish, that is, [θ − ∂φ
∂η ] = 0. Otherwise, we could take

∂
∂ t η to be a sufficiently large negative multiple of [θ − ∂φ

∂η ] and thereby
cause (8.13) to be violated. Thus (8.13) necessarily reduces to the form[

ρ
∂φ

∂ρ
− 1

ρ
p

]
∇x · v ≥ 0.

Because ∇x · v can be varied independently of ρ and η, a similar argu-
ment shows that the coefficient of ∇x · v in the above inequality must
also vanish, that is, [ρ∂φ

∂ρ − 1
ρ p] = 0. Thus the conditions in (8.8) are

necessary.

Remarks:

(1) In the above arguments we implicitly assume that, at any given
instant of time, the spatial fields ∂

∂ t η and v can be varied in-
dependently of ρ and η. In view of the balance of energy and
momentum equations in (8.5), arbitrary values for the fields ∂

∂ t η

and v can be achieved, for given ρ and η, by appropriate choice
of heat supply r and body force b.

(2) The conditions in Result 8.1 apply to the caloric equations of state
in (8.2). A different, but equivalent version of these conditions
can also be derived for the thermal equations of state in (8.1). In
particular, the Clausius–Duhem inequality holds if and only if p̂,
φ̂ and η̂ satisfy (see Exercise 3)

∂η̂

∂θ
(ρ, θ) =

1
θ

∂φ̂

∂θ
(ρ, θ),

p̂(ρ, θ) = ρ2 ∂φ̂

∂ρ
(ρ, θ) − ρ2θ

∂η̂

∂ρ
(ρ, θ).

(8.14)

(3) For the ideal gas model it is straightforward to verify that the
caloric equations of state in (8.4) satisfy the conditions in (8.8).
Equivalently, it is straightforward to verify that the thermal equa-
tions of state in (8.3) satisfy the conditions in (8.14). Thus, either
way, we conclude that the constitutive model of an ideal gas sat-
isfies the Clausius–Duhem inequality.



334 Thermal Fluid Mechanics

(4) A process in a material body is called reversible if equality is
achieved in the Clausius–Duhem inequality throughout the pro-
cess; otherwise, irreversible. The proof of Result 8.1 shows that,
under the constitutive restrictions in (8.8), a perfect gas can ex-
perience only reversible processes. This can be attributed to the
fact that viscous and heat conduction effects are neglected in the
model.

8.1.5 Entropy Formulation, Isentropic Equations

Here use Result 8.1 to derive a different form of the equations in (8.5).
We then show that, in the absence of a heat supply, one of the resulting
equations can be solved exactly to yield a reduced system for the spatial
density and velocity fields.

Result 8.2 Balance Equations in Entropy Form. If the caloric
response functions satisfy the conditions in Result 8.1, then the balance
equations in (8.5) can be written in the equivalent form

∂

∂t
ρ + ∇x · (ρv) = 0,

ρ

[
∂

∂t
v + (∇x v)v

]
+ ∇x p(ρ, η) = ρb,

∂φ

∂η
(ρ, η)

[
∂

∂t
η + ∇x η · v

]
= r.

(8.15)

Proof From the proof of Result 8.1 we observe that (8.5)3 can be written
in the form (8.12), namely

∂φ

∂η

[
∂η

∂t
+ ∇x η · v

]
+
[
1
ρ
p − ρ

∂φ

∂ρ

]
∇x · v = r.

Moreover, by (8.8)1 the coefficient of ∇x · v in this expression vanishes.
Thus, under the condition in (8.8)1 , we find that (8.15)3 is equivalent
to (8.5)3 . The remaining equations in (8.15)1,2 are identical to those in
(8.5)1,2 .

The next result shows that equation (8.15)3 can be solved explicitly
when there is no heat supply and the entropy field in the reference
configuration is uniform (constant).
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Result 8.3 Isentropic Balance Equations. Consider a body of
perfect gas with reference configuration B. Assume there is no heat
supply, so r = 0, and assume the entropy field at time t = 0 is uniform,
so η0(X) = η0 (constant) for all X ∈ B. Then the unique solution of
(8.15)3 is η(x, t) = η0 for all x ∈ Bt and t ≥ 0. Moreover, the equations
in (8.15) reduce to

∂

∂t
ρ + ∇x · (ρv) = 0,

ρ

[
∂

∂t
v + (∇x v)v

]
+ ∇x p(ρ, η0) = ρb.

(8.16)

Proof When r = 0 equation (8.15)3 becomes

∂φ

∂η
(ρ, η)

[
∂

∂t
η + ∇x η · v

]
= 0, ∀x ∈ Bt, t ≥ 0.

By definition of θ(ρ, η) and φ(ρ, η), together with the chain rule and
Property (4) of a perfect gas, we deduce ∂φ

∂η (ρ, η) > 0. This implies

∂

∂t
η + ∇x η · v = 0, ∀x ∈ Bt, t ≥ 0,

and by definition of the total or material time derivative we obtain

∂

∂t
η(ϕ(X, t), t) = 0, ∀X ∈ B, t ≥ 0,

where x = ϕ(X, t) is the motion map associated with the spatial velocity
field v(x, t). From this result, together with the convention ϕ(X, 0) =
X and the definition of η0(X), we get

η(ϕ(X, t), t) = η(X, 0) = η0(X), ∀X ∈ B, t ≥ 0.

Since η0(X) = η0 (constant) and x = ϕ(X, t), we obtain a unique
solution of (8.15)3, namely η(x, t) = η0 for all x ∈ Bt and t ≥ 0.
Substituting this result into (8.15)1,2 we obtain the system in (8.16).

Remarks:

(1) The equations in (8.16) are a system of coupled, nonlinear partial
differential equations for the variables (ρ,v). Considering only
smooth solutions, this system is equivalent to (8.15) under the
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assumptions that the heat supply is zero and the initial entropy
field is uniform.

(2) A process in a material body is called isentropic if η(x, t) = η0

(constant) throughout the process. For this reason the equations
in (8.16) are typically called the Isentropic Gas Dynamics
Equations. Under the conditions of Result 8.1, they must be
satisfied by any isentropic process in a perfect gas.

(3) A process in a material body is called adiabatic if q(x, t) = 0 and
r(x, t) = 0 throughout the process. Result 8.3 implies that, under
the conditions of Result 8.1, an adiabatic process in a perfect gas
is isentropic provided the initial entropy field is uniform.

(4) The equations in (8.16) are of precisely the same form as the equa-
tions for an elastic fluid (see Chapter 6) with pressure response
function π(ρ) = p(ρ, η0). Thus an elastic fluid can be interpreted
as an isentropic model rather than an isothermal model of fluid
(gas) behavior. All results on irrotational motion and Bernoulli’s
Theorem derived for the elastic fluid equations carry over to the
equations in (8.16).

(5) Linearization of the elastic fluid equations (see Chapter 6) shows
that small disturbances in density, and hence pressure, from a
uniform quiescent state with density ρ0 propagate at the speed√

π′(ρ0). This provides some justification for calling
√

∂p/∂ρ

the local speed of sound. A rigorous justification is given by the
theory of singular surfaces and sound waves, which applies to
arbitrary motions of perfect gases, not just isentropic motions as
described by (8.16).

8.2 Compressible Newtonian Fluids

Here we study the constitutive model for a compressible Newtonian
fluid. We show that the model satisfies the axiom of material frame-
indifference, establish conditions under which it satisfies the Clausius–
Duhem inequality and outline a standard initial-boundary value prob-
lem.
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8.2.1 Definition

A continuum body with reference configuration B is said to be a com-
pressible Newtonian fluid if:

(1) The Cauchy stress field S(x, t) is of the form

S = −pI + λ(∇x · v)I + 2µL,

where p(x, t) is the thermodynamic pressure field, L(x, t) is
the rate of strain tensor field (see Section 4.5.1), and λ, µ are
scalar constants.

(2) The thermodynamic pressure p(x, t) is related to the mass density
ρ(x, t) and temperature θ(x, t) by

p = p̂(ρ, θ),

where p̂ : IR2 → IR is a given response function.

(3) The internal energy φ(x, t) and entropy η(x, t) are related to the
mass density ρ(x, t) and temperature θ(x, t) by

φ = φ̂(ρ, θ), η = η̂(ρ, θ),

where φ̂, η̂ : IR2 → IR are given response functions.

(4) The functions φ̂ and η̂ have the property

∂φ̂

∂θ
(ρ, θ) > 0 and

∂η̂

∂θ
(ρ, θ) > 0, ∀ρ > 0, θ > 0.

(5) The heat flux vector field q(x, t) is related to the temperature
field θ(x, t) by

q = −κ∇x θ,

where κ is a scalar constant.

Properties (1) and (2) imply that the Cauchy stress at a point in
a compressible Newtonian fluid is entirely determined by the current
mass density, temperature and spatial velocity gradient at that point.
In particular, it is independent of the past histories and rates of change
of these quantities. This type of relation is similar to the constitutive
relation for an incompressible Newtonian fluid (see Chapter 6), but with
thermal and compressibility effects included. Property (1) also implies
that the stress field is necessarily symmetric. Thus the balance equation
for angular momentum (Result 5.8) is automatically satisfied and will
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not be considered further. Because ρ(x, t) > 0 and θ(x, t) > 0 for
any admissible thermo-mechanical process, we only consider p̂(ρ, θ) for
arguments ρ > 0 and θ > 0.

Property (3) implies that, just as for pressure, the internal energy and
entropy per unit mass at a point are entirely determined by the current
mass density and temperature at that point. The three relations

p = p̂(ρ, θ), φ = φ̂(ρ, θ), η = η̂(ρ, θ), (8.17)

are typically referred to as the thermal equations of state as in the case
of a perfect gas. Just as for p̂(ρ, θ), we only consider φ̂(ρ, θ) and η̂(ρ, θ)
for arguments ρ > 0 and θ > 0.

Property (4) implies that, for each fixed value of ρ, the functions
φ̂(ρ, θ) and η̂(ρ, θ) are strictly increasing in θ. As in the case of a perfect
gas, these two conditions imply that either φ or η can replace θ as an
independent variable. In particular, the relation η = η̂(ρ, θ) in (8.17)3

can be inverted as θ = θ(ρ, η) which leads, as before, to the caloric
equations of state

p = p(ρ, η), φ = φ(ρ, η), θ = θ(ρ, η). (8.18)

Whereas this form of the constitutive equations was preferred in the
case of a perfect gas, here we prefer the form in (8.17) since the heat
flux vector depends explicitly on the temperature field. In particular,
we will view temperature, rather than entropy, as a primary variable.

Property (5) states that the Fourier–Stokes heat flux vector at any
point is proportional to the spatial temperature gradient at that point.
This relation may be viewed as an extension of Fourier’s Law of heat
conduction. In particular, whereas Fourier’s Law postulates such a
relation in a static body, here we assume it also holds in a flowing and
deforming fluid.

Remarks:

(1) The constants µ and λ are typically called the shear and bulk
viscosities, and the constant κ the thermal conductivity of
the fluid. Arguments based on the Clausius–Duhem inequality
(see Result 8.4) imply that µ ≥ 0, λ ≥ − 2

3 µ and κ ≥ 0.

(2) The quantities µ, λ and κ are assumed constant for simplicity.
More generally, they could be viewed as variables, depending on
temperature and density for example. Indeed, such dependence
is important in many applications.
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(3) The compressible Newtonian fluid model can be viewed as a gen-
eralization of the perfect gas model to include viscous and heat
conduction effects. For this reason, the equations of state for
both models are typically assumed to be identical. Notice that
a compressible Newtonian fluid model reduces to a perfect gas
model when µ = 0, λ = 0 and κ = 0.

(4) Just as with a perfect gas (see Exercise 2), arguments based on
the axiom of material frame-indifference show that the response
functions (p̂, φ̂, η̂), equivalently (p, φ, θ), cannot depend explicitly
on the spatial point x. Thus the assumption of homogeneity is
necessary.

(5) The thermodynamic pressure p is generally distinct from the me-
chanical pressure or mean normal stress pm = − 1

3 tr(S) (see Sec-
tion 3.5.4). In particular, using the fact that L = sym(∇x v), for
a compressible Newtonian fluid we find

pm = −1
3

tr[S] = −1
3

tr[−pI + λ(∇x · v)I + 2µL]

= −1
3
[−3p + 3λ(∇x · v) + 2µ∇x · v]

= p −
(
λ +

2
3
µ
)
∇x · v.

This shows that pm = p when ∇x · v = 0 or λ + 2
3 µ = 0. Notice

that equality between pm and p is achieved, for any values of λ

and µ, when the fluid is at rest or undergoing isochoric motion.
Alternatively, equality is achieved, for any possible motion, when
λ = − 2

3 µ. In the particular case of a perfect gas we find that pm

is always equal to p.

8.2.2 Compressible Navier–Stokes Equations

A closed system of equations for the variables (ρ,v, θ) in a body of
compressible Newtonian fluid are provided by the thermal equations of
state (8.17), the conservation of mass equation (Result 5.5), the balance
of linear momentum equation (Result 5.7) and the balance of energy
equation (Result 5.10).

The balance of linear momentum and energy equations are

ρv̇ = ∇x · S + ρb and ρφ̇ = S : L −∇x · q + ρr,
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where b is a prescribed body force per unit mass and r is a prescribed
heat supply per unit mass. From the definition of S and the fact that
L = sym(∇x v), we obtain, assuming λ and µ are constant

∇x · S = −∇x p + λ∇x (∇x · v) + µ∇x · (∇x v) + µ∇x · (∇x v)T .

Using the definition of the divergence of a second-order tensor we find
∇x · (∇x v) = ∆x v and ∇x · (∇x v)T = ∇x (∇x · v). These results imply

∇x · S = −∇x p + (λ + µ)∇x (∇x · v) + µ∆x v.

Using the definition of S and the fact that I : L = ∇x · v we find

S : L = −p∇x · v + λ(∇x · v)2 + 2µL : L = −p∇x · v + Φ,

where for convenience we introduce the quantity

Φ = λ(∇x · v)2 + 2µL : L. (8.19)

Moreover, using the definition of q and the fact that κ is constant, we
have

∇x · q = −κ∆x θ.

Thus, setting p = p̂(ρ, θ) and φ = φ̂(ρ, θ), and using Result 4.7 for
the total or material time derivatives, we find that the spatial density,
velocity and temperature fields in a body of compressible Newtonian
fluid with reference configuration B must satisfy the following equations
for all x ∈ Bt and t ≥ 0

∂

∂t
ρ + ∇x · (ρv) = 0,

ρ

[
∂

∂t
v + (∇x v)v

]
= µ∆x v + (λ + µ)∇x (∇x · v) −∇x p̂(ρ, θ) + ρb,

ρ

[
∂

∂t
φ̂(ρ, θ) + ∇x φ̂(ρ, θ) · v

]
= −p̂(ρ, θ)∇x · v + κ∆x θ + Φ + ρr.

(8.20)
These equations are typically called the Compressible Navier–Stokes
Equations. By an admissible process for a compressible Newtonian
fluid we mean fields (ρ,v, θ) satisfying these equations.

Remarks:

(1) The equations in (8.20) are a system of coupled, nonlinear partial
differential equations for (ρ,v, θ). Alternatively, use of the caloric
equations of state (8.18) in place of (8.17) leads to a system of the
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same form, but with (ρ,v, η) as the variables. The two formu-
lations are equivalent provided all fields involved are sufficiently
smooth.

(2) In contrast to solutions of the gas dynamics equations consid-
ered in the previous section, solutions of (8.20) do not generally
develop shock waves (jump discontinuities). However, for appro-
priately small values of µ, λ and κ, solutions may exhibit rapid
transitions across narrow regions called shock layers. Shock
waves in the gas dynamics equations can be viewed as idealiza-
tions of these layers.

(3) An important quantity arising in the study of flows described
by equations (8.20) is the Reynolds number Re = ρ∗ϑ∗�∗/µ (a
dimensionless constant), where ρ∗ is a characteristic density, ϑ∗ is
a characteristic speed and �∗ is a characteristic length associated
with the flow. Flows with a low Reynolds number are typically
smooth or laminar, while flows with a high Reynolds number
are typically fluctuating or turbulent.

8.2.3 Frame-Indifference Considerations

Consider a body of compressible Newtonian fluid with reference configu-
ration B. Let x = ϕ(X, t) be an arbitrary motion and let x∗ = ϕ∗(X, t)
be a second motion defined by

x∗ = g(x, t) = Q(t)x + c(t), (8.21)

where Q(t) is an arbitrary rotation tensor and c(t) is an arbitrary vector.
Let ρ, θ, φ, η, q and S denote the spatial density, temperature, internal
energy, entropy, heat flux and Cauchy stress fields in Bt , and let ρ∗, θ∗,
φ∗, η∗, q∗ and S∗ denote the corresponding spatial fields in B∗

t . Then
the axiom of material frame-indifference (Axiom 5.24) postulates the
following for all x ∈ Bt and t ≥ 0

ρ∗(x∗, t) = ρ(x, t),

θ∗(x∗, t) = θ(x, t),

φ∗(x∗, t) = φ(x, t),

η∗(x∗, t) = η(x, t),

q∗(x∗, t) = Q(t)q(x, t),

S∗(x∗, t) = Q(t)S(x, t)Q(t)T .

(8.22)
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Substituting the constitutive equations for the Cauchy stress and heat
flux into (8.22), along with the thermal equations of state (8.17) for the
pressure, internal energy and entropy, we obtain (omitting the arguments
x, x∗ and t for brevity)

ρ∗ = ρ,

θ∗ = θ,

φ̂(ρ∗, θ∗) = φ̂(ρ, θ),

η̂(ρ∗, θ∗) = η̂(ρ, θ),

−κ∇x ∗
θ∗ = Q[−κ∇x θ],

−p̂(ρ∗, θ∗)I + λ(∇x ∗ · v∗)I + 2µL∗

= Q[−p̂(ρ, θ)I + λ(∇x · v)I + 2µL]QT .

(8.23)

Eliminating ρ∗ and θ∗ using (8.23)1,2 , we observe that the relations in
(8.23)3,4 are satisfied identically for any functions φ̂ and η̂. Moreover,
using the relation θ∗(x∗, t) = θ(x, t), together with (8.21) and the chain
rule, we find

∇x ∗
θ∗ = Q∇x θ.

This shows that (8.23)5 is satisfied for any rotation Q. Finally, from
Result 5.22 we have

∇x ∗
v∗ = Q∇x vQT + Q̇QT and L∗ = QLQT . (8.24)

Differentiating the relation QQT = I with respect to time we find

Q̇QT = −(Q̇QT )T ,

which implies tr(Q̇QT ) = 0. From (8.24)1 and the invariance property
of the trace function, namely tr(QAQT ) = tr(A) for all second-order
tensors A and rotations Q, we get

∇x ∗ · v∗ = tr(∇x ∗
v∗) = tr(Q∇x vQT ) = tr(∇x v) = ∇x · v. (8.25)

Using (8.25) and (8.24)2 we find that (8.23)6 is satisfied for any rotation
Q. Thus the constitutive model of a compressible Newtonian fluid com-
plies with the axiom of material frame-indifference with no restrictions
on the response functions p̂(ρ, θ), φ̂(ρ, θ) and η̂(ρ, θ).

Remarks:

(1) A similar conclusion is obtained if we use the caloric equations of
state (8.18) in place of (8.17). In particular, the axiom of material
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frame-indifference is satisfied with no restrictions on the response
functions p(ρ, η), φ(ρ, η) and θ(ρ, η).

(2) Different conclusions can be obtained if the form of the model
is changed. For example, if we consider a more general heat
flux model of the form q = −K(x, θ)∇x θ, where K(x, θ) is a
symmetric second-order tensor, then the axiom of material frame-
indifference is satisfied if and only if K(x, θ) = κ(θ)I. That is,
K(x, θ) must be isotropic and independent of x (see Exercise 5).

8.2.4 Thermodynamical Considerations

Here we outline a result which establishes conditions under which a com-
pressible Newtonian fluid model satisfies the Clausius–Duhem inequality.

Result 8.4 Implications of Clausius–Duhem Inequality. Sup-
pose the response functions p̂, φ̂ and η̂ satisfy the conditions in (8.14).
Then the Clausius–Duhem inequality (Result 5.11) is satisfied by every
admissible process in a compressible Newtonian fluid if and only if the
material constants µ, λ and κ satisfy

µ ≥ 0, λ +
2
3
µ ≥ 0, κ ≥ 0. (8.26)

Proof The Clausius–Duhem inequality in Eulerian form is

ρη̇ ≥ θ−1ρr −∇x · (θ−1q).

After expanding the divergence term, multiplying through by θ > 0, and
using the balance of energy equation, we obtain

ρθη̇ − ρφ̇ + S : L − θ−1q · ∇x θ ≥ 0. (8.27)

Using the equations of state η = η̂(ρ, θ) and φ = φ̂(ρ, θ), together with
Result 4.7 and the chain rule, we get

η̇ =
∂η̂

∂ρ
ρ̇ +

∂η̂

∂θ
θ̇, φ̇ =

∂φ̂

∂ρ
ρ̇ +

∂φ̂

∂θ
θ̇.
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Substitution of these expressions into (8.27) and rearranging terms gives
(omitting arguments ρ and θ for brevity)

ρ

[
θ
∂η̂

∂ρ
− ∂φ̂

∂ρ

]
ρ̇ + ρ

[
θ
∂η̂

∂θ
− ∂φ̂

∂θ

]
θ̇ + S : L − θ−1q · ∇x θ ≥ 0. (8.28)

From the conservation of mass equation we have

ρ̇ = −ρ∇x · v, (8.29)

and from the definition of a compressible Newtonian fluid we get

S : L = −p∇x · v + λ(∇x · v)2 + 2µL : L,

q · ∇x θ = −κ|∇x θ|2 . (8.30)

Substituting (8.30) and (8.29) into (8.28), and setting p = p̂(ρ, θ), we
obtain (omitting arguments ρ and θ for brevity)

ρ

[
θ
∂η̂

∂θ
− ∂φ̂

∂θ

]
θ̇ − ρ2

[
θ
∂η̂

∂ρ
− ∂φ̂

∂ρ
+

1
ρ2 p̂

]
∇x · v

+ λ(∇x · v)2 + 2µL : L + θ−1κ|∇x θ|2 ≥ 0.

Assuming p̂, φ̂ and η̂ satisfy the conditions in (8.14), we find that the
coefficients of θ̇ and ∇x ·v vanish. Thus the Clausius–Duhem inequality
takes the reduced form

λ(∇x · v)2 + 2µL : L + θ−1κ|∇x θ|2 ≥ 0. (8.31)

To establish the conditions in (8.26) we introduce the deviatoric rate
of strain tensor Ldev = L − 1

3 (∇x · v)I. Then, using the facts that

L = Ldev +
1
3
(∇x · v)I and I : Ldev = tr(Ldev) = 0,

the Clausius–Duhem inequality (8.31) becomes(
λ +

2
3
µ
)
(∇x · v)2 + 2µLdev : Ldev + θ−1κ|∇x θ|2 ≥ 0. (8.32)

It can now be shown that (8.26) are necessary and sufficient conditions
for (8.32) to hold for all admissible processes. Sufficiency of (8.26) is
clear, for then all terms in (8.32) are non-negative. To establish necessity,
suppose (8.32) holds for all processes. Then by choosing v and θ such
that ∇x ·v �= 0, Ldev = O and ∇x θ = 0 we get λ+ 2

3 µ ≥ 0. By choosing
v and θ such that ∇x · v = 0, Ldev �= O and ∇x θ = 0 we get µ ≥ 0.
Finally, by choosing v and θ such that ∇x ·v = 0, Ldev = O and ∇x θ �= 0
we get κ ≥ 0. Thus the conditions in (8.26) are necessary.
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Remarks:

(1) In the above arguments we implicitly assume that the spatial
fields v and θ can be assigned arbitrary values. In view of the
balance of momentum and energy equations, arbitrary values for
v and θ can be achieved by appropriate choice of body force b

and heat supply r.

(2) As mentioned earlier, a compressible Newtonian fluid model can
be interpreted as an extension of a perfect gas model to include
viscous and heat conduction effects. Result 8.4 shows that, if
a gas model satisfies the Clausius–Duhem inequality as encap-
sulated in conditions (8.14), then its extension to a Newtonian
model will satisfy the Clausius–Duhem inequality if and only if
the viscosity and thermal conductivity constants satisfy (8.26).

(3) The proof of Result 8.4 shows that a compressible Newtonian fluid
can experience irreversible processes. Indeed, most processes will
be irreversible in the case when µ > 0, λ + 2

3 µ > 0 and κ > 0
since equality will seldom be achieved in (8.32). In contrast, all
processes are reversible when µ = 0, λ = 0 and κ = 0, which
corresponds to the case of a perfect gas.

8.2.5 Initial-Boundary Value Problems

An initial-boundary value problem for a body of compressible Newtonian
fluid is a set of equations that describe the motion of the body subject to
specified initial conditions in B at time t = 0, and boundary conditions
on ∂Bt for t ≥ 0. The Eulerian form of the balance laws are particularly
well-suited for those problems in which the body occupies a fixed region
D of space. In this case, the spatial density, velocity and temperature
fields ρ, v and θ can be determined independently of the motion ϕ.
We typically assume D is a bounded open set as shown in Figure 6.1.
However, it is also useful in applications to consider unbounded open
sets such as the exterior of the region shown in the figure, or the whole
of Euclidean space.

A standard initial-boundary value problem for a body of compressible
Newtonian fluid occupying a fixed region D can be stated as follows:
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Find ρ, θ : D × [0, T ] → IR and v : D × [0, T ] → V such that

∂
∂ t ρ + ∇x · (ρv) = 0 in D × [0, T ]

ρ
[

∂
∂ t v + (∇x v)v

]
= µ∆x v + (λ + µ)∇x (∇x · v) −∇x p + ρb in D × [0, T ]

ρ
[

∂
∂ t φ + ∇x φ · v

]
= −p∇x · v −∇x · q + Φ + ρr in D × [0, T ]

v = 0 in ∂D × [0, T ]

θ = ξ in Γθ × [0, T ]

q · n = ζ in Γq × [0, T ]

ρ(·, 0) = ρ0(·) in D

v(·, 0) = v0(·) in D

θ(·, 0) = θ0(·) in D.

(8.33)
In the above system, µ and λ are the constant viscosities of the fluid,

Γθ and Γq are subsets of ∂D with the properties Γθ ∪ Γq = ∂D and
Γθ ∩Γq = ∅, b is a prescribed body force per unit mass, r is a prescribed
heat supply per unit mass, n is the unit outward normal field on ∂D,
and ξ, ζ, ρ0 , v0 and θ0 are prescribed fields. The pressure p, internal
energy per unit mass φ and heat flux q are related to ρ and θ through
constitutive relations of the form

p = p̂(ρ, θ), φ = φ̂(ρ, θ), q = −κ∇x θ,

where p̂ and φ̂ are given response functions and κ is the constant thermal
conductivity of the fluid. The quantity Φ is the thermal dissipation
function defined in (8.19).

Equation (8.33)1 is the conservation of mass equation, (8.33)2 is the
balance of linear momentum equation, (8.33)3 is the balance of energy
equation, (8.33)4 is a no-slip boundary condition on ∂D, (8.33)5 is a
temperature boundary condition on Γθ , (8.33)6 is a heat flux boundary
condition on Γq , (8.33)7 is an initial condition for the density ρ, (8.33)8

is an initial condition for the velocity v and (8.33)9 is an initial condi-
tion for the temperature θ. In general, the initial conditions should be
compatible with the boundary conditions at time t = 0.
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Remarks:

(1) The system in (8.33) is a nonlinear initial-boundary value problem
for the fields (ρ,v, θ). We expect this system to have a solution
on some finite time interval [0, T ] under mild assumptions on
the domain D, response functions p̂ and φ̂, and the prescribed
data of the problem. However, general questions of existence and
uniqueness for all time are difficult. Numerical approximation
is generally required to obtain quantitative information about
solutions.

(2) The boundary condition v = 0 on ∂D is appropriate for describ-
ing the interface between a fixed, impermeable solid and a com-
pressible Newtonian fluid at moderate density. If the solid were
not fixed, but instead had a prescribed velocity field ϑ, then an
appropriate boundary condition would be v = ϑ on ∂D. Other
boundary conditions can also be considered when the fluid den-
sity is expected to be low (in which case the fluid may slip), the
solid is permeable, the motion of the boundary is not known a-
priori, or when the interface is not fluid-solid. Different conditions
on temperature could also be imposed, for example to allow for
convective or radiative heat transfer at the boundary.
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Exercises

8.1 Consider a body of perfect gas occupying a fixed region D so
that Bt = D for all t ≥ 0. Assume there is no body force or
heat supply, and define the total energy of the gas by

E(t) =
∫

Bt

1
2 ρ|v|2 + ρφ dVx.

Show that this total energy is conserved in any smooth motion
satisfying v · n = 0 on ∂Bt , that is

d

dt
E(t) = 0.

8.2 Consider a perfect gas with caloric response functions φ(ρ, η,x),
θ(ρ, η,x) and p(ρ, η,x). Show that the axiom of material frame-
indifference is satisfied if and only if these functions are inde-
pendent of x.

8.3 Consider a perfect gas with thermal state equations p = p̂(ρ, θ),
φ = φ̂(ρ, θ) and η = η̂(ρ, θ). Show that the Clausius–Duhem
inequality holds if and only if p̂, φ̂ and η̂ satisfy

∂η̂

∂θ
=

1
θ

∂φ̂

∂θ
, p̂ = ρ2 ∂φ̂

∂ρ
− ρ2θ

∂η̂

∂ρ
.

8.4 Consider a body of perfect gas in smooth, steady, isentropic
motion with body force b = 0, heat supply r = 0, density ρ(x),
velocity v(x), and entropy η0 (constant). Let y(s), s ∈ IR,
denote an arbitrary streamline defined by the equation y(s)′ =
v(y(s)), and let ϑ(s) = |v(y(s))| denote the local flow speed and
m(s) = ρ(y(s))ϑ(s) the local mass flux along the streamline.
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(a) For any streamline show

dρ

ds
= ∇x ρ · v, ϑ

dϑ

ds
= v · (∇x v)v.

(b) Use balance of linear momentum to show

dρ

ds
= −ρϑ

c2

dϑ

ds
,

dm

ds
= ρ[1 − M 2 ]

dϑ

ds
,

where c(s) is the local sound speed and M(s) is the local Mach
number along the streamline.

Remark: The first result in (b) shows that mass density always
decreases with increasing flow speed. The second result shows
that mass flux may increase or decrease depending on the local
Mach number. In subsonic regions of a flow (M < 1), mass flux
increases with increasing flow speed. However, in supersonic
regions of flow (M > 1), mass flux decreases with increasing
flow speed. Many phenomena in the dynamics of perfect gases
can be attributed to this change in behavior of the mass flux
between subsonic and supersonic speeds.

8.5 Consider a compressible Newtonian fluid with the more general
heat flux model

q = −K(x, θ)∇x θ,

where K(x, θ) is a symmetric, second-order tensor function.
Show that the axiom of material frame-indifference is satisfied
if and only if K(x, θ) is isotropic and independent of x, that is

K(x, θ) = κ(θ)I,

for some scalar function κ(θ).

8.6 Consider a body of compressible Newtonian fluid with viscosities
µ and λ and conductivity κ occupying a fixed region D so that
Bt = D for all t ≥ 0. Assume there is no body force or heat
supply, and define the total energy of the fluid by

E(t) =
∫

Bt

1
2 ρ|v|2 + ρφ dVx.

Show that this total energy is conserved in any smooth motion
satisfying v = 0 and q · n = 0 on ∂Bt , that is

d

dt
E(t) = 0.
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Does this result also hold in the case of non-constant viscosities
and conductivity?

8.7 Let Γ be a surface in IE3 with closed, simple, piecewise smooth
boundary curve C = ∂Γ. Let n be a unit normal field on Γ and
ν a unit tangent field along C, compatibly oriented according
to Stokes’ Theorem. For any smooth vector field v on IE3 show∫

C

v × ν ds =
∫

Γ
n(∇x · v) + 1

2 w × n − Ln dAx,

where w = ∇x × v is the vorticity field and L = sym(∇x v) is
the rate of strain field associated with v.

8.8 Consider a body of compressible Newtonian fluid with viscosities
µ and λ, pressure field p, and velocity field v occupying a fixed
region D so that Bt = D for all t ≥ 0.

(a) Assuming v = 0 for all x ∈ ∂Bt show

w · n = 0

n(∇x · v) + 1
2 w × n − Ln = 0

}
∀x ∈ ∂Bt,

where w = ∇x × v is the vorticity field and L = sym(∇x v) is
the rate of strain field associated with v.

(b) Assuming v = 0 for all x ∈ ∂Bt show

t = [−p + (λ + 2µ)∇x · v]n + µ(w × n), ∀x ∈ ∂Bt,

where t = Sn is the traction field on ∂Bt .

Remark: The results in (a) are purely kinematic and imply,
among other things, that the local vorticity at a fixed boundary
must be tangential to the boundary. The result in (b) is par-
ticular to Newtonian fluids. It says that tangential (shearing)
stresses at a fixed boundary depend only on the local vortic-
ity, while normal stresses depend only on the local pressure and
volume expansion. A similar result holds in the incompressible
case.

Answers to Selected Exercises

8.1 From the result on the time derivative of integrals relative to a
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mass density (see Chapter 5) we have

d

dt

∫
Bt

Φ(x, t)ρ(x, t) dVx =
∫

Bt

Φ̇(x, t)ρ(x, t) dVx,

where Φ(x, t) is any spatial field. Applying this to E(t), noting
by the chain rule that d

dt |v|2 = 2v · v̇, we have

d

dt
E(t) =

∫
Bt

ρv̇ · v + ρφ̇ dVx.

In terms of material time derivatives, the balance of linear mo-
mentum and energy equations for a perfect gas are

ρv̇ = −∇x p + ρb, ρφ̇ = −p∇x · v + ρr.

Substituting these into the above integral, using the fact that
∇x ·(pv) = ∇x p·v+p∇x ·v, and applying the Divergence Theorem,
we find

d

dt
E(t) =

∫
Bt

ρb · v + ρr dVx −
∫

∂Bt

pv · n dAx.

In the case when b = 0, r = 0 and v · n = 0 on ∂Bt we get

d

dt
E(t) = 0.

8.3 The Clausius–Duhem inequality in Eulerian form is

ρη̇ ≥ θ−1ρr −∇x · (θ−1q).

After multiplying through by θ > 0, setting q = 0 (by definition
of a perfect gas), and using the balance of energy equation we
obtain

ρθη̇ ≥ ρφ̇ + p∇x · v. (8.34)

Using the equations of state η = η̂(ρ, θ) and φ = φ̂(ρ, θ), together
with the chain rule, we deduce

η̇ =
∂η̂

∂ρ
ρ̇ +

∂η̂

∂θ
θ̇, φ̇ =

∂φ̂

∂ρ
ρ̇ +

∂φ̂

∂θ
θ̇.

Substitution of these results into (8.34) and rearranging terms
gives (omitting arguments ρ and θ for brevity)

ρ

[
θ
∂η̂

∂ρ
− ∂φ̂

∂ρ

]
ρ̇ + ρ

[
θ
∂η̂

∂θ
− ∂φ̂

∂θ

]
θ̇ − p∇x · v ≥ 0. (8.35)
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From the conservation of mass equation we find

ρ̇ = −ρ∇x · v. (8.36)

Substituting (8.36) into (8.35), and setting p = p̂(ρ, θ), we obtain
(omitting arguments ρ and θ for brevity)

ρ

[
θ
∂η̂

∂θ
− ∂φ̂

∂θ

]
θ̇ − ρ2

[
θ
∂η̂

∂ρ
− ∂φ̂

∂ρ
+

1
ρ2 p̂

]
∇x · v ≥ 0. (8.37)

This inequality holds for all admissible processes defined by ρ,
v and θ if and only if the coefficients of θ̇ and ∇x · v vanish.
Sufficiency is clear. Necessity follows from the fact that the terms
in brackets are independent of the quantities θ̇ and ∇x · v, each
of which can take any possible value.

8.5 Sufficiency follows from the result in the text. To establish ne-
cessity let x∗ = Q(t)x + c(t) where Q(t) is an arbitrary rotation
tensor and c(t) is an arbitrary vector. Then, considering only
temperature and heat flux, the axiom of material-frame indiffer-
ence implies

θ∗(x∗, t) = θ(x, t), q∗(x∗, t) = Q(t)q(x, t),

for all x and t. Substituting the given model for the heat flux this
becomes (omitting inessential arguments x∗, x and t for brevity)

θ∗ = θ, K(x∗, θ∗)∇x ∗
θ∗ = QK(x, θ)∇x θ. (8.38)

Using the relation θ∗(x∗, t) = θ(x, t) together with the relation
x∗ = Q(t)x + c(t) and the chain rule we find ∇x ∗

θ∗ = Q∇x θ.
Eliminating θ∗ and ∇x ∗

θ∗ from (8.38) we get

K(x∗, θ)Q∇x θ = QK(x, θ)∇x θ,

which, by the arbitrariness of ∇x θ, implies

K(x, θ) = QT K(x∗, θ)Q.

Since for each fixed x we may choose c(t) to make x∗ = 0 we
obtain

K(x, θ) = QT K(0, θ)Q,

which implies that K(x, θ) must be independent of x. Writing
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K(θ) in place of K(x, θ), and considering matrix representations
in any arbitrary frame, we have

[K(θ)] = [Q]T [K(θ)][Q], (8.39)

which must hold for all rotation tensors Q. By the Spectral
Decomposition Theorem (see Chapter 1), for each fixed value of
θ there is a rotation matrix R which diagonalizes K(θ). Taking
Q = R in (8.39) we find

[K(θ)] =

κ1(θ) 0 0
0 κ2(θ) 0
0 0 κ3(θ)

 , (8.40)

where κ1(θ), κ2(θ) and κ3(θ) are the eigenvalues of K(θ). Let P

be the rotation tensor defined by the representation

[P ] =

 0 1 0
−1 0 0
0 0 1

 .

Then taking Q = P in (8.39) and using the result in (8.40) we
find

[K(θ)] =

κ2(θ) 0 0
0 κ1(θ) 0
0 0 κ3(θ)

 . (8.41)

Comparing (8.40) and (8.41) we deduce κ1(θ) = κ2(θ). Similarly,
by considering the rotation tensor

[P ] =

 1 0 0
0 0 1
0 −1 0

 ,

we deduce κ2(θ) = κ3(θ). Denoting the common value by κ(θ)
we get

[K(θ)] =

κ(θ) 0 0
0 κ(θ) 0
0 0 κ(θ)

 = [κ(θ)I],

which implies K(θ) = κ(θ)I.

8.7 Let u = a × v where a is an arbitrary constant vector. Then
Stokes’ Theorem states∫

C

u · ν ds =
∫

Γ
(∇x × u) · n dAx. (8.42)
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In components we have ui = apvq εipq . Using the definition of the
curl operation (see Chapter 2) and the epsilon-delta identities
(see Chapter 1) we get

[∇x × u]j = ui,k εijk

= (apvq εipq ),k εijk

= apvq,k εipq εijk

= apvq,k (δpj δqk − δpk δqj )

= ajvk,k − akvj,k ,

which in tensor notation becomes

∇x × u = (∇x · v)a − (∇x v)a.

Substituting this into (8.42), and using the definition of u, we get∫
C

(a × v) · ν ds =
∫

Γ
[(∇x · v)a − (∇x v)a] · n dAx. (8.43)

By permutation properties of the triple scalar product (see Chap-
ter 1) we have (a × v) · ν = a · (v × ν), and by definition of the
transpose we have (∇x v)a ·n = a · (∇x vT )n. Using these results
in (8.43) we find, since a is constant

a ·
∫

C

v × ν ds = a ·
∫

Γ
(∇x · v)n − (∇x vT )n dAx.

By the arbitrariness of a this implies∫
C

v × ν ds =
∫

Γ
(∇x · v)n − (∇x vT )n dAx. (8.44)

From the definition of the curl w = ∇x × v (see Chapter 2) we
have w×n = (∇x v−∇x vT )n, and by definition of L = sym(∇x v)
we have Ln = 1

2 (∇x v +∇x vT )n. Combining these two relations
we find

1
2 w × n − Ln = −(∇x vT )n.

Substitution of this into (8.44) gives the desired result.
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Thermal Solid Mechanics

In this chapter we consider applications of the Lagrangian balance laws
as in Chapter 7. However, in contrast to the isothermal models intro-
duced there, here we study models that include thermal effects. Consid-
ering the full thermo-mechanical case there are 21 basic unknown fields
in the Lagrangian description of a continuum body:

ϕi(X, t) 3 components of motion

Vi(X, t) 3 components of velocity

Pij (X, t) 9 components of stress

Θ(X, t) 1 temperature

Qi(X, t) 3 components of heat flux

Φ(X, t) 1 internal energy per unit mass

ηm (X, t) 1 entropy per unit mass.

To determine these unknown fields we have the following 10 equations:

Vi = ∂
∂ t ϕi 3 kinematical

ρ0 V̇i = Pij,j + ρ0 [bi ]m 3 linear momentum

PikFjk = FikPjk 3 independent angular momentum

ρ0Φ̇ = Pij Ḟij − Qi,i + ρ0R 1 energy.

Thus 11 additional equations are required to balance the number of
equations and unknowns. These are provided by constitutive equations
that relate (P ,Q,Φ, ηm ) to (ϕ,V ,Θ). Any such constitutive equation
must be consistent with the axiom of material frame-indifference and
the Clausius–Duhem inequality (Second Law of Thermodynamics) as
discussed in Chapter 5.

355
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In this chapter we study a general constitutive model that relates
P , Q, Φ and ηm to the deformation gradient F = ∇X ϕ, temperature
Θ and temperature gradient ∇X Θ. Such models are typically used to
describe the behavior of various types of solids. Because such models
are independent of V , this variable may be eliminated by substitution of
the kinematical equation into the balance of linear momentum equation.
Thus a closed system for P , Q, Φ, ηm , ϕ and Θ is provided by the
constitutive equations, together with the balance equations for linear
momentum, angular momentum and energy. As with the isothermal
Lagrangian formulations of Chapter 7, the balance of mass equation is
not considered because the spatial mass density does not appear.

The general constitutive model considered in this chapter is that for
a thermoelastic solid. We study various qualitative properties, out-
line a standard initial-boundary value problem, and use the technique
of linearization to derive an approximate system of balance equations
appropriate for describing small disturbances from a reference state.

9.1 Thermoelastic Solids

In this section we introduce the constitutive model for a thermoelastic
solid. We show that the model satisfies the Clausius–Duhem inequality
and study consequences of the axiom of material frame-indifference. We
also discuss various notions of isotropy and outline a standard initial-
boundary value problem.

9.1.1 Definition

A continuum body with reference configuration B is said to be a ther-
moelastic solid if:

(1) The first Piola–Kirchhoff stress P (X, t) is related to the defor-
mation gradient F (X, t) and temperature Θ(X, t) by

P = P̂ (F ,Θ),

where P̂ : V2 × IR → V2 is a given function called the stress
response function.

(2) The function P̂ has the property

P̂ (F ,Θ)F T = F P̂ (F ,Θ)T ,

for all (F ,Θ) with detF > 0 and Θ > 0.
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(3) The internal energy Φ(X, t) and entropy ηm (X, t) are related to
the deformation gradient F (X, t) and temperature Θ(X, t) by

Φ = Φ̂(F ,Θ) and ηm = η̂m (F ,Θ),

where Φ̂, η̂m : V2×IR → IR are given functions called the internal
energy and entropy response functions.

(4) The functions Φ̂ and η̂m have the property

∂Φ̂
∂Θ

(F ,Θ) > 0 and
∂η̂m

∂Θ
(F ,Θ) > 0,

for all (F ,Θ) with detF > 0 and Θ > 0.

(5) The material heat flux vector Q(X, t) is related to the deforma-
tion gradient F (X, t) and temperature Θ(X, t) by

Q = −K̂(F ,Θ) ∇X Θ,

where K̂ : V2 × IR → V2 is a given function called the thermal
conductivity function.

Property (1) implies that the stress at a point in a thermoelastic solid
depends only on a measure of the current strain and temperature at
that point. In particular, it is independent of the past histories and
rates of change of these quantities. This type of relation is similar to
the stress-strain relation for an elastic solid (see Chapter 7), but with
thermal effects included. Property (2) implies that the balance equation
for angular momentum (Result 5.16) is automatically satisfied. Thus this
balance equation will not be considered further. Because detF (X, t) >

0 and Θ(X, t) > 0 for any admissible thermo-mechanical process, we
only consider P̂ (F ,Θ) for arguments (F ,Θ) satisfying detF > 0 and
Θ > 0.

Property (3) implies that, just as for the Piola–Kirchhoff stress, the
internal energy and entropy per unit mass at a point are entirely de-
termined by the current deformation gradient and temperature at that
point. The three relations

P = P̂ (F ,Θ), Φ = Φ̂(F ,Θ), ηm = η̂m (F ,Θ), (9.1)

are typically referred to as the thermal equations of state. Just as for
P̂ (F ,Θ), we only consider Φ̂(F ,Θ) and η̂m (F ,Θ) for arguments (F ,Θ)
satisfying detF > 0 and Θ > 0.

Property (4) implies that, for each fixed value of F , the functions
Φ̂(F ,Θ) and η̂m (F ,Θ) are strictly increasing in Θ. Physically, this
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means that when the configuration of a body is held fixed, internal
energy and entropy increase with temperature. Mathematically, these
two conditions mean that either Φ or ηm can replace Θ as an indepen-
dent variable. In particular, the relation ηm = η̂m (F ,Θ) in (9.1)3 can
be inverted as Θ = Θ̃(F , ηm ). When this relation is substituted into
(9.1)1,2 we obtain

P = P̃ (F , ηm ), Φ = Φ̃(F , ηm ), Θ = Θ̃(F , ηm ). (9.2)

These relations are typically referred to as the caloric equations of
state. While some authors prefer this form, we prefer to work with
the form in (9.1) since the heat flux vector depends explicitly on the
temperature field. As in the case of perfect gases and Newtonian fluids,
the function

α(F ,Θ) =
∂Φ̂
∂Θ

(F ,Θ) > 0 (9.3)

is typically called the specific heat at constant volume.
Throughout our developments it will be convenient to consider the

free energy Ψ(X, t) defined by (see Chapter 5)

Ψ = Φ − Θηm . (9.4)

Rather than specify an internal energy response function Φ̂(F ,Θ), we
could alternatively specify a free energy response function Ψ̂(F ,Θ)
such that

Ψ = Ψ̂(F ,Θ). (9.5)

In particular, from (9.4) we see that knowledge of one implies the other
once the entropy response function η̂m (F ,Θ) is known. Notice that,
because the free energy at a point depends only on a measure of current
strain and temperature at that point, a thermoelastic solid is energeti-
cally passive as defined in Chapter 5. As with the other response func-
tions, we only consider Ψ̂(F ,Θ) for arguments (F ,Θ) with detF > 0
and Θ > 0.

Property (5) implies that the material heat flux vector at a point
is linearly related to the material temperature gradient at that point.
This relation may be viewed as an extension of Fourier’s Law. In
particular, whereas Fourier’s Law postulates such a relation in a static
body, here we assume it also holds in a deforming body. As with all other
response functions, we only consider K̂(F ,Θ) for arguments (F ,Θ) with
det F > 0 and Θ > 0.
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Remarks:

(1) Arguments based on the Clausius–Duhem inequality (see Result
9.1) imply that a · K̂(F ,Θ)a ≥ 0 for all vectors a. In particular,
K̂(F ,Θ) must be positive semi-definite. Physically, this means
that the heat flux vector must make an obtuse angle with the
temperature gradient, so that heat flows from hot to cold. Inde-
pendent of this condition, the tensor K̂(F ,Θ) is often assumed
to be symmetric. This assumption, however, is not essential.

(2) Given a scalar-valued function such as Φ̂(F ,Θ) we employ the
notation DΘΦ̂ or ∂Φ̂/∂Θ to denote the partial derivative with
respect to the scalar Θ, and DF Φ̂ or ∂Φ̂/∂F to denote the par-
tial derivative with respect to the second-order tensor F . Thus
∂Φ̂/∂Θ is a scalar-valued function, ∂Φ̂/∂F and ∂2Φ̂/∂Θ∂F are
second-order tensor-valued functions and ∂2Φ̂/∂F 2 is a fourth-
order tensor-valued function.

(3) As in Chapter 7, all our response functions are assumed to be
homogeneous in the sense that they do not explicitly depend on
the point X. This is done for notational simplicity alone. All
subsequent results can be generalized to the inhomogeneous case.

9.1.2 Thermoelasticity Equations

Let ρ0(X) denote the mass density of a thermoelastic body in its ref-
erence configuration B. Moreover, let bm (X, t) and R(X, t) denote the
material descriptions of prescribed spatial body force and heat supply
fields per unit mass b(x, t) and r(x, t), that is

bm (X, t) = b(ϕ(X, t), t) and R(X, t) = r(ϕ(X, t), t).

Then, setting P = P̂ (F ,Θ), Φ = Φ̂(F ,Θ) and Q = −K̂(F ,Θ)∇X Θ in
the balance of linear momentum equation (Result 5.15) and balance of
energy equation (Result 5.18), we find that the motion and temperature
fields in a thermoelastic body must satisfy the following equations for
all X ∈ B and t ≥ 0

ρ0
∂2ϕ

∂t2
= ∇X · (P̂ (F ,Θ)) + ρ0bm ,

ρ0
∂

∂t
Φ̂(F ,Θ) = P̂ (F ,Θ) :

∂F

∂t
+ ∇X · (K̂(F ,Θ)∇X Θ) + ρ0R.

(9.6)
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These are known as the Thermoelastodynamics Equations. By an
admissible process for a thermoelastic solid we mean fields (ϕ,Θ) satis-
fying these equations.

Remarks:

(1) By definition of the divergence of a second-order tensor we have
[∇X · P̂ ]i = P̂ij,j , and by the chain rule and the assumption of
homogeneity we get

[∇X · P̂ ]i =
∂P̂ij

∂Fkl

∂Fkl

∂Xj
+

∂P̂ij

∂Θ
∂Θ
∂Xj

.

Similarly, by the chain rule we get

∂

∂t
Φ̂ =

∂Φ̂
∂Fkl

∂Fkl

∂t
+

∂Φ̂
∂Θ

∂Θ
∂t

.

Since Fkl = ∂ϕk/∂Xl , the equations in (9.6) can be written in
components as

ρ0
∂2ϕi

∂t2
= Aijkl

∂2ϕk

∂Xl∂Xj
+ Dij

∂Θ
∂Xj

+ ρ0bi,

ρ0α
∂Θ
∂t

= Hkl
∂2ϕk

∂Xl∂t
+

∂

∂Xi

(
K̂ij

∂Θ
∂Xj

)
+ ρ0R,

where Aijkl = ∂ P̂i j

∂Fk l
, Dij = ∂ P̂i j

∂Θ , Hkl = P̂kl − ρ0
∂ Φ̂

∂Fk l
and α = ∂ Φ̂

∂Θ .
Here bi denote the components of bm . Thus (9.6) is a coupled
system of second-order partial differential equations for ϕ and Θ.
These equations are typically nonlinear.

(2) Setting all time derivatives equal to zero in (9.6) yields

∇X · (P̂ (F ,Θ)) + ρ0bm = 0,

∇X · (K̂(F ,Θ)∇X Θ) + ρ0R = 0.

These equations are called the Thermoelastostatics Equa-
tions. They must be satisfied by every static (time-independent)
deformation and temperature field of a thermoelastic body.
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9.1.3 Thermodynamical Considerations

In this section we outline a result which shows that the stress, entropy
and conductivity response functions for a thermoelastic solid must sat-
isfy certain conditions in order to comply with the Clausius–Duhem
inequality. Using this result we derive a simplified form for the balance
of energy equation.

Result 9.1 Implications of Clausius–Duhem Inequality. The
Clausius–Duhem inequality (Result 5.20) is satisfied by every admissible
process in a thermoelastic solid if and only if:

(i) P̂ (F ,Θ) = ρ0DF Ψ̂(F ,Θ) and η̂m (F ,Θ) = −DΘΨ̂(F ,Θ), (9.7)

(ii) a · K̂(F ,Θ)a ≥ 0 for all vectors a. (9.8)

Proof The (reduced) Clausius–Duhem inequality in Lagrangian form is

ρ0(ηm Θ̇ + Ψ̇) − P : Ḟ + Θ−1Q · ∇X Θ ≤ 0. (9.9)

From the relation Ψ = Ψ̂(F ,Θ) and the chain rule we have

Ψ̇ = DF Ψ̂(F ,Θ) : Ḟ + DΘΨ̂(F ,Θ)Θ̇.

Substituting this result and the relations P = P̂ (F ,Θ), ηm = η̂m (F ,Θ),
and Q = −K̂(F ,Θ)∇X Θ into (9.9), we find that the Clausius–Duhem
inequality is equivalent to (omitting arguments F and Θ for brevity)

ρ0

[
η̂m + DΘΨ̂

]
Θ̇ +

[
ρ0DF Ψ̂− P̂

]
: Ḟ −Θ−1∇X Θ · K̂∇X Θ ≤ 0. (9.10)

It can now be shown that (9.7) and (9.8) are necessary and sufficient
conditions for (9.10) to hold for all admissible processes. Sufficiency of
(9.7) and (9.8) is clear, for then each term in (9.10) is either zero or non-
positive. To establish necessity, suppose (9.10) holds for all processes.
Notice that the terms in brackets and the heat flux term depend only
on the fields F and Θ, and are independent of Ḟ and Θ̇. Because Θ̇ can
be varied independently of F and Θ, we deduce that the coefficient of
Θ̇ in (9.10) must vanish, that is, [η̂m + DΘΨ̂] = 0. Otherwise, we could
take Θ̇ to be a large positive multiple of [η̂m + DΘΨ̂] and thereby cause
(9.10) to be violated. By similar arguments, we find that the coefficient
of Ḟ in (9.10) must also vanish, that is, [ρ0DF Ψ̂− P̂ ] = O. Thus (9.10)
reduces to the form

−Θ−1∇X Θ · K̂∇X Θ ≤ 0, (9.11)
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which, by the positivity of Θ and the arbitrariness of ∇X Θ, implies that
K̂ must be positive semi-definite. Thus the conditions in (9.7) and (9.8)
are necessary.

Remarks:

(1) In the above arguments we implicitly assume that, at any given
instant of time, the material fields Θ̇ and Ḟ can be varied inde-
pendently of Θ and F . Using (9.6) it is possible to show that
arbitrary values for Θ̇ and Ḟ can be achieved, for given Θ and
F , by appropriate choice of heat supply R and body force bm .

(2) The conditions in (9.7) apply to the thermal equations of state in
(9.1), where the free energy was introduced for convenience. A
different, but equivalent version of these conditions can also be
derived for the caloric equations of state in (9.2). In particular,
using the relation between Ψ̂(F ,Θ) and Φ̂(F ,Θ), the definition
of Φ̃(F , ηm ), and the chain rule, we deduce that the conditions
in (9.7) are equivalent to

P̃ (F , ηm ) = ρ0DF Φ̃(F , ηm ),

Θ̃(F , ηm ) = Dηm
Φ̃(F , ηm ).

(9.12)

(3) Result 9.1 can be viewed as an extension of Result 7.6 to the
non-isothermal case. In both cases, we see that the first Piola–
Kirchhoff stress response function must be the derivative of a
scalar function in order to comply with the Clausius–Duhem in-
equality. For other implications of this inequality see Exercise 1.

(4) By differentiating (9.7), and using the fact that mixed partial
derivatives are equal, we deduce that the response functions P̂

and η̂m satisfy

∂P̂

∂Θ
= −ρ0

∂η̂m

∂F
. (9.13)

This equation is sometimes called a Maxwell relation. It will be
used below when we linearize the equations of thermoelasticity.

(5) By substituting response functions into (9.4), differentiating with
respect to Θ, and employing (9.7)2 , we deduce that the specific
heat α defined in (9.3) satisfies

α = −Θ
∂2Ψ̂
∂Θ2 . (9.14)
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From this we deduce that α > 0 if and only if ∂2Ψ̂/∂Θ2 < 0.
Thus, the assumed positivity of the specific heat is equivalent to
a convexity condition on the free energy.

(6) A process in a material body is called isothermal if Θ(X, t) =
Θ0 (constant) throughout the process. From (9.7)1 we see that,
in any isothermal process, a thermoelastic model reduces to a hy-
perelastic model with strain energy function W (F ) = ρ0Ψ̂(F ,Θ0)
(see Chapter 7).

(7) A process in a material body is called reversible if equality is
achieved in the Clausius–Duhem inequality throughout the pro-
cess; otherwise, irreversible. The proof of Result 9.1 shows
that a thermoelastic solid can experience irreversible processes.
Indeed, most processes will be irreversible when K̂ �= O since
equality will seldom be achieved in (9.11). In contrast, special
processes such as isothermal ones are reversible.

We next use Result 9.1 to simplify or reduce the balance of energy
equation.

Result 9.2 Reduced Energy Equation. If the stress and entropy
response functions satisfy the conditions in Result 9.1, then the balance
of energy equation (Result 5.18) takes the reduced form

ρ0Θη̇m + ∇X · Q = ρ0R.

Proof The balance of energy equation in Lagrangian form is

ρ0Φ̇ = P : Ḟ −∇X · Q + ρ0R. (9.15)

Taking the time derivative of (9.4) we get

Φ̇ = Ψ̇ + η̇m Θ + ηm Θ̇, (9.16)

and taking the time derivative of (9.5), using the chain rule, and substi-
tuting from (9.7), we get

Ψ̇ = DF Ψ̂ : Ḟ + DΘΨ̂ Θ̇ = ρ−1
0 P : Ḟ − ηm Θ̇. (9.17)

The desired result follows by substituting (9.16) and (9.17) into (9.15)
and canceling terms.
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Remarks:

(1) A process in a material body is called adiabatic if Q(X, t) = 0
and R(X, t) = 0 throughout the process, and is called isentropic
if ηm (X, t) = η0 (constant). Result 9.2 implies that, under the
conditions of Result 9.1, an adiabatic process in a thermoelastic
solid is isentropic provided the initial entropy field is uniform.

(2) From (9.12)1 we see that, in any isentropic process, a thermoe-
lastic model reduces to a hyperelastic model with strain energy
function W (F ) = ρ0Φ̃(F , η0) (see Chapter 7).

9.1.4 Frame-Indifference Considerations

Consider a thermoelastic body with reference configuration B. Let x =
ϕ(X, t) be an arbitrary motion and let x∗ = ϕ∗(X, t) be a second
motion defined by

x∗ = g(x, t) = Λ(t)x + c(t),

where Λ(t) is an arbitrary rotation tensor and c(t) is an arbitrary vector.
(We avoid using the notation Q(t) for the rotation to avoid confusion
with the heat flux vector.) Let θ, φ, η, q and S denote the spatial
temperature, internal energy, entropy, heat flux and Cauchy stress fields
in Bt , and let θ∗, φ∗, η∗, q∗ and S∗ denote the corresponding spatial
fields in B∗

t . Then, in the material description, the axiom of material
frame-indifference (Axiom 5.24) postulates the following for all X ∈ B

and t ≥ 0

θ∗m (X, t) = θm (X, t),

φ∗
m (X, t) = φm (X, t),

η∗
m (X, t) = ηm (X, t),

q∗
m (X, t) = Λ(t)qm (X, t),

S∗
m (X, t) = Λ(t)Sm (X, t)Λ(t)T .

(9.18)

From Chapter 5 we recall the relations θm = Θ, φm = Φ, qm =
(det F )−1FQ and Sm = (det F )−1PF T , and by Result 5.22 we recall
that F ∗ = ΛF and C∗ = C. Substituting these relations and the
thermoelastic response functions into (9.18) (omitting the arguments X
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and t for brevity) we obtain

Θ∗ = Θ,

Φ̂(F ∗,Θ∗) = Φ̂(F ,Θ),

η̂m (F ∗,Θ∗) = η̂m (F ,Θ),

(det F ∗)−1F ∗K̂(F ∗,Θ∗)∇X Θ∗ = Λ(det F )−1FK̂(F ,Θ)∇X Θ,

(det F ∗)−1P̂ (F ∗,Θ∗)F ∗T = Λ(det F )−1P̂ (F ,Θ)F T ΛT .

Eliminating Θ∗, using the facts that F ∗ = ΛF and detF ∗ = detF ,
and using (9.4) to introduce the free energy function Ψ̂ in place of Φ̂, we
find that the above equations reduce to

Ψ̂(ΛF ,Θ) = Ψ̂(F ,Θ),

η̂m (ΛF ,Θ) = η̂m (F ,Θ),

K̂(ΛF ,Θ)∇X Θ = K̂(F ,Θ)∇X Θ,

P̂ (ΛF ,Θ) = ΛP̂ (F ,Θ).

(9.19)

Thus, in order to comply with the axiom of material frame-indifference,
the response functions Ψ̂, η̂m , K̂ and P̂ must satisfy (9.19) for all
rotations Λ and all admissible values of F , Θ and ∇X Θ. The following
result establishes conditions under which equations (9.19) are satisfied.

Result 9.3 Frame-Indifferent Thermoelastic Response. Sup-
pose the conditions in Result 9.1 hold. Then the constitutive model of
a thermoelastic solid is frame-indifferent if and only if the functions Ψ̂
and K̂ can be expressed as

Ψ̂(F ,Θ) = Ψ(C,Θ) and K̂(F ,Θ) = K(C,Θ), (9.20)

for some functions Ψ and K, where C = F T F is the Cauchy–Green
strain tensor. In this case, the response functions P̂ and η̂m are given
by

P̂ (F ,Θ) = 2ρ0FDCΨ(C,Θ) and η̂m (F ,Θ) = −DΘΨ(C,Θ). (9.21)

Proof Assume the frame-indifference relations in (9.19) hold. Then,
using the arbitrariness of ∇X Θ, we have

Ψ̂(ΛF ,Θ) = Ψ̂(F ,Θ) and K̂(ΛF ,Θ) = K̂(F ,Θ), (9.22)

for all rotations Λ and all (F ,Θ) with detF > 0 and Θ > 0. Let
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F = RU be the right polar decomposition of F . Choosing Λ = RT in
(9.22) yields

Ψ̂(F ,Θ) = Ψ̂(U ,Θ) and K̂(F ,Θ) = K̂(U ,Θ).

Since U =
√

C we have Ψ̂(F ,Θ) = Ψ(C,Θ) and K̂(F ,Θ) = K(C,Θ),
where Ψ(C,Θ) = Ψ̂(

√
C,Θ) and K(C,Θ) = K̂(

√
C,Θ). Thus (9.19)

implies (9.20).
Conversely, assume (9.20) holds. Then, since C = F T F and ΛT Λ =

I, we immediately find that (9.19)1,3 hold since

Ψ̂(ΛF ,Θ) = Ψ(F T ΛT ΛF ,Θ) = Ψ(F T F ,Θ) = Ψ̂(F ,Θ),

and

K̂(ΛF ,Θ) = K(F T ΛT ΛF ,Θ) = K(F T F ,Θ) = K̂(F ,Θ).

Using the condition in Result 9.1 and (9.19)1 we find that (9.19)2 holds
since

η̂m (ΛF ,Θ) = −DΘΨ̂(ΛF ,Θ) = −DΘΨ̂(F ,Θ) = η̂m (F ,Θ).

From the proof of Result 7.5 we observe that the relation Ψ̂(F ,Θ) =
Ψ(C,Θ) implies

DF Ψ̂(F ,Θ) = 2FDCΨ(C,Θ). (9.23)

Using this result and the condition in Result 9.1 we find that (9.19)4

holds. In particular, using the notation F ∗ = ΛF and C∗ = F ∗T F ∗ =
C for convenience, we have

P̂ (F ∗,Θ) = ρ0DF ∗Ψ̂(F ∗,Θ)

= 2ρ0F
∗DC∗Ψ(C∗,Θ)

= Λ[2ρ0FDCΨ(C,Θ)] = ΛP̂ (F ,Θ).

Thus, under the conditions in Result 9.1, we find that (9.20) implies
(9.19). The relations in (9.21) follow from (9.20)1 and (9.23).

Remarks:

(1) Results 9.1 and 9.3 show that a thermoelastic model which com-
plies with the Clausius–Duhem inequality and the axiom of ma-
terial frame-indifference is completely defined by a free energy
function Ψ(C,Θ) and a thermal conductivity function K(C,Θ).
The function Ψ characterizes the stress, entropy, free energy and
internal energy. The function K characterizes the heat flux.
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(2) Under the conditions of Results 9.1 and 9.3 we find that Property
(2) in the definition of a thermoelastic solid is satisfied for any
free energy function Ψ. This is a straightforward consequence of
the relation in (9.21)1 and the symmetry of DCΨ. In particular,
P̂ F T = 2ρ0FDCΨF T is symmetric.

(3) Just as for elastic solids, a thermoelastic solid is said to be (me-
chanically) isotropic if the Cauchy stress field Sm is invariant
under rotations of the reference configuration (see Chapter 7).
Under the conditions of Results 9.1 and 9.3, a thermoelastic solid
is mechanically isotropic if and only if the free energy function Ψ
can be expressed in the form

Ψ(C,Θ) = Ψ̆(IC ,Θ),

for some function Ψ̆. Here IC are the principal invariants of C.
In this case, P̂ takes the form

P̂ (F ,Θ) = F [ γ0(IC ,Θ)I + γ1(IC ,Θ)C + γ2(IC ,Θ)C−1 ],

for some scalar-valued functions γ0 , γ1 and γ2 .

(4) A thermoelastic solid is said to be thermally isotropic if the
Fourier–Stokes heat flux vector field qm is invariant under
rotations of the reference configuration. Under the conditions
of Result 9.3, a thermoelastic solid is thermally isotropic if and
only if the thermal conductivity K is an isotropic tensor function
of C in the sense of Section 1.5. In this case, K takes the form

K(C,Θ) = κ0(IC ,Θ)I + κ1(IC ,Θ)C + κ2(IC ,Θ)C−1 ,

for some scalar-valued functions κ0 , κ1 and κ2 (see Exercise 2).

9.1.5 Initial-Boundary Value Problems

An initial-boundary value problem for a thermoelastic body is a set of
equations for determining the motion ϕ and temperature Θ of a given
body subject to specified initial conditions in B at time t = 0, and
boundary conditions on ∂B at times t ≥ 0. We typically assume B is a
bounded open set as shown in Figure 7.1. However, it is also useful in
applications to consider unbounded open sets such as the exterior of the
region shown in the figure, or the whole of Euclidean space.
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A standard initial-boundary value problem for a thermoelastic body
with reference configuration B is the following: Find ϕ : B×[0, T ] → IE3

and Θ : B × [0, T ] → IR such that

ρ0ϕ̈ = ∇X · P + ρ0bm in B × [0, T ]

ρ0Θη̇m + ∇X · Q = ρ0R in B × [0, T ]

ϕ = g in Γd × [0, T ]

PN = h in Γσ × [0, T ]

Θ = ξ in Γθ × [0, T ]

Q · N = ζ in Γq × [0, T ]

ϕ(·, 0) = X in B

ϕ̇(·, 0) = V0 in B

Θ(·, 0) = Θ0 in B.

(9.24)

In the above system, Γd and Γσ are subsets of ∂B with the properties
Γd ∪ Γσ = ∂B and Γd ∩ Γσ = ∅, Γθ and Γq are subsets of ∂B with similar
properties, ρ0 is the reference mass density, bm is a material body force
field per unit reference mass, R is a material heat supply field per unit
reference mass, N is the unit outward normal field on ∂B, and g, h, ξ,
ζ, V0 and Θ0 are prescribed fields. The first Piola–Kirchhoff stress P ,
material heat flux Q and material entropy ηm are related to ϕ and Θ
through frame-indifferent constitutive relations of the form

P = 2ρ0FDCΨ(C,Θ), ηm = −DΘΨ(C,Θ),

Q = −K(C,Θ)∇X Θ,

where Ψ(C,Θ) is the free energy response function, K(C,Θ) is the ther-
mal conductivity function and C = F T F is the Cauchy–Green strain
tensor.

Equation (9.24)1 is the balance of linear momentum equation, (9.24)2

is the reduced balance of energy equation (Result 9.2), (9.24)3 is a mo-
tion boundary condition on Γd , (9.24)4 is a traction boundary condition
on Γσ , (9.24)5 is a temperature boundary condition on Γθ , (9.24)6 is a
heat flux boundary condition on Γq , (9.24)7 is an initial condition for
the motion ϕ, (9.24)8 is an initial condition for the material velocity ϕ̇
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and (9.24)9 is an initial condition for the temperature Θ. In general, the
initial conditions should be compatible with the boundary conditions at
time t = 0.

Remarks:

(1) The system in (9.24) is a coupled, nonlinear initial-boundary
value problem for ϕ and Θ. Existence and uniqueness of so-
lutions on finite time intervals [0, T ], where T depends on the
problem, can be proved under suitable assumptions on the con-
stitutive response functions, the prescribed initial and boundary
data, the domain B and the subsets Γd , Γσ , Γθ and Γq . As in the
case of (isothermal) elastic solids, questions of existence for all
time are difficult. Numerical approximation is generally required
to obtain quantitative information about solutions.

(2) The quantity h appearing in (9.24)4 is a prescribed traction field
for the first Piola–Kirchhoff stress. It corresponds to the external
force on the current boundary expressed per unit area of the ref-
erence boundary. The quantity ζ appearing in (9.24)6 represents
a specified flux for the material heat flux vector field. It corre-
sponds to the rate of heat transfer across the current boundary
expressed per unit area of the reference boundary. Because physi-
cally meaningful forces and fluxes are typically expressed per unit
area of the current boundary, expressions for h and ζ typically
depend on the motion ϕ. In particular, surface area elements in
the current and reference configurations are related through ϕ

(see Section 4.6).

(3) More general mechanical boundary conditions may be considered
with (9.24). For example, ϕi(X, t) may be specified for all X ∈ Γi

d

(i = 1, 2, 3), and Pij (X, t)Nj (X) may be specified for all X ∈ Γi
σ

(i = 1, 2, 3), where Γi
d and Γi

σ are subsets of ∂B with the properties
Γi

d ∪ Γi
σ = ∂B and Γi

d ∩ Γi
σ = ∅ for each i = 1, 2, 3. Thus, various

components of the motion or traction may be specified at each
point of the boundary.

(4) Any time-independent solution of (9.24) is called a thermo-
elastic equilibrium of the body. Such equilibria must satisfy
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the nonlinear boundary-value problem

∇X · P + ρ0bm = 0 in B

∇X · Q − ρ0R = 0 in B

ϕ = g in Γd

PN = h in Γσ

Θ = ξ in Γθ

Q · N = ζ in Γq .

(9.25)

Whereas (9.24) typically has a unique solution, we expect (9.25)
to have genuinely non-unique solutions in various circumstances,
just as in the purely elastic case.

9.2 Linearization of Thermoelasticity Equations

As in the purely elastic case, the equations governing the motion of a
thermoelastic solid are too complex to solve exactly for most constitutive
models of interest. Hence approximations are sometimes made in order
to simplify them. Here we use the technique of linearization to derive
an approximate system of balance equations appropriate for describing
small disturbances from a uniform reference state.

9.2.1 Preliminaries

Consider a thermoelastic body with uniform mass density ρ0(X) = ρ∗
(constant) and uniform temperature Θ(X, 0) = Θ∗ (constant) at rest
in a reference configuration B. Let P̂ (F ,Θ), η̂m (F ,Θ) and K̂(F ,Θ)
denote the stress, entropy and thermal conductivity response functions
for the body. Assume these functions satisfy the conditions in Results
9.1 and 9.3, and assume the reference configuration is uniform and stress-
free in the sense that

P̂ (I,Θ∗) = O, η̂m (I,Θ∗) = η∗, K̂(I,Θ∗) = K∗, (9.26)

where η∗ is a given scalar (constant) and K∗ is a given positive semi-
definite tensor (constant).

Suppose the body is subject to a body force, heat supply, and bound-
ary and initial conditions as given in (9.24). Assuming bm , g, h, V0 and
R, ξ, ζ, Θ0 are all small in the sense that

|bm (X, t)|, |g(X, t) − X|, |h(X, t)|, |V0(X)| = O(ε), (9.27)
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and

|R(X, t)|, |ξ(X, t) − Θ∗|, |ζ(X, t)|, |Θ0(X) − Θ∗| = O(ε), (9.28)

for some small parameter 0 ≤ ε � 1, it is reasonable to expect that the
body will deviate only slightly from its reference state in the sense that

|ϕ(X, t) − X|, |Θ(X, t) − Θ∗| = O(ε). (9.29)

Indeed, if ε = 0, then equations (9.24) are satisfied by ϕ(X, t) = X and
Θ(X, t) = Θ∗ for all X ∈ B and t ≥ 0.

Our goal here is to derive a set of simplified equations to describe
processes satisfying (9.29) under the assumptions (9.26), (9.27) and
(9.28). We discuss initial-boundary value problems for these equations
and study some implications of the axiom of material frame-indifference
and the assumption of isotropy.

9.2.2 Linearized Equations, Thermoelasticity Tensors

In view of (9.27) we assume that bm , g, h and V0 can all be expressed
in the form

bε
m = εb(1)

m , gε = X + εg(1) , hε = εh(1) , V ε
0 = εV

(1)
0 ,

for some functions b
(1)
m , g(1) , h(1) and V

(1)
0 . Similarly, in view of (9.28)

we assume that R, ξ, ζ and Θ0 can all be expressed in the form

Rε = εR(1) , ξε = Θ∗ + εξ(1) , ζε = εζ(1) , Θε
0 = Θ∗ + εΘ(1)

0 ,

for some functions R(1) , ξ(1) , ζ(1) and Θ(1)
0 . Then, in accord with (9.29),

we seek power series expansions for ϕ and Θ of the form

ϕε = X + εu(1) + O(ε2) and Θε = Θ∗ + εΘ(1) + O(ε2), (9.30)

where u(1) and Θ(1) are unknown fields.
We next derive partial differential equations for the first-order dis-

placement disturbance u(1) and temperature disturbance Θ(1). From
(9.24)1 we deduce that ϕε satisfies the balance of linear momentum
equation

ρ∗ϕ̈
ε = ∇X · P ε + ρ∗b

ε
m , (9.31)

where P ε is the stress field given by P ε = P̂ (F ε ,Θε). Here F ε is the
deformation gradient field associated with ϕε , namely

F ε = ∇X ϕε = I + ε∇X u(1) + O(ε2).
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Similarly, from (9.24)2 we deduce that Θε satisfies the balance of energy
equation

ρ∗Θε η̇ε
m + ∇X · Qε = ρ∗R

ε, (9.32)

where ηε
m is the material entropy field given by ηε

m = η̂m (F ε ,Θε) and Qε

is the material heat flux field given by Qε = −K̂(F ε ,Θε)∇X Θε . Here
∇X Θε is the gradient field associated with Θε , namely

∇X Θε = ε∇X Θ(1) + O(ε2).

The following definition will be helpful in simplifying (9.31) and (9.32).

Definition 9.4 Let P̂ (F ,Θ) and η̂m (F ,Θ) be the stress and entropy
response functions for a thermoelastic body. Then the fourth-order elas-
ticity tensor for the body is

A∗ =
∂P̂

∂F
(I,Θ∗) or A∗

ijkl =
∂P̂ij

∂Fkl
(I,Θ∗),

the second-order thermal stress tensor is

D∗ =
∂P̂

∂Θ
(I,Θ∗) or D∗

ij =
∂P̂ij

∂Θ
(I,Θ∗),

and the scalar entropy parameter is

β∗ =
∂η̂m

∂Θ
(I,Θ∗).

Expanding the stress response function P̂ (F ε ,Θε) in a Taylor series
about ε = 0 we get

P̂ij (F ε ,Θε) = P̂ij

∣∣∣
ε=0

+ ε
[∂P̂ij

∂Fkl

∂F ε
kl

∂ε
+

∂P̂ij

∂Θ
∂Θε

∂ε

]∣∣∣
ε=0

+ O(ε2).

Using the stress-free assumption P̂ (I,Θ∗) = O together with the above
definition we get

P̂ (F ε ,Θε) = ε[A∗(∇X u(1)) + D∗Θ(1)] + O(ε2). (9.33)

When we substitute (9.33) into (9.31) and retain only those terms
involving the first power of ε we obtain

ρ∗ü
(1) = ∇X · [A∗(∇X u(1)) + D∗Θ(1)] + ρ∗b

(1)
m .

This is the linearized version of the balance of linear momentum equation
(9.24)1.



9.2 Linearization of Thermoelasticity Equations 373

Expanding the entropy response function η̂m (F ε ,Θε) in a Taylor series
about ε = 0 we get

η̂m (F ε ,Θε) = η̂m

∣∣∣
ε=0

+ ε
[ ∂η̂m

∂Fkl

∂F ε
kl

∂ε
+

∂η̂m

∂Θ
∂Θε

∂ε

]∣∣∣
ε=0

+ O(ε2).

Using the Maxwell relation (9.13), together with (9.26)2 and Definition
9.4, we find

η̂m (F ε ,Θε) = η∗ + ε
[
− 1

ρ∗
D∗ : ∇X u(1) + β∗Θ(1)

]
+ O(ε2). (9.34)

Considering the material heat flux Qε = −K̂(F ε ,Θε)∇X Θε we expand
each factor to obtain

Qε = −K̂(F ε ,Θε)∇X Θε

= −[K∗ + O(ε)][ε∇X Θ(1) + O(ε2)]

= −εK∗∇X Θ(1) + O(ε2).

(9.35)

When we substitute (9.34) and (9.35) into (9.32) and retain only those
terms involving the first power of ε we obtain

ρ∗Θ∗
[
− 1

ρ∗
D∗ : ∇X u̇(1) + β∗Θ̇(1)

]
−∇X · [K∗∇X Θ(1)] = ρ∗R

(1) ,

and rearranging terms gives

ρ∗Θ∗β∗Θ̇(1) = ∇X · [K∗∇X Θ(1)] + Θ∗D∗ : ∇X u̇(1) + ρ∗R
(1) .

This is the linearized version of the balance of energy equation (9.24)2.
Similar considerations can be used to obtain linearized versions of the
boundary and initial conditions in (9.24)3−9 .

Remarks:

(1) The fourth-order elasticity tensor A∗ = DF P̂ (I,Θ∗) is the same
elasticity tensor that arises in the linearization of an isothermal
elastic model (see Chapter 7). In particular, it is the derivative of
the first Piola–Kirchhoff stress response function with respect to
the deformation gradient at fixed temperature, evaluated at the
reference configuration.

(2) Under the conditions of Results 9.1 and 9.3, the elasticity tensor
A∗, thermal stress tensor D∗ and entropy parameter β∗ are com-
pletely defined by the free energy function Ψ(C,Θ) (see Exercise
3). Moreover, in this case, the tensor A∗ necessarily has major
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and minor symmetry (both right and left) and the tensor D∗ is
necessarily symmetric (see Exercise 4).

(3) Assuming η̂m satisfies the condition of Result 9.1, we find that the
entropy parameter β∗ is related to the specific heat α∗ = α(I,Θ∗).
In particular, we have η̂m (F ,Θ) = −∂Ψ̂/∂Θ(F ,Θ), and from
(9.14) we have α(F ,Θ) = −Θ∂2Ψ̂/∂Θ2(F ,Θ), which implies

α∗ = −Θ∗
∂2Ψ̂
∂Θ2 (I,Θ∗) = Θ∗β∗.

9.2.3 Initial-Boundary Value Problems

Linearization of (9.24) leads to the following initial-boundary value prob-
lem for the first-order displacement and temperature disturbances in a
thermoelastic solid: Find u(1) : B× [0, T ] → V and Θ(1) : B× [0, T ] → IR

such that

ρ∗ü
(1) = ∇X · [A∗(∇X u(1)) + D∗Θ(1)] + ρ∗b

(1)
m in B × [0, T ]

ρ∗α∗Θ̇(1) = ∇X · [K∗∇X Θ(1)]

+ Θ∗D∗ : ∇X u̇(1) + ρ∗R
(1) in B × [0, T ]

u(1) = g(1) in Γd × [0, T ]

[A∗(∇X u(1)) + D∗Θ(1)]N = h(1) in Γσ × [0, T ]

Θ(1) = ξ(1) in Γθ × [0, T ]

K∗∇X Θ(1) · N = −ζ(1) in Γq × [0, T ]

u(1)(·, 0) = 0 in B

u̇(1)(·, 0) = V
(1)

0 in B

Θ(1)(·, 0) = Θ(1)
0 in B.

(9.36)
The above equations are typically called the Linearized Thermo-

elastodynamics Equations. They are an approximation to the system
in (9.24) that are appropriate for describing small deviations from a uni-
form, stress-free reference state in a thermoelastic solid. In the above
system, Γd and Γσ are subsets of ∂B with the properties Γd ∪ Γσ = ∂B

and Γd ∩ Γσ = ∅, Γθ and Γq are subsets of ∂B with similar properties,
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ρ∗ is the reference mass density, Θ∗ is the reference temperature, α∗ is
the reference specific heat, A∗ is the elasticity tensor, D∗ is the thermal
stress tensor, K∗ is the thermal conductivity tensor, N is the unit out-
ward normal field on ∂B, and b

(1)
m , g(1) , h(1) , V

(1)
0 , R(1) , ξ(1) , ζ(1) and

Θ(1)
0 are prescribed disturbance fields. Any of the more general bound-

ary conditions discussed in connection with (9.24) can also be considered
for (9.36).

Remarks:

(1) The system in (9.36) is a coupled, linear initial-boundary value
problem for the disturbance fields u(1) and Θ(1). This system
has a unique solution in any given time interval [0, T ] under mild
assumptions on the tensors A∗, D∗ and K∗, the prescribed initial
and boundary data, the domain B, and the subsets Γd , Γσ , Γθ and
Γq .

(2) When D∗ = O the system in (9.36) decouples. In particular, u(1)

satisfies the equation of linearized isothermal elasticity indepen-
dent of Θ(1), and Θ(1) satisfies a standard, time-dependent heat
equation independent of u(1) (see Exercise 5). When D∗ �= O

the system does not decouple in general.

(3) Any time-independent solution of (9.36) must satisfy the linear
boundary-value problem

∇X · [A∗(∇X u(1)) + D∗Θ(1)] + ρ∗b
(1)
m = 0 in B

u(1) = g(1) in Γd

[A∗(∇X u(1)) + D∗Θ(1)]N = h(1) in Γσ ,

∇X · [K∗∇X Θ(1)] + ρ∗R
(1) = 0 in B

Θ(1) = ξ(1) in Γθ

K∗∇X Θ(1) · N = −ζ(1) in Γq .

These equations are typically called the Linearized Thermo-
elastostatics Equations. The system for Θ(1) is a steady-state
heat equation which can be solved independently of u(1) . The
system for u(1) has the same form as the linearized isothermal
elastostatics equations, but with a superimposed thermal stress
field D∗Θ(1).

(4) The tensors A∗, D∗ and K∗ take simple forms when the under-
lying model is isotropic. In particular, the linearization of any
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mechanically and thermally isotropic model gives

A∗(H) = λ∗(tr H)I + 2µ∗ sym(H), ∀H ∈ V2 ,

D∗ = m∗I, K∗ = κ∗I,

where λ∗ and µ∗ are the Lamé constants, m∗ is the thermal
stress coefficient and κ∗ is the thermal conductivity for the
material (see Exercises 6 and 7).

(5) Assuming A∗ has minor symmetry (both right and left), and that
D∗ is symmetric, the linearized first Piola–Kirchhoff stress field
is itself symmetric and is given by

P (1) = A∗(E(1)) + D∗Θ(1) , (9.37)

where E(1) = sym(∇X u(1)) is the infinitesimal strain field asso-
ciated with u(1) . Assuming the above equation can be solved for
E(1) we get

E(1) = G∗(P (1)) + H∗Θ(1) ,

where G∗ is called the compliance tensor and H∗ the thermal
strain tensor. Notice that D∗Θ(1) gives the stress in the absence
of strain, whereas H∗Θ(1) gives the strain in the absence of stress
(see Exercise 8). The linear thermoelastic constitutive relation
(9.37) is typically called the Duhamel–Neumann model.

(6) In view of (9.30)1 we see that the difference between the fixed ref-
erence configuration B and the current configuration Bt = ϕt(B)
is first-order in ε for all t ≥ 0. For this reason, the distinction
between spatial and material coordinates is typically ignored in
(9.36). Moreover, from (9.30)2 we see that the field Θ(1) measures
deviations from the uniform reference temperature Θ∗. Thus Θ(1)

is not an absolute temperature field and can take positive and
negative values.
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General accounts of the theory of thermoelasticity can be found in
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and stability in the linearized theory can be found in Dafermos (1968)
and Day (1985). Similar analyses for the nonlinear theory can be found
in Racke and Jiang (2000) and Slemrod (1981). An introduction to nu-
merical finite element methods for thermoelasticity used in engineering
practice is given in Nicholson (2003).

Exercises

9.1 Consider a more general constitutive model for a thermoelastic
solid of the form

P = P̂ (F ,Θ, g), Q = Q̂(F ,Θ, g),

ηm = η̂m (F ,Θ, g), Ψ = Ψ̂(F ,Θ, g),

where F = ∇X ϕ and g = ∇X Θ. Show that such a model
satisfies the Clausius–Duhem inequality if and only if all the
following are true:

(i) P̂ , η̂m and Ψ̂ are independent of g,

(ii) P̂ (F ,Θ) = ρ0DF Ψ̂(F ,Θ) and η̂m (F ,Θ) = −DΘΨ̂(F ,Θ),

(iii) Q̂(F ,Θ, g) · g ≤ 0 for all admissible (F ,Θ, g).

9.2 Consider a thermoelastic body with material and Fourier–Stokes
heat flux vector fields given by

Q = Q̂(F ,Θ, g), qm = q̂m (F ,Θ, g),

where g = ∇X Θ. By definition, such a body is thermally
isotropic if

q̂m (FΛ,Θ,ΛT g) = q̂m (F ,Θ, g),

for all rotation tensors Λ and all (F ,Θ, g) with detF > 0 and
Θ > 0.

(a) Assuming Q̂(F ,Θ, g) = −K(C,Θ)g, where C = F T F , find
an expression for q̂m (F ,Θ, g).

(b) Show that a thermoelastic solid is thermally isotropic if and
only if the thermal conductivity function K takes the form

K(C,Θ) = κ0(IC ,Θ)I + κ1(IC ,Θ)C + κ2(IC ,Θ)C−1 ,

for some scalar-valued functions κ0 , κ1 and κ2 .
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9.3 Consider a thermoelastic body with response functions satisfy-
ing the conditions of Results 9.1 and 9.3. Suppose the body
has a reference configuration with uniform mass density ρ∗ and
uniform temperature Θ∗. Moreover, suppose the free energy
response function is of the form

Ψ(C,Θ) =
1
2
G : J(G) + ϑM : G − 1

2
cϑ2 ,

where J is a constant fourth-order tensor with major and minor
symmetry (both right and left), M is a constant, symmetric
second-order tensor, c > 0 is a constant scalar, G = 1

2 (C − I)
is the Green–St. Venant strain tensor and ϑ = Θ − Θ∗ is the
temperature deviation.

(a) Show that the response functions P̂ and η̂m corresponding
to Ψ are

P̂ (F ,Θ) = ρ∗F [J(G) + ϑM ],

η̂m (F ,Θ) = cϑ − M : G.

Moreover, verify that the reference configuration is stress-free.

(b) Show that the elasticity tensor A∗, thermal stress tensor D∗
and entropy parameter β∗ corresponding to Ψ are given by

A∗ = ρ∗J, D∗ = ρ∗M , β∗ = c.

9.4 Consider a stress response function of the form P̂ (F ,Θ) =
ρ∗DF Ψ̂(F ,Θ), where Ψ̂(F ,Θ) = Ψ(C,Θ). Assuming a stress-
free reference state, show that the elasticity tensor A∗ and the
thermal stress tensor D∗ satisfy

A∗
ijkl = ρ∗

∂2Ψ̂
∂Fij∂Fkl

(I,Θ∗) = 4ρ∗
∂2Ψ

∂Cij∂Ckl
(I,Θ∗),

and

D∗
ij = ρ∗

∂2Ψ̂
∂Θ∂Fij

(I,Θ∗) = 2ρ∗
∂2Ψ

∂Θ∂Cij
(I,Θ∗).

Deduce that A∗ necessarily has major and minor symmetry
(both right and left) and that D∗ is necessarily symmetric.

9.5 Assuming no coupling (D∗ = O), consider the linearized ther-
moelastodynamics equation for the temperature disturbance in
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a thermoelastic body with reference configuration B = {X ∈
IE3 | 0 < Xi < 1}, namely

ρ∗α∗Θ̇(1) = ∇X · [K∗∇X Θ(1)] + ρ∗R
(1) in B × [0, T ]

Θ(1) = ξ(1) in Γθ × [0, T ]
K∗∇X Θ(1) · N = −ζ(1) in Γq × [0, T ]
Θ(1)(·, 0) = Θ(1)

0 in B.

Suppose that there is no heat supply, so R(1) = 0, that the body
is thermally isotropic, so K∗ = κ∗I, and that the temperature
disturbance vanishes on the entire boundary, so ξ(1) = 0, Γθ =
∂B, and Γq = ∅. Moreover, assume that the initial condition
can be expanded in a Fourier sine series as

Θ(1)
0 (X) =

∞∑
k1 ,k2 ,k3 =1

Ak1 k2 k3 sin(k1πX1) sin(k2πX2) sin(k3πX3),

where Ak1 k2 k3 are scalar constants. Use separation of variables
to find the temperature disturbance field Θ(1)(X, t) for all X ∈
B and t ≥ 0.

9.6 Show that the linearized balance of momentum and energy equa-
tions for a mechanically and thermally isotropic body take the
forms

ρ∗ü
(1) = µ∗∆X u(1) + (λ∗ + µ∗)∇X (∇X · u(1))

+ m∗∇X Θ(1) + ρ∗b
(1)
m ,

ρ∗α∗Θ̇(1) = κ∗∆X Θ(1) + Θ∗m∗∇X · u̇(1) + ρ∗R
(1) ,

where ρ∗ is the mass density, Θ∗ is the reference temperature,
α∗ is the specific heat, λ∗ and µ∗ are the Lamé constants, m∗ is
the thermal stress coefficient and κ∗ is the thermal conductivity.

9.7 Assuming no body force and no heat supply, consider the equa-
tions for a fully isotropic body derived in Exercise 6, namely

ü(1) = µ∆X u(1) + (λ + µ)∇X (∇X · u(1)) + m∇X Θ(1) ,

Θ̇(1) = κ∆X Θ(1) + ν∇X · u̇(1) ,
(9.38)

where λ = λ∗/ρ∗, µ = µ∗/ρ∗, m = m∗/ρ∗, κ = κ∗/(ρ∗α∗) and
ν = Θ∗m∗/(ρ∗α∗). We suppose m �= 0 and ν �= 0 so that the
equations are fully coupled. Here we study plane progressive
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wave solutions of the form

u(1)(X, t) = σaei(γk·X−ωt) ,

Θ(1)(X, t) = τei(γk·X−ωt) ,
(9.39)

where a and k are unit vectors called the direction of displace-
ment and propagation, σ and τ are real constants called the dis-
placement and thermal amplitude coefficients, i =

√
−1 is the

pure imaginary unit, γ is a real constant called the wave num-
ber and ω is a complex constant called the wave frequency. The
wavelength is given by 2π/γ, wave period is given by 2π/Re(ω)
and wave speed is given by Re(ω)/γ. The imaginary part Im(ω)
is called the amplification rate. The solution amplitude decays,
remains constant or grows in time according to whether Im(ω)
is negative, zero or positive.

(a) Show that the functions in (9.39) satisfy (9.38) if and only
if a, k, γ, ω, σ, τ satisfy

ω2σa = γ2σ[µa + (λ + µ)(a · k)k] − imγτk,

(κγ2 − iω)τ = νγωσ(a · k).

Notice that these equations are satisfied by the trivial wave de-
fined by σ = 0 and τ = 0.

(b) Given k, γ �= 0 show that non-trivial waves with a · k = 0
(transverse waves) exist if and only if

ω2 = µγ2 .

In this case τ = 0 and there is no restriction on σ.

(c) Given k, γ �= 0 show that non-trivial waves with a · k = 1
(longitudinal waves) exist if and only if ω is a solution of the
cubic equation

[ω2 − γ2(λ + 2µ)](κγ2 − iω) + imνγ2ω = 0.

In this case σ and τ are any non-trivial solution of(
ω2 − γ2(λ + 2µ) imγ

−νγω κγ2 − iω

){
σ

τ

}
=
{

0
0

}
.

Remark: The above results show that transverse waves are inde-
pendent of thermal effects, whereas longitudinal waves are not.
In particular, the result in (b) for transverse waves is essentially
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identical to that obtained (by different means) in Chapter 7,
Exercise 15 for the isothermal case. However, the result in (c)
for longitudinal waves is different. Here, longitudinal waves are
damped in that their frequency is complex, and dispersed in
that their speed depends on wavenumber. In the isothermal
case, both transverse and longitudinal waves are undamped and
undispersed.

9.8 Consider the stress-strain relation for a linearized, isotropic,
thermoelastic solid with Lamé constants λ∗, µ∗ and thermal
stress coefficient m∗

P (1) = λ∗(tr E(1))I + 2µ∗E
(1) + m∗Θ(1)I.

Show that this relation can be inverted as

E(1) = a∗(tr P (1))I + 2b∗P
(1) + c∗Θ(1)I,

where

a∗ = − λ∗
2µ∗(3λ∗ + 2µ∗)

, b∗ =
1

4µ∗
, c∗ = − m∗

3λ∗ + 2µ∗
.

Remark: The above result shows that, when the elasticity tensor
A∗ is isotropic and the thermal stress tensor D∗ is spherical, so
are the compliance tensor G∗ and the thermal strain tensor H∗.
In this case, the thermal stress in the absence of strain is a
pressure, whereas the thermal strain in the absence of stress is
a dilatation. The constant c∗ is typically called the coefficient
of thermal expansion.

Answers to Selected Exercises

9.1 The Clausius–Duhem inequality in Lagrangian form is

ρ0(ηm Θ̇ + Ψ̇) − P : Ḟ + Θ−1Q · ∇X Θ ≤ 0.

Sufficiency of conditions (i)–(iii) follows from the result in the
text. To prove necessity we substitute the response functions
into the above expression and use the chain rule on Ψ̂ to obtain

ρ0

[
η̂m +DΘΨ̂

]
Θ̇+

[
ρ0DF Ψ̂− P̂

]
: Ḟ +ρ0DgΨ̂ · ġ+Θ−1Q̂ ·g ≤ 0.
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By definition, all the response functions are functions of (F ,Θ, g)
and are independent of (Ḟ , Θ̇, ġ). Because ġ can be varied inde-
pendently of (F ,Θ, g), we deduce that the coefficient of ġ in the
above inequality must vanish, that is

DgΨ̂ = 0.

Otherwise, we could take ġ to be a large positive multiple of
DgΨ̂ and thereby cause the inequality to be violated. By similar
arguments we find that the coefficients of Ḟ and Θ̇ must also
vanish, that is

[ρ0DF Ψ̂ − P̂ ] = O and [η̂m + DΘΨ̂] = 0.

Substituting these results into the above inequality we obtain,
after multiplication by Θ

Q̂ · g ≤ 0.

From this we deduce that conditions (i)–(iii) are necessary.

9.3 (a) We have P̂ (F ,Θ) = 2ρ∗FDCΨ(C,Θ). To compute the deriva-
tive of Ψ, let C be given and consider the function C(α) =
C +αB, where α ∈ IR and B is an arbitrary second-order tensor.
Then DCΨ(C,Θ) is defined by the relation

DCΨ(C,Θ) : B =
d

dα
Ψ(C(α),Θ)

∣∣∣
α=0

, ∀B ∈ V2 . (9.40)

From the definition of Ψ(C,Θ) we have

Ψ(C(α),Θ) =
1
2
G(α) : J(G(α)) + ϑM : G(α) − 1

2
cϑ2 ,

where G(α) = 1
2 (C(α) − I). Differentiation with respect to α

(denoted by a prime) gives

d

dα
Ψ(C(α),Θ) = J(G(α)) : G′(α) + ϑM : G′(α), (9.41)

where we have used the linearity and major symmetry of J. Com-
bining (9.40) and (9.41), and using the definition of G(α), we get

DCΨ(C,Θ) : B = 1
2 J(G) : B + 1

2 ϑM : B, ∀B ∈ V2 ,

which implies DCΨ(C,Θ) = 1
2 J(G) + 1

2 ϑM . Thus we obtain

P̂ (F ,Θ) = 2ρ∗FDCΨ(C,Θ) = ρ∗F [J(G) + ϑM ].
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The result for the entropy response function is a straightforward
consequence of the relation η̂m (F ,Θ) = −DΘΨ(C,Θ). In the
reference configuration we have F = I and Θ = Θ∗, which gives
G = O and ϑ = 0. Thus P̂ (I,Θ∗) = O and the reference
configuration is stress-free.

(b) We have A∗ = DF P̂ (I,Θ∗). To compute the derivative at
F = I, consider the function F (α) = I + αB, where α ∈ IR and
B is an arbitrary second-order tensor. Then by definition of the
derivative we have

A∗(B) =
d

dα
P̂ (F (α),Θ∗)

∣∣∣
α=0

, ∀B ∈ V2 . (9.42)

Using the result from (a), and the facts that G(α) = 1
2 (C(α)−I)

and C(α) = F (α)T F (α), we find

A∗(B) =
[
ρ∗F

′(α)J(G(α)) + ρ∗F (α)J(G′(α))
]∣∣∣

α=0

= ρ∗J(sym(B))

= ρ∗J(B),

where the last line follows from the right minor symmetry of J.
From this we deduce A∗ = ρ∗J. The results for D∗ and β∗ follow
by direct differentiation of P̂ and η̂m with respect to Θ.

9.5 Since K∗ = κ∗I we have

∇X · [K∗∇X Θ(1)] = ∇X · [κ∗∇X Θ(1)] = κ∗∆X Θ(1) .

After dividing by ρ∗α∗ the equations to be solved are

Θ̇(1) = κ∆X Θ(1) , 0 < Xi < 1, t ≥ 0,

Θ(1) = 0, Xi = 0, 1, t ≥ 0,

Θ(1) = Θ(1)
0 , 0 < Xi < 1, t = 0,

where κ = κ∗/(ρ∗α∗). We seek a solution of the form

Θ(1)(X1 ,X2 ,X3 , t) = G1(X1)G2(X2)G3(X3)Γ(t).

Upon substitution into the differential equation we find

Γ′G1G2G3 = κΓ[G′′
1 G2G3 + G1G

′′
2 G3 + G1G2G

′′
3 ],

which implies

Γ′

Γ
= κ

[
G′′

1

G1
+

G′′
2

G2
+

G′′
3

G3

]
. (9.43)
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In order for the above equation to hold for all possible values of
Xi and t we deduce that each term must be constant. Considering
each term on the right-hand side of (9.43) we have

G′′
i

Gi
= −ω2

i ,

where the form of the constant is motivated by the boundary
conditions

Gi = 0 at Xi = 0, 1.

The above equations for Gi constitute a regular eigenvalue prob-
lem. Using standard techniques we find a family of independent
solutions (eigenfunctions) of the form

Gi = sin(kiπXi), ωi = kiπ,

where ki ≥ 1 is an integer. Thus there is a family of solutions
for each Gi (i = 1, 2, 3). Substituting these solutions into (9.43)
then yields the equation

Γ′ = −κ[ω2
1 + ω2

2 + ω2
3 ]Γ,

whose general solution is

Γ = Ck1 k2 k3 e
−(k 2

1 +k 2
2 +k 2

3 )π 2 κt ,

where Ck1 k2 k3 is a constant. Each choice of k1 , k2 and k3 yields an
independent solution for Θ(1). Thus by superposition we arrive
at the following general solution

Θ(1)(X, t) =
∞∑

k1 =1

∞∑
k2 =1

∞∑
k3 =1

Ck1 k2 k3 e
−(k 2

1 +k 2
2 +k 2

3 )π 2 κt

· sin(k1πX1) sin(k2πX2) sin(k3πX3).

The arbitrary constants Ck1 k2 k3 are determined by the initial con-
dition. In particular, at time t = 0 the above expression gives,
using a single summation sign for convenience,

Θ(1)(X, 0) =
∞∑

k1 ,k2 ,k3 =1

Ck1 k2 k3 sin(k1πX1) sin(k2πX2) sin(k3πX3).

Thus the initial condition is satisfied by taking Ck1 k2 k3 = Ak1 k2 k3 ,
which completes the solution.
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9.7 (a) From the expression for u(1)(X, t) and the fact that k is a unit
vector we get

∆X u(1) = −γ2σaei(γk·X−ωt) , ∇X ·u(1) = iγσ(a ·k)ei(γk·X−ωt) ,

∇X (∇X · u(1)) = −γ2σ(a · k)kei(γk·X−ωt) ,

ü(1) = −ω2σaei(γk·X−ωt) , ∇X · u̇(1) = γωσ(a · k)ei(γk·X−ωt) .

In a similar manner, from the expression for Θ(1)(X, t) we find

∇X Θ(1) = iγτkei(γk·X−ωt) , ∆X Θ(1) = −γ2τei(γk·X−ωt) ,

Θ̇(1) = −iωτei(γk·X−ωt) .

Substituting the above results into the differential equations and
canceling the exponential factors gives

ω2σa = γ2σ[µa + (λ + µ)(a · k)k] − imγτk,

(κγ2 − iω)τ = νγωσ(a · k),
(9.44)

which establishes the result.

(b) Given k, γ �= 0 we assume a · k = 0. Then from (9.44) we
obtain, after taking the dot product of (9.44)1 with a and then k

(ω2 − µγ2)σ = 0, imγτ = 0, (κγ2 − iω)τ = 0.

Since mγ �= 0 the second equation holds if and only if τ = 0, and
the third equation is also satisfied. Inspection of the first equation
shows that a non-trivial wave exists if and only if ω2 = µγ2 , in
which case σ can be arbitrary.

(c) Given k, γ �= 0 we assume a · k = 1, or equivalently a =
k. Then from (9.44) we obtain, after taking the dot product of
(9.44)1 with k

ω2σ = γ2(λ + 2µ)σ − imγτ, (κγ2 − iω)τ = νγωσ.

This is a homogeneous, square, linear system for σ and τ . In
matrix form we have(

ω2 − γ2(λ + 2µ) imγ

−νγω κγ2 − iω

){
σ

τ

}
=
{

0
0

}
.

Thus non-trivial waves exist if and only if

det
(

ω2 − γ2(λ + 2µ) imγ

−νγω κγ2 − iω

)
= 0.
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Šilhavý, M., The Mechanics and Thermodynamics of Continuous Media,
Springer-Verlag (1997).

Simmonds, J.G., A Brief on Tensor Analysis, Second Edition,
Springer-Verlag (1994).

Simo, J.C. and Hughes, T.J.R., Computational Inelasticity, Springer-Verlag
(1998).

Slemrod, M., Global existence, uniqueness and asymptotic stability of
classical smooth solutions in one-dimensional non-linear
thermoelasticity, Archive for Rational Mechanics and Analysis 76
(1981) 97–134.

Sokolnikoff, I.S., Tensor Analysis: Theory and Applications, Wiley (1951).

Spencer, A.J.M., Continuum Mechanics, Dover (1992).

Stoker, J.J., Water Waves: The Mathematical Theory with Applications,
Interscience (1957).

Temam, R., Navier–Stokes Equations: Theory and Numerical Analysis,
North-Holland (1984).

Truesdell, C., A First Course in Rational Continuum Mechanics, Volume 1,
Second Edition, Academic Press (1991).

Truesdell, C., Rational Thermodynamics, Second Edition, Springer-Verlag
(1984).

Truesdell, C. and Noll, W., The Non-Linear Field Theories of Mechanics, in
Handbuch der Physik 3(3), Springer-Verlag (1965).

Truesdell, C. and Toupin, R.A., The Classical Field Theories, in Handbuch
der Physik 3(1), Springer-Verlag (1960).

Whitham, G.B., Linear and Nonlinear Waves, Wiley (1974).

White, F.M., Viscous Fluid Flow, Third Edition, McGraw-Hill (2006).



Index

acceleration, 132
acoustic equations, 244
adiabatic, 336, 364
admissible, 114
Archimedes’ Principle, 97
atoms, 75, 167, 169, 172, 176, 177

balance law, 169, 221, 271, 324, 355
integral form, 170
local form, 179

Bernoulli’s Theorem, 229, 233, 239, 241,
336

bifurcation, 302
biharmonic equation, 259
boundary condition, 89

compressible Newtonian fluid, 346,
347, 350

elastic fluid, 238, 239
elastic solid, 278
ideal fluid, 227, 228
Newtonian fluid, 251, 252, 260, 350
perfect gas, 330
thermoelastic solid, 368

boundary layer, 248
boundary-value problem

elastic fluid, 243
elastic solid, 279
ideal fluid, 234, 257
linearized elastic solid, 291
linearized thermoelastic solid, 375
thermoelastic solid, 370

buckling, 279

Cauchy’s Laws of Motion, 95
Cauchy’s Lemma, 95
Cauchy’s Postulate, 79, 95
Cauchy’s Theorem, 82, 95
Cauchy–Green strain tensor, 120, 273,

365, 368
Cayley–Hamilton Theorem, 25

Center of Mass Theorem, 209
change of variables, 136

surface, 141
volume, 137

characteristic polynomial, 23
circulation, 57
Clausius–Duhem inequality, 177, 178,

187, 197, 205, 287, 325, 327, 331,
338, 343, 355, 356, 359, 361, 366

reduced, 188, 197
Clausius–Planck inequality, 177
compatibility conditions, 309

Beltrami–Michell, 311
compression, 90
configuration, 75, 112

deformed, 113
equilibrium, 279
reference, 113
rest, 279

connected, 230
simply, 230

conservation law, 256, 329, 347
constitutive equations, 89, 112, 167,

189, 198
isothermal fluid, 221
isothermal solid, 271
thermal fluid, 324
thermal solid, 355

constraint, 202
internal, 202
material, 202

continuum, 75
coordinates

Euclidean space, 5
Eulerian, 179
Lagrangian, 179
material, 112, 113, 179, 291, 376
spatial, 112, 113, 179, 291, 376

curl, 52
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deformation, 112
admissible, 114, 129
extension, 118
gradient, 114
homogeneous, 115
infinitesimally rigid, 128
map, 113
planar, 311
rigid, 124
rotation, 117
simple shear, 148, 149
small, 125, 126
stretch, 117
translation, 116

derivative
co-rotational, 69, 212
convective, 131
Jaumann, 69, 212
material, 112, 131
point mapping, 50
scalar field, 47
scalar-valued tensor function, 60
substantial, 131
tensor-valued tensor function, 63
total time, 130, 132
vector field, 48

determinant, 8, 10, 22, 36, 59
displacement, 99, 114
divergence

second-order tensor field, 51
vector field, 50

Divergence Theorem
second-order tensor fields, 56
vector fields, 55

Duhamel–Neumann model, 376

eigenpair, 23
eigenvalue, 23
eigenvector, 23

elastodynamics equations, 274
linearized, 290, 301

elastostatics equations, 275
linearized, 291, 301

elliptic, 291, 300, 301
energetically passive, 205, 222, 226, 237,

250, 271, 285, 358
energy, 167

dissipation, 178, 187
free, 188, 197, 205, 358, 362, 366
internal, 175, 326, 357, 358
kinetic, 174, 252, 253
potential, 176

entropy, 167, 177, 334, 358
density, 178
parameter, 372
response function, 326, 357

equations of state, 235

caloric, 327, 358, 362
thermal, 326, 357, 362

equilibrium, 75, 85–87
thermoelastic, 369

Euclidean space, 1
coordinate frame, 5
coordinates, 5
origin, 5
points, 1

Euler equations, 224
Euler’s Laws of Motion, 95
Euler–Cauchy Cut Principle, 95

field
harmonic, 66
material, 130
point mapping, 50
scalar, 46
second-order tensor, 46
spatial, 130
vector, 46

fixed point, 116
fluid

compressible Newtonian, 325, 336
elastic, 235, 236, 325, 326
ideal, 222, 226, 231, 233, 253
incompressible Newtonian, 337
Newtonian, 245, 252, 253, 358
Non-Newtonian, 302

flux, 55
force, 75, 77, 86

body, 75, 77
conservative, 231, 233, 240, 241, 252,

254, 262
external, 78
internal, 78
per unit mass, 78
surface, 75, 77–79
traction, 79

Fourier’s Law, 338, 358
frame-indifferent, 199, 200, 221, 225,

236, 249, 271, 275, 297, 325, 341,
355, 356, 364, 365

axiom, 200
material, 201

function
determinant, 22, 36, 59
exponential, 22
isotropic

representation theorems, 31
scalar-valued, 31
tensor-valued, 31

principal invariants, 24
square root, 25
trace, 21, 59

gas
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ideal, 328
perfect, 325, 358

gas dynamics equations, 328, 329
isentropic, 336

gradient
point mapping, 50
scalar field, 47
vector field, 48

heat, 170
conduction, 173, 327, 338
content, 172
convection, 173
flow, 178
flux vector, 173, 186, 327, 338
supply, 173
transfer, 173

heat equation, 212
Hooke’s Law, 114, 273, 287

incompressible, 202, 222, 225, 236, 287
index notation

dummy index, 7
free index, 7
summation convention, 6

inelastic, 302
initial condition

compressible Newtonian fluid, 346
elastic fluid, 238
elastic solid, 278
ideal fluid, 227
Newtonian fluid, 251
thermoelastic solid, 368

initial-boundary value problem
compressible Newtonian fluid, 345
elastic fluid, 238, 242
elastic solid, 277
ideal fluid, 226
linearized elastic fluid, 244
linearized elastic solid, 290
linearized thermoelastic solid, 374
Newtonian fluid, 250
perfect gas, 330
thermoelastic solid, 367

irreversible, 334, 363
irrotational, 229–231, 233, 239–241
isentropic, 335, 336, 364
isochoric, 144
isothermal, 204, 271, 324, 355, 363
isotropic, see function

elastic solid, 279
linear elastic solid, 297
mechanically, 367
thermally, 367

Jacobian, 139

kinematics, 112
Kronecker delta

δij , 8
index transposition, 8
transfer property, 8

Lamé constants, 297, 376, 379
laminar, 248, 341
Laplace’s equation, 234
Laplacian

scalar field, 54
vector field, 54

Law of Action and Reaction, 80, 95
Laws of Inertia, 77, 171
Laws of Thermodynamics

First Law, 172, 175
Second Law, 172, 176, 178

linearization, 243, 272, 288, 289, 336,
370, 371

Localization Theorem, 59

Mach number, 330, 349
mass, 75, 76, 167

center of, 77, 209
conservation, 171, 179, 190, 223
density, 76

matrix representation
change of, 21
dyadic product, 15
fourth-order tensor, 29
second-order tensor, 13
transpose, 5, 13
vector, 5

Maxwell relation, 362
mechanical energy inequality, 205, 222,

226, 237, 238, 250, 271, 285, 287,
299

Mises yield function, 102
Mohr’s circles, 95
momentum, 167

angular, 171, 183, 209, 210, 293, 326,
337, 357

linear, 171, 182, 191, 193, 223
Mooney–Rivlin model, 287
motion, 112, 128, 228
multiplier, 203, 221

Navier equation, 296
Navier–Stokes equations, 246, 247

compressible, 339, 340
Neo-Hookean model, 287
net heating, 173
net working, 174, 185, 193, 195
Newton’s Second Law, 168
norm

tensor, 45
vector, 45
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Ogden model, 287
order symbols o, O, 46

particle systems, 167
passive tracer, 228
pathline, 228
permutation symbol

εij k , 8
index transposition, 8

plasticity, 95, 302
plate theory, 302
Poincaré Inequality, 253, 261
Poisson’s ratio, 310
Polar Decomposition Theorem, 25
potential, 230, 257
power of external forces, 174
pressure, 94, 234, 245–247, 325

response function, 326
thermodynamic, 337, 339

process
closed, 205
thermo-mechanical, 204

quiescent state, 243

radiation, 173
regular region, 54
reversible, 334, 363
Reynolds number, 248, 341
Reynolds Transport Theorem, 141, 145
rigid motion, 136, 144

superposed, 199, 225, 236
rod theory, 302
rotation

angle, 37
axis, 36
rigid, 135
tensor, 17

rubber, 287, 302

scalars, 1
shear, 91, 124
shell theory, 302
shock layer, 341
shock wave, 239, 329, 341
Signorini’s Theorem, 101
skew gradient, 259
solid

elastic, 272
homogeneous elastic, 273
hyperelastic, 272, 282, 285, 287

isentropic, 364
isothermal, 363

isotropic elastic, 272, 279, 295
linear elastic, 272, 296
linear hyperelastic, 298
linear isotropic elastic, 297, 300

thermoelastic, 356
specific heat, 327, 358
Spectral Decomposition Theorem, 24
speed of sound, 235, 245, 327, 336, 349
spin, 134, 229, 230
St. Venant–Kirchhoff model, 273, 285,

287, 303
steady, 234
Stokes equations, 248
Stokes’ Theorem, 57, 229
strain, 112, 114, 126, 357

Cauchy–Green, 120, 121
energy, 99, 282, 285, 286, 298
Green–St. Venant, 303
infinitesimal, 99, 125
rate of, 112, 134
volume, 139

streamfunction, 259
streamline, 228
stress, 112, 357

active, 203, 246, 248, 249
Airy function, 312
Cauchy, 75, 82, 87, 183, 184, 211, 221,

223, 235, 245, 272, 275, 289, 293,
325, 327, 337

deviatoric, 94, 246
Eulerian, 90, 223, 235, 325
first Piola–Kirchhoff, 192, 258, 271,

272, 356
hyperelastic, 283
isotropic, 280
nominal, 192
normal, 92, 95, 350
Piola–Kirchhoff, 289, 293
plane, 91
power, 186, 211
principal, 92
reactive, 203, 223, 225, 246, 248
response function, 272, 304, 356
second Piola–Kirchhoff, 192, 272
shear, 91, 92, 95, 224, 236, 248, 252,

255, 350
spherical, 90, 94, 223, 235, 246, 325,

327
tensor, 75, 84
uniaxial, 90

stress-free, 288, 370
stress-strain relation, 273, 357
stretch, 117, 123

principal, 119
tensor, 119

subsonic, 330, 349
supersonic, 330, 349

Taylor’s Theorem
scalar fields, 48
scalar-valued tensor function, 61
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tensor-valued tensor function, 64
vector fields, 49

Taylor–Green solutions, 261
temperature, 170, 172, 357, 358
tension, 90
tensor, 2, 33

compliance, 376
elasticity, 289, 291, 293–296, 372, 373
first-order, 2
fourth-order, 27

components, 28
dyadic basis, 29
identity, 27
left minor symmetry, 30, 293
major symmetry, 30, 291, 301
positive, 291, 300, 301
right minor symmetry, 30, 294
space V4 , 28
strongly elliptic, 291, 300, 301
symmetric, 30
zero, 27

inertia, 96
second-order, 11

axial, 18
change of basis, 19
components, 13
dyadic basis, 15
identity, 11
inverse, 16
orthogonal, 16
perpendicular projection, 35
positive-definite, 16
rotation, 17
scalar product, 26
skew-symmetric, 16
space V2 , 11
symmetric, 16
transpose, 16
zero, 11

spin, 134
strain, 99
stress, 75, 84
thermal strain, 376
thermal stress, 372
thermoelasticity, 371
zeroth-order, 2

thermal conductivity, 338, 357, 376
thermal energy, 172
thermal expansion, 381
thermal stress coefficient, 376
thermoelastic equilibrium, 369
thermoelastodynamics equations, 360

linearized, 374
thermoelastostatics equations, 360

linearized, 375
torque, 75, 77, 86
trace, 21, 59

traction
force, 79
function, 80
normal, 92
shear, 92

turbulent, 248, 341

vector, 1
axial, 17
basis, 4
components, 4
dyadic product ⊗, 14, 29
orthogonal, 3
parallel, 3
projection, 4
scalar product, 3, 9
space V , 2
triple scalar product, 9
triple vector product, 10
unit, 1
vector product, 3, 9
zero, 1

velocity, 131
angular, 136

viscoelastic, 302, 307, 308
viscosity, 246, 255

bulk, 338
shear, 338

volume
center of, 77

volume-preserving, 144
vorticity, 135, 229, 350

wave
damped, 381
dispersed, 381
longitudinal, 307, 380
plane, 258, 306, 380
progressive, 306, 380
shock, 239, 329
transverse, 307, 380

wave equation, 245, 258

yield, 102
conditions, 95

Young’s modulus, 310
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Tensor Algebra

1.1 (a) a · b = 1.
(b) a × b = −13i + 5j + k.
(c) a · b × c = c · a × b = 21.
(d) a × (b × c) = (a · c)b − (a · b)c = −2i − 11j + 8k.
(e) (a × b) × c = (c · a)b − (c · b)a = i − 2j + 23k.

1.2 Let n̂ denote either of the two (oppositely oriented) unit vectors
normal to the plane Π, Γ (v) the projection of v onto Π, and T (v)
the reflection of v with respect to Π. Then

(a) Γ (v) = v − (v · n̂)n̂ = 25
6 i + 5

3 j − 5
6 k.

(b) T (v) = v − 2(v · n̂)n̂ = 16
3 i − 2

3 j + 1
3 k.

1.3 δij δij = δii = δ11 + δ22 + δ33 = 3.

1.4 We have

αv + v × a = b. (1.1)

Taking the dot product of (1.1) with a we obtain

αv · a = b · a, (1.2)

and taking the cross product of (1.1) with a we find

α(v × a) + (v × a) × a = b × a.

Upon expansion of the product (v × a)× a the above expression
becomes

α(v × a) + (a · v)a − |a|2v = b × a. (1.3)

The desired result follows from this expression upon noting that
v × a = b − αv by (1.1) and v · a = b · a/α by (1.2).

1



2 Tensor Algebra

1.5 Using an epsilon-delta identity we have

(a × b) × c = (aiei × bjej ) × ckek = εij laibj ckel × ek

= εij lεlkm aibj ckem = (δik δjm − δim δjk ) aibj ckem

= (akck )bjej − (bk ck )am em = (a · c)b − (b · c)a.

Thus λ = a · c and µ = b · c.

1.6 (a) Since n is a unit vector we have

v = (v · n)n + v − (v · n)n

= (v · n)n + (n · n)v − (v · n)n

= (v · n)n + (n × v) × n.

(b) Moreover, using dyadic notation we can write

v = (v · n)n + (n · n)v − (v · n)n

= (v · n)n + (v ⊗ n)n − (n ⊗ v)n.

1.7 (a) For arbitrary v we have

S(a ⊗ b)v = S(b · v)a

= (b · v)Sa

= ((Sa) ⊗ b)v,

which implies S(a ⊗ b) = (Sa) ⊗ b.

(b) For arbitrary v we have

(a ⊗ b)Sv = (b · Sv)a

= (ST b · v)a

= (a ⊗ ST b)v,

which implies (a ⊗ b)S = a ⊗ (ST b).

(c) For arbitrary u and v we have

u · (a ⊗ b)T v = (a ⊗ b)u · v
= (b · u)(a · v)

= u · (b ⊗ a)v,

which implies (a ⊗ b)T = (b ⊗ a).
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1.8 (a) From the triple scalar product we have(
(a × b) × (b × c)

)
· (c × a)

=
(
(a · b × c)b − (b · b × c)a

)
· (c × a)

= (a · b × c)2 ,

which shows that {a× b, b× c, c×a} are linearly independent if
and only if {a, b, c} are.

(b) Since {a×b, b×c, c×a} is a basis any vector v can be written
as

v = α(a × b) + β(b × c) + γ(c × a) (1.4)

for some scalars α, β and γ. Taking the dot product of this
equation with a we find

v · a = β(b × c) · a = β(a × b) · c,

which yields

β = (v · a)/(a × b · c).

Similarly we find

γ = (v · b)/(a × b · c) and α = (v · c)/(a × b · c).

Substitution of the above results for α, β and γ into (1.4) gives

(a × b · c)v = (a × b)(v · c) + (b × c)(v · a) + (c × a)(v · b)

=
(
(a × b) ⊗ c + (b × c) ⊗ a + (c × a) ⊗ b

)
v,

which leads to the desired result by the arbitrariness of v.

1.9 (a) P T = P and PP = P , thus perpendicular projection.
(b) P T �= P , thus not perpendicular projection.
(c) Perpendicular projection.
(d) Perpendicular projection.
(e) P T = P but PP �= P , thus not perpendicular projection.

1.10 Given Q let H = Q − I. Then

QT Q = (H + I)T (H + I) = HT H + HT + H + I,

which implies that QT Q = I if HT H + HT + H = O.
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1.11 For contradiction assume that there are two tensors A and B

such that

Su · v = u · Av = u · Bv, ∀u,v.

Then u · (A − B)v = 0 for all u,v and hence (A − B)v = 0 for
all v, which implies A = B. Thus there can be only one tensor
ST such that

Su · v = u · ST v, ∀u,v,

which proves uniqueness. For the second result notice that [S]Tij =
[S]j i . Furthermore,

[S]j iuivj = Su · v = u · ST v = ui [ST ]ij vj .

Thus, by the arbitrariness of ui and vj , we have [ST ]ij = [S]j i =
[S]Tij as required.

1.12 If S is positive-definite then v ·Sv > 0 for all v �= 0. If S is skew-
symmetric then v ·Sv = −v ·ST v = −Sv ·v and hence v ·Sv = 0
for all v. Thus a tensor S cannot be both positive-definite and
skew-symmetric.

1.13 Consider any vector v and let u = Sv. Then in the two frames we
have the representations [u] = [S][v] and [u]′ = [S]′[v]′. More-
over, by definition of A we have [u] = [A][u]′ and [v] = [A][v]′.
Using the fact that [A]−1 = [A]T we have

[S][v] = [u] = [A][u]′ = [A][S]′[v]′ = [A][S]′[A]T [v].

By the arbitrariness of [v] we obtain [S] = [A][S]′[A]T , which
implies [S]′ = [A]T [S][A].

1.14 Consider any second coordinate frame {e′
i} with the property

that e′
3 = a/|a|. In any such frame the matrix representation for

S is

[S]′ =

 cos θ − sin θ 0
sin θ cos θ 0

0 0 1


where θ = π/4. If we let [S] denote the matrix representation for
S in the given frame {ei}, then by the change of basis formula
we have

[S] = [A][S]′[A]T
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where A is the change of basis tensor from {ei} to {e′
i}. Since

e′
3 = a/|a| and a = e1 + e2 + e3 we find that the representation

of e′
3 in the frame {ei} is

[e′
3 ] = (

1√
3
,

1√
3
,

1√
3
)T .

Because there are no other restrictions, we can choose e′
2 and e′

1
in any manner consistent with {e′

i} being a (right-handed) frame.
For example, we can choose

[e′
2 ] = (

1√
2
, 0,− 1√

2
)T , [e′

1 ] = (
1√
6
,− 2√

6
,

1√
6
)T .

Using the fact that [A]ij = ei · e′
j gives

[A] =

 1/
√

6 1/
√

2 1/
√

3
−2/

√
6 0 1/

√
3

1/
√

6 −1/
√

2 1/
√

3

 ,

which leads to the result

[S] =

 1+
√

2
3

2−
√

2−
√

6
6

2−
√

2+
√

6
6

2−
√

2+
√

6
6

1+
√

2
3

2−
√

2−
√

6
6

2−
√

2−
√

6
6

2−
√

2−
√

6
6

1+
√

2
3

 .

1.15 By definition of detA we have

det A = det[A] = εijkAi1Aj2Ak3 .

By properties of the permutation symbol and the determinant of
a matrix under permutations of its columns, we find that detA

can be written in six equivalent ways, namely

det A = εijk ε123Ai1Aj2Ak3 = εijk ε312Ai3Aj1Ak2

= εijk ε231Ai2Aj3Ak1 = εijk ε321Ai3Aj2Ak1

= εijk ε132Ai1Aj3Ak2 = εijk ε213Ai2Aj1Ak3 .

Summing all six of the above expressions and making use of index
notation we obtain

det A = 1
6 εijk εpqrAipAjqAkr ,

which is the desired result. Since the above expression remains
unchanged when Amn is replaced by Anm we deduce that det A =
det AT .
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1.16 Using the fact that [AB]ij = AikBkj we have

det(AB) = det[AB] = εijk [AB]i1 [AB]j2 [AB]k3

= εijk (AilBl1)(Ajm Bm2)(AknBn3)

= (εijkAilAjm Akn )(Bl1Bm2Bn3)

= (εlmn det A)(Bl1Bm2Bn3)

= (detA)(det B).

The second result follows from the fact that

1 = det I = det(AA−1) = (det A)(det A−1).

1.17 Consider any third vector w. Then in any frame we have

(Fu × Fv) · w = det ([F ][u], [F ][v], [w])

= det
(
[F ][u], [F ][v], [F ][F ]−1 [w]

)
= (det[F ]) det

(
[u], [v], [F ]−1 [w]

)
= (det F ) ((u × v) · F−1w)

= (det F ) F−T (u × v) · w.

The result follows by the arbitrariness of w.

1.18 Given any basis {ei} we have

εpqs = (ep × eq ) · es = det ([ep ], [eq ], [es ])

where [ei ] is the representation of ei and ([ep ], [eq ], [es ]) is a 3×3
matrix with columns [ep ], [eq ] and [es ]. Similarly,

εsnr = det ([es ], [en ], [er ]) .

Multiplying and summing over s (notice that the sum cannot be
taken inside the determinant) gives

εpqsεsnr =
3∑

s=1

det
{

([ep ], [eq ], [es ])
T ([es ], [en ], [er ])

}

=
3∑

s=1

det

 δps δpn δpr

δqs δqn δqr

δss δsn δsr

 = δpnδqr − δpr δqn ,

which establishes the first part of the result. To establish the
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second part we take n = q in the above expression and sum to
obtain

εpqsεsqr = δpq δqr − δpr δqq = δpr − 3δpr = −2δpr .

The second part of the result follows from the fact that εsqr =
−εrqs .

1.19 (a) Since QT Q = I and detQT = det Q we have

1 = det I = det(QT Q) = (det QT )(det Q) = (det[Q])2 ,

which establishes the result.

(b) Given any right-handed frame {ei} let vi = Qei with corre-
sponding matrix representation [vi ] = [Q][ei ] in the frame {ei}.
Since Q is a rotation the vectors {vi} form a right-handed frame
and

1 = (v1 × v2) · v3 = det ([v1 ], [v2 ], [v3 ])

= det ([Q][e1 ], [Q][e2 ], [Q][e3 ])

= det ([Q] ([e1 ], [e2 ], [e3 ]))

= (det Q) (e1 × e2) · e3 ,

from which we deduce det Q = 1.

1.20 By the change of basis formula for second-order tensors we have

[S]′ = [A]T [S][A],

and by properties of determinants we find

det[S]′ = det([A]T [S][A]) = (det[S])(det[A])2 .

The result follows from the fact that (det[A])2 = 1 since the
change of basis tensor A is orthogonal.

1.21 (a) Qu · Qv = u · QT Qv = u · v.

(b) |Qv|2 = Qv · Qv = v · QT Qv = v · v = |v|2 ≥ 0.

(c) Consider any third vector w. Then in any frame we have

(Qu × Qv) · w = det ([Q][u], [Q][v], [w])

= det
(
[Q][u], [Q][v], [Q][Q]T [w]

)
= (det[Q]) det

(
[u], [v], [Q]T [w]

)
= (detQ) ((u × v) · QT w)

= (detQ) Q(u × v) · w.
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The result follow by the arbitrariness of w and the fact that
det Q = 1.

1.22 (a) The eigenvalues λ of Q are roots of the characteristic polyno-
mial p(λ) = det(Q − λI). To show that λ = 1 is always a root
we observe that

p(1) = det(Q − I)

= det(QT − I)

= det(QT − QT Q)

= det(QT (I − Q))

= det(QT ) det(I − Q)

= det(I − Q) = −p(1),

which implies p(1) = 0.

(b) From part (a) there is at least one independent eigenvector
e �= 0 such that Qe = e. For contradiction suppose there was a
second independent eigenvector e′ �= 0 such that Qe′ = e′ and
let e′′ = e × e′. Then e′′ �= 0 and

Qe′′ = Q(e × e′) = (Qe) × (Qe′) = e × e′ = e′′,

which implies that e′′ is a third independent eigenvector. In terms
of components in a frame we have

[Q]([e], [e′], [e′′]) = ([Q][e], [Q][e′], [Q][e′′]) = ([e], [e′], [e′′]),

which implies [Q] = [I] since the matrix ([e], [e′], [e′′]) is invert-
ible. This is a contradiction since Q �= I. Thus there can be only
one independent eigenvector e.

(c) Since Qe = e we have

Qn · e = Qn · Qe = n · e = 0.

Let θ ∈ [0, π] be the angle between n and Qn. Thus Qn can be
expressed as a vector in the plane orthogonal to e. By flipping
the orientation of e if necessary, we can write

Qn = (cos θ) n + (sin θ) e × n.

Since Q(e×n) = (Qe×Qn) = e×Qn we find that, in the basis
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with e1 = e, e2 = n and e3 = e × n, the representation of Q is

[Q] =

 1 0 0
0 cos θ − sin θ

0 sin θ cos θ

 .

Thus we obtain

tr Q = tr[Q] = 1 + 2 cos θ,

which leads to the result.

1.23 Since S is symmetric the Spectral Theorem guarantees the exis-
tence of a frame {ei} such that

S =
3∑

i=1

λiei ⊗ ei

where λi (i = 1, 2, 3) are the eigenvalues of S. In this frame we
have

[S] =

λ1 0 0
0 λ2 0
0 0 λ3

 , [S2 ] = [S]2 =

λ2
1 0 0
0 λ2

2 0
0 0 λ2

3

 .

From the definition of the invariants we deduce

I1(S) = tr[S] = λ1 + λ2 + λ3 ,

I2(S) = 1
2

(
(tr[S])2 − tr[S]2

)
= λ1λ2 + λ1λ3 + λ2λ3 ,

I3(S) = det[S] = λ1λ2λ3 .

1.24 By definition we have

I2(S) = 1
2

(
(tr S)2 − trS2) .

Since the trace of any second-order tensor is independent of the
coordinate frame in which it is computed so is I2(S).

1.25 The eigenvalues {λi} of S satisfy the characteristic equation

det(S − λiI) = 0 (i = 1, 2, 3),

which, in terms of the principal invariants, may be expressed as

λ3
i − I1(S)λ2

i + I2(S)λi − I3(S) = 0 (i = 1, 2, 3). (1.5)
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In the case that S is symmetric the Spectral Theorem guarantees
the existence of a frame {ei} such that

S =
3∑

i=1

λiei ⊗ ei

where ei is an eigenvector of S with eigenvalue λi . Moreover, we
have

S2 =
3∑

i=1

λ2
i ei ⊗ ei , S3 =

3∑
i=1

λ3
i ei ⊗ ei and I =

3∑
i=1

ei ⊗ ei .

The desired result now follows from (1.5), in particular,

S3 − I1(S)S2 + I2(S)S − I3(S)I

=
3∑

i=1

[
λ3

i − I1(S)λ2
i + I2(S)λi − I3(S)

]
ei ⊗ ei = O.

1.26 Since C is symmetric the Spectral Theorem guarantees the exis-
tence of a frame {ei} such that

C =
3∑

i=1

λiei ⊗ ei

where ei is an eigenvector of C with eigenvalue λi . Moreover,
λi > 0 since C is positive-definite. If we define

U =
3∑

i=1

√
λi ei ⊗ ei ,

then we find that U is symmetric and positive-definite. Moreover,
we have U 2 = C. To show uniqueness, we assume there is another
symmetric, positive-definite tensor V such that

V 2 = C = U 2 .

For any eigenvector e of C with eigenvalue λ > 0 we have

U 2e = λe and V 2e = λe.

The first equation implies

0 = (U 2 −λI)e = (U +
√

λI)(U −
√

λI)e = (U +
√

λI)v (1.6)

where v = (U −
√

λI)e. Rearranging terms in (1.6) gives

Uv = −
√

λv,
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and taking the dot product of this equation with v yields

|v|2 = − 1√
λ

v · Uv ≤ 0

since U is positive-definite. Thus we must have v = 0, which
implies

Ue =
√

λe.

By a similar argument we find

V e =
√

λe.

Thus every eigenvector e of C with eigenvalue λ is an eigenvector
of U and V with eigenvalue

√
λ. In any frame {ei} of eigenvectors

of C we have the representations

[U ] =


√

λ1 0 0
0

√
λ2 0

0 0
√

λ3

 = [V ]

from which we deduce U = V .

1.27 Let v be an arbitrary vector. Since (a ⊗ b)T = (b ⊗ a) we have

(a ⊗ b)T (c ⊗ d)v = (b ⊗ a)c(d · v)

= b(a · c)(d · v) = (a · c)(b ⊗ d)v,

which implies

(a ⊗ b)T (c ⊗ d) = (a · c)(b ⊗ d).

Using the fact that [b ⊗ d]ij = bidj then yields

(a ⊗ b) : (c ⊗ d) = tr((a ⊗ b)T (c ⊗ d))

= (a · c) tr(b ⊗ d) = (a · c)(b · d).

1.28 Consider any two elements of the set {ei ⊗ ej}3
i,j=1 ⊂ V2 . Using

the result of Exercise 1.27 we have

(ei ⊗ ej ) : (ek ⊗ el) = δik δj l =
{

1, i = k, j = l,

0, otherwise,

which shows that {ei ⊗ej}3
i,j=1 is orthonormal in the given inner

product on V2 .
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1.29 Since [ST D]ij = SkiDkj we have

S : D = tr(ST D) = tr[ST D] = SkiDki.

If S is symmetric, then Ski = Sik and

S : D = SkiDki

= 1
2 (Ski + Sik )Dki

= 1
2 Ski(Dki + Dik ) = S : sym(D)

where sym(D) = 1
2 (D + DT ). Moreover, by symmetry of S we

have S : sym(D) = sym(S) : sym(D).

1.30 Since [A]ij = Aij and [BC]ij = BikCkj we have

A : BC = [A]ij [BC]ij = AijBikCkj .

Similarly, since [ACT ]ij = AikCjk we have

ACT : B = AikCjkBij .

Exchanging the dummy indices j and k in the last equation shows
that A : BC = ACT : B as required. The other result may be
proved similarly.

1.31 By definition of C we have

(C(a ⊗ b))v = (A(a ⊗ b))v = (b · v)Aa = α(b · v)a.

1.32 The components of C are given by

Cijkl = ei · (C(ek ⊗ el)ej ) .

Here C(S) = 1
2 (S − ST ), so

C(ek ⊗ el) = 1
2 ((ek ⊗ el) − (el ⊗ ek ))

and therefore

Cijkl = 1
2 ei · (δljek − δkjel)

= 1
2 (δlj δik − δkj δli)

= 1
2 εijpεpkl .
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1.33 Suppose C has major symmetry, that is, A : C(B) = C(A) : B

for all second-order tensors A, B. Since A : C(B) = AijCijklBkl

and C(A) : B = CijklAklBij = CklijAijBkl , we have

A : C(B) − C(A) : B = (Cijkl − Cklij )AijBkl = 0, ∀Aij , Bkl .

This implies Cijkl − Cklij = 0 and the result follows.
Next, suppose C has left minor symmetry, that is, A : C(B) =

sym(A) : C(B) for all A, B. Since

sym(A) : C(B) = 1
2 (Aij + Aji)CijklBkl = 1

2 Aij (Cijkl + Cj ikl)Bkl

we get

A : C(B) − sym(A) : C(B)

= (Cijkl − 1
2 (Cijkl + Cj ikl))AijBkl

= 1
2 (Cijkl − Cj ikl)AijBkl = 0, ∀Aij , Bkl .

This implies Cijkl − Cj ikl = 0 and the result follows. The result
for right major symmetry may be proved similarly.

1.34 (a) By definition of C in components and the fact that E is sym-
metric we have

Sij = CijrsErs

= λδij δrsErs + µ(δir δjs + δisδjr )Ers

= λδijErr + 2µEij ,

(1.7)

which is the desired result since Err = tr E.

(b) Setting i = j in (1.7) and summing yields

Sii = λδiiErr + 2µEii = (3λ + 2µ)Eii. (1.8)

Combining (1.7) and (1.8) we obtain

Sij =
λ

3λ + 2µ
δijSrr + 2µEij .

Solving this equation for Eij yields

Eij =
1
2µ

Sij −
λ

2µ(3λ + 2µ)
δijSrr ,

which is the desired result.



2

Tensor Calculus

2.1

[∇φ] =


φ,1

φ,2

φ,3

 =


2x1x3

(x3)2

(x1)2 + 2x2x3

 .

[∇v] =

 v1,1 v1,2 v1,3

v2,1 v2,2 v2,3

v3,1 v3,2 v3,3

 =

 0 0 1
0 0 0

x2 cos(x1) sin(x1) 0

 .

2.2 (a) ∇ · v = vi,i = 1 + 2x1 .

(b) ∇× v = εijk vi,kej = −x3e2 + x2e3 .

(c) ∇ · S = Sij,jei = e1 + x1e3 .

2.3 (a) ∇x = ∂xi

∂xj
ei ⊗ ej = δijei ⊗ ej = I.

(b) ∇ · x = ∂xi

∂xi
= δii = 3.

(c)

∇(x · Ax) =
∂

∂xi
(xkAklxl)ei

= (δkiAklxl + xkAklδli)ei

= (Ailxl + Akixk )ei

= (A + AT )x.

14
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2.4 (a)

∇ · (φv) =
∂

∂xi
(φvi)

=
∂φ

∂xi
vi + φ

∂vi

∂xi

= (∇φ) · v + φ(∇ · v).

(b)

∇(v · w) =
∂

∂xi
(vjwj )ei

=
∂vj

∂xi
wjei + vj

∂wj

∂xi
ei

= (∇v)T w + (∇w)T v.

(c)

∇ · (v ⊗ w) =
∂

∂xj
(viwj )ei

=
∂vi

∂xj
wjei +

∂wj

∂xj
viei

= (∇v)w + (∇ · w)v.

2.5 (a) Since |x| = (xkxk )1/2 and ∂xk/∂xi = δki we find by the chain
rule that ∂|x|/∂xi = xi/|x|. Thus

∇φ =
∂

∂xi

( 1
|x|
)
ei = − 1

|x|2
∂|x|
∂xi

ei = − 1
|x|2

xi

|x|ei = − x

|x|3 .

(b) Using the facts that ∆φ = ∇ · (∇φ) and [∇φ]i = −xi/|x|3 we
have

∆φ = [∇φ]i,i =
∂

∂xi

(
− xi

|x|3
)

= − 1
|x|3

∂xi

∂xi
+

3xi

|x|4
∂|x|
∂xi

= − 1
|x|3 δii +

3xi

|x|4
xi

|x|
= 0,

where the last line follows from the facts that δii = 3 and xixi =
|x|2 .
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(c) We have v = viei where vi = φni and ni are the constant
components of n. Using the facts that ∆v = vi,jjei and ∆φ =
φ,jj we have

∆v = (φni),j jei = φ,jjniei = ∆φn.

The result ∆v = 0 follows from part (b).

2.6 (a) Let S = ∇vT . Thus S = Sijei ⊗ ej where Sij = vj,i . Using
the fact that ∇ · S = Sij,jei we have

∇ · (∇vT ) = ∇ · S = (vj,i),jei = vj,j iei = (vj,j ),iei .

Since ∇ · v = vj,j we deduce ∇ · (∇vT ) = ∇(∇ · v).

(b) Let w = ∇× v and W = ∇v −∇vT . Then by definition of
the curl of a vector field we have w × a = Wa for all vectors a.
From this we deduce that w = 0 if and only if W = O.

(c) By definition ∆v = ∇ · (∇v). If ∇ × v = 0 and ∇ · v = 0,
then using parts (b) and (a) we deduce

∆v = ∇ · (∇v) = ∇ · (∇vT ) = ∇(∇ · v) = 0,

which shows that v is harmonic.

2.7 (a)

∇ · (∇× v) =
∂

∂xi

(
εijk

∂vk

∂xj

)
= εijk vk,j i .

By the commutativity property of mixed partial derivatives and
the permutation properties of εijk we have

εijk vk,j i = εijk vk,ij = −εjik vk,ij = −εijk vk,j i ,

which implies that εijk vk,j i = 0 so that ∇ · (∇× v) = 0.

(b)

∇ · (v × w) =
∂

∂xi
(εijk vjwk )

= εijk
∂vj

∂xi
wk + εijk vj

∂wk

∂xi

= wkεkij
∂vj

∂xi
− vj εjik

∂wk

∂xi

= w · (∇× v) − v · (∇× w).
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(c)

∇× (∇× v) = εijk (εklm vm,l),jei

= εijk εklm vm,ljei

= [δilδjm − δim δjl ]vm,ljei

= vj,ijei − vi,jjei

= ∇(∇ · v) − ∆v.

(d)

∇× (∇φ) = εijk (φ,k ),jei

= εijkφ,kjei

= 1
2 [εijkφ,kj + εikjφ,jk ]ei

= 1
2 [εijkφ,kj − εijkφ,jk ]ei

= 0.

2.8 Let a be an arbitrary vector (constant). Then

(∇v)a =
∂vi

∂xj
ajei =

∂

∂xj
(viaj )ei = ∇ · (v ⊗ a).

Integrating over B using the divergence theorem for second-order
tensors gives ∫

B

(∇v)a dV =
∫

B

∇ · (v ⊗ a) dV

=
∫

∂B

(v ⊗ a)n dA

=
∫

∂B

(v ⊗ n)a dA,

and the result follows by the arbitrariness of a.

2.9

∇ · (Sx) =
∂

∂xi
(Sijxj )

=
∂Sij

∂xi
xj + Sij

∂xj

∂xi

=
∂Sij

∂xi
xj + Sij δij

= (∇ · ST ) · x + tr(S).
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2.10 (a) Let a be an arbitrary vector (constant). Then

((Sn) ⊗ v)a = (a · v)Sn,

and the divergence theorem for second-order tensor fields gives∫
∂B

((Sn) ⊗ v)a dA =
∫

B

∇ · ((a · v)S) dV. (2.1)

If we let φ = a · v, then

∇ · (φS) = S∇φ + φ∇ · S,

and

∇φ = ∇(a · v) = (∇v)T a,

from which we deduce

∇ · ((a · v)S) = (S(∇v)T + (∇ · S) ⊗ v)a.

Substitution of this result into (2.1) leads to the desired result by
the arbitrariness of a.

(b) Since v · Sn = ST v · n the divergence theorem for vector
fields gives ∫

∂B

v · Sn dA =
∫

B

∇ · (ST v) dV, (2.2)

and by the divergence product rule we have

∇ · (ST v) = (∇ · S) · v + S : ∇v.

Substitution of this result into (2.2) leads to the desired result.

(c) Since v(w ·n) = (v⊗w)n the divergence theorem for second-
order tensors gives∫

∂B

v(w · n) dA =
∫

B

∇ · (v ⊗ w) dV.

The result then follows from Exercise 2.4(c).

2.11 (a)

∇ · (S(φv)) = ∇ · (Sijφvjei)

=
∂

∂xi
(Sijφvj )

=
∂Sij

∂xi
φvj + Sij

∂φ

∂xi
vj + Sijφ

∂vj

∂xi

= φ(∇ · ST ) · v + ∇φ · (Sv) + φS : (∇v)T .
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(b)

∇ · (Sv) =
∂

∂xi
(Sikvk )

=
∂Sik

∂xi
vk + Sik

∂vk

∂xi

= (∇ · ST ) · v + ST : ∇v.

2.12 (a) To establish the result we need to show

(∇ · w)v + ∇× (w × v) = (∇w)v − (∇v)w + (∇ · v)w.

To this end notice that

∇× (w × v) = εijk (εklm wlvm ),jei

= εijk εklm [wl,j vm + wlvm,j ]ei

= [δilδjm − δim δjl ][wl,j vm + wlvm,j ]ei

= [wi,j vj + wivj,j − wj,j vi − wjvi,j ]ei .

This implies

∇× (w × v) = (∇w)v + (∇ · v)w − (∇ · w)v − (∇v)w,

and the result follows.

(b) To establish the result we need to show

b · [−(∇v)w + (∇ · v)w] = [(b · w)I − b ⊗ w] : ∇v.

To this end notice that

[(b · w)I − b ⊗ w] : ∇v = biwivj,j − biwjvi,j

= bivj,jwi − bivi,jwj

= b · (∇ · v)w − b · (∇v)w

= b · [−(∇v)w + (∇ · v)w] ,

which establishes the result.

2.13 (a) Let Ω = Q̇QT so that Q̇ = ΩQ. Then

dêi

dt
=

d

dt
(Qei) =

dQ

dt
ei = ΩQei = Ωêi .

Moreover, differentiation of the relation QQT = I gives

O =
dQ

dt
QT + Q

dQT

dt
= Ω + ΩT ,
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which shows that Ω is skew-symmetric. If we let ω denote the
axial vector of Ω, then by definition (see Chapter 1)

dêi

dt
= Ωêi = ω × êi .

(b) By definition, the components of the change of basis tensor
Q are given by Qmn = em · ên . Thus

v̂i = v · êi = (vkek ) · êi = Qkivk ,

and differentiation with respect to time yields

dv̂i

dt
=

dQki

dt
vk + Qki

dvk

dt
.

Using the fact that Q̇ = ΩQ, or, equivalently, Q̇ki = ΩkjQji , we
get

dv̂i

dt
= ΩkjQjivk + Qji

dvj

dt

= Qji [
dvj

dt
+ Ωkj vk ]

= Qji [
dvj

dt
− Ωjk vk ],

where the last line follows from the skew-symmetry of Ω.

2.14 Since Qmn = em · ên we have

Ŝij = êi · Sêj

= êi · (Spqep ⊗ eq )êj

= (êi · ep)Spq (eq · êj )

= QpiSpqQqj ,

and differentiation with respect to time yields

dŜij

dt
=

dQpi

dt
SpqQqj + Qpi

dSpq

dt
Qqj + QpiSpq

dQqj

dt
.

Using the fact that Q̇mn = ΩmrQrn we get

dŜij

dt
= ΩprQriSpqQqj + Qpi

dSpq

dt
Qqj + QpiSpqΩqrQrj .
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Changing the labels of dummy indices then gives

dŜij

dt
= ΩprQriSpqQqj + Qpi

dSpq

dt
Qqj + QpiSpqΩqrQrj

= ΩpkQkiSplQlj + Qki
dSkl

dt
Qlj + QkiSkqΩq lQlj

= QkiQlj [
dSkl

dt
+ ΩpkSpl + Ωq lSkq ]

= QkiQlj [
dSkl

dt
− ΩkpSpl − ΩlqSkq ],

where the last line follows from the skew-symmetry of Ω. Chang-
ing the dummy indices p and q leads to the final result

dŜij

dt
= QkiQlj [

dSkl

dt
− Ωkm Sml − Ωlm Skm ].

2.15 In components we have ψ(A) = Amm AklBkl and

∂ψ

∂Aij
=

∂Amm

∂Aij
AklBkl + Amm

∂Akl

∂Aij
Bkl

= δmiδmjAklBkl + Amm δkiδljBkl

= δijAklBkl + Amm Bij .

Thus

Dψ(A) =
∂ψ

∂Aij
ei ⊗ ej

= AklBklδijei ⊗ ej + Amm Bijei ⊗ ej

= (A : B)I + tr(A)B.

2.16 We have Σ(A) = Σij (A)ei ⊗ ej where Σij (A) = Aim Amj . Thus

∂Σij

∂Akl
=

∂Aim

∂Akl
Amj + Aim

∂Amj

∂Akl

= δik δmlAmj + Aim δmkδjl

= δikAlj + Aikδjl .
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Thus for any second-order tensor B = Bklek ⊗ el we obtain

DΣ(A)B = [DΣ(A)]ijklBklei ⊗ ej

=
∂Σij

∂Akl
Bklei ⊗ ej

= (δikAlj + Aikδjl)Bklei ⊗ ej

= (BilAlj + AikBkj )ei ⊗ ej

= BA + AB.

2.17 (a) Let A and B be arbitrary second-order tensors. Then, by
definition of C, we have

A : C(B) = A : (tr(B)I + B)

= tr(B) tr(A) + A : B

= B : (tr(A)I + A)

= B : C(A),

which establishes the result.

(b) Let A ∈ V2 be given and consider the function A(α) = A +
αB where α ∈ IR and B ∈ V2 is arbitrary. Then the derivative
Dψ(A) is defined by the relation

Dψ(A) : B =
d

dα
ψ(A(α))

∣∣∣
α=0

, ∀B ∈ V2 . (2.3)

From the definition of ψ(A) we have

ψ(A(α)) =
1
2
A(α) : C(A(α)),

and differentiation with respect to α (denoted by a prime) gives

d

dα
ψ(A(α)) =

1
2
A′(α) : C(A(α)) +

1
2
A(α) : C(A′(α))

=
1
2
A′(α) : C(A(α)) +

1
2
C(A(α)) : A′(α)

= C(A(α)) : A′(α), (2.4)

where we have used the linearity and major symmetry of C. Com-
bining (2.3) and (2.4) then gives

Dψ(A) : B = C(A) : B, ∀B ∈ V2 ,

which implies Dψ(A) = C(A).
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3.1 Let e = exp(1) be the base of the natural logarithm. Then:

(a) vol[B] =
∫ 1
−1

∫ 1
−1

∫ 1
−1 dx1dx2dx3 = 8.

(b) xcov [B] = 1
vol[B ]

(∫ 1
−1

∫ 1
−1

∫ 1
−1 xi dx1dx2dx3

)
ei = 0.

(c) mass[B] =
∫ 1
−1

∫ 1
−1

∫ 1
−1 ex3 dx1dx2dx3 = 4e − 4e−1 .

(d) xcom [B] = 1
mass[B ]

(∫ 1
−1

∫ 1
−1

∫ 1
−1 ex3 xi dx1dx2dx3

)
ei =

( 2
e2 −1 )e3 .

3.2 Consider any body which is symmetric about the origin but does
not include it, for example B = {x ∈ IE3 | 1 < x2

1 +x2
2 +x2

3 < 2},
and any uniform density field ρ > 0 (constant). Then xcom [B] =
xcov [B] = 0 /∈ B.

3.3 (a) In components we have

[Iy]ij = ei · Iyej

=
∫

B

ρ(x)
[
|x − y|2δij − ((x − y) · ei)((x − y) · ej )

]
dVx.

Thus Iy is symmetric since [Iy]ij = [Iy]j i . Next, for any vector
a �= 0 we notice that

a · Iya =
∫

B

ρ(x)
[
|x − y|2 |a|2 − |(x − y) · a|2

]
dVx ≥ 0. (3.1)

This follows from the fact that ρ > 0 in B and |u · v| ≤ |u||v|
for any two vectors u and v. Moreover, equality in (3.1) can be
achieved only if

|x − y|2 |a|2 − |(x − y) · a|2 = 0, ∀x ∈ B,

23
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which is possible only if x−y is parallel to a for all x ∈ B. This
implies that all points in B must lie on a straight line, which
contradicts the assumption that B has non-zero volume. Thus
(3.1) must hold with strict inequality for all vectors a �= 0 and
we conclude that Iy is positive-definite.

(b) By definition of the center of mass x we have∫
B

ρ(x)(x − x) dVx = 0.

Thus for any constant vector u we deduce∫
B

ρ(x)u · (x − x) dVx = 0∫
B

ρ(x)u ⊗ (x − x) dVx = O.

(3.2)

Next, let v = x− x and u = x− y. Then using the substitution
x − y = v + u in the definition of Iy yields

Iy = Ix +
∫

B

ρ(x)
[
|u|2I − u ⊗ u

]
dVx

−
∫

B

ρ(x) [2(u · v)I + u ⊗ v + v ⊗ u] dVx

= Ix +
(∫

B

ρ(x) dVx

)[
|u|2I − u ⊗ u

]
,

where the last line follows from (3.2) and the fact that u is con-
stant. This establishes the result.

3.4 (a) rb [B] = −ρge3 .
(b) τb [B] = −(ρg/2)e1 + (ρg/2)e2 .
(c) xcom [B] = (1/2)e1 + (1/2)e2 + (1/2)e3 , τb [B] = 0.

3.5 (a) If the body force per unit mass b is constant, then

τb [B] =
∫

B

(x − z) × ρ(x)b dVx

=
(∫

B

xρ(x) dVx

)
× b − mass[B](z × b).

Thus τb [B] = 0 if and only if

z × b =
(

1
mass[B]

∫
B

xρ(x) dVx

)
× b = xcom [B] × b.
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By inspection, a solution to this equation is given by z = xcom [B].
However, this solution is not unique. In particular,

z = xcom [B] + αb

is a solution for any real α. Thus τb [B] = 0 about any reference
point z on the line through xcom [B] parallel to b.

(b) If the body force per unit volume b̂ is constant, then an ar-
gument similar to that in (a) shows that τb [B] = 0 about any
reference point z on the line through xcov [B] parallel to b̂.

3.6 By definition of the body force field b̂ we have

rb [B] =
∫

B

b̂ dVx =
∫ 1

0

∫ 1

0

∫ 1

0
αx3e3 dx1dx2dx3 =

α

2
e3 .

Let Γ denote the face of ∂B corresponding to x3 = 0. Then by
definition of the (external) traction field t we have

rs [∂B] =
∫

∂B

t dAx

=
∫

Γ
t dAx

=
∫ 1

0

∫ 1

0
x1x2(1 − x1)(1 − x2)e3 dx1dx2 =

1
36

e3 .

Thus rb [B] + rs [∂B] = 0 for α = −1/18.

3.7 (a) Since t = −pn the resultant surface force on B is

rs [∂B] =
∫

∂B

t dAx =
∫

∂B

−pn dAx.

Let c be an arbitrary constant vector. Then

c · rs [∂B] =
∫

∂B

−pc · n dAx

=
∫

B

−∇ · (pc) dVx =
∫

B

−c · ∇p dVx,

where the second equality follows from the Divergence Theorem
and the third follows from the constancy of c. Using the fact that
∇p = ρ∗ge3 we obtain

rs [∂B] =
∫

B

−∇p dVx = −
(∫

B

ρ∗ dVx

)
ge3 = −Mge3 ,



26 Continuum Mass and Force Concepts

where M is the mass of the fluid displaced by B. The result
follows from the fact that W = Mg.

(b) Let x denote the center of volume of B. Then the resultant
torque on B about x due to the hydrostatic surface force is

τs [∂B] =
∫

∂B

(x − x) × t dAx =
∫

∂B

−(x − x) × pn dAx.

Let c be an arbitrary constant vector and let v = x − x. Then

c · τs [∂B] =
∫

∂B

−pc · v × n dAx

=
∫

∂B

−pc × v · n dAx

=
∫

B

−∇ · (pc × v) dVx =
∫

B

−c · v ×∇p dVx,

where the third equality follows from the Divergence Theorem
and the fourth follows from the constancy of c and the definition
of v. Using the fact that ∇p is constant we obtain

τs [∂B] = −
∫

B

v ×∇p dVx = −
(∫

B

v dVx

)
×∇p = 0,

where the last equality follows from the definition of v and x.

3.8 By definition of τ [Ω] and r[Ω] we have

τ [Ω] =
∫

Ω
(x − z) × ρ(x)b(x) dVx +

∫
∂Ω

(x − z) × t(x) dAx

=
∫

Ω
x × ρ(x)b(x) dVx +

∫
∂Ω

x × t(x) dAx − z × r[Ω].

Thus τ [Ω] is independent of z when r[Ω] = 0.

3.9 (a) From the given form of [S] and [b] we find

S1j,j + ρb1 =
∂x2

∂x1
+

∂x3

∂x2
+ 0 + 0 = 0

S2j,j + ρb2 =
∂x3

∂x1
+

∂x1

∂x2
+ 0 + 0 = 0

S3j,j + ρb3 = 0 + 0 + ρg − ρg = 0,

which shows that Sij,j + ρbi = 0 for all x ∈ B. Moreover, from
the given form of [S] we see that Sij = Sji for all x ∈ B.
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(b) Let Γ0
i and Γ1

i denote the faces corresponding to xi = 0 and
xi = 1, respectively. Then

Γ0
1 : [n] = (−1, 0, 0)T , [t] = [S][n] = (−x2 ,−x3 , 0)T

Γ1
1 : [n] = (1, 0, 0)T , [t] = [S][n] = (x2 , x3 , 0)T

Γ0
2 : [n] = (0,−1, 0)T , [t] = [S][n] = (−x3 ,−x1 , 0)T

Γ1
2 : [n] = (0, 1, 0)T , [t] = [S][n] = (x3 , x1 , 0)T

Γ0
3 : [n] = (0, 0,−1)T , [t] = [S][n] = (0, 0, 0)T

Γ1
3 : [n] = (0, 0, 1)T , [t] = [S][n] = (0, 0, ρg)T .

(c) Since ∂B = Γ0
1 ∪ Γ1

1 ∪ · · · ∪ Γ1
3 we have

rs [∂B] =
∫

∂B

t dAx =
∫

Γ0
1

t dAx + · · · +
∫

Γ1
3

t dAx,

and using the results from part (b) we find∫
Γ0

1
t dAx =

∫ 1
0

∫ 1
0 −x2e1 − x3e2 dx2dx3 = − 1

2 e1 − 1
2 e2 .∫

Γ1
1
t dAx =

∫ 1
0

∫ 1
0 x2e1 + x3e2 dx2dx3 = 1

2 e1 + 1
2 e2 .∫

Γ0
2
t dAx =

∫ 1
0

∫ 1
0 −x3e1 − x1e2 dx1dx3 = − 1

2 e1 − 1
2 e2 .∫

Γ1
2
t dAx =

∫ 1
0

∫ 1
0 x3e1 + x1e2 dx1dx3 = 1

2 e1 + 1
2 e2 .∫

Γ0
3
t dAx =

∫ 1
0

∫ 1
0 0 dx1dx2 = 0.∫

Γ1
3
t dAx =

∫ 1
0

∫ 1
0 ρge3 dx1dx2 = ρge3 .

This gives a resultant surface force of rs [∂B] = ρge3 . For the
resultant body force we have

rb [B] =
∫

B

ρb dVx =
∫ 1

0

∫ 1

0

∫ 1

0
−ρge3 dx1dx2dx3 = −ρge3 ,

and we see that the resultants are balanced in the sense that
rs [∂B] + rb [B] = 0. This result is consistent with the local equi-
librium equation ∇ · S + ρb = 0 verified in part (a). In par-
ticular, the local equilibrium equation implies the force balance
rs [∂Ω]+rb [Ω] = 0 for all open subsets Ω ⊂ B, including the case
when Ω = B.

3.10 (a) Calculating the divergence of the given stress field we find

∇ · S = ∇ · (ρCx ⊗ x)

= ρ∇ · (Cx ⊗ x)

= ρ(∇ · x)Cx + ρ∇(Cx)x

= ρ(∇ · x)Cx + ρC(∇x)x.
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Using the facts that ∇ · x = 3 and ∇x = I we get

∇ · S = 3ρCx + ρCx = 4ρCx.

Thus ∇ · S + ρb = 0 for all x ∈ B as required.

(b) To derive a condition on C notice that if ST = S, or equiva-
lently, Sji − Sij = 0 for all x ∈ B, then necessarily

0 = (Sji − Sij ),j

= (ρCjkxkxi − ρCikxkxj ),j

= ρCjkδkjxi + ρCjkxkδij − ρCik δkjxj − ρCikxkδjj

= ρCkkxi − 3ρCikxk

= 3ρ( 1
3 Crrδik − Cik )xk .

Since the above equation must hold for all x ∈ B we deduce
that C must satisfy Cik = 1

3 Crrδik or C = 1
3 tr(C)I. Notice

that this equation is satisfied for any tensor of the form C = λI

with λ ∈ IR (constant). Moreover, if we assume C = λI for any
arbitrary λ, then we obtain S = ρλx⊗x, which satisfies ST = S.
Thus C = λI is a necessary and sufficient condition for ST = S.

3.11 Substituting S = CE and E = sym(∇u) into the definition of
W gives

W = 1
2

∫
B

CE : E dVx = 1
2

∫
B

S : sym(∇u) dVx

= 1
2

∫
B

S : ∇u dVx,

(3.3)

where the last line follows from the symmetry of S, which is im-
plied by the assumption that B is in equilibrium. From Chapter
2 we recall the Divergence Product Rule

(∇ · S) · u = ∇ · (ST

u) − S : ∇u,

which, since S is symmetric, can be written as

S : ∇u = ∇ · (Su) − (∇ · S) · u.

Substituting this expression into (3.3) and using the Divergence
Theorem we obtain

W = 1
2

∫
B

∇ · (Su) dVx − 1
2

∫
B

(∇ · S) · u dVx

= 1
2

∫
∂B

Sn · u dAx − 1
2

∫
B

(∇ · S) · u dVx.

(3.4)
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Since B is in equilibrium we have ∇·S +ρb = 0 in B. Moreover,
by definition h = Sn on ∂B. Substituting these results into (3.4)
leads to the desired result

W = 1
2

(∫
∂B

h · u dAx +
∫

B

ρb · u dVx

)
.

3.12 (a) The curve C is defined by

r(s) = x(s)e1 + y(s)e2 , 0 ≤ s ≤ L.

Since r(s) is an arclength parametrization, the tangent vector
field

γ(s) =
dr

ds
=

dx

ds
e1 +

dy

ds
e2

is a unit vector field along C. In particular, we have[
dx

ds

]2
+
[
dy

ds

]2
= 1.

By construction, the vector field

n(s) =
dy

ds
e1 −

dx

ds
e2

also has unit length and is orthogonal to γ(s) for all s. Moreover,
we have

n × γ =

([
dx

ds

]2
+
[
dy

ds

]2)
e3 = e3 ,

which is the desired result.

(b) Given [S] and [n] = ( dy
ds ,− dx

ds , 0)T we get

[S][n] = (0, 0, τx
dy

ds
− τy

dx

ds
)T .

Thus in order that Sn = 0 along C we must have

0 = τx
dy

ds
− τy

dx

ds
=

∂φ

∂y

dy

ds
+

∂φ

∂x

dx

ds
=

dφ

ds
, 0 ≤ s ≤ L.

This implies that φ must be constant along C.

3.13 (a) Using the identity

Sij = (xjSik ),k − xjSik,k
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and the equilibrium equation Sik,k + b̂i = 0 we get

Sij = (xjSik ),k + xj b̂i .

Moreover, by interchanging the indices i and j and using the
equilibrium equation Sji = Sij we find

Sij = (xiSjk ),k + xib̂j .

Integrating this result over B and using the Divergence Theorem
we obtain∫

B

Sij dVx =
∫

B

(xiSjk ),k dVx +
∫

B

xi b̂j dVx

=
∫

∂B

xiSjknk dAx +
∫

B

xib̂j dVx

=
∫

∂B

xihj dAx +
∫

B

xib̂j dVx,

where the last line follows from the fact that hj = Sjknk . From
the above result we deduce

S =
1

vol[B]

∫
B

S dVx

=
1

vol[B]

[∫
∂B

x ⊗ h dAx +
∫

B

x ⊗ b̂ dVx

]
,

which is the desired result.

(b) Substituting b̂ = 0 and h = −pn into the result for S gives

Sij =
1

vol[B]

∫
∂B

−pxinj dAx.

Using the Divergence Theorem together with the fact that p is
constant we obtain

Sij =
1

vol[B]

∫
B

−(pxi),j dVx =
1

vol[B]

∫
B

−pδij dVx,

which leads to the result S = −pI.

(c) The equilibrium equations are ∇ · S + b̂ = 0 and ST = S

in B, and the boundary condition is Sn = h on ∂B. Assuming
b̂ = 0 and h = −pn we see that the equilibrium equations and
boundary condition are both satisfied by S = −pI (constant).
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3.14 For a uniaxial stress state we have S = σγ⊗γ. Let η be any unit
vector orthogonal to γ and consider the basis e1 = γ, e2 = η and
e3 = γ × η. For this basis we obtain

[S] =

σ 0 0
0 0 0
0 0 0

 .

Thus a uniaxial stress state is a plane stress state. For a pure
shear stress state we have S = τ (γ ⊗ η + η ⊗ γ). Considering
the basis defined by e1 = γ, e2 = η and e3 = γ × η we obtain

[S] =

 0 τ 0
τ 0 0
0 0 0

 .

Thus a pure shear stress state is a plane stress state.

3.15 (a) The traction vector on Γ at x is [t] = [S][n] = (0,
√

2,
√

2)T .
Since tn = (t · n)n and ts = t − (t · n)n we obtain

[tn ] = (0,
√

2,
√

2)T and [ts ] = (0, 0, 0)T .

The traction vector on Γ′ at x is [t] = [S][n′] = (5, 3,−3)T . Since
tn = (t · n′)n′ and ts = t − (t · n′)n′ we obtain

[tn ] = (5, 0, 0)T and [ts ] = (0, 3,−3)T .

(b) By definition, the principal stresses (eigenvalues) are roots of
the characteristic polynomial

p(σ) = det(S − σI) = det([S] − σ[I]) = −σ3 + 5σ2 + 22σ − 56.

In particular, we find that p(σ) has three distinct roots: σ1 =
7, σ2 = 2, σ3 = −4. The principal direction ei (unit vector)
associated with each σi is found (up to sign) by solving the linear
homogeneous equation

([S] − σi [I])[ei ] = [0], (no sum).

In particular, for each σi we find one independent direction:

[e1 ] =
1√
11

(−3,−1, 1)T ,

[e2 ] =
1√
2
(0, 1, 1)T , [e3 ] =

1√
22

(2,−3, 3)T .

Notice that [n] = [e2 ] is indeed a principal direction at x.
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3.16 (a) The unit normal field on the plane Γθ is given as [n] =
(0, cos θ, sin θ)T , θ ∈ [0, π/2]. (We could also have chosen the
oppositely oriented normal, but this choice would give the same
result since σn and σs are unchanged when n is replaced by −n.)
The traction field on Γθ is [t] = [S][n] = (0, σ cos θ, 0)T and the
normal stress on Γθ is

σn = |t · n| = |σ| cos2 θ.

The shear stress on Γθ is

σs =
√

|t|2 − σ2
n = |σ| cos θ sin θ.

(b) For θ ∈ [0, π/2] notice that cos2 θ achieves its maximum at
θ = 0 while cos θ sin θ achieves its maximum at θ = π/4. The
results follow.

3.17 Using the three principal stress directions {ei}i=1,2,3 at x as a
basis we can express any unit vector n as n =

∑3
i=1 niei where

ni = n ·ei . Because each ei is a principal stress direction we have

Sn =
3∑

i=1

niσiei ,

and hence

t · n = (Sn) · n =

(
3∑

i=1

niσiei

)
·

 3∑
j=1

njej

 =
3∑

i=1

n2
i σi .

Since the maximum of σn = |t ·n| coincides with the maximum of
σ2

n = (t ·n)2 , we consider the problem of maximizing the smooth
function

Φ(n1 , n2 , n3) = σ2
n =

(
3∑

i=1

n2
i σi

)2

subject to the condition that n be a unit vector, that is

g(n1 , n2 , n3) = 0 where g(n1 , n2 , n3) =
3∑

i=1

n2
i − 1.

To maximize Φ(n) subject to the condition g(n) = 0 we employ
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the method of Lagrange multipliers. According to this method,
the maxima occur among those directions n satisfying

∂Φ
∂ni

(n) = λ
∂g

∂ni
(n) (i = 1, 2, 3)

g(n) = 0


where λ is the Lagrange multiplier. Writing the above equations
in explicit form, we seek ni (i = 1, 2, 3) and λ such that

4

 3∑
j=1

n2
j σj

niσi = 2λni (i = 1, 2, 3)

3∑
i=1

n2
i − 1 = 0.


(3.5)

To solve (3.5) we first rewrite (3.5)1 as2
 3∑

j=1

n2
j σj

σi − λ

ni = 0 (i = 1, 2, 3). (3.6)

One set of solutions occurs when λ = 0 and n is an arbitrary unit
vector with Φ(n) = 0.

Next we consider solutions with λ �= 0. Note that if

λ �= 2

 3∑
j=1

n2
j σj

σi, ∀i = 1, 2, 3,

then (3.6) implies ni = 0 (i = 1, 2, 3), which contradicts (3.5)2 .
Thus, any solution of (3.5) must have the property that

λ = 2

 3∑
j=1

n2
j σj

σi = 2
√

Φ(n) σi (3.7)

for some i = 1, 2, or 3. Assuming (3.7) holds with i = 1, we find
the following solutions to (3.5):

λ = 0, n any unit vector such that Φ(n) = 0
λ = 2σ2

1 , n = ±e1 .

}
(3.8)

Assuming (3.7) holds with i = 2, we find the solutions

λ = 0, n any unit vector such that Φ(n) = 0
λ = 2σ2

2 , n = ±e2 ,

}
(3.9)
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and finally, assuming (3.7) holds with i = 3, we find the solutions

λ = 0, n any unit vector such that Φ(n) = 0
λ = 2σ2

3 , n = ±e3 .

}
(3.10)

The maximum of Φ(n) subject to g(n) = 0 must occur among
those directions n in (3.8), (3.9) and (3.10). Using this fact to-
gether with the assumption that the principal stresses are distinct
we deduce that the maximum value of Φ(n) is σ2

k , and this value
is achieved for n = ±ek , where k is any index such that

|σk | = max{|σ1 |, |σ2 |, |σ3 |} = max{|σ1 |, |σ3 |}.

3.18 As in the previous question, we use the three principal stress
directions {ei}i=1,2,3 at x as a basis and express any unit vector
n as n =

∑3
i=1 niei where ni = n · ei . Because each ei is a

principal stress direction we have

t = Sn =
3∑

i=1

niσiei

and

t · n =

(
3∑

i=1

niσiei

)
·

 3∑
j=1

njej

 =
3∑

i=1

n2
i σi .

Since the maximum of σs =
√

|t|2 − (t · n)2 coincides with the
maximum of σ2

s = |t|2 − (t · n)2 , we consider the problem of
maximizing the smooth function

Φ(n1 , n2 , n3) = σ2
s =

3∑
i=1

n2
i σ

2
i −
(

3∑
i=1

n2
i σi

)2

(3.11)

subject to the condition that n be a unit vector, that is

g(n1 , n2 , n3) = 0 where g(n1 , n2 , n3) =
3∑

i=1

n2
i − 1.

As before, the maxima of Φ(n) subject to the condition g(n) =
0 can be found among those directions n satisfying

∂Φ
∂ni

(n) = λ
∂g

∂ni
(n) (i = 1, 2, 3)

g(n) = 0
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where λ is an undetermined scalar multiplier. Writing the above
equations in explicit form, we seek ni (i = 1, 2, 3) and λ such that

2niσ
2
i − 4

 3∑
j=1

n2
j σj

niσi = 2λni (i = 1, 2, 3)

3∑
i=1

n2
i − 1 = 0.


(3.12)

To solve (3.12) we first rewrite (3.12)1 asσ2
i − 2

 3∑
j=1

n2
j σj

σi − λ

ni = 0 (i = 1, 2, 3). (3.13)

Next, we note that if

λ �= σ2
i − 2

 3∑
j=1

n2
j σj

σi, ∀i = 1, 2, 3,

then (3.13) implies ni = 0 (i = 1, 2, 3), which contradicts (3.12)2.
Thus, any solution of (3.12) must have the property that

λ = σ2
i − 2

 3∑
j=1

n2
j σj

σi (3.14)

for some i = 1, 2, or 3. Assuming (3.14) holds with i = 1, we
substitute (3.14) into (3.12)1 to obtain the two equations

n2(σ2
2 − σ2

1 ) + 2n2(σ1 − σ2)

 3∑
j=1

n2
j σj

 = 0

n3(σ2
3 − σ2

1 ) + 2n3(σ1 − σ3)

 3∑
j=1

n2
j σj

 = 0.


(3.15)

Multiplying the first equation by n3(σ1 − σ3), the second by
n2(σ1 − σ2) and subtracting the two results yields (using the
assumption that the principal stresses are distinct) the equation

n2n3 = 0.

Any solution of this equation must be of the form n3 �= n2 = 0,
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n2 �= n3 = 0, or n2 = n3 = 0. Using these results we find the
following solutions to (3.12):

λ = −σ1σ3 , n1 = ± 1√
2
, n2 = 0, n3 = ± 1√

2
,

λ = −σ1σ2 , n1 = ± 1√
2
, n2 = ± 1√

2
, n3 = 0,

λ = −σ2
1 , n1 = ±1, n2 = 0, n3 = 0.

 (3.16)

Assuming (3.14) holds with i = 2, we find the solutions

λ = −σ2σ3 , n1 = 0, n2 = ± 1√
2
, n3 = ± 1√

2
,

λ = −σ2σ1 , n1 = ± 1√
2
, n2 = ± 1√

2
, n3 = 0,

λ = −σ2
2 , n1 = 0, n2 = ±1, n3 = 0,

 (3.17)

and finally, assuming (3.14) holds with i = 3, we find the solutions

λ = −σ3σ2 , n1 = 0, n2 = ± 1√
2
, n3 = ± 1√

2
,

λ = −σ3σ1 , n1 = ± 1√
2
, n2 = 0, n3 = ± 1√

2
,

λ = −σ2
3 , n1 = 0, n2 = 0, n3 = ±1.

 (3.18)

The maximum of Φ(n) subject to g(n) = 0 must occur among
those directions n in (3.16), (3.17) and (3.18). Using this fact
together with the assumption that the principal stresses are dis-
tinct we deduce that the maximum value of Φ(n) is 1

4 (σ1 − σ3)2

and this value is achieved for the stated quadruplet of directions
n. The result follows since σs =

√
Φ(n).

3.19 By identifying N with the standard unit sphere the components
of any vector n ∈ N can be written as

[n] = (cos φ cos θ, cos φ sin θ, sin φ)T , φ ∈ [−π

2
,
π

2
], θ ∈ [−π, π].

In terms of this parametrization we have dAn = cos φ dφ dθ and∫
N

dAn =
∫ π

−π

∫ π/2

−π/2
cos φ dφ dθ = 4π.

Moreover since t = Sn we have∫
N

n · t dAn =
∫
N

n · Sn dAn =
∫
N

niSijnj dAn.

Integrating the first term in the sum we find∫
N

n1S11n1 dAn

=
∫ π

−π

∫ π/2

−π/2
S11(cos φ cos θ)2 cos φ dφ dθ =

4πS11

3
.
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Similar results are obtained for the other diagonal terms:∫
N

n2S22n2 dAn =
4πS22

3
,

∫
N

n3S33n3 dAn =
4πS33

3
.

Moreover, by direct calculation we find that each off-diagonal
term (i �= j) in the sum is zero. Combining the above results
yields ∫

N n · t dAn∫
N dAn

= 1
3 (S11 + S22 + S33) = −p,

which is the desired result.

3.20 (a) f(S) = |σ|, g(S) = 0.
(b) f(S) = 0, g(S) = |τ |.
(c) f(S) = 0, g(S) = |σ|.
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Kinematics

4.1 (a) Consider an arbitrary line segment in B in the direction of e3 ,
namely X(σ) = αe1 +βe2 +σe3 , where α and β are fixed and σ ∈
(−1, 1) is the coordinate along the segment. Under deformation,
this segment becomes x(σ) = ϕ(X(σ)) = αe1 + (σ + 4)e2 − βe3 ,
which corresponds to a line segment in B′ in the direction of
e2 . Notice that the line segment in B is centered at the point
with coordinates (α, β, 0), and the corresponding line segment in
B′, which is of the same length, is centered at the point with
coordinates (α, 4,−β). By considering different values for α and
β, for example values corresponding to the vertical edges of B,
we obtain the following sketch.

/

1

3

B

c

aba

c b

B

2

(b) u1 = 0, u2 = X3 + 4 − X2 , u3 = −X2 − X3 .

4.2 Since the faces X1 = 1 and X1 = −1 are mapped to faces x2 = 9
and x2 = 3, respectively, we obtain s+r = 9 and s−r = 3, which
has the unique solution s = 6, r = 3. Similarly, since the faces
X2 = 1 and X2 = −1 are mapped to faces x1 = −1 and x1 = 1,
respectively, we obtain q + p = −1 and q − p = 1, which has the
unique solution q = 0, p = −1. Thus the deformation x = ϕ(X)
is given by x1 = −X2 , x2 = 3X1 + 6, x3 = X3 .

4.3 In general, a deformation ϕ : B → B′ is one-to-one if and only

38
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if the equation ϕ(X) = x has a unique solution X for each x

in the range of ϕ, which is equal to B′ since ϕ is onto. For
homogeneous deformations of the form ϕ(X) = FX + v, the
equation ϕ(X) = x is linear and hence uniquely solvable if and
only if F = ∇ϕ has non-zero determinant. This result is used in
parts (a)–(c) below.

(a) [∇ϕ] = diag(1, 1
2 , 2). det[∇ϕ] = 1. One-to-one and admissi-

ble. (Here diag denotes a diagonal matrix.)

/
1

3

B

ba

c

2a

c

b

B

(b) [∇ϕ] = diag(1, 0, 1). det[∇ϕ] = 0. Not one-to-one thus not
admissible. (B′ has zero volume).

/

1

3

B

ba

c

2

B

(c) [∇ϕ] = diag(1, 1,−1). det[∇ϕ] = −1. One-to-one, but not
admissible. (B′ is a “mirror image”).

/

1

ba

c

2

B

B

a b

c

3

4.4 (a) [∇ϕ] =

 2X1 0 0
0 0 2X3

0 X3 X2

, det[∇ϕ] = −4X1X
2
3 .

(b) A necessary condition for admissibility is det∇ϕ > 0 for all
X ∈ B. From part (a) we see that this condition does not hold
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for arbitrary B. In particular, it is necessary that X1 < 0 and
X3 �= 0.

4.5 (a) [F ] =

 1 0 0
0 X3 X2

0 0 1

. ϕ is non-homogeneous.

(b) [F ] =

 0 2 0
0 0 1
5 0 0

. ϕ is homogeneous.

(c) [F ] =

 eX 1 0 0
0 0 −1
0 1 0

. ϕ is non-homogeneous.

4.6 Since the deformation is homogeneous we have ϕ(X) = c + FX

and ϕ(Y ) = c + FY . Thus ϕ(X) − ϕ(Y ) = F (X − Y ), which
yields the desired result.

4.7 Since the deformation is homogeneous we have ϕ(X) = c+FX.
Thus

ϕ(X(σ)) = c + FX0 + σFv = ϕ(X0) + σFv,

which is a line through the point ϕ(X0) in B′ with direction Fv.

4.8 If a deformation is homogeneous, then any straight line marked
on or within B is necessarily mapped to a corresponding straight
line in B′.

(a) Appears homogeneous.

(b) Appears homogeneous.

(c) Appears non-homogeneous.

4.9 Let Y be given. Then by Exercise 4.6 we have

ϕ(X) = ϕ(Y ) + F (X − Y ).

Let di(X) = ai + X, where ai (i = 1, 2) are vectors to be deter-
mined, and let g(X) = Y + F (X −Y ), where F is the deforma-
tion gradient associated with ϕ. Then

(d1 ◦ g)(X) = d1(g(X))

= g(X) + a1

= Y + F (X − Y ) + a1 .
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Choosing a1 = ϕ(Y ) − Y we obtain

(d1 ◦ g)(X) = ϕ(Y ) + F (X − Y ) = ϕ(X),

which establishes the first decomposition. To establish the second
notice that

(g ◦ d2)(X) = Y + F (X − Y + a2).

In this case the choice a2 = F−1a1 gives the desired result. No-
tice that F−1 exists since all deformations are by assumption
admissible.

4.10 Since by assumption the deformation ϕ is admissible we have
det F > 0. Thus by the Polar Decomposition Theorem we have

F = RU = V R,

where R is a rotation, and U =
√

F T F and V =
√

FF T are
symmetric, positive-definite. Let r, s1 and s2 be defined as

r(X) = Y + R(X − Y )

s1(X) = Y + U(X − Y )

s2(X) = Y + V (X − Y ).

Then

(r ◦ s1)(X) = r(s1(X))

= Y + R(s1(X) − Y )

= Y + R(Y + U(X − Y ) − Y )

= Y + RU(X − Y )

= Y + F (X − Y ),

and
(s2 ◦ r)(X) = s2(r(X))

= Y + V (r(X) − Y )

= Y + V (Y + R(X − Y ) − Y )

= Y + V R(X − Y )

= Y + F (X − Y ),

which establishes the result.

4.11 Consider the stretch s2 = Y + V (X − Y ). By the Spectral
Decomposition Theorem the eigenvectors {vi} of V can be chosen
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orthonormal and V can be written in the form (dropping the
summation convention)

V =
3∑

i=1

λivi ⊗ vi ,

where λi > 0 are the associated eigenvalues. Let hi (i = 1, 2, 3)
be extensions defined by

hi(X) = Y + Fi(X − Y ),

where (dropping the summation convention)

Fi = I + (λi − 1)vi ⊗ vi . (4.1)

Then

(h2 ◦ h3)(X) = h2(h3(X))

= Y + F2(h3(X) − Y )

= Y + F2(Y + F3(X − Y ) − Y )

= Y + F2F3(X − Y ),

and

(h1 ◦ h2 ◦ h3)(X) = h1( (h2 ◦ h3)(X) )

= Y + F1((h2 ◦ h3)(X) − Y )

= Y + F1(Y + F2F3(X − Y ) − Y )

= Y + F1F2F3(X − Y ).

Using (4.1) we find

F2F3 = (I + (λ2 − 1)v2 ⊗ v2)(I + (λ3 − 1)v3 ⊗ v3)

= I + (λ2 − 1)v2 ⊗ v2 + (λ3 − 1)v3 ⊗ v3

+ (λ2 − 1)(λ3 − 1)(v2 ⊗ v2)(v3 ⊗ v3)

= I + (λ2 − 1)v2 ⊗ v2 + (λ3 − 1)v3 ⊗ v3

+ (λ2 − 1)(λ3 − 1)(v2 · v3)v2 ⊗ v3

= I + (λ2 − 1)v2 ⊗ v2 + (λ3 − 1)v3 ⊗ v3 ,

and, by similar manipulations, we obtain

F1F2F3 = I + (λ1 − 1)v1 ⊗ v1

+ (λ2 − 1)v2 ⊗ v2 + (λ3 − 1)v3 ⊗ v3 .
(4.2)
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Since the eigenvectors {vi} form an orthonormal basis we can
represent I in this basis as

I = Iijvi ⊗ vj where Iij = vi · Ivj = vi · vj = δij .

In particular, we have

I = δijvi ⊗ vj = v1 ⊗ v1 + v2 ⊗ v2 + v3 ⊗ v3 .

Using this result in (4.2) we find

F1F2F3 = λ1v1 ⊗ v1 + λ2v2 ⊗ v2 + λ3v3 ⊗ v3 = V ,

which implies

(h1 ◦ h2 ◦ h3)(X) = Y + F1F2F3(X − Y )

= Y + V (X − Y )

= s2(X).

This establishes the result for the stretch s2 . The result for s1

follows in a similar manner.

4.12 (a) By definition, the characteristic polynomials for U and V are
pU (λ) = det(U −λI) and pV (λ) = det(V −λI). From the Polar
Decomposition Theorem we have F = RU = V R where R is a
rotation. Thus, since V = RURT we have

pV (λ) = det(V − λI)

= det(RURT − λRRT )

= det(R(U − λI)RT )

= det(R) det(U − λI) det(RT ) = pU (λ),

where we have used the fact that det(R) = det(RT ) = 1. Since
U and V have the same characteristic polynomial they have the
same eigenvalues.

(b) Let {ui} be any frame consisting of eigenvectors of U with
corresponding eigenvalues λi so that Uui = λiui (no sum). (No-
tice that such a frame is guaranteed by the Spectral Decomposi-
tion Theorem). Then since V R = RU we have

V (Rui) = R(Uui) = λi(Rui),

which implies that {Rui} is a frame of eigenvectors of V .
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4.13 (a) We have ϕ(X) = FX + c where [F ] = diag(p, q, r) and
[c] = (a, b, c)T . (Here diag denotes a diagonal matrix). ϕ is one-
to-one if and only if the equation ϕ(X) = x has a unique solution
X ∈ B for each x ∈ B′. By a result from linear algebra, this
requires det[F ] �= 0. In order for ϕ to be admissible we require
furthermore that det[F ] > 0. Since det[F ] = pqr we obtain the
condition pqr > 0.

(b) Comparing the desired decomposition ϕ = r ◦ s ◦ d with
the results outlined in the Translation-Fixed Point and Stretch-
Rotation Decompositions, we deduce that r and s must be the
rotation and stretch defined by

r(X) = Y + R(X − Y ), s(X) = Y + U(X − Y ),

where R and U are the tensors in the right polar decomposition
F = RU . Since

[F ]T [F ] =

 p2 0 0
0 q2 0
0 0 r2


is in diagonal (spectral) form we obtain

[U ] =
√

[F ]T [F ] =

 |p| 0 0
0 |q| 0
0 0 |r|

 .

Here we have used the fact that
√

p2 = |p| and so on. For any
number η �= 0 let sign(η) = η/|η|. Then

[R] = [F ][U ]−1 =

 sign(p) 0 0
0 sign(q) 0
0 0 sign(r)

 ,

and we obtain

[r(X)] = [Y ] + [R]([X] − [Y ]) =


Y1 + sign(p)(X1 − Y1)
Y2 + sign(q)(X2 − Y2)
Y3 + sign(r)(X3 − Y3)


and

[s(X)] = [Y ] + [U ]([X] − [Y ]) =


Y1 + |p|(X1 − Y1)
Y2 + |q|(X2 − Y2)
Y3 + |r|(X3 − Y3)

 .

It remains to determine the translation d. To this end, let d(X) =
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X + a where a is a vector to be determined. A straightforward
computation shows that

(r ◦ s ◦ d)(X) = Y + F (a − Y ) + FX.

Setting (r ◦s ◦d)(X) = ϕ(X) where ϕ(X) = FX +c we obtain
Y + F (a − Y ) = c, which implies

a = Y + F−1(c − Y ).

Thus we get

[d(X)] = [X] + [a] =


X1 + Y1 + p−1(a − Y1)
X2 + Y2 + q−1(b − Y2)
X3 + Y3 + r−1(c − Y3)

 ,

which completes the desired decomposition.

4.14 F = Q. C = QT Q = I. Notice that F depends on the rotation
tensor Q, whereas C is independent of Q.

4.15 By direct calculation

[C] = [F ]T [F ] =

 1 0 0
0 5 4
0 4 5

 .

To determine [U ] we need the eigenvalues µi > 0 and correspond-
ing (orthonormal) eigenvectors [ci ] of [C]. By direct calculation
we find {µ1 , µ2 , µ3} = {1, 1, 9} and

[c1 ] = (1, 0, 0)T , [c2 ] =
1√
2
(0,−1, 1)T , [c3 ] =

1√
2
(0, 1, 1)T .

Since [C] =
∑3

i=1 µi [ci ][ci ]T (no summation convention), the
Tensor Square Root Theorem gives

[U ] =
√

[C] =
3∑

i=1

√
µi [ci ][ci ]T =

 1 0 0
0 2 1
0 1 2

 .

For this problem, because [F ] itself is symmetric positive-definite,
we find that [U ] is equal to [F ]. In general, however, [U ] and [F ]
will be different.

4.16 (a) We have [F ] = diag(p, q, r) which implies

[C] = [F ]T [F ] =

 p2 0 0
0 q2 0
0 0 r2

 .
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(b) The direction (unit vector) parallel to the edge ab in B is
n = e2 , which yields

λ(n) =
√

[n]T [C][n] = |q|.

The direction (unit vector) parallel to the diagonal ac in B is
n = 1√

3
(e3 + e2 − e1), which yields

λ(n) =
√

[n]T [C][n] =

√
p2 + q2 + r2

3
.

4.17 (a) For the given deformation we find

[F ] =

 1 α 0
0 1 0
0 0 1

 ,

which gives

[C] = [F ]T [F ] =

 1 α 0
α 1 + α2 0
0 0 1

 .

(b) By definition, γ(e1 ,e2) = Θ(e1 ,e2) − θ(e1 ,e2) where Θ = π
2

is the angle between e1 and e2 , and θ is defined by

cos θ(e1 ,e2) =
[e1 ]T [C][e2 ]√

[e1 ]T [C][e1 ]
√

[e2 ]T [C][e2 ]
=

α√
1 + α2

.

This gives γ(e1 ,e2) = π
2 − arccos( α√

1+α2 ). A similar calculation
shows that γ(e1 ,e3) = 0. Since arccos(0) = π

2 and arccos(1) = 0
we deduce that γ(e1 ,e2) → 0 as α → 0 and γ(e1 ,e2) → π

2 as
α → ∞. There is no shear between e1 and e3 for any α.

(c) A direct calculation shows the eigenvalues λ2
i of C (squares

of the principal stretches) are

λ2
1 = 1 + 1

2 α2 + α
√

1 + 1
4 α2

λ2
2 = 1

λ2
3 = 1 + 1

2 α2 − α
√

1 + 1
4 α2 ,
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with corresponding non-normalized eigenvectors

[v1 ] = (
√

1 + 1
4 α2 − 1

2 α, 1, 0)T

[v2 ] = (0, 0, 1)T

[v3 ] = (
√

1 + 1
4 α2 + 1

2 α,−1, 0)T .

Since λ1 > 1 and λ3 < 1 for all α > 0 we deduce that the
maximum stretch is λ1 which occurs in a direction parallel to
v1 , and the minimum stretch is λ3 which occurs in a direction
parallel to v3 . Notice that v1 and v3 are generally not parallel to
any of the diagonal directions ± 1√

2
(1, 1, 0)T and ± 1√

2
(1,−1, 0)T

in the e1 ,e2-plane.

4.18 By definition, γ(e,d) = Θ(e,d)−θ(e,d), where Θ(e,d) is defined
by cos Θ(e,d) = e · d and θ(e1 ,e2) is defined by

cos θ(e,d) =
e · Cd√

e · Ce
√

d · Cd
. (4.3)

If e and d are any two right principal directions with correspond-
ing principal stretches η > 0 and µ > 0, then Ce = η2e and
Cd = µ2d. Moreover, since C = U 2 , where U is the right
stretch tensor, we have

e · Cd = e · U 2d = Ue · Ud = ηe · µd.

Substitution of these results into (4.3) yields

cos θ(e,d) =
e · Cd√

e · Ce
√

d · Cd
= e · d = cos Θ(e,d),

which implies θ(e,d) = Θ(e,d). Thus γ(e,d) = 0 as claimed.

4.19 The result for the diagonal components follows from the relations
λ(e) =

√
e · Ce and Cii = ei · Cei (no sum). Putting these

together gives Cii = λ2(ei) (no sum). To establish the result
for the off-diagonal components Cij (i �= j) we begin with the
relation

cos θ(ei ,ej ) =
ei · Cej√

ei · Cei

√
ej · Cej

,

which implies

Cij = λ(ei)λ(ej ) cos θ(ei ,ej ) (no sum, i �= j).
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Using the fact γ(ei ,ej ) = Θ(ei ,ej )−θ(ei ,ej ), where Θ(ei ,ej ) =
π
2 is the angle between ei and ej (i �= j), we obtain

Cij = λ(ei)λ(ej ) cos θ(ei ,ej )

= λ(ei)λ(ej ) cos
(π

2
− γ(e1 ,e2)

)
= λ(ei)λ(ej ) sin γ(ei ,ej ),

which establishes the result.

4.20 (a) We have u = c and ∇u = O. Since ∂ui/∂Xj = 0 the
deformation is small.

(b) We have u = AX − X + c and ∇u = A − I. Since
∂ui/∂Xj = Aij − δij are not necessarily small the deformation is
not necessarily small.

(c) We have u = εAX − X + c and ∇u = εA − I. Since
∂ui/∂Xj = εAij − δij are not necessarily small the deformation
is not necessarily small.

(d) We have u = εAX + c and ∇u = εA. Since ∂ui/∂Xj = εAij

are small the deformation is small.

4.21 (a) In components, the displacement field is u1 = (α/L)X2 , u2 =
0, u3 = 0 and the displacement gradient field is

[∇u] =

 0 α/L 0
0 0 0
0 0 0

 .

All components ∂ui/∂Xj will be small provided ε = α/L � 1.
By definition,

[E] = 1
2 ([∇u] + [∇u]T ) =

 0 α/2L 0
α/2L 0 0

0 0 0

 .

Notice that ∇u and E are constant because the deformation is
homogeneous.

(b) Since ab′ =
√

α2 + L2 we get

ab′ − ab

ab
=
√

1 + ε2 − 1 =
ε2

2
− ε4

8
+ · · · ,

where ε = α/L. Neglecting terms of order O(ε2) we find

ab′ − ab

ab
≈ 0,
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which is consistent with the value of E22 found in part (a). In
particular, E22 is equal to the change in length of the line segment
ab up to order O(ε2).

(c) Let γ = � bac − � b′ac. Then since tan γ = α/L we find

γ = arctan(ε) = ε − ε3

3
+

ε5

5
− · · · ,

where ε = α/L. Neglecting terms of order O(ε2) we find

γ ≈ α/L,

which is consistent with the value E12 found in part (a). In
particular, E12 is equal to half the change in angle between the
line segments ac and ab up to order O(ε2).

4.22 (a) By definition u(X) = ϕ(X) − X = (R − I)X + c. Since
∇u(X) = R − I = O(ε) for all X we deduce that ϕ is a small
deformation for any B.

(b) Neglecting terms of order O(ε2) we get R ≈ I + εW and
u(X) ≈ εWX + c, which corresponds to an infinitesimally rigid
deformation.

4.23 For [X0 ] = (0, 0, 0)T we get

[ϕ(X0 , t)] = (0, 0, 0)T , ∀t ≥ 0,

which implies that the material point initially at X0 remains fixed
for all time. For [X1 ] = (1, 1, 1)T we get

[ϕ(X1 , t)] = (et , et , et)T , ∀t ≥ 0,

which implies that the material point initially at X1 moves along
the straight line through the point X1 with direction (1, 1, 1)T .

4.24 (a) The given motion x = ϕ(X, t) is homogeneous of the form
x1

x2

x3

 =

 et 0 1
0 1 0
−t 0 1


X1

X2

X3

 .

By inverting the coefficient matrix in above system we obtain the
inverse motion X = ψ(x, t), namely

X1 =
x1 − x3

t + et
, X2 = x2 , X3 =

tx1 + etx3

t + et
.
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(b) Since the motion is homogeneous we have ϕ(X, t) = F (t)X
and ψ(x, t) = F (t)−1x. Thus

ϕ(ψ(x, t), t) = F (t)ψ(x, t) = F (t)F (t)−1x = x, ∀x

ψ(ϕ(X, t), t) = F (t)−1ϕ(X, t) = F (t)−1F (t)X = X, ∀X.

4.25 (a) By definition, Ωs(x, t) = Ω(X, t)|X=ψ(x,t) . Thus

Ωs(x, t) = (X1 + t)|X=ψ(x,t) =
x1 − x3

t + et
+ t.

(b) By definition, Γm (X, t) = Γ(x, t)|x=ϕ(X,t) . Thus

Γm (X, t) = (x1 + t)|x=ϕ(X,t) = etX1 + X3 + t.

4.26 (a) By definition of the material time derivative of a spatial field
we have Γ̇ = [Γ̇m ]s . From Exercise 4.25 we have

Γ̇m (X, t) =
∂

∂t
(etX1 + X3 + t) = (etX1 + 1).

Thus

Γ̇(x, t) = (etX1 + 1)|X=ψ(x,t) =
et(x1 − x3)

t + et
+ 1.

(b) Given Γ(x, t) = x1 + t we have

∂

∂t
Γ(x, t) =

∂

∂t
(x1 + t) = 1.

Clearly Γ̇(x, t) �= ∂
∂ t Γ(x, t).

4.27 (a) By definition, V = ϕ̇ and v = Vs . Thus

[V (X, t)] = [
∂

∂t
ϕ(X, t)] = (etX1 , 0,−X1)T ,

and

[v(x, t)] = [V (X, t)]|X=ψ(x,t) = (
et(x1 − x3)

t + et
, 0,

(x3 − x1)
t + et

)T .

(b) By definition, A = V̇ and a = As . Thus

[A(X, t)] = [
∂

∂t
V (X, t)] = (etX1 , 0, 0)T ,

and

[a(x, t)] = [A(X, t)]|X=ψ(x,t) = (
et(x1 − x3)

t + et
, 0, 0)T .



Kinematics 51

(c) From parts (a) and (b) we notice by inspection that a(x, t) �=
∂
∂ t v(x, t).

4.28 (a) We have

[F ] =

 1 2tX2 0
t 1 0
0 0 1 + t

 , det[F ] = (1 + t)(1 − 2t2X2).

Since 0 < X2 < 1 we deduce that det[F ] > 0 for all X ∈ B if
t ∈ [0, 1√

2
]. For times larger than 1√

2
the motion is no longer

admissible.

(b) To get the inverse motion, we may first solve for X2 in terms
of x1 and x2 , giving

X2 =
1 ±

√
1 + 4t3x1 − 4t2x2

2t2
.

To find the correct sign, we consider the limit as t → 0 and make
the choice of sign that yields X2 |t=0 = x2 , which is the minus sign.
Using the above expression for X2 , together with X1 = x1 − tX2

2
and X3 = x3

1+t , we obtain (after some manipulation)

X1 =
2t2x2 − 1 +

√
1 + 4t3x1 − 4t2x2

2t3
,

X2 =
1 −

√
1 + 4t3x1 − 4t2x2

2t2
, X3 =

x3

1 + t
.

(c) By definition, V = ϕ̇ and v = Vs . Thus

[V (X, t)] =


X2

2
X1

X3

 ,

and

[v(x, t)] =



(
1−

√
1+4t3 x1 −4t2 x2

2t2

)2

2t2 x2 −1+
√

1+4t3 x1 −4t2 x2

2t3

x3
1+t


.
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4.29 (a) The given motion is homogeneous of the form x = ϕ(X, t) =
F (t)X with

[F (t)] =

 1 + t 0 0
0 1 t

0 −t 1

 , det[F (t)] = (1 + t)(1 + t2).

In particular, the deformation gradient field is independent of X

and det[F (t)] > 0 for all t ≥ 0. Due to the homogeneous form
of the motion, the inverse motion is given by X = ψ(x, t) =
F (t)−1x, which in components is

X1 =
x1

1 + t
, X2 =

x2 − tx3

1 + t2
, X3 =

x3 + tx2

1 + t2
.

(b) In components, the material velocity field is

[V (X, t)] = (X1 ,X3 ,−X2)T ,

and the spatial velocity field is

[v(x, t)] = (
x1

1 + t
,
x3 + tx2

1 + t2
,
tx3 − x2

1 + t2
)T .

(c) By definition of the material time derivative of a spatial field
we have φ̇ = [φ̇m ]s . Since

φm (X, t) = [tx1 + x2 ]|x=ϕ(X,t) = (t + t2)X1 + X2 + tX3

and

φ̇m (X, t) = (1 + 2t)X1 + X3 ,

we get

φ̇(x, t) = [(1 + 2t)X1 + X3 ]|X=ψ(x,t) =
(1 + 2t)x1

1 + t
+

x3 + tx2

1 + t2
.

(d) The material time derivative of φ can also be computed from
the formula φ̇ = ∂

∂ t φ + ∇x φ · v, where v is the spatial velocity
field. Since

∂

∂t
φ(x, t) = x1 and [∇x φ(x, t)] = (t, 1, 0)T ,

we get

φ̇(x, t) = x1 +
tx1

1 + t
+

x3 + tx2

1 + t2
,

which agrees with the result in part(c).
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4.30 (a) The given motion is homogeneous of the form x = ϕ(X, t) =
F (t)X with

[F (t)] =

 cos ωt sin ωt 0
− sin ωt cos ωt 0

0 0 1 + αt

 .

Due to the homogeneous form of the motion, the inverse motion
is given by X = ψ(x, t) = F (t)−1x, which in components is

X1 = x1 cos ωt − x2 sinωt

X2 = x1 sinωt + x2 cos ωt

X3 =
x3

1 + αt
.

(b) In components, the material velocity field is

V1 = −ω sin(ωt)X1 + ω cos(ωt)X2

V2 = −ω cos(ωt)X1 − ω sin(ωt)X2

V3 = αX3 ,

and the spatial velocity field is (after simplification)

v1 = ωx2 , v2 = −ωx1 , v3 =
αx3

1 + αt
.

(c) By definition L = sym[∇x v] and W = skew[∇x v]. Since

[∇x v] =

 0 ω 0
−ω 0 0
0 0 α

1+αt

 ,

we get

[L] =

 0 0 0
0 0 0
0 0 α

1+αt

 , [W ] =

 0 ω 0
−ω 0 0
0 0 0

 .

4.31 (a) Since ψ(x, t) is the inverse motion to ϕ(X, t) we have

ϕ̂(x, 0) = ϕ(X, t)|X=ψ(x,t) = ϕ(ψ(x, t), t) = x.

(b) Taking the derivative with respect to s we get

∂

∂s
ϕ̂(x, s) =

∂

∂t
ϕ(X, t + s)|X=ψ(x,t) = V (X, t + s)|X=ψ(x,t) ,
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and setting s = 0 gives

∂

∂s
ϕ̂(x, 0) = V (X, t)|X=ψ(x,t) = v(x, t).

(c) Since ϕ̂(x, 0) = x we have

F̂ (x, 0) = ∇x ϕ̂(x, 0) = I.

Moreover, since ∂
∂s ϕ̂(x, 0) = v(x, t) we have

∂

∂s
F̂ (x, 0) =

∂

∂s
(∇x ϕ̂(x, s))|s=0

= ∇x (
∂

∂s
ϕ̂(x, s)|s=0) = ∇x v(x, t).

(d) Using the results from part (c) we have

∂

∂s
Ê(x, 0) = sym(

∂

∂s
F̂ (x, 0)) = sym(∇x v(x, t)) = L(x, t).

(e) Using the relation Û 2 = F̂ T F̂ we have

(
∂

∂s
Û)Û + Û(

∂

∂s
Û) = (

∂

∂s
F̂ )T F̂ + F̂ T (

∂

∂s
F̂ ).

Setting s = 0 and using the results from part (c) gives

∂

∂s
Û(x, 0) = 1

2 (∇x v(x, t)T + ∇x v(x, t)) = L(x, t).

Similarly, using the relation R̂Û = F̂ we have

(
∂

∂s
R̂)Û + R̂(

∂

∂s
Û) =

∂

∂s
F̂ .

Setting s = 0 and using the results from part (c) gives

∂

∂s
R̂(x, 0) =

∂

∂s
F̂ (x, 0) − ∂

∂s
Û(x, 0) = skew(∇x v(x, t)),

which is the desired result.

4.32 (a) By definition we have w = wjej where

wj = εmjl
∂vm

∂xl
= εjlm

∂vm

∂xl
,

and W = Wikei ⊗ ek where

Wik =
1
2

(
∂vi

∂xk
− ∂vk

∂xi

)
.
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Let c be an arbitrary vector. Then using the definition of the
cross product along with an epsilon-delta identity from Chapter
1 we have

[w × c]i = εjkiwj ck = εjkiεj lm
∂vm

∂xl
ck

= (δklδim − δkm δil)
∂vm

∂xl
ck

= (
∂vi

∂xk
− ∂vk

∂xi
)ck = 2Wikck = [2Wc]i ,

which implies w × c = 2Wc.

(b) Using the result from part (a) we have

(∇x v)v = (∇x v −∇x vT + ∇x vT )v

= (2W + ∇x vT )v = w × v + (∇x vT )v.

Since a = v̇ = ∂
∂ t v + (∇x v)v we have

a =
∂

∂t
v + w × v + (∇x v)T v.

Moreover, since

∇x ( 1
2 |v|

2) =
∂

∂xj
( 1

2 vivi)ej =
∂vi

∂xj
viej = (∇x v)T v,

we get

a =
∂

∂t
v + w × v + ∇x ( 1

2 |v|
2),

which is the desired result.

4.33 (a) Due to the homogeneous form of the motion x = ϕ(X, t) =
R(t)X + c(t) the inverse motion is given by

X = ψ(x, t) = R(t)T (x − c(t)),

where R(t)T = R(t)−1 since R(t) is a rotation.

(b) Using the fact that I = R(t)R(t)T for all t ≥ 0 we have

O = Ṙ(t)R(t)T + R(t)Ṙ(t)T = Ω(t) + Ω(t)T ,

which shows that Ω(t) is skew-symmetric for each t ≥ 0.
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(c) By definition, the material velocity field is V (X, t) = Ṙ(t)X+
ċ(t) and the spatial velocity field is

v(x, t) = V (X, t)|X=ψ(x,t)

= Ṙ(t)R(t)T (x − c(t)) + ċ(t)

= Ω(t)(x − c(t)) + ċ(t),

which is the desired result.

4.34 By the change of variable formula for volume integrals we have∫
Ω t

Φ dVx =
∫

Ω
Φm det F dVX ,

where Ω is the (time-independent) subset of B corresponding to
the subset Ωt in Bt . Taking the time derivative of the above ex-
pression using the formula for the time derivative of the Jacobian
we find

d

dt

∫
Ω t

Φ dVx =
d

dt

∫
Ω

Φm det F dVX

=
∫

Ω

∂

∂t
(Φm det F ) dVX

=
∫

Ω
Φ̇m det F + Φm (∇x · v)m det F dVX

=
∫

Ω t

Φ̇ + Φ(∇x · v) dVx,

where the last line again follows from the change of variable for-
mula for volume integrals. This establishes the first part of the
result. To establish the second part we notice that

Φ̇ + Φ(∇x · v) =
∂Φ
∂t

+ (∇x Φ) · v + Φ(∇x · v)

=
∂Φ
∂t

+ ∇x · (Φv).

Substitution of this expression into the previous result and use of
the Divergence Theorem gives

d

dt

∫
Ω t

Φ dVx =
∫

Ω t

(
∂Φ
∂t

+ ∇x · (Φv)
)

dVx

=
∫

Ω t

∂Φ
∂t

dVx +
∫

∂Ω t

Φv · n dAx,

which is the desired result.
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4.35 Let c be an arbitrary vector and consider the spatial tensor field
w ⊗ c. Using the change of variable formula for tensor fields we
have ∫

∂Ω t

(w ⊗ c)n dAx =
∫

∂Ω
(wm ⊗ c)GN dAX .

Noting that [b⊗ c]a = [b⊗a]c for any vectors a, b and c we get∫
∂Ω t

(w ⊗ n)c dAx =
∫

∂Ω
(wm ⊗ GN)c dAX .

The result now follows by the arbitrariness of c.

4.36 Let Ωt be any subset of Bt with corresponding subset Ω in B.
Then using the definition of volume and the change of variable
formula for volume integrals we have

vol[Ωt ] − vol[Ω] =
∫

Ω t

dVx −
∫

Ω
dVX

=
∫

Ω
det F dVX −

∫
Ω

dVX

=
∫

Ω
(det F − 1) dVX .

By the Localization Theorem (Chapter 2) we deduce vol[Ωt ] −
vol[Ω] = 0 for all subsets Ω ⊂ B and t ≥ 0 if and only if (detF −
1) = 0 for all X ∈ B and t ≥ 0, which establishes the first result.
To establish the second result notice that for each X in B the
Jacobian det F (X, t) satisfies the differential equation

∂

∂t
(det F ) = (det F )(∇x · v)m , t ≥ 0

(det F )|t=0 = 1,

where the second line follows from the fact that ϕ(X, 0) = X.
From this we deduce that det F (X, t) = 1 for all X ∈ B and
t ≥ 0 if and only if (∇x · v)m (X, t) = 0 for all X ∈ B and t ≥ 0.
The result follows.

4.37 For the given deformation we find

[F ] =

 1 αt 0
0 1 0
0 0 1

 ,

which gives det[F ] = 1 for all X ∈ B and t ≥ 0. Thus the motion
is volume-preserving.
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Balance Laws

5.1 (a) In any coordinate frame {ek} we have |r|2 =
∑3

q=1(xq −yq )2 ,
which gives

∂|r|2
∂xk

= 2(xk − yk ).

Moreover, by the chain rule, the left-hand side is 2|r|∂|r|/∂xk .
Thus

∂|r|
∂xk

=
(xk − yk )

|r| and ∇x|r| =
3∑

k=1

∂|r|
∂xk

ek =
r

|r| .

The second result follows in a similar way, namely

∂|r|
∂yk

= − (xk − yk )
|r| and ∇y|r| =

3∑
k=1

∂|r|
∂yk

ek = − r

|r| .

(b) From the relation W12(x,y) = Ŵ (|r|) and the chain rule we
get

∇xW12 =
3∑

k=1

∂W12

∂xk
ek =

3∑
k=1

Ŵ ′ ∂|r|
∂xk

ek =
Ŵ ′

|r| r.

Similarly, since W21(y,x) = Ŵ (|r|) we get

∇yW21 =
3∑

k=1

∂W21

∂yk
ek =

3∑
k=1

Ŵ ′ ∂|r|
∂yk

ek = −Ŵ ′

|r| r.

58
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5.2 The result for M [Ωt ] is trivial. To obtain the result for l[Ωt ] we
take the time derivative and substitute for miẍi to get

d

dt
l[Ωt ] =

∑
i∈I

miẍi =
∑
i∈I

[
f env

i +
N∑

j = 1
j �= i

f int
ij

]
=
∑
i∈I

[
f env

i +
∑
j ∈I
j �= i

f int
ij +

∑
j /∈I

f int
ij

]
.

(5.1)

Let rij = xi − xj . Then from the results of Exercise 5.1 we
deduce

f int
ij = −

Û ′
ij

|rij |
rij , f int

j i =
Û ′

ij

|rij |
rij , (no sum). (5.2)

From this result we deduce that the double sum in the middle of
the last line of (5.1) vanishes. In particular, we have∑

i , j ∈I
j �= i

f int
ij =

∑
i<j

f int
ij +

∑
j<i

f int
ij =

∑
i<j

[
f int

ij + f int
j i

]
= 0. (5.3)

Substitution of (5.3) into (5.1) gives the desired balance law for
l[Ωt ], namely

d

dt
l[Ωt ] =

∑
i∈I

[
f env

i +
∑
j /∈I

f int
ij

]
.

The remaining balance laws follow from similar arguments based
on the relations in (5.2).

5.3 From the definitions of j[Ωt ]z, l[Ωt ], τ [Ωt ]z and r[Ωt ] we deduce

j[Ωt ]z = j[Ωt ]o − z × l[Ωt ], τ [Ωt ]z = τ [Ωt ]o − z × r[Ωt ].

Differentiating the first equation and subtracting the second gives

d

dt
j[Ωt ]z − τ [Ωt ]z

=
d

dt
j[Ωt ]o − τ [Ωt ]o − d

dt

(
z × l[Ωt ]

)
+ z × r[Ωt ].

The desired result follows from the laws of inertia and the fact
that z is constant.
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5.4 Let M = mass[Ωt ], which is constant by the law of mass con-
servation. By definition of the mass center (see Chapter 3) we
have

Mxcom =
∫

Ω t

ρx dVx.

From the relation x = ϕ(X, t) we get ẋ = v, and by the result
on the derivative of integrals relative to mass density we get

M ẋcom =
d

dt

∫
Ω t

ρx dVx =
∫

Ω t

ρẋ dVx = l[Ωt ],

which establishes the first result. Taking the time derivative of
this expression and using the laws of inertia gives

M ẍcom =
d

dt
l[Ωt ] = r[Ωt ],

which establishes the second result.

5.5 Proceeding just as in Exercise 5.3 we obtain

d

dt
j[Ωt ]xc o m − τ [Ωt ]xc o m

=
d

dt
j[Ωt ]o − τ [Ωt ]o − d

dt

(
xcom × l[Ωt ]

)
+ xcom × r[Ωt ].

Expanding the derivative of the cross product and using the laws
of inertia to eliminate terms we get

d

dt
j[Ωt ]xc o m − τ [Ωt ]xc o m = −ẋcom × l[Ωt ].

The result follows from the fact that ẋcom × l[Ωt ] = 0. In partic-
ular, ẋcom is parallel to l[Ωt ] by the results of Exercise 5.4.

5.6 By definition of mass and a change of variables we have

mass[Ωt ] =
∫

Ω t

ρ(x, t) dVx =
∫

Ω
ρm (X, t) det F (X, t) dVX ,

where ρm is the material description of the spatial field ρ. Taking
time derivatives and using the result for the derivative of the
Jacobian field detF we get (omitting arguments X and t for
brevity)

d

dt
mass[Ωt ] =

∫
Ω

ρ̇m det F + ρm (∇x · v)m det F dVX ,
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where (∇x · v)m is the material description of the spatial field
∇x · v. Converting to spatial coordinates gives

d

dt
mass[Ωt ] =

∫
Ω t

(ρ̇m )s + ρ(∇x · v) dVx. (5.4)

From the definition of the total or material time derivative we
have

(ρ̇m )s = ρ̇ =
∂

∂t
ρ + ∇x ρ · v.

Substitution of this expression into (5.4) yields

d

dt
mass[Ωt ] =

∫
Ω t

∂

∂t
ρ + ∇x · (ρv) dVx. (5.5)

Thus, for any subset Ωt of Bt , the growth law d
dt mass[Ωt ] = g[Ωt ]

implies

d

dt
mass[Ωt ] − g[Ωt ] =

∫
Ω t

∂

∂t
ρ + ∇x · (ρv) − γρ dVx = 0.

An application of the Localization Theorem yields the desired
result.

5.7 (a) For any open subset Ωt of Bt the axiom on angular momentum
states

d

dt
j[Ωt ]o = τ [Ωt ]o.

From the given expression for τ [Ωt ]o, together with the relations
t = Sn and m = Mn, we have (omitting arguments x and t for
brevity)

τ [Ωt ]o =
∫

Ω t

ρh + x × ρb dVx +
∫

∂Ω t

Mn + x × Sn dAx.

By the Divergence Theorem we note that∫
∂Ω t

x × Sn dAx =
∫

∂Ω t

εijkxjSklnlei dAx

=
∫

Ω t

(εijkxjSkl),lei dVx

=
∫

Ω t

(εijkSkj + εijkxjSkl,l)ei dVx

=
∫

Ω t

ξ + x ×∇x · S dVx,
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where we introduce ξ = εijkSkjei for convenience. From the
definition of j[Ωt ]o and the result on time derivatives of integrals
relative to mass density we get

d

dt
j[Ωt ]o =

∫
Ω t

ρη̇ + ρ(ẋ × v + x × v̇) dVx.

Substituting the above result into the axiom of angular momen-
tum and using the fact that ẋ × v = 0 we get∫

Ω t

ρη̇ + x × ρv̇ dVx

=
∫

Ω t

ρh + x × ρb dVx +
∫

∂Ω t

Mn + x × Sn dAx.

Using the Divergence Theorem on the surface integrals and col-
lecting terms we arrive at∫

Ω t

ρη̇ −∇x · M − ξ − ρh + x × [ρv̇ −∇x · S − ρb] dVx = 0.

Because our definitions of linear momentum and resultant force
have not changed, the axiom of linear momentum still implies
ρv̇ = ∇x ·S + ρb. Using this fact, together with the Localization
Theorem, we conclude

ρη̇ = ∇x · M + ξ + ρh, ∀x ∈ Bt, t ≥ 0,

which is the desired result.

(b) In the case when M and h are identically zero we get ρη̇ = ξ.
Thus, for any x ∈ Bt and t ≥ 0 we deduce that η̇(x, t) = 0 if
and only if ξ(x, t) = 0. Just as in the analysis of the equilibrium
equations in Chapter 3, we find that ξ(x, t) = 0 if and only if
S(x, t) is symmetric.

5.8 (a) Using the definition of the total or material derivative we have

(ψφ)• =
∂(ψφ)

∂t
+ v · ∇x (ψφ)

=
∂ψ

∂t
φ + ψ

∂φ

∂t
+ (v · ∇x ψ)φ + ψ(v · ∇x φ)

= ψ̇φ + ψφ̇.

The other result follows similarly.
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(b) Using the result from part (a) we get

(ρ−1φ)• = ρ−1
[
−ρ−1 ρ̇φ + φ̇

]
.

Conservation of mass implies ρ̇ + ρ∇x · v = 0 which upon substi-
tuting in the expression above yields

(ρ−1φ)• = ρ−1 [φ̇ + φ∇x · v]

= ρ−1
[
∂φ

∂t
+ (∇x φ) · v + φ∇x · v

]
= ρ−1

[
∂φ

∂t
+ ∇x · (φv)

]
.

(c) We proceed exactly as in the previous problem:

(ρ−1w)• = ρ−1 [−ρ̇ρ−1w + ẇ]

= ρ−1 [ẇ + w∇x · v]

= ρ−1
[
∂w

∂t
+ (∇x w)v + (∇x · v)w

]
= ρ−1

[
∂w

∂t
+ ∇x · (w ⊗ v)

]
.

5.9 The first equation is simply the mass conservation equation. To
establish the second we notice that

∂

∂t
(ρv) + ∇x · (ρv ⊗ v + pI)

=
∂

∂t
(ρv) + ∇x · (v ⊗ (ρv) + pI)

=
∂ρ

∂t
v + ρ

∂v

∂t
+ (∇x v)ρv + ∇x · (ρv)v + ∇x p

=
(

∂ρ

∂t
+ ∇x · (ρv)

)
v + ∇x p + ρ

(
∂v

∂t
+ (∇x v)v

)
= ∇x p + ρv̇,

where the last line follows from mass conservation. Using S =
−pI and the balance of linear momentum equation we obtain

∂

∂t
(ρv) + ∇x · (ρv ⊗ v + pI) = −∇x · S + ρv̇ = ρb,

which is the desired result. To establish the third equation we
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notice that
∂

∂t
(ρE) + ∇x · (ρEv + pv)

=
∂

∂t
(ρE) + ∇x (ρE) · v + (ρE)∇x · v + ∇x · (pv)

= (ρE)• + (ρE)∇x · v + ∇x · (pv)

= (ρ̇ + ρ∇x · v)E + ρĖ −∇x · (Sv),

where the last line follows from S = −pI. By mass conservation
we have ρ̇ + ρ∇x · v = 0. Using this result, together with the
definition E = φ + 1

2 |v|2 and the symmetry of S, we obtain

∂

∂t
(ρE) + ∇x · (ρEv + pv)

= ρ(φ̇ + v̇ · v) − (∇x · S) · v − S : ∇x v

= (ρφ̇ − S : L) + (ρv̇ −∇x · S) · v.

Finally, substituting for ρφ̇ and ρv̇ from the balance of energy
and linear momentum equations we get

∂

∂t
(ρE) + ∇x · (ρEv + pv) = −∇x · q + ρr + ρb · v,

which is the desired result.

5.10 Using the definition C = F T F , the symmetry of Σ and the
identity A : (BD) = (BT A) : D we have

1
2 Σ : Ċ = 1

2 Σ : (Ḟ T F + F T Ḟ )

= Σ : (F T Ḟ )

= FΣ : Ḟ

= P : Ḟ ,

where the last line follows from the definitions of Σ and P .

5.11 From the Clausius-Duhem inequality in Lagrangian form we have

ρ0 η̇m ≥ Θ−1ρ0R −∇X · (Θ−1Q).

Expanding the divergence term and multiplying through by Θ we
obtain

Θρ0 η̇m ≥ ρ0R −∇X · Q + Θ−1Q · ∇X Θ. (5.6)

From the definition of the free energy we have Θη̇m = Φ̇− Θ̇ηm −
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Ψ̇. Multiplying this expression by ρ0 and using the balance of
energy equation to eliminate ρ0Φ̇ we get

ρ0Θη̇m = P : Ḟ −∇X · Q + ρ0R − ρ0Θ̇ηm − ρ0Ψ̇.

Substituting this expression into (5.6) leads to

ρ0Ψ̇ ≤ P : Ḟ − ρ0ηm Θ̇ − Θ−1Q · ∇X Θ,

which is the desired result.

5.12 (a) From Exercise 5.10 we have P : Ḟ = 1
2 Σ : Ċ. For the given

motion we deduce F = Λ and C = F T F = ΛT Λ = I. Thus
P : Ḟ = O for all X ∈ B and t ≥ 0.

(b) The energy balance equation in Lagrangian form is

ρ0Φ̇ = P : Ḟ −∇X · Q + ρ0R. (5.7)

Using the relations Φ = αΘ and Q = −κ∇X Θ, together with the
result from part (a) and the identity ∇X ·∇X Θ = ∆X Θ, we obtain

ρ0α
∂Θ
∂t

= κ∆X Θ + ρ0R,

which is the desired result.

(c) From the relation between free and internal energy we have
Φ = Ψ + Θηm . Taking the time derivative and using the given
constitutive relations for Ψ and ηm we get

Φ̇ = Ψ̇ + η̇m Θ + ηm Θ̇

=
dΨ̂
dΘ

Θ̇ + η̇m Θ +

(
−dΨ̂

dΘ

)
Θ̇ = −Θ

d2Ψ̂
dΘ2 Θ̇.

Substitution of this result into (5.7) yields the desired result.

(d) The reduced Clausius-Duhem inequality in Lagrangian form
is

ρ0Ψ̇ ≤ P : Ḟ − ρ0ηm Θ̇ − Θ−1Q · ∇X Θ.

Substituting the given constitutive equations for Q, Ψ and ηm ,
and using the result from part (a), we obtain

0 ≤ Θ−1κ|∇X Θ|2 .

Since Θ > 0 this inequality will be satisfied for arbitrary rigid
motions and temperature fields only if κ ≥ 0.
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5.13 Since ϕ∗ = Q(t)ϕ + c(t) we have

F ∗(X, t) = Q(t)F (X, t).

By definition of the Cauchy strain tensor we have

C∗ = (F ∗)T F ∗ = (QF )T (QF ) = F T QT QF = F T F = C,

and from this result we obtain

U∗ =
√

C∗ =
√

C = U .

In view of the relations F ∗ = R∗U∗ and F = RU , and the
results F ∗ = QF and U∗ = U , we obtain R∗U = QRU . Hence,
since U is invertible, we have

R∗ = QR.

Similarly, given the relations F ∗ = V ∗R∗ and F = V R, and the
results F ∗ = QF and R∗ = QR, we obtain V ∗QR = QV R.
Hence, since R is invertible, we have

V ∗ = QV QT .

From Chapter 4 we recall that the spatial velocity and material
deformation gradients for a motion ϕ are related as

(∇x v)(x, t)
∣∣∣
x=ϕ(X,t)

= Ḟ (X, t)F (X, t)−1 .

Similarly, for the motion ϕ∗ we have

(∇x ∗
v∗)(x∗, t)

∣∣∣
x∗=ϕ∗(X,t)

= Ḟ ∗(X, t)F ∗(X, t)−1 .

Since

Ḟ ∗(X, t) = Q̇(t)F (X, t) + Q(t)Ḟ (X, t),

and

F ∗(X, t)−1 = (Q(t)F (X, t))−1

= F (X, t)−1Q(t)−1 = F (X, t)−1Q(t)T ,
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we have

(∇x ∗
v∗)(x∗, t)

∣∣∣
x∗=ϕ∗(X,t)

=
[
Q̇(t)F (X, t) + Q(t)Ḟ (X, t)

]
F (X, t)−1Q(t)T

= Q̇(t)Q(t)T + Q(t)Ḟ (X, t)F (X, t)−1Q(t)T

= Q̇(t)Q(t)T + Q(t)(∇x v)(x, t)
∣∣∣
x=ϕ(X,t)

Q(t)T .

Using the fact that x∗ = ϕ∗(X, t) = g(x, t)
∣∣∣
x=ϕ(X,t)

we obtain

(∇x ∗
v∗)(x∗, t)

∣∣∣
x∗=g(x,t)

= Q(t)(∇x v)(x, t)Q(t)T + Q̇(t)Q(t)T ,

which is the desired result. From the relation Q(t)Q(t)T = I we
deduce O = d

dt

{
Q(t)Q(t)T

}
= Q̇(t)Q(t)T + Q(t)Q̇(t)T , which

implies

Q̇(t)Q(t)T = −Q(t)Q̇(t)T .

From this result and the fact Q̇(t)T = d
dt

{
Q(t)T

}
=
{

d
dt Q(t)

}T

we obtain

Q̇(t)Q(t)T = −
{

Q̇(t)Q(t)T
}T

,

which implies Q̇(t)Q(t)T is skew. Finally, from the definition
L∗ = sym(∇x ∗

v∗) we get

L∗(x∗, t)
∣∣∣
x∗=g(x,t)

= 1
2 (∇x ∗

v∗)(x∗, t)
∣∣∣
x∗=g(x,t)

+ 1
2 ((∇x ∗

v∗)(x∗, t))T
∣∣∣
x∗=g(x,t)

= 1
2 Q(t)(∇x v)(x, t)Q(t)T + 1

2 Q̇(t)Q(t)T

+ 1
2 Q(t)((∇x v)(x, t))T Q(t)T + 1

2

{
Q̇(t)Q(t)T

}T

= 1
2 Q(t)[ (∇x v)(x, t) + ((∇x v)(x, t))T ]Q(t)T

= Q(t)L(x, t)Q(t)T ,

which is the desired result.

5.14 Consider a motion x = ϕ(X, t) and let x∗ = Q(t)x + c(t) be an
arbitrary superposed rigid motion.

(a) From the given constitutive relation we get S = 2µ∇x v and
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S∗ = 2µ∇x ∗
v∗. By the result on the effects of superposed rigid

motion we have ∇x ∗
v∗ = Q∇x vQT + Q̇QT , which implies

S∗ = 2µ∇x ∗
v∗ = 2µ[Q∇x vQT + Q̇QT ] = QSQT + 2µQ̇QT .

Thus the constitutive relation is not frame-indifferent because
S∗ �= QSQT for all Q.

(b) From the given constitutive relation we get S = µL and
S∗ = µL∗. By the result on the effects of superposed rigid motion
we have L∗ = QLQT , which implies

S∗ = µL∗ = µQLQT = QSQT .

Thus the constitutive relation is frame-indifferent because S∗ =
QSQT for all Q.

(c) From the given constitutive relation we get S = λργ I and
S∗ = λ(ρ∗)γ I. Since ρ∗ = ρ by the axiom on material frame-
indifference, we get

S∗ = λ(ρ∗)γ I = λργ I = Q[λργ I]QT = QSQT .

Thus the constitutive relation is frame-indifferent because S∗ =
QSQT for all Q.

5.15 (a) From the result on the effects of superposed rigid motion we
have ∇x ∗

v∗ = Q∇x vQT + Q̇QT , and taking the transpose gives
(∇x ∗

v∗)T = Q∇x vT QT + QQ̇T . From these expressions we get

W ∗ = QWQT +
Q̇QT − QQ̇T

2
.

From QQT = I we deduce Q̇QT + QQ̇T = O. Substituting this
result into the expression above gives

W ∗ = QWQT + Q̇QT , (5.8)

which is the desired result.

(b) Since T is frame indifferent we have T ∗ = QTQT , and since
Jma(T ) = Ṫ we have

Jma(T ∗) = (T ∗)• = QṪQT + Q̇TQT + QTQ̇T .
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By (5.8), and the fact that W and W ∗ are skew, we get W ∗Q =
QW + Q̇ and −QT W ∗ = −WQT + Q̇T . Thus

Jma(T ∗) = QJma(T )QT

+ [W ∗Q − QW ]TQT + QT [WQT − QT W ∗].

This shows that Jma(T ∗) �= QJma(T )QT for general superposed
rigid motions as claimed. To investigate the co-rotated derivative
Jco(T ,W ) we note from above that

(T ∗)• = Q[Ṫ − WT + TW ]QT + W ∗QTQT − QTQT W ∗

= Q[Ṫ − WT + TW ]QT + W ∗T ∗ − T ∗W ∗,

which implies

(T ∗)• − W ∗T ∗ + T ∗W ∗ = Q[Ṫ − WT + TW ]QT .

Thus we obtain Jco(T ∗,W ∗) = QJco(T ,W )QT as claimed.
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Isothermal Fluid Mechanics

6.1 From the balance of linear momentum equation with v identically
zero (fluid is at rest) we get ∇x p = ρ0b. Since ρ0b is independent
of x the general solution of this equation is p(x) = ρ0b · x + c,
where c is an arbitrary constant. Since p(x∗) = p∗ we get

p(x) = p∗ + ρ0b · (x − x∗).

6.2 The force per unit area exerted by the fluid on the surface of
the obstacle is t = Sn, where S = −pI and n is the unit nor-
mal which points into the fluid, that is, the outward unit normal
on ∂Ω. For a steady, irrotational motion with zero body force
Bernoulli’s Theorem implies 1

2 |v|2 + ρ−1
0 p = f , where f is a con-

stant. Solving for p gives

p = ρ0f − 1
2 ρ0 |v|2 ,

and the resultant force is

r =
∫

∂Ω
−pn dAx =

∫
∂Ω

( 1
2 ρ0 |v|2 − ρ0f)n dAx.

The desired result follows from an application of the Divergence
Theorem. In particular, since ρ0f is independent of x we have∫

∂Ω
ρ0fn dAx =

∫
Ω
∇x (ρ0f) dVx = 0.

6.3 Since ∆x φ = φ,ii the Laplace equation is

∂2φ

∂x1
2 +

∂2φ

∂x2
2 +

∂2φ

∂x3
2 = 0, 0 < x1 , x2 , x3 < 1,

70
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and since the outward unit normal field on ∂D is piecewise con-
stant with values n = ±e1 , ±e2 , ±e3 and ∇x φ = φ,iei , the
boundary conditions are

φ,x1 = 0

φ,x2 = 0

φ,x3 = 0

φ,x3 = g

for x1 = 0, 1 ,

for x2 = 0, 1 ,

for x3 = 0 ,

for x3 = 1.

(a) We are given g = cos(kπx1) cos(lπx2). Using (x, y, z) in place
of (x1 , x2 , x3), we follow the method of separation of variables
and assume φ(x, y, z) = X(x)Y (y)Z(z). Then from the Laplace
equation and the first four boundary conditions we get, after sep-
arating variables,

X
′′

X
+

Y
′′

Y
+

Z
′′

Z
= 0, 0 < x, y, z < 1,

X
′
(0) = X

′
(1) = 0, Y

′
(0) = Y

′
(1) = 0.

Since x, y and z are independent the first equation implies that
each of its terms must be constant. Thus

X
′′

X
= −w1 ,

Y
′′

Y
= −w2 , and

Z
′′

Z
= −w3 ,

where w1 + w2 + w3 = 0. The equations for X and Y are then

X
′′

+ w1X = 0,

Y
′′

+ w2Y = 0,

X
′
(0) = X

′
(1) = 0,

Y
′
(0) = Y

′
(1) = 0.

The non-trivial solutions of these (eigenvalue) problems are

w1 = m2π2 , X = cos(mπx), w2 = n2π2 , Y = cos(nπy),

where m,n ≥ 0 are integers. The boundary condition XY Z
′
= g

at z = 1 requires m = k, n = l and Z
′
(1) = 1. Thus we deduce

that Z must satisfy

Z
′′

+ w3Z = 0,

Z
′
(0) = 0, Z

′
(1) = 1,

where w3 = −(w1 + w2) = −(k2 + l2)π2 . Solving this system we
get

Z(z) =
cosh(πz

√
k2 + l2)

π
√

k2 + l2 sinh(π
√

k2 + l2)
, k2 + l2 �= 0.



72 Isothermal Fluid Mechanics

Thus the solution is

φ =
cos(kπx) cos(lπy) cosh(πz

√
k2 + l2)

π
√

k2 + l2 sinh(π
√

k2 + l2)
, k2 + l2 �= 0.

(b) Let φkl be the solution found in part (a) with boundary con-
dition gkl = cos(kπx1) cos(lπx2). (For brevity we suppose gkl is
defined on all faces and only indicate the nonzero value). Then
∆x φkl = 0 in D and ∇x φkl · n = gkl on ∂D. If the boundary
condition is changed to

g =
∞∑

k,l=1

aklg
kl ,

then, by linearity of the Laplacian and gradient, a corresponding
solution will be

φ =
∞∑

k,l=1

aklφ
kl .

In particular, assuming the series can be differentiated term-by-
term, we have

∆x φ = ∆x

( ∞∑
k,l=1

aklφ
kl
)

=
∞∑

k,l=1

akl(∆x φkl) = 0, ∀x ∈ D.

Moreover,

∇x φ · n = ∇x

( ∞∑
k,l=1

aklφ
kl
)
· n

=
∞∑

k,l=1

akl(∇x φkl · n)

=
∞∑

k,l=1

aklg
kl = g, ∀x ∈ ∂D.

(c) Using the result from (b) we notice that g = 0 on all faces
corresponds to akl = 0 for all k, l, which yields the trivial solu-
tion φ = 0. Alternatively, a direct approach with separation of
variables shows that the general solution is φ = c, where c is an
arbitrary constant. This general solution is not contained in the
result in (b) because the series given for g (hence φ) does not
have a constant term. In either case, the resulting velocity field
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associated with φ vanishes. Thus, assuming a conservative body
force, the only irrotational motion of an ideal fluid in D is the
trivial one with zero velocity.

6.4 From the balance of linear momentum equation with v identically
zero (fluid is at rest) we get π′(ρ)∇x ρ = ρb. Substituting π = λργ

into this relation and dividing by ρ gives

γλργ−2∇x ρ = b.

Rewriting the left-hand side of this expression we get

γλ

γ − 1
∇x (ργ−1) = b,

and since b is independent of x we get

γλ

γ − 1
ργ−1 = b · x + c,

where c is an arbitrary constant. Using the relation p = λργ we
can write the above expression in the form

αpξ = b · x + c, where ξ =
γ − 1

γ
, α =

λ1−ξ

ξ
.

Using the fact that p(x∗) = p∗ we can determine c and obtain
αpξ = b · (x − x∗) + αpξ

∗, which implies

p =
[
α−1b · (x − x∗) + pξ

∗

]1/ξ

.

6.5 (a) We have p = π(ρ) where π(s) = 1
2 s2 . From the definition of

γ(s) we get

γ(s) =
∫ s

a

π′(ξ)
ξ

dξ = s − a, (6.1)

where a > 0 is an arbitrary constant. Since ζ is the inverse
function of γ we find that ζ(s) = s + a.

(b) For steady, irrotational motion with a conservative body force
per unit mass the velocity potential φ must satisfy

∇x · (ρ∇x φ) = 0, ∀x ∈ D,

where ρ is given by

ρ = ζ
(
f − 1

2 |∇
x φ|2 − β

)
.
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Here f is a constant, and because the body force field is zero, β

must also be a constant. Since ζ(s) = s + a we get

ρ = f − 1
2 |∇

x φ|2 − β + a = c − 1
2 |∇

x φ|2 ,

where c = f − β + a. Expanding the equation for φ we have

ρ∆x φ + ∇x ρ · ∇x φ = 0.

Using the fact that the gradient of c is zero we get

∇x ρ = −∇x ( 1
2 |∇

x φ|2) = −( 1
2 |∇

x φ|2),iei

= −( 1
2 φ,jφ,j ),iei

= −φ,ijφ,jei

= −(∇x∇x φ)∇x φ.

Substituting the expressions for ρ and ∇x ρ into the equation for
φ gives the desired result

c∆x φ = 1
2 |∇

x φ|2∆x φ + ∇x φ · (∇x∇x φ)∇x φ.

6.6 Let ρ(1) = f(k · x − ct) + g(k · x + ct) where f, g are arbitrary.
Then by the chain rule we get

∂2ρ(1)

∂t2
= c2
[
f

′′
(k · x − ct) + g

′′
(k · x + ct)

]
,

∂2ρ(1)

∂x1
2 = k2

1

[
f

′′
(k · x − ct) + g

′′
(k · x + ct)

]
,

with similar expressions for the x2 and x3 spatial derivatives.
Subtracting c2∆x ρ(1) from ∂ 2

∂ t2 ρ(1) we find

∂2

∂t2
ρ(1) − c2∆x ρ(1)

= c2 [1 − k2
1 − k2

2 − k2
3 ][f

′′
(k · x − ct) + g

′′
(k · x + ct)] = 0,

where the last line follows from the fact that k is a unit vector.
Thus ρ(1) = f(k · x − ct) + g(k · x + ct) is a solution of the wave
equation for any functions f, g and any unit vector k.

6.7 (a) By definition, the Cauchy stress in an elastic fluid is S(x, t) =
−π(ρ(x, t))I. In the material description this reads

Sm (X, t) = −π(ρm (X, t))I.

By the conservation of mass equation in Lagrangian form we have
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ρm detF = ρ0 , where ρ0 is the mass density in the reference
configuration B. Using this expression we may eliminate ρm and
obtain

Sm (X, t) = −π

(
ρ0(X)

det F (X, t)

)
I.

Using the definition P = (det F )Sm F−T we get

P = −(det F )π
( ρ0

det F

)
F−T

= −F (detF )π
( ρ0

det F

)
F−1F−T

= −F
√

det C π
( ρ0√

det C

)
C−1 = Fh(detC, ρ0)C−1 ,

where C = F T F is the Cauchy-Green strain tensor and h is the
function defined by

h(z, r) = −
√

z π
( r√

z

)
.

Thus P = FΣ(C, ρ0) where Σ(C, ρ0) = h(det C, ρ0)C−1 .

(b) As discussed in Chapter 7, isotropic elastic materials are char-
acterized by constitutive relations of the form

P = F [γ0I + γ1C + γ2C
−1 ],

where γi : IR3 → IR (i = 0, 1, 2) are functions of the principal
invariants of C. The result in (a) is precisely of this form with
γ0 = γ1 = 0 and γ2 = h(det C, ρ0). Thus an elastic fluid is an
isotropic elastic material.

6.8 Using the condition ∇x · v = 0 we have

(∇x v)v = vi,j vjei = [(vivj ),j − vivj,j ]ei

= ∇x · (v ⊗ v) − (∇x · v)v = ∇x · (v ⊗ v),

and since v · n = 0 on ∂D we find by the Divergence Theorem∫
D

(∇x v)v dVx =
∫

D

∇x · (v ⊗ v) dVx

=
∫

∂D

(v ⊗ v)n dAx =
∫

∂D

(v · n)v dAx = 0.
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6.9 The reactive stress in either an ideal or Newtonian fluid is S(r) =
−pI, where p is the pressure field associated with the incompress-
ibility constraint ∇x · v = 0. Using the fact that I : A = tr A

and tr(sym(A)) = tr A for any second-order tensor A we get

S(r) : L = −pI : sym(∇x v)

= −p tr(sym(∇x v))

= −p tr(∇x v) = −p∇x · v = 0, ∀x ∈ Bt, t ≥ 0.

6.10 (a) For a planar velocity field the incompressibility condition is
∇x · v = v1,1 + v2,2 = 0. Assuming v1 = ψ,2 and v2 = −ψ,1 we
get

∇x · v = v1,1 + v2,2 = ψ,21 − ψ,12 = 0,

for any smooth function ψ, by equality of mixed partial deriva-
tives.

(b) By definition of the curl operator we have

∇x × v =
( ∂v3

∂x2
− ∂v2

∂x3

)
e1 +

( ∂v1

∂x3
− ∂v3

∂x1

)
e2 +

( ∂v2

∂x1
− ∂v1

∂x2

)
e3 .

For a planar velocity field this reduces to

∇x × v =
( ∂v2

∂x1
− ∂v1

∂x2

)
e3 .

Since w = ∇x × v, v1 = ψ,2 and v2 = −ψ,1 we get

w = we3 where w = −∆x ψ.

(c) The balance of linear momentum equation with zero body
force is

ρ0 [
∂v

∂t
+ (∇x v)v] = µ∆x v −∇x p.

By Result 6.2 the spatial acceleration terms can be rewritten to
obtain

ρ0 [
∂v

∂t
+ 1

2∇
x (|v|2) + (∇x × v) × v] = µ∆x v −∇x p.

Taking the curl of this equation using the fact ∇x × (∆x v) =
∆x (∇x × v), and that the curl of a gradient is zero, we find

ρ0 [
∂w

∂t
+ ∇x × (w × v)] = µ∆x w.
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Let u = w × v. Then, by planarity, u = −v2we1 + v1we2 and

∇x × (w × v) =
[∂u2

∂x1
− ∂u1

∂x2

]
e3

=
[∂(v1w)

∂x1
+

∂(v2w)
∂x2

]
e3

=
[
w∇x · v + v · ∇x w

]
e3 .

Using the condition ∇x · v = 0 we get

∇x × (w × v) = (v · ∇x w)e3 .

Substituting this into the equation for w we obtain the first result

∂w

∂t
+ v · ∇x w = ν∆x w,

where ν = µ/ρ0 . Substituting w = −∆x ψ and v = ∇x ⊥ψ into
this equation leads to the second result

(∆x )2ψ = ν−1
[ ∂

∂t
(∆x ψ) + ∇x ⊥ψ · ∇x (∆x ψ)

]
.

6.11 (a) The steady Navier-Stokes equations with zero body force are

ρ0(∇x v)v = µ∆x v −∇x p, ∇x · v = 0.

Working in components, and using the fact that v = v1(x1 , x2)e1 ,
we have

[v] =


v1

0
0

 , [∇x v] =

 v1,1 v1,2 0
0 0 0
0 0 0

 ,

[∆x v] =


v1,11 + v1,22

0
0

 , [∇x p] =


p,1

p,2

p,3

 .

Thus, in components, the steady Navier-Stokes equations are

ρ0


v1,1v1

0
0

 = µ


v1,11 + v1,22

0
0

−


p,1

p,2

p,3

 , v1,1 = 0.

Exploiting the fact that v1,1 = 0 we obtain the desired result,
namely

µv1,22 = p,1 , p,2 = 0, p,3 = 0, v1,1 = 0.
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The equation v1,1 = 0 implies v1 is independent of x1 , so we
have v1 = v1(x2). The equations p,2 = 0 and p,3 = 0 imply p is
independent of x2 and x3 , so we have p = p(x1). Since x1 and
x2 are independent, the equation µv1,22 = p,1 implies that each
side must be constant. Upon setting µv1,22 = α and p,1 = α and
integrating we obtain

v1 =
α

2µ
x2

2 + βx2 + γ, p = αx1 + δ.

where α, β, γ, δ are arbitrary constants.

(b) v1 = 0 at x2 = 0 requires γ = 0, and v1 = ϑ at x2 = h

requires α
2µ h2 +βh = ϑ. No conditions are given on the pressure.

Thus the resulting solution is

v1 =
α

2µ
x2

2 +
1
h

(ϑ − α

2µ
h2)x2 , p = αx1 + δ,

where α and δ are arbitrary constants.

(c) The no-slip boundary condition v1 = 0 at x2 = 0 requires γ =
0. By definition, the Cauchy stress is S = −pI + 2µ sym(∇x v).
Using results from part (a) we have

[S] =

 −p µv1,2 0
µv1,2 −p 0

0 0 −p

 .

At x2 = h we have n = e2 and the traction boundary condition
Sn = ae1 + be2 implies

µv1,2

−p

0

 =


a

b

0

 , x2 = h, −∞ < x1 < ∞.

The condition p = −b for all x1 implies α = 0 and δ = −b.
Moreover, the condition µv1,2 = a implies β = a/µ. Thus we
obtain the unique solution

v1 =
a

µ
x2 , p = −b.

6.12 (a) We have ψ = s1s2 where for convenience we use the notation
s1 = sin(x1), c2 = cos(x2), and so on. Working in components
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we find

[∇x ψ] =


c1s2

s1c2

0

 , [u] = [A][∇x ψ] =


s1c2

−c1s2

0

 ,

[∇x u] =

 c1c2 −s1s2 0
s1s2 −c1c2 0

0 0 0

 , [∇x u][u] =


s1c1

s2c2

0

 .

Using the identity sin θ cos θ = 1
2 sin(2θ) we see that [∇x u][u] =

−[∇x φ], where φ(x) = 1
4 cos(2x1) + 1

4 cos(2x2), which is the de-
sired result.

(b) The steady Euler equations with zero body force are

ρ0(∇x u)u = −∇x q, ∇x · u = 0.

Taking u as in part (a) we see that the conservation of mass
equation is automatically satisfied since

∇x · u = u1,1 + u2,2 + u3,3 = c1c2 − c1c2 = 0.

Moreover, since (∇x u)u = −∇x φ, we see that the balance of
linear momentum equation can be satisfied by choosing q = ρ0φ.
Thus a steady solution of the Euler equations is given by u =
A∇ψ, q = ρ0φ.

(c) The Navier-Stokes equations with zero body force are

ρ0

[
∂

∂t
v + (∇x v)v

]
= µ∆x v −∇x p, ∇x · v = 0.

Substituting v = e−λtu we find that the conservation of mass
equation is satisfied as before. Moreover, the balance of linear
momentum equation becomes

−λρ0e
−λtu + ρ0e

−2λt(∇x u)u = µe−λt∆x u −∇x p.

Setting p = ρ0e
−2λtφ, using the fact that (∇x u)u = −∇x φ and

canceling terms we find that the above equation reduces to

−λρ0u = µ∆x u.

This shows that a solution can be obtained provided the given
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vector field u is an eigenfunction of the Laplacian. A direct cal-
culation using the definition of ∆x u shows

[∆x u] =


u1,11 + u1,22 + u1,33

u2,11 + u2,22 + u2,33

u3,11 + u3,22 + u3,33

 =


−2s1c2

2c1s2

0

 = −2[u],

and we see that the balance of linear momentum equation is satis-
fied by choosing λ = 2µ/ρ0 . Thus a solution of the Navier-Stokes
equations is given by v = e−λtu, p = e−2λtq, where λ > 0 is as
given above and (u, q) is the steady solution of the Euler equa-
tions found in part (b).

6.13 Let w be an arbitrary, smooth vector field with w = 0 on ∂D.
Using the identity ∇x · (ST w) = (∇x · S) · w + S : ∇x w, where
S is any second-order tensor field, we have

∇x · (∇x wT w) = (∆x w) · w + ∇x w : ∇x w,

and by the Divergence Theorem we find∫
D

[∇x w : ∇x w + ∆x w · w] dVx

=
∫

∂D

(∇x wT w) · n dAx = 0,

or, equivalently,∫
D

∇x w : ∇x w dVx = −
∫

D

∆x w · w dVx.

By assumption, w can be written in the form

w =
∞∑

i=1

αiηi ,

where {αi}∞i=1 are constants and {ηi}∞i=1 are the given eigenfunc-
tions with corresponding positive eigenvalues {λi}∞i=1, ordered
so that 0 < λ1 ≤ λ2 ≤ · · ·. Since the eigenfunctions satisfy
−∆x ηi = λiηi (no summation convention) we have

−∆x w =
∞∑

i=1

αiλiηi .

Taking the dot product of this expression with w, integrating the
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result over D and using the condition
∫

D
ηi · ηj dVx = δij we get

−
∫

D

∆x w · w dVx =
∞∑

i=1

α2
i λi ≥ λ1

∞∑
i=1

α2
i ,

where the inequality follows from the ordering of the eigenvalues.
From the condition

∫
D

ηi · ηj dVx = δij we also get∫
D

w · w dVx =
∞∑

i=1

α2
i ,

and substituting this result into the above inequality gives

−
∫

D

∆x w · w dVx ≥ λ1

∫
D

w · w dVx.

Combining this with the integral identity for w gives∫
D

∇x w : ∇x w dVx ≥ λ1

∫
D

w · w dVx.

The desired result follows with λ = 1/λ1 .

6.14 For any two real numbers a, b we have |ab| ≤ 1
2 (a2 + b2). Thus

for any real number s > 0 we have |ab| = |(sa)(b/s)| ≤ 1
2 (s2a2 +

b2/s2). Let b = biei and v = viei . Then

|b1v1 | ≤
s2

2
(b1)2 +

1
2s2 (v1)2 ,

|b2v2 | ≤
s2

2
(b2)2 +

1
2s2 (v2)2 ,

|b3v3 | ≤
s2

2
(b3)2 +

1
2s2 (v3)2 ,

and by definition of the dot product and the Triangle Inequality
we get

|b · v| ≤
3∑

i=1

|bivi | ≤
s2

2
|b|2 +

1
2s2 |v|

2 .

Since this holds for each x ∈ D we obtain, by properties of the
integral,∫

D

|b · v| dVx ≤ s2

2

∫
D

|b|2 dVx +
1

2s2

∫
D

|v|2 dVx.
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6.15 (a) As in the proof of the decay estimate in the text we have

d

dt
K(t) =

∫
D

ρ0 v̇ · v dVx,

and from the balance of linear momentum equation we have

ρ0 v̇ = µ∆x v −∇x p + ρ0b.

Substituting for ρ0 v̇ in the integral we get

d

dt
K(t) =

∫
D

[ µ(∆x v) · v −∇x p · v + ρ0b · v] dVx.

Integrating the first two terms by parts using the fact that v = 0
on ∂D we get

d

dt
K(t) + µ

∫
D

∇x v : ∇x v dVx =
∫

D

ρ0b · v dVx.

Writing ρ0b · v as
√

ρ0b · √ρ0v and using the result of Exercise
6.14 we obtain, for any α > 0,

d

dt
K(t) + µ

∫
D

∇x v : ∇x v dVx

≤ α2

2

∫
D

ρ0 |b|2 dVx +
1

2α2

∫
D

ρ0 |v|2 dVx,

which is the desired result.

(b) Choosing α2 = λρ0/µ in the result from part (a) yields

d

dt
K(t) + µ

∫
D

∇x v : ∇x v dVx ≤ g +
µ

λρ0
K(t).

From this expression and the Poincaré inequality we deduce

d

dt
K(t) +

µ

λρ0
K(t) ≤ g.

Multiplying by the factor eµt/λρ0 we get

d

ds

(
eµs/λρ0 K(s)

)
≤ eµs/λρ0 g,

and integrating from s = 0 to s = t we obtain the desired result

K(t) ≤ K0e
−µt/λρ0 +

λρ0g

µ
[1 − e−µt/λρ0 ], ∀t ≥ 0.
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(c) Suppose K0 > λρ0 g
µ . Then from (b) and the fact e−µt/λρ0 ≤ 1

for all t ≥ 0 we get

K(t) ≤ (K0 −
λρ0g

µ
)e−µt/λρ0 +

λρ0g

µ
≤ K0 .

Suppose K0 ≤ λρ0 g
µ . Then from (b) and the fact that e−µt/λρ0 > 0

for all t ≥ 0 we get

K(t) ≤ (K0 −
λρ0g

µ
)e−µt/λρ0 +

λρ0g

µ
≤ λρ0g

µ
.

Thus we always have

K(t) ≤ max{K0 ,
λρ0g

µ
}, ∀t ≥ 0.



7

Isothermal Solid Mechanics

7.1 (a) We have [F ] = diag(1, q, 1) and [C] = [F ]T [F ] = diag(1, q2 , 1)
which gives

[G] = 1
2 ([C] − [I]) =

 0 0 0
0 1

2 (q2 − 1) 0
0 0 0

 .

(b) From the definition [Σ] = λ(tr[G])[I] + 2µ[G] we get

[Σ] =

 λ
2 (q2 − 1) 0 0

0 (λ
2 + µ)(q2 − 1) 0

0 0 λ
2 (q2 − 1)

 .

From the relation Σ = F−1P we deduce [P ] = [F ][Σ], which
gives

[P ] =

 λ
2 (q2 − 1) 0 0

0 (λ
2 + µ)(q3 − q) 0

0 0 λ
2 (q2 − 1)

 .

From P = (detF )Sm F−T we deduce [Sm ] = (det[F ])−1 [P ][F ]T ,
which gives

[Sm ] =

 λ
2 (q − q−1) 0 0

0 (λ
2 + µ)(q3 − q) 0

0 0 λ
2 (q − q−1)

 .

(c) Just like the reference configuration B, the deformed configu-
ration B′ = ϕ(B) is a rectangular solid with faces perpendicular
to the unit vectors ±ei . Denote the faces of B and B′ by ±Γi

and ±Γ′
i , and denote the resultant forces on ±Γ′

i by f (i,±) . Then,

84
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by definition of the Cauchy and first Piola-Kirchhoff stress fields,
and the fact that the faces ±Γi have unit area,

f (1,±) =
∫
±Γ′

1

Sn dAx

=
∫
±Γ1

PN dAX = ±Pe1 area(Γ1) = ±λ

2
(q2 − 1)e1 ,

f (2,±) =
∫
±Γ′

2

Sn dAx

=
∫
±Γ2

PN dAX = ±(
λ

2
+ µ)(q3 − q)e2 ,

f (3,±) =
∫
±Γ′

3

Sn dAx

=
∫
±Γ3

PN dAX = ±λ

2
(q2 − 1)e3 .

Notice that all the resultants are non-zero when q �= 1. We inter-
pret f (2,±) as the force required to deform the body along the e2

direction. The forces f (1,±) and f (3,±) are required to maintain
the body in a specified rectangular shape.

(d) In the limit q → ∞ we get |f (i,±) | → ∞ for each face ±Γ′
i .

Thus extreme forces are required to maintain extreme extensions.
In the limit q ↓ 0 we find that |f (i,±) | is bounded for each face
±Γ′

i . Remarkably, the resultant forces on ±Γ′
2 tend to zero. Thus

extreme forces are not required to deform the body to zero vol-
ume, which implies the model is unrealistic for this type of ex-
treme deformation.

7.2 (a) The equilibrium equation with zero body force is

∇X · [P̂ (F (X))] = 0, ∀X ∈ B.

If ϕ(X) is homogeneous, then F (X) = ∇X ϕ(X) is independent
of X by definition. Thus the equilibrium equation is trivially
satisfied since P̂ (F (X)) is constant.

(b) By definition of the Cauchy stress, the external surface force
per unit area of the deformed (current) configuration is

t(x) = S(x)n(x).
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Using the relations Sm = (det F )−1PF T and P = P̂ (F ) we get

t(x) = An(x),

where A = (det F )−1P̂ (F )F T . Notice that A is constant be-
cause F is constant.

7.3 The first principal invariant is I1(S) = tr(S). Using the fact that
tr(ABT ) = AijBij = tr(BT A), we get

I1(QSQT ) = tr(QSQT ) = tr(QT QS) = tr(S) = I1(S).

The second principal invariant is I2(S) = 1
2 ((tr(S))2 − tr(S2)).

Using the same property of the trace function as above gives

I2(QSQT ) = 1
2 ((tr(QSQT ))2 − tr(QSQT QSQT ))

= 1
2 ((tr(S))2 − tr(QS2QT ))

= 1
2 ((tr(S))2 − tr(S2))

= I2(S).

The third principal invariant is I3(S) = det S. Since det(AB) =
(det A)(det B) and det(A) = det(AT ) by properties of the de-
terminant, and since det(Q) = 1 because Q is a rotation, we
have

I3(QSQT ) = det(QSQT ) = det(Q) det(S) det(QT ) = I3(S).

7.4 The eigenvalues of A are the roots of the characteristic polyno-
mial

pA(λ) = det(A − λI) = −λ3 + I1(A)λ2 − I2(A)λ + I3(A),

where the second equality follows from the definition of the prin-
cipal invariants. Similarly, the eigenvalues of B are the roots of
the characteristic polynomial

pB(λ) = det(B − λI) = −λ3 + I1(B)λ2 − I2(B)λ + I3(B).

If Ii(A) = Ii(B) (i = 1, 2, 3), then the two polynomials are iden-
tical. Thus A and B will have the same set of eigenvalues.

7.5 Given W (C) suppose there exists Ŵ (IC) such that W (C) =
Ŵ (IC) for all symmetric C. Then, because the principal invari-
ants are isotropic functions, we have

W (QCQT ) = Ŵ (IQCQT ) = Ŵ (IC) = W (C),
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for all rotations Q. Thus W (C) is isotropic for all symmetric C.
Conversely, suppose the function W (C) is isotropic in the sense

that W (C) = W (QCQT ) for all symmetric C and all rotations
Q. Let Qc be the rotation matrix that diagonalizes C. Then

W (C) = W (QcCQT
c ) = W (

3∑
i=1

λiei ⊗ ei),

where λi are the eigenvalues of C, and ei are arbitrary basis
vectors that are independent of C. For any choice of a frame
{ei} define a function W̃ : IR3 → IR by

W̃ (λ1 , λ2 , λ3) = W (
3∑

i=1

λiei ⊗ ei).

Because the eigenvalues λi are roots of the characteristic polyno-
mial

pC(λ) = det(C − λI) = −λ3 + I1(C)λ2 − I2(C)λ + I3(C),

and the roots of a polynomial are continuous functions of its
coefficients, there is a function Φ : IR3 → IR3 (real-valued because
C is symmetric) such that

(λ1 , λ2 , λ3) = Φ(I1(C), I2(C), I3(C)).

Thus there is a function Ŵ (IC) such that

W (C) = Ŵ (IC).

In particular, Ŵ = W̃ ◦ Φ.

7.6 Since I1(S) = Skk we have

∂I1(S)
∂Sij

= δik δjk = δij ,

which yields DI1(S) = I. Since I2(S) = 1
2 (SllSkk − SklSlk ), we

have

∂I2(S)
∂Sij

= 1
2 (δliδljSkk + Sllδkiδkj − δkiδljSlk − Sklδliδkj ),

which implies ∂I2(S)/∂Sij = Sllδij − Sji or in tensor notation
DI2(S) = tr(S)I − ST .
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7.7 Let W (C) = Ŵ (IC). Then from the result on frame-indifferent
strain energy functions we have

P̂ (F ) = 2FDW (C),

and by definition of W (C) and the chain rule

∂W

∂Cij
=

∂Ŵ

∂I1

∂I1

∂Cij
+

∂Ŵ

∂I2

∂I2

∂Cij
+

∂Ŵ

∂I3

∂I3

∂Cij
.

Using the results from Exercise 7.6 we obtain

DW (C) =
∂Ŵ

∂I1
[I] +

∂Ŵ

∂I2
[tr(C)I − CT ] +

∂Ŵ

∂I3
[det(C)C−T ]

=

[
∂Ŵ

∂I1
+

∂Ŵ

∂I2
tr(C)

]
I −
[

∂Ŵ

∂I2

]
C +

[
∂Ŵ

∂I3
det(C)

]
C−1 ,

where the symmetry of C has been used. Using the fact that
I1 = tr(C) and I3 = det(C) the result follows with

γ0(IC ) = 2
∂Ŵ

∂I1
+ 2

∂Ŵ

∂I2
I1 , γ1(IC ) = −2

∂Ŵ

∂I2
,

and

γ2(IC ) = 2
∂Ŵ

∂I3
I3 .

7.8 The hyperelastic energy balance states that

d

dt
(U [Bt ] + K[Bt ]) = P[Bt ], ∀t ≥ 0.

Using the facts that bm = 0 in B and ϕ̇ = 0 on ∂B, together
with the definition of P[Bt ], we find

P[Bt ] =
∫

∂B

ϕ̇ · PN dAX +
∫

B

ϕ̇ · ρ0bm dVX = 0,

which yields the result.

7.9 From the definition of U∗[Bt ] and the relation Fkl = ϕk,l we have

d

dt
U∗[Bt ] =

d

dt

∫
B

W ∗(F ) dVX

=
∫

B

∂W ∗

∂Fkl

∂Fkl

∂t
dVX =

∫
B

∂W ∗

∂Fkl

∂ϕ̇k

∂Xl
dVX .
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By the divergence theorem we obtain

d

dt
U∗[Bt ] = −

∫
B

∂

∂Xl

(
∂W ∗

∂Fkl

)
ϕ̇k dVX +

∫
∂B

∂W ∗

∂Fkl
ϕ̇kNl dAX

= −
∫

B

[∇X · DW ∗] · ϕ̇ dVX +
∫

∂B

[DW ∗N ] · ϕ̇ dAX .

Since by assumption ∇X · [DW ∗] = 0 in B and ϕ̇ = 0 on ∂B for
all t ≥ 0 we get

d

dt
U∗[Bt ] = 0, ∀t ≥ 0.

7.10 Let P̂ (F ) be the first Piola-Kirchhoff response function so that

Σ̂(F ) = F−1P̂ (F ).

Differentiating both sides about F = I, using the definition of B

for the left-hand side, we obtain

B(H) =
d

dα
[(I + αH)−1P̂ (I + αH)]

∣∣∣
α=0

=
d

dα
[(I + αH)−1 ]

∣∣∣
α=0

P̂ (I) + I
d

dα
[P̂ (I + αH)]

∣∣∣
α=0

,

for all H ∈ V2 . Since the reference configuration is stress-free we
have P̂ (I) = O, which implies

B(H) = A(H), ∀H ∈ V2 .

Here A is the elasticity tensor associated with P̂ (F ). Since A = C

by the result on the equivalence of elasticity tensors, we obtain
B = C.

7.11 From the definition C(H) = λ(tr H)I + 2µ sym(H) we deduce

[C(H)]ij = λHkkδij + µ(Hij + Hji)

= (λδij δkl + µδik δjl + µδjk δil)Hkl.

The desired result follows upon noting that [C(H)]ij = CijklHkl .

7.12 Suppose a linear elastic solid is hyperelastic. Then there is a
strain energy density function W (F ) such that

P̂ (F ) = DW (F ) or P̂ij (F ) =
∂W

∂Fij
(F ).
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The elasticity tensor C = A satisfies

Cijkl =
∂P̂ij

∂Fkl
(I) =

∂2W

∂Fkl∂Fij
(I)

=
∂2W

∂Fij∂Fkl
(I) =

∂P̂kl

∂Fij
(I) = Cklij .

Thus C has major symmetry. Conversely, suppose C has major
symmetry and define a function W (F ) by

W (F ) = 1
2 (F − I) : C(F − I).

Then, by virtue of symmetry, the derivative of W (F ) is given by

DW (F ) = C(F − I).

Thus P̂ (F ) = C(F − I) = DW (F ) and the linear elastic solid is
hyperelastic with strain energy function W (F ).

7.13 (a) An isotropic, linear elastic body is hyperelastic with strain
energy density function

W (F ) = 1
2∇

X u : C(∇X u).

Since

U [Bt ] =
∫

B

W (F ) dVX =
∫

B

1
2
∇X u : C(∇X u) dVX

and

K[Bt ] =
∫

B

1
2
ρ0 |ϕ̇|2 dVX =

∫
B

1
2
ρ0 |u̇|2 dVX ,

the result of Exercise 7.8 implies

1
2

d

dt

∫
B

[
ρ0 |u̇|2 + ∇X u : C(∇X u)

]
dVX = 0. (7.1)

(b) By definition of C, the balance of linear momentum equation
in the absence of a body force is

ρ0ü = µ∆X u + (µ + λ)∇X (∇X · u),

and the assumption λ = −µ gives

ρ0ü = µ∆X u. (7.2)
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Consider taking the dot product of (7.2) with u̇ and integrating
the result over B. For the left-hand side we obtain∫

B

ρ0ü · u̇ dVX =
1
2

d

dt

∫
B

ρ0 |u̇|2 dVX , (7.3)

and for the right-hand side we obtain∫
B

µ∆X u · u̇ dVX =
∫

B

µui,jj u̇i dVX

= −
∫

B

µui,j u̇i,j dVX +
∫

∂B

µ ui,j u̇iNj dAX

= −
∫

B

µ∇X u : ∇X u̇ dVX , (7.4)

where we have used the fact that u = 0 on ∂B. Moreover, since

∂

∂t
(∇X u : ∇X u) = 2∇X u : ∇X u̇,

we find that∫
B

µ∇X u : ∇X u̇ dVX =
1
2

d

dt

∫
B

µ∇X u : ∇X u dVX . (7.5)

Combining (7.5), (7.4) and (7.3) gives

1
2

d

dt

∫
B

[
ρ0 |u̇|2 + µ∇X u : ∇X u

]
dVX = 0, (7.6)

which is the desired result.

(c) Comparing (7.6) and (7.1) we find that the function

W ∗(F ) = ∇X u : C(∇X u) − µ∇X u : ∇X u

must be a null energy density for B. From the definition of C we
get

W ∗(F ) = ∇X u : (C(∇X u) − µ∇X u)

= ∇X u : (−µ tr(∇X u)I + µ∇X u
T )

= −µ(tr(∇X u))2 + µ∇X u : ∇X u
T
.

7.14 (a) Consider the linear transformation C : V2 → V2 . Right minor
symmetry implies

C(A) = C(sym(A)), ∀A ∈ V2 ,



92 Isothermal Solid Mechanics

and left minor symmetry implies

C(A) = sym(C(A)), ∀A ∈ V2 .

If we consider the decomposition

V2 = sym(V2) ⊕ skew(V2),

then the above results show that C maps sym(V2) into sym(V2),
and maps skew(V2) to the zero tensor {O}. Thus the minor
symmetries reduce the map C : V2 → V2 to a map C : sym(V2) →
sym(V2).

Next, consider any fixed basis {ei} for V. Then each A ∈
sym(V2) can be uniquely identified with a symmetric matrix
[A] ∈ IR3×3 , which in turn can be uniquely identified with an
element [[A]] ∈ IR6 (the space of symmetric matrices is six-
dimensional). Thus the linear transformation C can be repre-
sented by a matrix [[C]] ∈ IR6×6 .

(b) Let [[C]] be the matrix representation of C so that [[C(B)]] =
[[C]] [[B]] where [[C(B)]] and [[B]] correspond to the given column
representation of symmetric second-order tensors. Using the fact
that

A : B = AijBij = [[A]]T [[B]], ∀A,B ∈ sym(V2),

we obtain

A : C(B) − B : C(A)

= [[A]]T [[C]] [[B]] − [[B]]T [[C]] [[A]], ∀A,B ∈ sym(V2).

If C has major symmetry, then A : C(B)−B : C(A) = O, which
implies that the matrix representation [[C]] must be symmetric.

(c) A general n × n matrix has n2 entries. A symmetric n × n

matrix has 1
2 n(n + 1) independent entries. Choosing n = 6 gives

the desired result.

7.15 (a) Since ui = σaiφ(γklXl −ωt) we have, using a prime to denote
the derivative of φ,

ui,j = σaiφ
′(γklXl − ωt)(γklXl),j = σγaikjφ

′(γklXl − ωt),

and differentiating again we get

ui,jm = σγ2aikjkm φ′′(γklXl − ωt).
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From these results we obtain, using the fact that k is a unit
vector,

∆X u = ui,jjei = σγ2aikjkjφ
′′(γklXl − ωt)ei

= σγ2a(k · k)φ′′(γk · X − ωt)

= σγ2aφ′′(γk · X − ωt),

and

∇X (∇X · u) = ui,ijej = σγ2aikikjφ
′′(γklXl − ωt)ej

= σγ2(a · k)kφ′′(γk · X − ωt).

In a similar manner we obtain

ü = σω2aφ′′(γk · X − ωt).

Substituting the above results into the linear momentum equation
and collecting terms gives[

σγ2µa + σγ2(µ + λ)(a · k)k − σρ0ω
2a
]
φ′′(γk · X − ωt) = 0.

From this result, and the fact that φ′′ is not identically zero, we
deduce that the momentum equation is satisfied for all X and t

if and only if a, k, σ, γ, ω satisfy

σγ2 [µa + (µ + λ)(a · k)k] = σρ0ω
2a, (7.7)

which is the desired result.

(b) For any given k, σ �= 0 and γ �= 0 the equation in (7.7) can be
written, after dividing through by σγ2 , as an eigenvalue problem:

Aa = αa where A = µI + (µ + λ)k ⊗ k, α =
ρ0ω

2

γ2 .

Let {ei} be any frame with e1 = k. Then the matrix representa-
tion of A is

[A] =

 2µ + λ 0 0
0 µ 0
0 0 µ

 .

Under the condition λ + µ �= 0 we find that this matrix has two
distinct eigenvalues: α = 2µ + λ and α = µ. Any vector parallel
to e1 is an eigenvector for the first, and any vector perpendicular
to e1 is an eigenvector for the second. From the definition of
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α and the fact that e1 = k we find that the only independent
solutions (a, ω) of (7.7) are

a = ±k, ω2 = γ2(λ + 2µ)/ρ0 and a · k = 0, ω2 = γ2µ/ρ0 ,

which is the desired result. In the degenerate case when λ+µ = 0
we get A = µI. In this case the solutions of (7.7) are

a arbitrary, ω2 = γ2µ/ρ0 .

7.16 (a) Under the assumptions on ϕ and F we use a Taylor expansion
in ε to obtain

P = P̂ (F , Ḟ )

= P̂ (I,O) + εC1(∇X u) + εC2(∇X u̇) + O(ε2)

= εC1(∇X u) + εC2(∇X u̇) + O(ε2),

where C1 and C2 are fourth-order tensors defined as

C1(H) =
d

dε
P̂ (I + εH,O)

∣∣∣
ε=0

C2(H) =
d

dε
P̂ (I, εH)

∣∣∣
ε=0

 , ∀H ∈ V2 ,

and P̂ (I,O) = O since the reference configuration is stress-free.
Substituting the above expression for P into the balance law for
linear momentum (assuming no body force) gives

ερ0ü + O(ε2) = ∇X · [εC1(∇X u) + εC2(∇X u̇) + O(ε2)].

Considering only those terms that are first-order in ε yields

ρ0ü = ∇X · C1(∇X u) + ∇X · C2(∇X u̇), (7.8)

which is the desired result.

(b) Assuming C1 is isotropic we obtain

C1(∇X u) = λ1 tr(∇X u)I + 2µ1 sym(∇X u),

which yields

∇X · [C1(∇X u)] = µ1∆X u + (λ1 + µ1)∇X (∇X · u). (7.9)

Similarly, assuming C2 is isotropic yields

∇X · [C2(∇X u̇)] = µ2∆X u̇ + (λ2 + µ2)∇X (∇X · u̇). (7.10)

Substitution of (7.10) and (7.9) into (7.8) yields the desired result.
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7.17 (a) For η1 > 0 and η2 = 0 the given equation reduces to

∂2u

∂t2
=

η1

ρ0

∂2u

∂x2 , (7.11)

which is the classic wave equation. This equation admits wave-
like solutions which do not damp out in time. To see this, consider
a solution to (7.11) of the form

u(x, t) = ei(x−ct) . (7.12)

Then (7.12) satisfies (7.11) if and only if

c = ±
√

η1

ρ0
.

Recall that, by Euler’s formula eiθ = cos(θ) + i sin(θ), each inde-
pendent complex solution yields a pair of independent real solu-
tions. Thus (7.12) yields the real solution

u(x, t) = A1 cos(x + t
√

η1/ρ0) + A2 sin(x + t
√

η1/ρ0)

+ B1 cos(x − t
√

η1/ρ0) + B2 sin(x − t
√

η1/ρ0),

where A1 , A2 , B1 and B2 are arbitrary constants. This solution
is wave-like since it is the superposition of simple traveling waves.
Moreover, it does not damp out in time, that is, u(x, t) �→ 0 as
t → ∞.

(b) For η1 = 0 and η2 > 0 we have

ρ0
∂2

∂t2
u = η2

∂

∂t

∂2

∂x2 u. (7.13)

If we define v = ∂u/∂t, then v satisfies

ρ0
∂v

∂t
= η2

∂2v

∂x2 , (7.14)

which is the classic heat equation. Because this equation admits
stationary (non-wave-like) solutions v, we expect the same for u.
To see this, consider

u(x, t) = ei(x−ct) . (7.15)

Then (7.15) satisfies (7.13) if and only if

c = 0 or c = −i
η2

ρ0
,
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and Euler’s formula leads to the real solution

u(x, t) = A1 cos(x) + A2 sin(x)

+ B1e
−η2 t/ρ0 cos(x) + B2e

−η2 t/ρ0 sin(x).

In contrast to the solution found in part (a), this solution does not
translate as time progresses and hence is stationary. Moreover,
the solution damps exponentially fast to a steady-state (time-
independent) one.

(c) For η1 , η2 > 0 we have

ρ0
∂2

∂t2
u = η1

∂2

∂x2 u + η2
∂

∂t

∂2

∂x2 u. (7.16)

A solution of the form u(x, t) = ei(x−ct) satisfies (7.16) if and only
if ρ0c

2 + iη2c − η1 = 0, which yields

c =
−iη2 ± [4ρ0η1 − η2

2 ]
1
2

2ρ0
.

Case (i) If 4ρ0η1 > η2
2 , then c = −iα ± β where

α =
η2

2ρ0
> 0, β =

(4ρ0η1 − η2
2 )

1
2

2ρ0
> 0.

This together with Euler’s formula leads to the real solution

u(x, t) =A1e
−αt cos(x + βt) + A2e

−αt sin(x + βt)

+ B1e
−αt cos(x − βt) + B2e

−αt sin(x − βt).

This solution simultaneously propagates and damps out in time.

Case (ii) If 4ρ0η1 < η2
2 , then c = −i(α ± β) where

α =
η2

2ρ0
> 0, β =

(η2
2 − 4ρ0η1)

1
2

2ρ0
> 0.

Substituting this result into the expression for u and applying
Euler’s formula leads to the real solution

u(x, t) = A1e
−(α+β )t cos(x) + A2e

−(α+β )t sin(x)

+ B1e
−(α−β )t cos(x) + B2e

−(α−β )t sin(x).

Since η2
2 > η2

2 − 4ρ0η1 > 0 we have η2 > (η2
2 − 4ρ0η1)

1
2 , which

implies α − β > 0. Moreover, since α > 0 and β > 0 we have
α + β > 0. Thus in this case the solution damps in time without
propagating.
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7.18 (a) Given ui,j +uj,i = 2Eij consider the six independent equations

(7.17)


u1,1 = E11

u2,2 = E22

u3,3 = E33

(7.18)


u1,2 + u2,1 = 2E12

u2,3 + u3,2 = 2E23

u3,1 + u1,3 = 2E31 .

Differentiating the first equation in (7.18) gives

2E12,12 = u1,122 + u2,112 ,

and differentiating the first and second equations in (7.17) gives

u1,122 + u2,112 = E11,22 + E22,11 ,

which implies

E11,22 + E22,11 = 2E12,12 .

Using similar arguments we obtain

E22,33 + E33,22 = 2E23,23 ,

E33,11 + E11,33 = 2E31,31 ,

which establishes the first three compatibility equations. Next,
consider differentiating the first and third equations in (7.18) to
get

2[E12,13 + E31,21 ] = [u1,2 + u2,1 ],13 + [u3,1 + u1,3 ],21

= 2(u1,1),23 + (u2,3 + u3,2),11 .

Eliminating u gives

2[E12,13 + E31,21 ] = 2E11,23 + 2E23,11 ,

which implies

E11,23 = (−E23,1 + E31,2 + E12,3),1 .

Using similar arguments we obtain

E22,31 = (−E31,2 + E12,3 + E23,1),2 ,

E33,12 = (−E12,3 + E23,1 + E31,2),3 ,

which establishes the second three compatibility equations.

(b) Dropping the summation convention, the first three compat-
ibility equations can be written in the form

Ejj,kk + Ekk,jj − Ekj,jk − Ekj,kj = 0, j, k = 1, 2, 3. (7.19)
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Notice that when j �= k we recover the actual compatibility equa-
tions and when j = k we obtain the trivial equation 0 = 0. Again
dropping the summation convention, the second three compati-
bility equations can be written in the form

Ejj,km +Ekm,jj −Ekj,jm −Emj,kj = 0, j, k,m = 1, 2, 3. (7.20)

In particular, when j, k and m are all distinct we recover the sec-
ond three compatibility equations. Moreover, when m = k �= j

we again recover the first three compatibility equations as ex-
pressed in (7.19), and when m �= k = j or m = k = j we obtain
the trivial equation 0 = 0. Consider now the expression

Enj,km + Ekm,jn

− Ekn,jm − Emj,kn = 0, j, k,m, n = 1, 2, 3.
(7.21)

Notice that we must always have n = j, n = k or n = m since the
four indices can only assume the values 1, 2 or 3. When n = j or
n = k we recover the expression in (7.20), and when n = m we
obtain the trivial equation 0 = 0. Thus the strain compatibility
equations derived in part (a) can be expressed in the general form
(7.21).

7.19 (a) By definition we have ∇× (ST ) = εpkqSmk,p eq ⊗ em . Thus

−[∇× (ST )]T = −[εpkqSmk,p eq ⊗ em ]T

= −εpkqSmk,p em ⊗ eq

= εkpqSmk,p em ⊗ eq = S ×∇,

which establishes the first result. Next, let L = ∇ × S and
R = S ×∇ so that Lqm = εpkqSkm,p and Rrq = εspqSrs,p . Then

L ×∇ = εmrsLqm,req ⊗ es = εmrsεpkqSkm,preq ⊗ es

= εabj εcliSla,cbei ⊗ ej ,

and

∇× R = εkrm Rrq,kem ⊗ eq = εkrm εspqSrs,pkem ⊗ eq

= εcliεabjSla,bcei ⊗ ej .

Since mixed partial derivatives commute we have Sla,cb = Sla,bc ,
which leads to the result

(∇× S) ×∇ = L ×∇ = ∇× R = ∇× (S ×∇).
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(b) Note that if ∇× (E ×∇) = O then

εmrsεpkqEkm,pr = 0.

Choosing (m, r, p, k) from the permutations of (1, 2, 1, 2) gives

E21,12 + E12,21 − E11,22 − E22,11 = 0,

so that, by symmetry of E,

E11,22 + E22,11 = 2E12,12 .

Similar expressions result if we choose from (3, 1, 3, 1) and (2, 3,
2, 3). If we choose (m, r, p, k) from the permutations of (1, 2, 1,
3) we obtain

E11,23 = −E23,11 + E31,21 + E12,31 .

Similar permutations yield the remaining conditions.

7.20 (a) In components we have

Pij = λδijEkk + 2µEij . (7.22)

Setting i = j in (7.22) and summing yields

Pii = λδiiEkk + 2µEii = (3λ + 2µ)Eii. (7.23)

Combining (7.22) and (7.23) we obtain

Pij =
λ

3λ + 2µ
δijPrr + 2µEij .

Solving this equation for Eij yields

Eij =
1
2µ

Pij −
λ

2µ(3λ + 2µ)
δijPrr ,

which in tensor notation becomes

E =
1
2µ

P − λ

2µ(3λ + 2µ)
(tr P )I. (7.24)

Using the expressions for µ and λ in terms of ν and γ we have
1
2µ

=
1 + ν

γ
, (7.25)

and

2µ(3λ + 2µ) =
γ

1 + ν

[
3νγ

(1 + ν)(1 − 2ν)
+

γ

(1 + ν)

]
=

γ2

(1 + ν)(1 − 2ν)
,
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which yields

λ

2µ(3λ + 2µ)
=

ν

γ
. (7.26)

Substitution of (7.26) and (7.25) into (7.24) gives the desired
result.

(b) Equilibrium requires Pik,k + ρ0bi = 0. Differentiating this
expression with respect to Xj gives

Pik,kj + (ρ0bi),j = 0 or Pik,jk + (ρ0bi),j = 0,

where the second expression follows from the commutativity of
mixed partial derivatives.

7.21 (a) Using the symmetry of E the compatibility equations can be
written as

Eij,km + Ekm,ij − Eik,jm − Ejm,ik = 0.

Making the substitution Eij = −ν
γ Pppδij + (1+ν

γ )Pij in this ex-
pression gives

(
1 + ν

γ
)[Pij,km + Pkm,ij − Pik,jm − Pjm,ik ]

=
ν

γ
[δijPpp,km + δkm Ppp,ij − δikPpp,jm − δjm Ppp,ik ].

(7.27)
Setting k = m and summing we obtain

Pij,kk + Pkk,ij − Pik,jk − Pjk,ik

= (
ν

1 + ν
)[δijPpp,kk + δkkPpp,ij − δikPpp,jk − δjkPpp,ik ]

= (
ν

1 + ν
)[δijPpp,kk + 3Ppp,ij − Ppp,j i − Ppp,ij ]

= (
ν

1 + ν
)[δijPpp,kk + Ppp,ij ],

which is the desired result.

(b) Since Pkk,ij = Ppp,ij we can rewrite the result from part (a)
in the form

Pij,kk + (
1

1 + ν
)Ppp,ij − (

ν

1 + ν
)δijPpp,kk = Pik,jk + Pjk,ik .
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In view of the result in Exercise 7.20(b) we obtain

∆X Pij + (
1

1 + ν
)ψ,ij − (

ν

1 + ν
)δij∆X ψ = −(ρ0bi),j − (ρ0bj ),i ,

(7.28)
where ψ = Ppp = tr(P ).

(c) Setting k = i and m = j in (7.27) and summing gives

(1 + ν)[Pij,ij + Pij,ij − Pii,jj − Pjj,ii ]

= ν[Ppp,ii + Ppp,ii − δiiPpp,jj − δjjPpp,ii ].

By collecting terms and dividing by 1 + ν we obtain

Pij,ij = (
1 − ν

1 + ν
)Ppp,ii = (

1 − ν

1 + ν
)∆X ψ. (7.29)

From Exercise 7.20(b) we have Pij,jk +(ρ0bi),k = 0, which implies
Pij,ij = −(ρ0bi),i . Using this result in (7.29) then gives

∆X ψ = −(
1 + ν

1 − ν
)β, (7.30)

where β = ∇X · (ρ0b).

(d) Substitution of (7.30) into (7.28) gives the desired result.

7.22 (a) Using the definition Eij = 1
2 (ui,j + uj,i) we obtain

E11 =
∂ux

∂x
, E22 =

∂uy

∂y
, E33 =

∂uz

∂z
= 0,

and

E12 = E21 =
1
2
(
∂ux

∂y
+

∂uy

∂x
),

E13 = E31 =
1
2
(
∂ux

∂z
+

∂uz

∂x
) = 0,

E23 = E32 =
1
2
(
∂uy

∂z
+

∂uz

∂y
) = 0.

Thus the result follows with

εx =
∂ux

∂x
, εy =

∂uy

∂y
, εxy =

1
2
(
∂ux

∂y
+

∂uy

∂x
).

(b) Since Pij = λEkkδij + 2µEij the result from part (a) implies

P11 = λe + 2µεx, P22 = λe + 2µεy , P33 = λe,

P12 = P21 = 2µεxy , P13 = P31 = 0, P23 = P32 = 0,

where e = εx + εy . Thus the matrix representation of the stress
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tensor has the desired form. By adding the expressions for P11

and P22 we find

e =
1

2(λ + µ)
(P11 + P22).

Thus P33 can be expressed in the form

P33 =
λ

2(λ + µ)
(P11 + P22).

(c) In the absence of body forces the equations to be satisfied
are

∂σx

∂x
+

∂τxy

∂y
= 0,

∂τxy

∂x
+

∂σy

∂y
= 0, ∆(σx + σy ) = 0. (7.31)

If we suppose that

σx =
∂2φ

∂y2 , σy =
∂2φ

∂x2 , τxy = − ∂2φ

∂x∂y
,

for some smooth function φ(x, y), then the first two equations
in (7.31) are identically satisfied since mixed partial derivatives
commute, and the third equation in (7.31) becomes

∂4φ

∂x4 + 2
∂4φ

∂x2∂y2 +
∂4φ

∂y4 = 0,

which is the desired result.
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Thermal Fluid Mechanics

8.1 From the result on the time derivative of integrals relative to a
mass density (see Chapter 5) we have

d

dt

∫
Bt

Φ(x, t)ρ(x, t) dVx =
∫

Bt

Φ̇(x, t)ρ(x, t) dVx,

where Φ(x, t) is any spatial field. Applying this to E(t), noting
by the chain rule that d

dt |v|2 = 2v · v̇, we have

d

dt
E(t) =

∫
Bt

ρv̇ · v + ρφ̇ dVx.

In terms of material time derivatives, the balance of linear mo-
mentum and energy equations for a perfect gas are

ρv̇ = −∇x p + ρb, ρφ̇ = −p∇x · v + ρr.

Substituting these into the above integral, using the fact that
∇x ·(pv) = ∇x p·v+p∇x ·v, and applying the Divergence Theorem,
we find

d

dt
E(t) =

∫
Bt

ρb · v + ρr dVx −
∫

∂Bt

pv · n dAx.

In the case when b = 0, r = 0 and v · n = 0 on ∂Bt we get

d

dt
E(t) = 0.

8.2 Sufficiency follows from the result in the text. To establish ne-
cessity let x∗ = Q(t)x + c(t) where Q(t) is an arbitrary rotation
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tensor and c(t) is an arbitrary vector. Then for all x and t the
axiom of material-frame indifference implies

φ(ρ, η,x∗) = φ(ρ, η,x), θ(ρ, η,x∗) = θ(ρ, η,x),
p(ρ, η,x∗) = p(ρ, η,x).

Since for each fixed x we may choose c(t) to make x∗ = 0 we
obtain

φ(ρ, η,x) = φ(ρ, η,0), θ(ρ, η,x) = θ(ρ, η,0),
p(ρ, η,x) = p(ρ, η,0).

From this we deduce that φ, θ and p must be independent of x.

8.3 The Clausius-Duhem inequality in Eulerian form is

ρη̇ ≥ θ−1ρr −∇x · (θ−1q).

After multiplying through by θ > 0, setting q = 0 (by definition
of a perfect gas), and using the balance of energy equation we
obtain

ρθη̇ ≥ ρφ̇ + p∇x · v. (8.1)

Using the equations of state η = η̂(ρ, θ) and φ = φ̂(ρ, θ), together
with the chain rule, we deduce

η̇ =
∂η̂

∂ρ
ρ̇ +

∂η̂

∂θ
θ̇, φ̇ =

∂φ̂

∂ρ
ρ̇ +

∂φ̂

∂θ
θ̇.

Substitution of these results into (8.1) and rearranging terms
gives (omitting arguments ρ and θ for brevity)

ρ

[
θ
∂η̂

∂ρ
− ∂φ̂

∂ρ

]
ρ̇ + ρ

[
θ
∂η̂

∂θ
− ∂φ̂

∂θ

]
θ̇ − p∇x · v ≥ 0. (8.2)

From the conservation of mass equation we find

ρ̇ = −ρ∇x · v. (8.3)

Substituting (8.3) into (8.2), and setting p = p̂(ρ, θ), we obtain
(omitting arguments ρ and θ for brevity)

ρ

[
θ
∂η̂

∂θ
− ∂φ̂

∂θ

]
θ̇ − ρ2

[
θ
∂η̂

∂ρ
− ∂φ̂

∂ρ
+

1
ρ2 p̂

]
∇x · v ≥ 0. (8.4)

This inequality holds for all admissible processes defined by ρ,
v and θ if and only if the coefficients of θ̇ and ∇x · v vanish.
Sufficiency is clear. Necessity follows from the fact that the terms
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in brackets are independent of the quantities θ̇ and ∇x · v, each
of which can take any possible value.

8.4 (a) By the chain rule and the fact that y′(s) = v(y(s)) we have

d

ds
ρ(y(s)) =

d

ds

[
ρ(x)
∣∣∣
x=y(s)

]
=

∂ρ

∂xi
(y(s))

dxi

ds
(s) = ∇x ρ(y(s)) · v(y(s)).

Similarly, since ϑ2(s) = v(y(s)) · v(y(s)) we find (omitting argu-
ments s and y(s) for brevity)

ϑ
dϑ

ds
=

d

ds

[
1
2 ϑ2
]

=
d

ds

[
1
2 vivi

]
= vi

∂vi

∂xj

dxj

ds
= v · (∇x v)v.

(b) For steady flow with zero body force the balance of linear
momentum equation is

ρ(∇x v)v + ∇x p(ρ, η) = 0. (8.5)

Since η(x) = η0 (constant) we have

∇x p(ρ, η) =
∂p

∂ρ
(ρ, η0)∇x ρ = c2∇x ρ,

where c =
√

∂p/∂ρ is the local speed of sound, which depends on
ρ and η0 . Substituting this result into (8.5) and taking the dot
product with v we find

∇x ρ · v = − ρ

c2 v · (∇x v)v.

Combining this with the results of part (a) we get

dρ

ds
= −ρϑ

c2

dϑ

ds
,

which establishes the first result. To establish the second result
we notice that, since m = ρϑ, we have

dm

ds
=

dρ

ds
ϑ + ρ

dϑ

ds
.

Substituting for dρ/ds from the first result we find

dm

ds
= ρ[1 − M 2 ]

dϑ

ds
,

where, by definition, M = ϑ/c is the local Mach number.
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8.5 Sufficiency follows from the result in the text. To establish ne-
cessity let x∗ = Q(t)x + c(t) where Q(t) is an arbitrary rotation
tensor and c(t) is an arbitrary vector. Then, considering only
temperature and heat flux, the axiom of material-frame indiffer-
ence implies

θ∗(x∗, t) = θ(x, t), q∗(x∗, t) = Q(t)q(x, t),

for all x and t. Substituting the given model for the heat flux this
becomes (omitting inessential arguments x∗, x and t for brevity)

θ∗ = θ, K(x∗, θ∗)∇x ∗
θ∗ = QK(x, θ)∇x θ. (8.6)

Using the relation θ∗(x∗, t) = θ(x, t) together with the relation
x∗ = Q(t)x + c(t) and the chain rule we find ∇x ∗

θ∗ = Q∇x θ.
Eliminating θ∗ and ∇x ∗

θ∗ from (8.6) we get

K(x∗, θ)Q∇x θ = QK(x, θ)∇x θ,

which, by the arbitrariness of ∇x θ, implies

K(x, θ) = QT K(x∗, θ)Q.

Since for each fixed x we may choose c(t) to make x∗ = 0 we
obtain

K(x, θ) = QT K(0, θ)Q,

which implies that K(x, θ) must be independent of x. Writing
K(θ) in place of K(x, θ), and considering matrix representations
in any arbitrary frame, we have

[K(θ)] = [Q]T [K(θ)][Q], (8.7)

which must hold for all rotation tensors Q. By the Spectral De-
composition Theorem (see Chapter 1), for each fixed value of θ

there is a rotation matrix R which diagonalizes K(θ). Taking
Q = R in (8.7) we find

[K(θ)] =

κ1(θ) 0 0
0 κ2(θ) 0
0 0 κ3(θ)

 , (8.8)

where κ1(θ), κ2(θ) and κ3(θ) are the eigenvalues of K(θ). Let P

be the rotation tensor defined by the representation

[P ] =

 0 1 0
−1 0 0
0 0 1

 .
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Then taking Q = P in (8.7) and using the result in (8.8) we find

[K(θ)] =

κ2(θ) 0 0
0 κ1(θ) 0
0 0 κ3(θ)

 . (8.9)

Comparing (8.8) and (8.9) we deduce κ1(θ) = κ2(θ). Similarly,
by considering the rotation tensor

[P ] =

 1 0 0
0 0 1
0 −1 0

 ,

we deduce κ2(θ) = κ3(θ). Denoting the common value by κ(θ)
we get

[K(θ)] =

κ(θ) 0 0
0 κ(θ) 0
0 0 κ(θ)

 = [κ(θ)I],

which implies K(θ) = κ(θ)I.

8.6 From the result on the time derivative of integrals relative to a
mass density (see Chapter 5) we have

d

dt

∫
Bt

Φ(x, t)ρ(x, t) dVx =
∫

Bt

Φ̇(x, t)ρ(x, t) dVx,

where Φ(x, t) is any spatial field. Applying this to E(t), noting
by the chain rule that d

dt |v|2 = 2v · v̇, we have

d

dt
E(t) =

∫
Bt

ρv̇ · v + ρφ̇ dVx.

In terms of material time derivatives, the balance of linear mo-
mentum and energy equations for a compressible Newtonian fluid
are

ρv̇ = ∇x · S + ρb, ρφ̇ = S : L −∇x · q + ρr.

Substituting these into the above integral we find

d

dt
E(t) =

∫
Bt

(∇x · S) · v + ρb · v + S : L −∇x · q + ρr dVx.

Using the identity (∇x · S) · v = ∇x · (ST v) − S : ∇x v together
with the symmetry of S we have

(∇x · S) · v = ∇x · (Sv) − S : L.
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Substituting this result into the integral, canceling terms, and
applying the Divergence Theorem, we find

d

dt
E(t) =

∫
Bt

ρb · v + ρr dVx +
∫

∂Bt

(Sv − q) · n dAx.

In the case when b = 0 and r = 0, and v = 0 and q · n = 0 on
∂Bt , we get

d

dt
E(t) = 0.

Because the above result is independent of any specific consti-
tutive assumptions on S and q it holds for both constant and
non-constant viscosities and conductivity.

8.7 Let u = a × v where a is an arbitrary constant vector. Then
Stokes’ Theorem states∫

C

u · ν ds =
∫

Γ
(∇x × u) · n dAx. (8.10)

In components we have ui = apvq εipq . Using the definition of the
curl operation (see Chapter 2) and the epsilon-delta identities
(see Chapter 1) we get

[∇x × u]j = ui,k εijk

= (apvq εipq ),k εijk

= apvq,k εipq εijk

= apvq,k (δpj δqk − δpk δqj )

= ajvk,k − akvj,k ,

which in tensor notation becomes

∇x × u = (∇x · v)a − (∇x v)a.

Substituting this into (8.10), and using the definition of u, we get∫
C

(a × v) · ν ds =
∫

Γ
[(∇x · v)a − (∇x v)a] · n dAx. (8.11)

By permutation properties of the triple scalar product (see Chap-
ter 1) we have (a × v) · ν = a · (v × ν), and by definition of the
transpose we have (∇x v)a ·n = a · (∇x vT )n. Using these results
in (8.11) we find, since a is constant,

a ·
∫

C

v × ν ds = a ·
∫

Γ
(∇x · v)n − (∇x vT )n dAx.
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By the arbitrariness of a this implies∫
C

v × ν ds =
∫

Γ
(∇x · v)n − (∇x vT )n dAx. (8.12)

From the definition of the curl w = ∇x × v (see Chapter 2) we
have w×n = (∇x v−∇x vT )n, and by definition of L = sym(∇x v)
we have Ln = 1

2 (∇x v +∇x vT )n. Combining these two relations
we find

1
2 w × n − Ln = −(∇x vT )n.

Substitution of this into (8.12) gives the desired result.

8.8 (a) Let Γ be an arbitrary area on ∂Bt with simple, closed bound-
ary curve C = ∂Γ. Then by definition of w and Stokes’ Theorem
we have∫

Γ
w · n dAx =

∫
Γ
(∇x × v) · n dAx =

∫
C

v · ν ds,

where ν is an appropriately oriented unit tangent field along C.
Since v = 0 on ∂Bt we find, for arbitrary Γ,∫

Γ
w · n dAx = 0.

Using a localization argument (see Chapter 2) we deduce that
w · n = 0 on ∂Bt . By the same argument and the result of
Exercise 8.7 we deduce n(∇x · v) + 1

2 w × n − Ln = 0 on ∂Bt .

(b) Since S = −pI + λ(∇x · v)I + 2µL we have

t = Sn = −pn + λ(∇x · v)n + 2µLn.

Substituting for Ln from part (a) gives the desired result.
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9.1 The Clausius-Duhem inequality in Lagrangian form is

ρ0(ηm Θ̇ + Ψ̇) − P : Ḟ + Θ−1Q · ∇X Θ ≤ 0.

Sufficiency of conditions (i)-(iii) follows from the result in the
text. To prove necessity we substitute the response functions
into the above expression and use the chain rule on Ψ̂ to obtain

ρ0

[
η̂m +DΘΨ̂

]
Θ̇+
[
ρ0DF Ψ̂− P̂

]
: Ḟ +ρ0DgΨ̂ · ġ+Θ−1Q̂ ·g ≤ 0.

By definition, all the response functions are functions of (F ,Θ, g)
and are independent of (Ḟ , Θ̇, ġ). Because ġ can be varied inde-
pendently of (F ,Θ, g), we deduce that the coefficient of ġ in the
above inequality must vanish, that is,

DgΨ̂ = 0.

Otherwise, we could take ġ to be a large positive multiple of
DgΨ̂ and thereby cause the inequality to be violated. By similar
arguments we find that the coefficients of Ḟ and Θ̇ must also
vanish, that is,

[ρ0DF Ψ̂ − P̂ ] = O and [η̂m + DΘΨ̂] = 0.

Substituting these results into the above inequality we obtain,
after multiplication by Θ,

Q̂ · g ≤ 0.

From this we deduce that conditions (i)-(iii) are necessary.
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9.2 (a) By definition of the material heat flux vector Q we have qm =
(det F )−1FQ. Substituting response functions and using the as-
sumption on Q̂ we get

q̂m (F ,Θ, g) = (detF )−1FQ̂(F ,Θ, g)

= −(det F )−1FK(C,Θ)g.

(b) The condition for thermal isotropy is

q̂m (FΛ,Θ,ΛT g) = q̂m (F ,Θ, g).

Substituting the result from (a) into this expression, using the
fact that C = F T F , we get

(det[FΛ])−1 [FΛ]K([FΛ]T [FΛ],Θ)[ΛT g]

= (detF )−1FK(F T F ,Θ)g.

Using the facts that detΛ = 1 and detF > 0, and the arbitrari-
ness of g, we find that K(C,Θ) must satisfy

ΛK(ΛT CΛ,Θ)ΛT = K(C,Θ).

Thus K(C,Θ) is an isotropic tensor function of C in the sense
of Chapter 1. Since C and K(C,Θ) are symmetric, and C is in-
vertible, the representation theorem for isotropic tensor functions
from Chapter 1 implies

K(C,Θ) = κ0(IC ,Θ)I + κ1(IC ,Θ)C + κ2(IC ,Θ)C−1 ,

for some scalar-valued functions κ0 , κ1 and κ2 . Conversely, if
K(C,Θ) is of this form, then it is straightforward to verify that
the above condition for thermal isotropy holds.

9.3 (a) We have P̂ (F ,Θ) = 2ρ∗FDCΨ(C,Θ). To compute the deriva-
tive of Ψ, let C be given and consider the function C(α) =
C +αB where α ∈ IR and B is an arbitrary second-order tensor.
Then DCΨ(C,Θ) is defined by the relation

DCΨ(C,Θ) : B =
d

dα
Ψ(C(α),Θ)

∣∣∣
α=0

, ∀B ∈ V2 . (9.1)

From the definition of Ψ(C,Θ) we have

Ψ(C(α),Θ) =
1
2
G(α) : J(G(α)) + ϑM : G(α) − 1

2
cϑ2 ,
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where G(α) = 1
2 (C(α) − I). Differentiation with respect to α

(denoted by a prime) gives

d

dα
Ψ(C(α),Θ) = J(G(α)) : G′(α) + ϑM : G′(α), (9.2)

where we have used the linearity and major symmetry of J. Com-
bining (9.1) and (9.2), and using the definition of G(α), we get

DCΨ(C,Θ) : B = 1
2 J(G) : B + 1

2 ϑM : B, ∀B ∈ V2 ,

which implies DCΨ(C,Θ) = 1
2 J(G) + 1

2 ϑM . Thus we obtain

P̂ (F ,Θ) = 2ρ∗FDCΨ(C,Θ) = ρ∗F [J(G) + ϑM ].

The result for the entropy response function is a straightforward
consequence of the relation η̂m (F ,Θ) = −DΘΨ(C,Θ). In the
reference configuration we have F = I and Θ = Θ∗, which gives
G = O and ϑ = 0. Thus P̂ (I,Θ∗) = O and the reference
configuration is stress-free.

(b) We have A∗ = DF P̂ (I,Θ∗). To compute the derivative at
F = I, consider the function F (α) = I + αB where α ∈ IR and
B is an arbitrary second-order tensor. Then by definition of the
derivative we have

A∗(B) =
d

dα
P̂ (F (α),Θ∗)

∣∣∣
α=0

, ∀B ∈ V2 . (9.3)

Using the result from (a), and the facts that G(α) = 1
2 (C(α)−I)

and C(α) = F (α)T F (α), we find

A∗(B) =
[
ρ∗F

′(α)J(G(α)) + ρ∗F (α)J(G′(α))
]∣∣∣

α=0

= ρ∗J(sym(B))

= ρ∗J(B),

where the last line follows from the right minor symmetry of J.
From this we deduce A∗ = ρ∗J. The results for D∗ and β∗ follow
by direct differentiation of P̂ and η̂m with respect to Θ.

9.4 By assumption P̂ij (F ,Θ) = ρ∗
∂ Ψ̂

∂Fi j
(F ,Θ). Using the definitions

of A∗ and D∗ we immediately obtain

A∗
ijkl =

∂P̂ij

∂Fkl
(I,Θ∗) = ρ∗

∂2Ψ̂
∂Fij∂Fkl

(I,Θ∗)

D∗
ij =

∂P̂ij

∂Θ
(I,Θ∗) = ρ∗

∂2Ψ̂
∂Θ∂Fij

(I,Θ∗).
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To obtain the results with Ψ(C,Θ) we first observe that Cml =
Fkm Fkl and

∂Cml

∂Fij
= δkiδmjFkl + Fkm δkiδlj = δmjFil + δljFim .

Using this result together with the chain rule we get (omitting
arguments for brevity)

∂Ψ̂
∂Fij

=
∂Ψ

∂Cml

∂Cml

∂Fij
=

∂Ψ
∂Cjl

Fil +
∂Ψ

∂Cmj
Fim ,

which, by symmetry of C, implies

∂Ψ̂
∂Fij

(F ,Θ) = 2Fim
∂Ψ

∂Cmj
(C,Θ).

Differentiating this expression with respect to Θ we find

∂2Ψ̂
∂Θ∂Fij

(F ,Θ) = 2Fim
∂2Ψ

∂Θ∂Cmj
(C,Θ),

and differentiating with respect to F , again using the chain rule,
we find

∂2Ψ̂
∂Fij ∂Fkl

(F ,Θ) = 2δik
∂Ψ
∂Clj

(C,Θ) + 4FirFks
∂2Ψ

∂Csl∂Crj
(C,Θ).

Evaluating the above expressions at F = I and Θ = Θ∗, and
using the fact that ∂ Ψ̂

∂Fi j
(I,Θ∗) = 0 for a stress-free reference

state, we obtain the desired result, namely

A∗
ijkl = ρ∗

∂2Ψ̂
∂Fij ∂Fkl

(I,Θ∗) = 4ρ∗
∂2Ψ

∂Cij∂Ckl
(I,Θ∗)

D∗
ij = ρ∗

∂2Ψ̂
∂Θ∂Fij

(I,Θ∗) = 2ρ∗
∂2Ψ

∂Θ∂Cij
(I,Θ∗).

The symmetry properties of A∗ and D∗ follow directly from the
equality of mixed partial derivatives and the symmetry of C.

9.5 Since K∗ = κ∗I we have

∇X · [K∗∇X Θ(1)] = ∇X · [κ∗∇X Θ(1)] = κ∗∆X Θ(1) .

After dividing by ρ∗α∗ the equations to be solved are

Θ̇(1) = κ∆X Θ(1) , 0 < Xi < 1, t ≥ 0
Θ(1) = 0, Xi = 0, 1, t ≥ 0
Θ(1) = Θ(1)

0 , 0 < Xi < 1, t = 0
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where κ = κ∗/(ρ∗α∗). We seek a solution of the form

Θ(1)(X1 ,X2 ,X3 , t) = G1(X1)G2(X2)G3(X3)Γ(t).

Upon substitution into the differential equation we find

Γ′G1G2G3 = κΓ[G′′
1 G2G3 + G1G

′′
2 G3 + G1G2G

′′
3 ],

which implies
Γ′

Γ
= κ[

G′′
1

G1
+

G′′
2

G2
+

G′′
3

G3
]. (9.4)

In order for the above equation hold for all possible values of Xi

and t we deduce that each term must be constant. Considering
each term on the right-hand side of (9.4) we have

G′′
i

Gi
= −ω2

i ,

where the form of the constant is motivated by the boundary
conditions

Gi = 0 at Xi = 0, 1.

The above equations for Gi constitute a regular eigenvalue value
problem. Using standard techniques we find a family of indepen-
dent solutions (eigenfunctions) of the form

Gi = sin(kiπXi), ωi = kiπ,

where ki ≥ 1 is an integer. Thus there is a family of solutions for
each Gi (i = 1, 2, 3). Substituting these solutions into (9.4) then
yields the equation

Γ′ = −κ[ω2
1 + ω2

2 + ω2
3 ]Γ,

whose general solution is

Γ = Ck1 k2 k3 e
−(k 2

1 +k 2
2 +k 2

3 )π 2 κt ,

where Ck1 k2 k3 is a constant. Each choice of k1 , k2 , and k3 yields
an independent solution for Θ(1). Thus by superposition we arrive
at the following general solution

Θ(1)(X, t) =
∞∑

k1 =1

∞∑
k2 =1

∞∑
k3 =1

Ck1 k2 k3 e
−(k 2

1 +k 2
2 +k 2

3 )π 2 κt

· sin(k1πX1) sin(k2πX2) sin(k3πX3).
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The arbitrary constants Ck1 k2 k3 are determined by the initial con-
dition. In particular, at time t = 0 the above expression gives,
using a single summation sign for convenience,

Θ(1)(X, 0) =
∞∑

k1 ,k2 ,k3 =1

Ck1 k2 k3 sin(k1πX1) sin(k2πX2) sin(k3πX3).

Thus the initial condition is satisfied by taking Ck1 k2 k3 = Ak1 k2 k3 ,
which completes the solution.

9.6 For a mechanically and thermally isotropic body the elasticity,
thermal stress and thermal conductivity tensors take the forms

A∗(H) = λ∗(tr H)I + 2µ∗ sym(H), ∀H ∈ V2

D∗ = m∗I, K∗ = κ∗I.

Using the above form for A∗ and D∗ we find

∇X · [A∗(∇X u(1)) + D∗Θ(1)]

= ∇X · [λ∗(tr∇X u(1))I + 2µ∗ sym(∇X u(1)) + m∗Θ(1)I]

= µ∗∆X u(1) + (λ∗ + µ∗)∇X (∇X · u(1)) + m∗∇X Θ(1) .

Moreover, we have

Θ∗D∗ : ∇X u̇(1) = Θ∗m∗I : ∇X u̇(1) = Θ∗m∗∇X · u̇(1) .

From the above form of K∗ we also find

∇X · [K∗∇X Θ(1)] = ∇X · [κ∗∇X Θ(1)] = κ∗∆X Θ(1) .

Substituting the above results into the linearized balance of mo-
mentum and energy equations gives the desired result.

9.7 (a) From the expression for u(1)(X, t) and the fact that k is a unit
vector we get

∆X u(1) = −γ2σaei(γk·X−ωt) , ∇X ·u(1) = iγσ(a ·k)ei(γk·X−ωt) ,

∇X (∇X · u(1)) = −γ2σ(a · k)kei(γk·X−ωt) ,

ü(1) = −ω2σaei(γk·X−ωt) , ∇X · u̇(1) = γωσ(a · k)ei(γk·X−ωt) .

In a similar manner, from the expression for Θ(1)(X, t) we find

∇X Θ(1) = iγτkei(γk·X−ωt) , ∆X Θ(1) = −γ2τei(γk·X−ωt) ,
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Θ̇(1) = −iωτei(γk·X−ωt) .

Substituting the above results into the differential equations and
canceling the exponential factors gives

ω2σa = γ2σ[µa + (λ + µ)(a · k)k] − imγτk

(κγ2 − iω)τ = νγωσ(a · k),
(9.5)

which establishes the result.

(b) Given k, γ �= 0 we assume a · k = 0. Then from (9.5) we
obtain, after taking the dot product of (9.5)1 with a and then k,

(ω2 − µγ2)σ = 0

imγτ = 0

(κγ2 − iω)τ = 0.

Since mγ �= 0 the second equation holds if and only if τ = 0, and
the third equation is also satisfied. Inspection of the first equation
shows that a non-trivial wave exists if and only if ω2 = µγ2 , in
which case σ can be arbitrary.

(c) Given k, γ �= 0 we assume a · k = 1, or, equivalently, a = k.
Then from (9.5) we obtain, after taking the dot product of (9.5)1

with k,

ω2σ = γ2(λ + 2µ)σ − imγτ

(κγ2 − iω)τ = νγωσ.

This is a homogeneous, square, linear system for σ and τ . In
matrix form we have(

ω2 − γ2(λ + 2µ) imγ

−νγω κγ2 − iω

){
σ

τ

}
=
{

0
0

}
.

Thus non-trivial waves exist if and only if

det
(

ω2 − γ2(λ + 2µ) imγ

−νγω κγ2 − iω

)
= 0.

9.8 In components we have

P
(1)
ij = λ∗δijE

(1)
kk + 2µ∗E

(1)
ij + m∗Θ(1)δij . (9.6)

Setting i = j in (9.6) and summing yields

P
(1)
ii = (3λ∗ + 2µ∗)E

(1)
ii + 3m∗Θ(1) . (9.7)
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Combining (9.6) and (9.7) we obtain, after some simplification,

P
(1)
ij =

λ∗
3λ∗ + 2µ∗

δijP
(1)
rr + 2µ∗E

(1)
ij +

2µ∗m∗
3λ∗ + 2µ∗

Θ(1)δij .

Solving this equation for E
(1)
ij gives

E
(1)
ij = − λ∗

2µ∗(3λ∗ + 2µ∗)
δijP

(1)
rr +

1
2µ∗

P
(1)
ij − m∗

3λ∗ + 2µ∗
Θ(1)δij ,

which is the desired result.
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