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## Preface to the Second Edition

In this second edition, several major changes have been made to the structure of the book. A new chapter on orthogonal polynomials in two variables has been added to provide a more convenient source of information for readers concerned with this topic. The chapter collects results previously scattered in the book, specializing results in several variables to two variables whenever necessary, and incorporates further results not covered in the first edition. We have also added a new chapter on orthogonal polynomials on the unit sphere, which consolidates relevant results in the first edition and adds further results on the topic. Since the publication of the first edition in 2001, considerable progress has been made in this research area. We have incorporated several new developments, updated the references and, accordingly, edited the notes at the ends of relevant chapters. In particular, Chapter 5, "Examples of Orthogonal Polynomials in Several Variables", has been completely rewritten and substantially expanded. New materials have also been added to several other chapters. An index of symbols is given at the end of the book.

Another change worth mentioning is that orthogonal polynomials have been renormalized. Some families of orthogonal polynomials in several variables have expressions in terms of classical orthogonal polynomials in one variable. To provide neater expressions without constants in square roots they are now given in the form of orthogonal rather than orthonormal polynomials as in the first edition. The $L^{2}$ norms have been recomputed accordingly.

The second author gratefully acknowledges support from the National Science Foundation under grant DMS-1106113.

## Preface to the First Edition

The study of orthogonal polynomials of several variables goes back at least as far as Hermite. There have been only a few books on the subject since: Appell and de Fériet [1926] and Erdélyi et al. [1953]. Twenty-five years have gone by since Koornwinder's survey article [1975]. A number of individuals who need techniques from this topic have approached us and suggested (even asked) that we write a book accessible to a general mathematical audience.

It is our goal to present the developments of very recent research to a readership trained in classical analysis. We include applied mathematicians and physicists, and even chemists and mathematical biologists, in this category.

While there is some material about the general theory, the emphasis is on classical types, by which we mean families of polynomials whose weight functions are supported on standard domains such as the simplex and the ball, or Gaussian types, which satisfy differential-difference equations and for which fairly explicit formulae exist. The term "difference" refers to operators associated with reflections in hyperplanes. The most desirable situation occurs when there is a set of commuting self-adjoint operators whose simultaneous eigenfunctions form an orthogonal basis of polynomials. As will be seen, this is still an open area of research for some families.

With the intention of making this book useful to a wide audience, for both reference and instruction, we use familiar and standard notation for the analysis on Euclidean space and assume a basic knowledge of Fourier and functional analysis, matrix theory and elementary group theory. We have been influenced by the important books of Bailey [1935], Szegő [1975] and Lebedev [1972] in style and taste.

Here is an overview of the contents. Chapter 1 is a summary of the key onevariable methods and definitions: gamma and beta functions, the classical and related orthogonal polynomials and their structure constants, and hypergeometric
and Lauricella series. The multivariable analysis begins in Chapter 2 with some examples of orthogonal polynomials and spherical harmonics and specific twovariable examples such as Jacobi polynomials on various domains and disk polynomials. There is a discussion of the moment problem, general properties of orthogonal polynomials of several variables and matrix three-term recurrences in Chapter 3. Coxeter groups are treated systematically in a self-contained way, in a style suitable for the analyst, in Chapter 4 (a knowledge of representation theory is not necessary). The chapter goes on to introduce differential-difference operators, the intertwining operator and the analogue of the exponential function and concludes with the construction of invariant differential operators. Chapter 5 is a presentation of $h$-harmonics, the analogue of harmonic homogeneous polynomials associated with reflection groups; there are some examples of specific reflection groups as well as an application to proving the isometric properties of the generalized Fourier transform. This transform uses an analogue of the exponential function. It contains the classical Hankel transform as a special case. Chapter 6 is a detailed treatment of orthogonal polynomials on the simplex, the ball and of Hermite type. Then, summability theorems for expansions in terms of these polynomials are presented in Chapter 7; the main method is Cesàro $(C, \delta)$ summation, and there are precise results on which values of $\delta$ give positive or bounded linear operators. Nonsymmetric Jack polynomials appear in Chapter 8; this chapter contains all necessary details for their derivation, formulae for norms, hook-length products and computations of the structure constants. There is a proof of the Macdonald-Mehta-Selberg integral formula. Finally, Chapter 9 shows how to use the nonsymmetric Jack polynomials to produce bases associated with the octahedral groups. This chapter has a short discussion of how these polynomials and related operators are used to solve the Schrödinger equations of Calogero-Sutherland systems; these are exactly solvable models of quantum mechanics involving identical particles in a one-dimensional space. Both Chapters 8 and 9 discuss orthogonal polynomials on the torus and of Hermite type.

The bibliography is intended to be reasonably comprehensive into the near past; the reader is referred to Erdélyi et al. [1953] for older papers, and Internet databases for the newest articles. There are occasions in the book where we suggest some algorithms for possible symbolic algebra use; the reader is encouraged to implement them in his/her favorite computer algebra system but again the reader is referred to the Internet for specific published software.

There are several areas of related current research that we have deliberately avoided: the role of special functions in the representation theory of Lie groups (see Dieudonné [1980], Hua [1963], Vilenkin [1968], Vilenkin and Klimyk [1991a, b, c, 1995]), basic hypergeometric series and orthogonal polynomials of $q$-type (see Gasper and Rahman [1990], Andrews, Askey and Roy [1999]), quantum groups (Koornwinder [1992], Noumi [1996],

Koelink [1996] and Stokman [1997]), Macdonald symmetric polynomials (a generalization of the $q$-type) (see Macdonald [1995, 1998]). These topics touch on algebra, combinatorics and analysis; and some classical results can be obtained as limiting cases for $q \rightarrow 1$. Nevertheless, the material in this book can stand alone and ' $q$ ' is not needed in the proofs.

We gratefully acknowledge support from the National Science Foundation over the years for our original research, some of which is described in this book. Also we are grateful to the mathematics departments of the University of Oregon for granting sabbatical leave and the University of Virginia for inviting Y. X. to visit for a year, which provided the opportunity for this collaboration.

Charles F. Dunkl
Yuan Xu

## 1

## Background

The theory of orthogonal polynomials of several variables, especially those of classical type, uses a significant amount of analysis in one variable. In this chapter we give concise descriptions of the needed tools.

### 1.1 The Gamma and Beta Functions

It is our opinion that the most interesting and amenable objects of consideration have expressions which are rational functions of the underlying parameters. This leads us immediately to a discussion of the gamma function and its relatives.

Definition 1.1.1 The gamma function is defined for $\operatorname{Re} x>0$ by the integral

$$
\Gamma(x)=\int_{0}^{\infty} t^{x-1} \mathrm{e}^{-t} \mathrm{~d} t
$$

It is directly related to the beta function:
Definition 1.1.2 The beta function is defined for $\operatorname{Re} x>0$ and $\operatorname{Re} y>0$ by

$$
B(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} \mathrm{~d} t .
$$

By making the change of variables $s=u v$ and $t=(1-u) v$ in the integral $\Gamma(x) \Gamma(y)=\int_{0}^{\infty} \int_{0}^{\infty} s^{x-1} t^{y-1} \mathrm{e}^{-(s+t)} \mathrm{d} s \mathrm{~d} t$, one obtains

$$
\Gamma(x) \Gamma(y)=\Gamma(x+y) B(x, y) .
$$

This leads to several useful definite integrals, valid for $\operatorname{Re} x>0$ and $\operatorname{Re} y>0$ :

$$
\text { 1. } \int_{0}^{\pi / 2} \sin ^{x-1} \theta \cos ^{y-1} \theta \mathrm{~d} \theta=\frac{1}{2} B\left(\frac{x}{2}, \frac{y}{2}\right)=\frac{\frac{1}{2} \Gamma\left(\frac{x}{2}\right) \Gamma\left(\frac{y}{2}\right)}{\Gamma\left(\frac{x+y}{2}\right)} \text {; }
$$

2. $\Gamma\left(\frac{1}{2}\right)=\sqrt{\pi}$ (set $x=y=1$ in the previous integral);
3. $\int_{0}^{\infty} t^{x-1} \exp \left(-a t^{2}\right) \mathrm{d} t=\frac{1}{2} a^{-x / 2} \Gamma\left(\frac{x}{2}\right), \quad$ for $a>0$;
4. $\int_{0}^{1} t^{x-1}\left(1-t^{2}\right)^{y-1} \mathrm{~d} t=\frac{1}{2} B\left(\frac{x}{2}, y\right)=\frac{\frac{1}{2} \Gamma\left(\frac{x}{2}\right) \Gamma(y)}{\Gamma\left(\frac{x}{2}+y\right)}$;
5. $\Gamma(x) \Gamma(1-x)=B(x, 1-x)=\frac{\pi}{\sin \pi x}$.

The last equation can be proven by restricting $x$ to $0<x<1$, making the substitution $s=t /(1-t)$ in the beta integral $\int_{0}^{1}[t /(1-t)]^{x-1}(1-t)^{-1} \mathrm{~d} t$ and computing the resulting integral by residues. Of course, one of the fundamental properties of the gamma function is the recurrence formula (obtained from integration by parts)

$$
\Gamma(x+1)=x \Gamma(x),
$$

which leads to the fact that $\Gamma$ can be analytically continued to a meromorphic function on the complex plane; also, $1 / \Gamma$ is entire, with (simple) zeros exactly at $\{0,-1,-2, \ldots\}$. Note that $\Gamma$ interpolates the factorial; indeed, $\Gamma(n+1)=n$ ! for $n=0,1,2, \ldots$

Definition 1.1.3 The Pochhammer symbol, also called the shifted factorial, is defined for all $x$ by

$$
(x)_{0}=1, \quad(x)_{n}=\prod_{i=1}^{n}(x+i-1) \quad \text { for } n=1,2,3, \ldots
$$

Alternatively, one can recursively define $(x)_{n}$ by

$$
(x)_{0}=1 \quad \text { and } \quad(x)_{n+1}=(x)_{n}(x+n) \quad \text { for } n=1,2,3, \ldots
$$

Here are some important consequences of Definition 1.1.3:

1. $(x)_{m+n}=(x)_{m}(x+m)_{n} \quad$ for $m, n \in \mathbb{N}_{0}$;
2. $(x)_{n}=(-1)^{n}(1-n-x)_{n}$ (writing the product in reverse order);
3. $(x)_{n-i}=(x)_{n}(-1)^{i} /(1-n-x)_{i}$.

The Pochhammer symbol incorporates binomial-coefficient and factorial notation:

1. $(1)_{n}=n!, \quad 2^{n}\left(\frac{1}{2}\right)_{n}=1 \times 3 \times 5 \times \cdots \times(2 n-1)$;
2. $(n+m)!=n!(n+1)_{m}$;
3. $\binom{n}{i}=(-1)^{i} \frac{(-n)_{i}}{i!}$, where $\binom{n}{i}$ is the binomial coefficient;
4. $(x)_{2 n}=2^{2 n}\left(\frac{x}{2}\right)_{n}\left(\frac{x+1}{2}\right)_{n}$, the duplication formula.

The last property includes the formula for the gamma function:

$$
\Gamma(2 x)=\frac{2^{2 x-1}}{\sqrt{\pi}} \Gamma\left(x+\frac{1}{2}\right) \Gamma(x) .
$$

For appropriate values of $x$ and $n$, the formula $\Gamma(x+n) / \Gamma(x)=(x)_{n}$ holds, and this can be used to extend the definition of the Pochhammer symbol to values of $n \notin \mathbb{N}_{0}$.

### 1.2 Hypergeometric Series

The two most common types of hypergeometric series are (they are convergent for $|x|<1$ )

$$
\begin{aligned}
{ }_{1} F_{0}(a ; x) & =\sum_{n=0}^{\infty} \frac{(a)_{n}}{n!} x^{n}, \\
{ }_{2} F_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} x\right) & =\sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(c)_{n} n!} x^{n},
\end{aligned}
$$

where $a$ and $b$ are the "numerator" parameters and $c$ is the "denominator" parameter. Later we will also use ${ }_{3} F_{2}$ series (with a corresponding definition). The ${ }_{2} F_{1}$ series is the unique solution analytic at $x=0$ and satisfying $f(0)=1$ of

$$
x(1-x) \frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} f(x)+[c-(a+b+1) x] \frac{\mathrm{d}}{\mathrm{~d} x} f(x)-a b f(x)=0 .
$$

Generally, classical orthogonal polynomials can be expressed as hypergeometric polynomials, which are terminating hypergeometric series for which a numerator parameter has a value in $-\mathbb{N}_{0}$. The two series can be represented in closed form. Obviously ${ }_{1} F_{0}(a ; x)=(1-x)^{-a}$; this is the branch analytic in $\{x \in \mathbb{C}:|x|<1\}$, which has the value 1 at $x=0$. The Gauss integral formula for ${ }_{2} F_{1}$ is as follows.

Proposition 1.2.1 For $\operatorname{Re}(c-b)>0, \operatorname{Re} b>0$ and $|x|<1$,

$$
{ }_{2} F_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; x\right)=\frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_{0}^{1} t^{b-1}(1-t)^{c-b-1}(1-x t)^{-a} \mathrm{~d} t .
$$

Proof Use the ${ }_{1} F_{0}$ series in the integral and integrate term by term to obtain a multiple of

$$
\sum_{n=0}^{\infty} \frac{(a)_{n}}{n!} x^{n} \int_{0}^{1} t^{b+n-1}(1-t)^{c-b-1} \mathrm{~d} t=\sum_{n=0}^{\infty} \frac{(a)_{n} \Gamma(b+n) \Gamma(c-b)}{n!\Gamma(c+n)} x^{n},
$$

from which the stated formula follows.

Corollary 1.2.2 For $\operatorname{Re} c>\operatorname{Re}(a+b)$ and $\operatorname{Re} b>0$ the Gauss summation formula is

$$
{ }_{2} F_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; 1\right)=\frac{\Gamma(c) \Gamma(c-b-a)}{\Gamma(c-a) \Gamma(c-b)} .
$$

The terminating case of this formula, known as the Chu-Vandermonde sum, is valid for a more general range of parameters.

Proposition 1.2.3 For $n \in \mathbb{N}_{0}$, any $a, b$, and $c \neq 0,1, \ldots, n-1$ the following hold:

$$
\sum_{i=0}^{n} \frac{(a)_{n-i}(b)_{i}}{(n-i)!i!}=\frac{(a+b)_{n}}{n!} \quad \text { and } \quad{ }_{2} F_{1}\left(\begin{array}{c}
-n, b \\
c
\end{array} ; 1\right)=\frac{(c-b)_{n}}{(c)_{n}}
$$

Proof The first formula is deduced from the coefficient of $x^{n}$ in the expression $(1-x)^{-a}(1-x)^{-b}=(1-x)^{-(a+b)}$. The left-hand side can be written as

$$
\frac{(a)_{n}}{n!} \sum_{i=0}^{n} \frac{(-n)_{i}(b)_{i}}{(1-n-a)_{i} i!} .
$$

Now let $a=1-n-c$; simple computations involving reversals such as $(1-n-c)_{n}=(-1)^{n}(c)_{n}$ finish the proof.

The following transformation often occurs:
Proposition 1.2.4 For $|x|<1$,

$$
{ }_{2} F_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; x\right)=(1-x)^{-a}{ }_{2} F_{1}\left(\begin{array}{c}
a, c-b \\
c
\end{array} ; \frac{x}{x-1}\right) .
$$

Proof Temporarily assume that $\operatorname{Re} c>\operatorname{Re} b>0$; then from the Gauss integral we have

$$
\begin{aligned}
{ }_{2} F_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; x\right) & =\frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_{0}^{1} t^{b-1}(1-t)^{c-b-1}(1-x t)^{-a} \mathrm{~d} t \\
& =\frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_{0}^{1} s^{c-b-1}(1-s)^{b-1}(1-x)^{-a}\left(1-\frac{x s}{x-1}\right)^{-a} \mathrm{~d} s
\end{aligned}
$$

where one makes the change of variable $t=1-s$. The formula follows from another application of the Gauss integral. Analytic continuation in the parameters extends the validity to all values of $a, b, c$ excluding $c \in \mathbb{N}_{0}$. For this purpose we tacitly consider the modified series

$$
\sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{\Gamma(c+n) n!} x^{n}
$$

which is an entire function in $a, b, c$.

Corollary 1.2.5 For $|x|<1$,

$$
{ }_{2} F_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; x\right)=(1-x)^{c-a-b}{ }_{2} F_{1}\binom{c-a, c-b}{c} .
$$

Proof Using Proposition 1.2.4 twice,

$$
\left.\begin{array}{rl}
{ }_{2} F_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; x\right) & =(1-x)^{-a}{ }_{2} F_{1}\left(\begin{array}{c}
a, c-b \\
c
\end{array} ; \frac{x}{x-1}\right.
\end{array}\right) .
$$

and $1-x /(x-1)=(1-x)^{-1}$.
Equating coefficients of $x^{n}$ on the two sides of the formula in Corollary 1.2.5 proves the Saalschütz summation formula for a balanced terminating ${ }_{3} F_{2}$ series.

Proposition 1.2.6 For $n=0,1,2, \ldots$ and $c, d \neq 0,-1,-2, \ldots,-n$ with $-n+a+b+1=c+d$ (the "balanced" condition), we have

$$
{ }_{3} F_{2}\left(\begin{array}{c}
-n, a, b \\
c, d
\end{array} ; 1\right)=\frac{(c-a)_{n}(c-b)_{n}}{(c)_{n}(c-a-b)_{n}}=\frac{(c-a)_{n}(d-a)_{n}}{(c)_{n}(d)_{n}} .
$$

Proof Considering the coefficient of $x^{n}$ in the equation

$$
(1-x)^{a+b-c}{ }_{2} F_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; x\right)={ }_{2} F_{1}\binom{c-a, c-b}{c}
$$

yields

$$
\sum_{j=0}^{n} \frac{(c-a-b)_{n-j}(a)_{j}(b)_{j}}{(n-j)!j!(c)_{j}}=\frac{(c-a)_{n}(c-b)_{n}}{n!(c)_{n}}
$$

but

$$
\frac{(c-a-b)_{n-j}}{(n-j)!}=\frac{(c-a-b)_{n}(-n)_{j}}{n!(1-n-c+a+b)_{j}}
$$

this proves the first formula with $d=-n+a+b-c+1$. Further, $(c-b)_{n}=(-1)^{n}(1-n-c+b)_{n}=(-1)^{n}(d-a)_{n}$ and $(-1)^{n}(c-a-b)_{n}=$ $(1-n-c+a+b)_{n}=(d)_{n}$, which proves the second formula.

### 1.2.1 Lauricella series

There are many ways to define multivariable analogues of the hypergeometric series. One straightforward and useful approach consists of the Lauricella generalizations of the ${ }_{2} F_{1}$ series; see Exton [1976]. Fix $d=1,2,3, \ldots$ vector parameters $\mathbf{a}, \mathbf{b}, \mathbf{c} \in \mathbb{R}^{d}$, scalar parameters $\alpha, \gamma$ and the variable $x \in \mathbb{R}^{d}$. For
concise formulation we use the following: let $\mathbf{m} \in \mathbb{N}_{0}^{d}, \mathbf{m}!=\prod_{j=1}^{d}\left(m_{j}\right)!,|\mathbf{m}|=$ $\sum_{j=1}^{d} m_{j},(\mathbf{a})_{\mathbf{m}}=\prod_{j=1}^{d}\left(a_{j}\right)_{m_{j}}$ and $x^{\mathbf{m}}=\prod_{j=1}^{d} x_{j}^{m_{j}}$.

The four types of Lauricella functions are (with summations over $\mathbf{m} \in \mathbb{N}_{0}^{d}$ ):

1. $F_{A}(\alpha, \mathbf{b} ; \mathbf{c} ; x)=\sum_{\mathbf{m}} \frac{(\alpha)_{|\mathbf{m}|}(\mathbf{b})_{\mathbf{m}}}{(\mathbf{c})_{\mathbf{m}} \mathbf{m}!} x^{\mathbf{m}}, \quad$ convergent for $\sum_{j=1}^{d}\left|x_{j}\right|<1$;
2. $F_{B}(\mathbf{a}, \mathbf{b} ; \gamma ; x)=\sum_{\mathbf{m}} \frac{(\mathbf{a})_{\mathbf{m}}(\mathbf{b})_{\mathbf{m}}}{(\gamma)_{|\mathbf{m}|}^{\mathbf{m}}!} x^{\mathbf{m}}, \quad$ convergent for $\max _{j}\left|x_{j}\right|<1$;
3. $F_{C}(\alpha, \beta ; \mathbf{c} ; x)=\sum_{\mathbf{m}} \frac{(\alpha)_{|\mathbf{m}|}(\beta)_{|\mathbf{m}|}}{(\mathbf{c})_{\mathbf{m}} \mathbf{m}!} x^{\mathbf{m}}, \quad$ convergent for $\sum_{j=1}^{d}\left|x_{j}\right|^{1 / 2}<1$;
4. $F_{D}(\alpha, \mathbf{b} ; \gamma ; x)=\sum_{\mathbf{m}} \frac{(\alpha)_{|\mathbf{m}|}(\mathbf{b})_{\mathbf{m}}}{(\gamma)_{|\mathbf{m}|}^{\mathbf{m}!}} x^{\mathbf{m}}, \quad$ convergent for $\max _{j}\left|x_{j}\right|<1$.

There are integral representations of Euler type (the following are subject to obvious convergence conditions; further, any argument of a gamma function must have a positive real part):

1. $F_{A}(\alpha, \mathbf{b} ; \mathbf{c} ; x)=\prod_{j=1}^{d} \frac{\Gamma\left(c_{j}\right)}{\Gamma\left(b_{j}\right) \Gamma\left(c_{j}-b_{j}\right)}$

$$
\times \int_{[0,1]^{d}} \prod_{j=1}^{d}\left(u_{j}^{b_{j}-1}\left(1-u_{j}\right)^{c_{j}-b_{j}-1}\right)\left(1-\sum_{j=1}^{d} u_{j} x_{j}\right)^{-\alpha} \mathrm{d} u
$$

2. $F_{B}(\mathbf{a}, \mathbf{b} ; \gamma ; x)=\prod_{j=1}^{d} \Gamma\left(a_{j}\right)^{-1} \frac{\Gamma(\gamma)}{\Gamma(\boldsymbol{\delta})}$

$$
\times \int_{T^{d}} \prod_{j=1}^{d}\left(u_{j}^{a_{j}-1}\left(1-u_{j} x_{j}\right)^{-b_{j}}\right)\left(1-\sum_{j=1}^{d} u_{j}\right)^{\delta-1} \mathrm{~d} u
$$

where $\delta=\gamma-\sum_{j=1}^{d} a_{j}$ and $T^{d}$ is the simplex $\left\{u \in \mathbb{R}^{d}: u_{j} \geq 0\right.$ for all $j$, and $\left.\sum_{j=1}^{d} u_{j} \leq 1\right\} ;$

$$
\text { 3. } \begin{aligned}
F_{D}(\alpha, \mathbf{b} ; \gamma ; x)= & \frac{\Gamma(\gamma)}{\Gamma(\alpha) \Gamma(\gamma-\alpha)} \\
& \times \int_{0}^{1} u^{\alpha-1}(1-u)^{\gamma-\alpha-1} \prod_{j=1}^{d}\left(1-u x_{j}\right)^{-b_{j}} \mathrm{~d} u,
\end{aligned}
$$

a single integral.

### 1.3 Orthogonal Polynomials of One Variable

### 1.3.1 General properties

We start with a determinant approach to the Gram-Schmidt process, a method for producing orthogonal bases of functions given a linearly (totally) ordered basis. Suppose that $X$ is a region in $\mathbb{R}^{d}($ for $d \geq 1), \mu$ is a probability measure on $X$
and $\left\{f_{i}(x): i=1,2,3 \ldots\right\}$ is a set of functions linearly independent in $L^{2}(X, \mu)$. Denote the inner product $\int_{X} f g \mathrm{~d} \mu$ as $\langle f, g\rangle$ and the elements of the Gram matrix $\left\langle f_{i}, f_{j}\right\rangle$ as $g_{i j}, i, j \in \mathbb{N}$.

Definition 1.3.1 For $n \in \mathbb{N}$ let $d_{n}=\operatorname{det}\left(g_{i j}\right)_{i, j=1}^{n}$ and

$$
D_{n}(x)=\operatorname{det}\left[\begin{array}{cccc}
g_{11} & g_{12} & \ldots & g_{1 n} \\
\vdots & \vdots & \ldots & \vdots \\
g_{n-1,1} & g_{n-1,2} & \ldots & g_{n-1, n} \\
f_{1}(x) & f_{2}(x) & \ldots & f_{n}(x)
\end{array}\right]
$$

Proposition 1.3.2 The functions $\left\{D_{n}(x): n \geq 1\right\}$ are orthogonal in $L^{2}(X, \mu)$, $\operatorname{span}\left\{D_{j}(x): 1 \leq j \leq n\right\}=\operatorname{span}\left\{f_{j}(x): 1 \leq j \leq n\right\}$ and $\left\langle D_{n}, D_{n}\right\rangle=d_{n-1} d_{n}$.

Proof By linear independence, $d_{n}>0$ for all $n$; thus $D_{n}(x)=d_{n-1} f_{n}(x)+$ $\sum_{j<n} c_{j} f_{j}(x)$ for some coefficients $c_{j}$ (where $d_{0}=1$ ) and $\operatorname{span}\left\{D_{j}: j \leq n\right\}=$ $\operatorname{span}\left\{f_{j}: j \leq n\right\}$. The inner product $\left\langle f_{j}, D_{n}\right\rangle$ is the determinant of the matrix in the definition of $D_{n}$ with the last row replaced by $\left(g_{j 1}, g_{j 2}, \ldots, g_{j n}\right)$ and hence is zero for $j<n$. Thus $\left\langle D_{j}, D_{n}\right\rangle=0$ for $j<n$ and $\left\langle D_{n}, D_{n}\right\rangle=d_{n-1}\left\langle f_{n}, D_{n}\right\rangle=d_{n-1} d_{n}$.

There are integral formulae for $d_{n}$ and $D_{n}(x)$ which are interesting foreshadowings of multivariable weight functions $P_{n}$ involving the discriminant, as follows.

Definition 1.3.3 For $n \in \mathbb{N}$ and $x_{1}, x_{2}, \ldots, x_{n} \in X$ let

$$
P_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\operatorname{det}\left(f_{j}\left(x_{i}\right)\right)_{i, j=1}^{n}
$$

Proposition 1.3.4 For $n \in \mathbb{N}$ and $x_{1}, x_{2}, \ldots, x_{n} \in X$,

$$
\int_{X^{n}} P_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{2} \mathrm{~d} \mu\left(x_{1}\right) \cdots \mathrm{d} \mu\left(x_{n}\right)=n!d_{n}
$$

and

$$
\int_{X^{n}} P_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right) P_{n+1}\left(x_{1}, x_{2}, \ldots, x_{n}, x\right) \mathrm{d} \mu\left(x_{1}\right) \cdots \mathrm{d} \mu\left(x_{n}\right)=n!D_{n+1}(x) .
$$

Proof In the first integral, make the expansion

$$
P_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{2}=\sum_{\sigma} \sum_{\tau} \varepsilon_{\sigma} \varepsilon_{\tau} \prod_{i=1}^{n} f_{\sigma i}\left(x_{i}\right) f_{\tau i}\left(x_{i}\right)
$$

where the summations are over the symmetric group $S_{n}$ (on $n$ objects); $\varepsilon_{\sigma}, \sigma i$ denote the sign of the permutation $\sigma$ and the action of $\sigma$ on $i$, respectively. Integrating over $X^{n}$ gives the sum $\sum_{\sigma} \sum_{\tau} \varepsilon_{\sigma} \varepsilon_{\tau} \prod_{i=1}^{n} g_{\sigma i, \tau i}=n!\sum_{\tau} \varepsilon_{\tau} \prod_{i=1}^{n} g_{\tau i, i}=n!d_{n}$.

The summation over $\sigma$ is done by first fixing $\sigma$ and then replacing $i$ by $\sigma^{-1} i$ and $\tau$ by $\tau \sigma^{-1}$. Similarly,

$$
\begin{aligned}
& P_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right) P_{n+1}\left(x_{1}, x_{2}, \ldots, x_{n}, x\right) \\
& \quad=\sum_{\sigma} \sum_{\tau} \varepsilon_{\sigma} \varepsilon_{\tau} \prod_{i=1}^{n} f_{\sigma i}\left(x_{i}\right) f_{\tau i}\left(x_{i}\right) f_{\tau(n+1)}(x)
\end{aligned}
$$

and the $\tau$-sum is over $S_{n+1}$. As before, the integral has the value

$$
\sum_{\sigma} \sum_{\tau} \varepsilon_{\sigma} \varepsilon_{\tau} \prod_{i=1}^{n} g_{\sigma i, \tau i} f_{\tau(n+1)}(x)
$$

which reduces to the expression $n!\sum_{\tau} \varepsilon_{\tau} \prod_{i=1}^{n} g_{\tau i, i} f_{\tau(n+1)}(x)=n!D_{n+1}(x)$.

We now specialize to orthogonal polynomials; let $\mu$ be a probability measure supported on a (possibly infinite) interval $[a, b]$ such that $\int_{a}^{b}|x|^{n} \mathrm{~d} \mu<\infty$ for all $n$. We may as well assume that $\mu$ is not a finite discrete measure, so that $\left\{1, x, x^{2}, x^{3}, \ldots\right\}$ is linearly independent in $L^{2}(\mu)$; it is not difficult to modify the results to the situation where $L^{2}(\mu)$ is of finite dimension. We apply Proposition 1.3.2 to the basis $f_{j}(x)=x^{j-1}$; the Gram matrix has the form of a Hankel matrix $g_{i j}=c_{i+j-2}$, where the $n$th moment of $\mu$ is

$$
c_{n}=\int_{a}^{b} x^{n} \mathrm{~d} \mu(x)
$$

and the orthonormal polynomials $\left\{p_{n}(x): n \geq 0\right\}$ are defined by

$$
p_{n}(x)=\left(d_{n+1} d_{n}\right)^{-1 / 2} D_{n+1}(x) ;
$$

they satisfy $\int_{a}^{b} p_{m}(x) p_{n}(x) \mathrm{d} \mu(x)=\delta_{m n}$, and the leading coefficient of $p_{n}$ is $\left(d_{n} / d_{n+1}\right)^{1 / 2}>0$. Of course this implies that $\int_{a}^{b} p_{n}(x) q(x) \mathrm{d} \mu(x)=0$ for any polynomial $q(x)$ of degree $\leq n-1$. The determinant $P_{n}$ in Definition 1.3.3 is exactly the Vandermonde determinant $\operatorname{det}\left(x_{i}^{j-1}\right)_{i, j=1}^{n}=\prod_{1 \leq i<j \leq n}\left(x_{j}-x_{i}\right)$.

Proposition 1.3.5 For $n \geq 0$,

$$
\begin{gathered}
\int_{[a, b]^{n}} \prod_{1 \leq i<j \leq n}\left(x_{j}-x_{i}\right)^{2} \mathrm{~d} \mu\left(x_{1}\right) \cdots \mathrm{d} \mu\left(x_{n}\right)=n!d_{n}, \\
\int_{[a, b]^{n}} \prod_{i=1}^{n}\left(x-x_{i}\right) \prod_{1 \leq i<j \leq n}\left(x_{j}-x_{i}\right)^{2} \mathrm{~d} \mu\left(x_{1}\right) \cdots \mathrm{d} \mu\left(x_{n}\right)=n!\left(d_{n} d_{n+1}\right)^{1 / 2} p_{n}(x) .
\end{gathered}
$$

It is a basic fact that $p_{n}(x)$ has $n$ distinct (and simple) zeros in $[a, b]$.

Proposition 1.3.6 For $n \geq 1$, the polynomial $p_{n}(x)$ has $n$ distinct zeros in the open interval $(a, b)$.

Proof Suppose that $p_{n}(x)$ changes sign at $t_{1}, \ldots, t_{m}$ in $(a, b)$. Then it follows that $\varepsilon p_{n}(x) \prod_{i=1}^{m}\left(x-t_{i}\right) \geq 0$ on $[a, b]$ for $\varepsilon=1$ or -1 . If $m<n$ then $\int_{a}^{b} p_{n}(x)$ $\prod_{i=1}^{m}\left(x-t_{i}\right) \mathrm{d} \mu(x)=0$, which implies that the integrand is zero on the support of $\mu$, a contradiction.

In many applications one uses orthogonal, rather than orthonormal, polynomials (by reason of their neater notation, generating function and normalized values at an end point, for example). This means that we have a family of nonzero polynomials $\left\{P_{n}(x): n \geq 0\right\}$ with $P_{n}(x)$ of exact degree $n$ and for which $\int_{a}^{b} P_{n}(x) x^{j} \mathrm{~d} \mu(x)=0$ for $j<n$.

We say that the squared norm $\int_{a}^{b} P_{n}(x)^{2} \mathrm{~d} \mu(x)=h_{n}$ is a structural constant. Further, $p_{n}(x)= \pm h_{n}^{-1 / 2} P_{n}(x)$; the sign depends on the leading coefficient of $P_{n}(x)$.

### 1.3.2 Three-term recurrence

Besides the Gram matrix of moments there is another important matrix associated with a family of orthogonal polynomials, the Jacobi matrix. The principal minors of this tridiagonal matrix provide an interpretation of the three-term recurrence relations. For $n \geq 0$ the polynomial $x P_{n}(x)$ is of degree $n+1$ and can be expressed in terms of $\left\{P_{j}: j \leq n+1\right\}$, but more is true.

Proposition 1.3.7 There exist sequences $\left\{A_{n}\right\}_{n \geq 0},\left\{B_{n}\right\}_{n \geq 0},\left\{C_{n}\right\}_{n \geq 1}$ such that

$$
P_{n+1}(x)=\left(A_{n} x+B_{n}\right) P_{n}(x)-C_{n} P_{n-1}(x),
$$

where

$$
A_{n}=\frac{k_{n+1}}{k_{n}}, \quad C_{n}=\frac{k_{n+1} k_{n-1} h_{n}}{k_{n}^{2} h_{n-1}}, \quad B_{n}=-\frac{k_{n+1}}{k_{n} h_{n}} \int_{a}^{b} x P_{n}(x)^{2} \mathrm{~d} \mu(x)
$$

and $k_{n}$ is the leading coefficient of $P_{n}(x)$.
Proof Expanding $x P_{n}(x)$ in terms of polynomials $P_{j}$ gives $\sum_{j=0}^{n+1} a_{j} P_{j}(x)$ with $a_{j}=$ $h_{j}^{-1} \int_{a}^{b} x P_{n}(x) P_{j}(x) \mathrm{d} \mu(x)$. By the orthogonality property, $a_{j}=0$ unless $|n-j| \leq 1$. The value of $a_{n+1}=A_{n}^{-1}$ is obtained by matching the coefficients of $x^{n+1}$. Shifting the label gives the value of $C_{n}$.

Corollary 1.3.8 For the special case of monic orthogonal polynomials, the three-term recurrence is

$$
P_{n+1}(x)=\left(x+B_{n}\right) P_{n}(x)-C_{n} P_{n-1}(x),
$$

where

$$
C_{n}=\frac{d_{n+1} d_{n-1}}{d_{n}^{2}} \quad \text { and } \quad B_{n}=-\frac{d_{n}}{d_{n+1}} \int_{a}^{b} x P_{n}(x)^{2} \mathrm{~d} \mu(x)
$$

Proof In the notation from the end of the last subsection, the structure constant for the monic case is $h_{n}=d_{n+1} / d_{n}$.

It is convenient to restate the recurrence, and some other, relations for orthogonal polynomials with arbitrary leading coefficients in terms of the moment determinants $d_{n}$ (see Definition 1.3.1).

Proposition 1.3.9 Suppose that the leading coefficient of $P_{n}(x)$ is $k_{n}$, and let $b_{n}=\int_{a}^{b} x p_{n}(x)^{2} \mathrm{~d} \mu(x)$; then

$$
\begin{aligned}
h_{n} & =k_{n}^{2} \frac{d_{n+1}}{d_{n}} \\
x P_{n}(x) & =\frac{k_{n}}{k_{n+1}} P_{n+1}(x)+b_{n} P_{n}(x)+\frac{k_{n-1} h_{n}}{k_{n} h_{n-1}} P_{n-1}(x) .
\end{aligned}
$$

Corollary 1.3.10 For the case of orthonormal polynomial $p_{n}$,

$$
x p_{n}(x)=a_{n} p_{n+1}(x)+b_{n} p_{n}(x)+a_{n-1} p_{n-1}(x),
$$

where $a_{n}=k_{n} / k_{n+1}=\left(d_{n} d_{n+2} / d_{n+1}^{2}\right)^{1 / 2}$.
With these formulae one can easily find the reproducing kernel for polynomials of degree $\leq n$, the Christoffel-Darboux formula:

Proposition 1.3.11 For $n \geq 1$, if $k_{n}$ is the leading coefficient of $p_{n}$ then we have

$$
\begin{aligned}
\sum_{j=0}^{n} p_{j}(x) p_{j}(y) & =\frac{k_{n}}{k_{n+1}} \frac{p_{n+1}(x) p_{n}(y)-p_{n}(x) p_{n+1}(y)}{x-y} \\
\sum_{j=0}^{n} p_{j}(x)^{2} & =\frac{k_{n}}{k_{n+1}}\left[p_{n+1}^{\prime}(x) p_{n}(x)-p_{n}^{\prime}(x) p_{n+1}(x)\right] .
\end{aligned}
$$

Proof By the recurrence in the previous proposition, for $j \geq 0$,

$$
\begin{aligned}
(x-y) p_{j}(x) p_{j}(y)= & \frac{k_{j}}{k_{j+1}}\left[p_{j+1}(x) p_{j}(y)-p_{j}(x) p_{j+1}(y)\right] \\
& +\frac{k_{j-1}}{k_{j}}\left[p_{j-1}(x) p_{j}(y)-p_{j}(x) p_{j-1}(y)\right] .
\end{aligned}
$$

The terms involving $b_{j}$ arising from setting $n=j$ in Corollary 1.3.10 cancel out. Now sum these equations over $0 \leq j \leq n$; the terms telescope (and note that the case $j=0$ is special, with $p_{-1}=0$ ). This proves the first formula in the proposition; the second follows from L'Hospital's rule.

The Jacobi tridiagonal matrix associated with the three-term recurrence is the semi-infinite matrix

$$
J=\left[\begin{array}{ccccc}
b_{0} & a_{0} & & & \bigcirc \\
a_{0} & b_{1} & a_{1} & & \\
& a_{1} & b_{2} & a_{2} & \\
& & a_{2} & b_{3} & \ddots \\
\bigcirc & & & \ddots & \ddots
\end{array}\right]
$$

where $a_{n-1}=\sqrt{C_{n}}=\sqrt{d_{n+1} d_{n-1}} / d_{n}\left(a_{n-1}\right.$ is the same as the coefficient $a_{n}$ in Corollary 1.3.10 orthonormal polynomials). Let $J_{n}$ denote the left upper submatrix of $J$ of size $n \times n$, and let $I_{n}$ be the $n \times n$ identity matrix. Then $\operatorname{det}\left(x I_{n+1}-\right.$ $\left.J_{n+1}\right)=\left(x-b_{n}\right) \operatorname{det}\left(x I_{n}-J_{n}\right)-a_{n-1}^{2} \operatorname{det}\left(x I_{n-1}-J_{n-1}\right)$, a simple matrix identity; hence $P_{n}(x)=\operatorname{det}\left(x I_{n}-J_{n}\right)$. Note that the fundamental result regarding the eigenvalues of symmetric tridiagonal matrices with all superdiagonal entries nonzero shows again that the zeros of $P_{n}$ are simple and real. The eigenvectors of $J_{n}$ have elegant expressions in terms of $p_{j}$ and provide an explanation for the Gaussian quadrature.

Let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ be the zeros of $p_{n}(x)$.

Theorem 1.3.12 For $1 \leq j \leq n$ let

$$
\mathbf{v}^{(j)}=\left(p_{0}\left(\lambda_{j}\right), p_{1}\left(\lambda_{j}\right), \ldots, p_{n-1}\left(\lambda_{j}\right)\right)^{\mathrm{T}}
$$

then $J_{n} \mathbf{v}^{(j)}=\lambda_{j} \mathbf{v}^{(j)}$. Further,

$$
\sum_{j=1}^{n} \gamma_{j} p_{r}\left(\lambda_{j}\right) p_{s}\left(\lambda_{j}\right)=\delta_{r s}
$$

where $0 \leq r, s \leq n-1$ and $\gamma_{j}=\left(\sum_{i=0}^{n-1} p_{i}\left(\lambda_{j}\right)^{2}\right)^{-1}$.
Proof We want to show that the $i$ th entry of $\left(J_{n}-\lambda_{j} I_{n}\right) \mathbf{v}^{(j)}$ is zero. The typical equation for this entry is

$$
\begin{aligned}
& a_{i-2} p_{i-2}\left(\lambda_{j}\right)+\left(b_{i-1}-\lambda_{j}\right) p_{i-1}\left(\lambda_{j}\right)+a_{i-1} p_{i}\left(\lambda_{j}\right) \\
& \quad=\left(a_{i-2}-\frac{k_{i-2}}{k_{i-1}}\right) p_{i-2}\left(\lambda_{j}\right)+\left(a_{i-1}-\frac{k_{i-1}}{k_{i}}\right) p_{i}\left(\lambda_{j}\right) \\
& \quad=0
\end{aligned}
$$

because $k_{i}=\left(d_{i} / d_{i+1}\right)^{1 / 2}$ and $a_{i-1}=\left(d_{i+1} d_{i-1} / d_{i}^{2}\right)^{1 / 2}=k_{i-1} / k_{i}$ for $i \geq 1$, where $k_{i}$ is the leading coefficient of $p_{i}$. This uses the recurrence in Proposition 1.3.9; when $i=1$ the term $p_{-1}\left(\lambda_{j}\right)=0$ and for $i=n$ the fact that $p_{n}\left(\lambda_{j}\right)=0$ is crucial. Since $J_{n}$ is symmetric, the eigenvectors are pairwise orthogonal, that is, $\sum_{i=1}^{n} p_{i-1}\left(\lambda_{j}\right) p_{i-1}\left(\lambda_{r}\right)=\delta_{j r} / \gamma_{j}$ for $1 \leq j, r \leq n$. Hence the matrix
$\left(\gamma_{j}^{1 / 2} p_{i-1}\left(\lambda_{j}\right)\right)_{i, j=1}^{n}$ is orthogonal. The orthonormality of the rows of the matrix is exactly the second part of the theorem.

This theorem has some interesting implications. First, the set $\left\{p_{i}(x): 0 \leq\right.$ $i \leq n-1\}$ comprises the orthonormal polynomials for the discrete measure $\sum_{j=1}^{n} \gamma_{j} \delta\left(\lambda_{j}\right)$, where $\delta(x)$ denotes a unit mass at $x$. This measure has total mass 1 because $p_{0}=1$. Second, the theorem implies that $\sum_{j=1}^{n} \gamma_{j} q\left(\lambda_{j}\right)=\int_{a}^{b} q \mathrm{~d} \mu$ for any polynomial $q(x)$ of degree $\leq n-1$, because this relation is valid for every basis element $p_{i}$ for $0 \leq i \leq n-1$. In fact, this is a description of Gaussian quadrature. The Christoffel-Darboux formula, Proposition 1.3.11, leads to another expression (perhaps more concise) for the weights $\gamma_{j}$.

Theorem 1.3.13 For $n \geq 1$ let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ be the zeros of $p_{n}(x)$ and let $\gamma_{j}=$ $\left(\sum_{i=0}^{n-1} p_{i}\left(\lambda_{j}\right)^{2}\right)^{-1}$. Then

$$
\gamma_{j}=\frac{k_{n}}{k_{n-1} p_{n}^{\prime}\left(\lambda_{j}\right) p_{n-1}\left(\lambda_{j}\right)},
$$

and for any polynomial $q(x)$ of degree $\leq 2 n-1$ the following holds:

$$
\int_{a}^{b} q \mathrm{~d} \mu=\sum_{j=1}^{n} \gamma_{j} q\left(\lambda_{j}\right)
$$

Proof In the Christoffel-Darboux formula for $y=x$, set $x=\lambda_{j}\left(\right.$ thus $\left.p_{n}\left(\lambda_{j}\right)=0\right)$. This proves the first part of the theorem (note that $0<\gamma_{j} \leq 1$ because $p_{0}=1$ ). Suppose that $q(x)$ is a polynomial of degree $2 n-1$; then, by synthetic division, $q(x)=p_{n}(x) g(x)+r(x)$ where $g(x), r(x)$ are polynomials of degree $\leq n-1$. Thus $r\left(\lambda_{j}\right)=q\left(\lambda_{j}\right)$ for each $j$ and, by orthogonality,

$$
\int_{a}^{b} q \mathrm{~d} \mu=\int_{a}^{b} p_{n} g \mathrm{~d} \mu+\int_{a}^{b} r \mathrm{~d} \mu=\int_{a}^{b} r \mathrm{~d} \mu=\sum_{j=1}^{n} \gamma_{j} r\left(\lambda_{j}\right) .
$$

This completes the proof.

One notes that the leading coefficients $k_{i}$ (for orthonormal polynomials, see Corollary 1.3.10) can be recovered from the Jacobi matrix $J$; indeed $k_{i}=$ $\prod_{j=1}^{i} c_{j}^{-1}$ and $k_{0}=1$, that is, $p_{0}=1$. This provides the normalization of the associated discrete measures $\sum_{j=1}^{n} \gamma_{j} \boldsymbol{\delta}\left(\lambda_{j}\right)$. The moment determinants are calculated from $d_{i}=\prod_{j=1}^{i-1} k_{j}^{2}$.

If the measure $\mu$ is finite with point masses at $\left\{t_{1}, t_{2}, \ldots, t_{n}\right\}$ then the Jacobi matrix has the entry $c_{n}=0$ and $J_{n}$ produces the orthogonal polynomials $\left\{p_{0}, p_{1}, \ldots, p_{n-1}\right\}$ for $\mu$, and the eigenvalues of $J_{n}$ are $t_{1}, t_{2}, \ldots, t_{n}$.

### 1.4 Classical Orthogonal Polynomials

This section is concerned with the Hermite, Laguerre, Chebyshev, Legendre, Gegenbauer and Jacobi polynomials. For each family the orthogonality measure has the form $\mathrm{d} \mu(x)=c w(x) \mathrm{d} x$, with weight function $w(x)>0$ on an interval and normalization constant $c=\left[\int_{\mathbb{R}} w(x) \mathrm{d} x\right]^{-1}$. Typically the polynomials are defined by a Rodrigues relation which easily displays the required orthogonality property. Then some computations are needed to determine the other structures: $h_{n}$ (which is always stated with respect to a normalized $\mu$ ), the three-term recurrences, expressions in terms of hypergeometric series, differential equations and so forth. When the weight function is even, so that $w(-x)=w(x)$, the coefficients $b_{n}$ in Proposition 1.3.9 are zero for all $n$ and the orthogonal polynomials satisfy $P_{n}(-x)=(-1)^{n} P_{n}(x)$.

### 1.4.1 Hermite polynomials

For the Hermite polynomials $H_{n}(x)$, the weight function $w(x)$ is $\mathrm{e}^{-x^{2}}$ on $x \in \mathbb{R}$ and the normalization constant $c$ is $\Gamma\left(\frac{1}{2}\right)^{-1}=\pi^{-1 / 2}$.

Definition 1.4.1 For $n \geq 0$ let $H_{n}(x)=(-1)^{n} \mathrm{e}^{x^{2}}\left(\frac{\mathrm{~d}}{\mathrm{~d} x}\right)^{n} \mathrm{e}^{-x^{2}}$.
Proposition 1.4.2 For $0 \leq m<n$,

$$
\int_{\mathbb{R}} x^{m} H_{n}(x) \mathrm{e}^{-x^{2}} \mathrm{~d} x=0
$$

and

$$
h_{n}=\pi^{-1 / 2} \int_{\mathbb{R}}\left[H_{n}(x)\right]^{2} \mathrm{e}^{-x^{2}} \mathrm{~d} x=2^{n} n!
$$

Proof For any polynomial $q(x)$ we have

$$
\int_{\mathbb{R}} q(x) H_{n}(x) \mathrm{e}^{-x^{2}} \mathrm{~d} x=\int_{\mathbb{R}}\left(\frac{\mathrm{d}}{\mathrm{~d} x}\right)^{n} q(x) \mathrm{e}^{-x^{2}} \mathrm{~d} x
$$

using $n$-times-repeated integration by parts. From the definition it is clear that the leading coefficient $k_{n}=2^{n}$, and thus $h_{n}=\pi^{-1 / 2} \int_{\mathbb{R}} 2^{n} n!\mathrm{e}^{-x^{2}} \mathrm{~d} x=2^{n} n$ !

Proposition 1.4.3 For $x, r \in \mathbb{R}$, the generating function is

$$
\exp \left(2 r x-r^{2}\right)=\sum_{n=0}^{\infty} H_{n}(x) \frac{r^{n}}{n!}
$$

and

$$
\begin{aligned}
H_{n}(x) & =\sum_{j \leq n / 2} \frac{n!}{(n-2 j)!j!}(-1)^{j}(2 x)^{n-2 j} \\
\frac{\mathrm{~d}}{\mathrm{~d} x} H_{n}(x) & =2 n H_{n-1}(x)
\end{aligned}
$$

Proof Expand $f(r)=\exp \left[-(x-r)^{2}\right]$ in a Taylor series at $r=0$ for fixed $x$. Write the generating function as

$$
\sum_{m=0}^{\infty} \frac{1}{m!} \sum_{j=0}^{m}\binom{m}{j}(2 x)^{m-j} r^{m+j}(-1)^{j}
$$

set $m=n+j$ and collect the coefficient of $r^{n} / n$ ! Now differentiate the generating function and compare the coefficients of $r^{n}$.

The three-term recurrence (see Proposition 1.3.7) is easily computed using $k_{n}=2^{n}, h_{n}=2^{n} n!$ and $b_{n}=0$ :

$$
H_{n+1}(x)=2 x H_{n}(x)-2 n H_{n-1}(x)
$$

with $a_{n}=\sqrt{\frac{1}{2}(n+1)}$. This together with the fact that $H_{n}^{\prime}(x)=2 n H_{n-1}(x)$, used twice, establishes the differential equation

$$
H_{n}^{\prime \prime}(x)-2 x H_{n}^{\prime}(x)+2 n H_{n}(x)=0
$$

### 1.4.2 Laguerre polynomials

For a parameter $\alpha>-1$, the weight function for the Laguerre polynomials is $x^{\alpha} \mathrm{e}^{-x}$ on $\mathbb{R}_{+}=\{x: x \geq 0\}$ with constant $\Gamma(\alpha+1)^{-1}$.

Definition 1.4.4 For $n \geq 0$ let $L_{n}^{\alpha}(x)=\frac{1}{n!} x^{-\alpha} \mathrm{e}^{x}\left(\frac{\mathrm{~d}}{\mathrm{~d} x}\right)^{n}\left(x^{n+\alpha} \mathrm{e}^{-x}\right)$.
Proposition 1.4.5 For $n \geq 0$,

$$
L_{n}^{\alpha}(x)=\frac{(\alpha+1)_{n}}{n!} \sum_{j=0}^{n} \frac{(-n)_{j}}{(\alpha+1)_{j}} \frac{x^{j}}{j!}
$$

Proof Expand the definition to

$$
L_{n}^{\alpha}(x)=\frac{1}{n!} \sum_{j=0}^{n}\binom{n}{j}(-n-\alpha)_{n-j}(-1)^{n} x^{j}
$$

(with the $n$-fold product rule) and write $(-n-\alpha)_{n-j}=(-1)^{n-j}(\alpha+1)_{n} /$ $(\alpha+1){ }_{j}$.

Arguing as for Hermite polynomials, the following hold for the Laguerre polynomials:

1. $\int_{0}^{\infty} q(x) L_{n}^{\alpha}(x) x^{\alpha} \mathrm{e}^{-x} \mathrm{~d} x=\frac{(-1)^{n}}{n!} \int_{0}^{\infty}\left(\frac{\mathrm{d}}{\mathrm{d} x}\right)^{n} q(x) x^{\alpha+n} \mathrm{e}^{-x} \mathrm{~d} x$
for any polynomial $q(x)$;
2. $\int_{0}^{\infty} x^{m} L_{n}^{\alpha}(x) x^{\alpha} \mathrm{e}^{-x} \mathrm{~d} x=0 \quad$ for $0 \leq m<n$;
3. the leading coefficient is $k_{n}=\frac{(-1)^{n}}{n!}$;
4. $h_{n}=\frac{1}{\Gamma(\alpha+1)} \int_{0}^{\infty}\left[L_{n}^{\alpha}(x)\right]^{2} x^{\alpha} \mathrm{e}^{-x} \mathrm{~d} x$

$$
=\frac{1}{\Gamma(\alpha+1) n!} \int_{0}^{\infty} x^{\alpha+n} \mathrm{e}^{-x} \mathrm{~d} x=\frac{(\alpha+1)_{n}}{n!} .
$$

Proposition 1.4.6 The three-term recurrence for the Laguerre polynomials is

$$
L_{n+1}^{\alpha}(x)=\frac{1}{n+1}(-x+2 n+1+\alpha) L_{n}^{\alpha}(x)-\frac{n+\alpha}{n+1} L_{n-1}^{\alpha}(x)
$$

Proof The coefficients $A_{n}$ and $C_{n}$ are computed from the values of $h_{n}$ and $k_{n}$ (see Proposition 1.3.7). To compute $B_{n}$ we have that

$$
L_{n}^{\alpha}(x)=\frac{(-1)^{n}}{n!}\left[x^{n}-n(\alpha+n) x^{n-1}\right]+\text { terms of lower degree }
$$

hence

$$
\begin{aligned}
& \frac{1}{\Gamma(\alpha+1)} \int_{0}^{\infty} x L_{n}^{\alpha}(x)^{2} x^{\alpha} \mathrm{e}^{-x} \mathrm{~d} x \\
& \quad=\frac{1}{n!\Gamma(\alpha+1)} \int_{0}^{\infty}[(n+1) x-n(\alpha+n)] x^{\alpha+n} \mathrm{e}^{-x} \mathrm{~d} x \\
& \quad=\frac{1}{n!\Gamma(\alpha+1)}[(n+1) \Gamma(\alpha+n+2)-n(\alpha+n) \Gamma(\alpha+n+2)] \\
& \quad=\frac{1}{n!}(\alpha+1)_{n}(2 n+1+\alpha)
\end{aligned}
$$

The value of $B_{n}$ is obtained by multiplying this equation by $-k_{n+1} /\left(k_{n} h_{n}\right)=$ $n!/\left[(n+1)(\alpha+1)_{n}\right]$.

The coefficient $a_{n}=\sqrt{(n+1)(n+1+\alpha)}$. The generating function is

$$
(1-r)^{-\alpha-1} \exp \left(\frac{-x r}{1-r}\right)=\sum_{n=0}^{\infty} L_{n}^{\alpha}(x) r^{n}, \quad|r|<1
$$

This follows from expanding the left-hand side as

$$
\sum_{j=0}^{\infty} \frac{(-x r)^{j}}{j!}(1-r)^{-\alpha-j-1}=\sum_{j=0}^{\infty} \frac{(-x r)^{j}}{j!} \sum_{m=0}^{\infty} \frac{(\alpha+1+j)_{m}}{m!} r^{m},
$$

and then changing the index of summation to $m=n-j$ and extracting the coefficient of $r^{n}$; note that $(\alpha+1+j)_{n-j}=(\alpha+1)_{n} /(\alpha+1)_{j}$. From the ${ }_{1} F_{1}$ series for $L_{n}^{\alpha}(x)$ the following hold:

1. $L_{n}^{\alpha}(0)=\frac{(\alpha+1)_{n}}{n!}$;
2. $\frac{\mathrm{d}}{\mathrm{d} \mathrm{x}} L_{n}^{\alpha}(x)=-L_{n-1}^{\alpha+1}(x)$;
3. $x \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}} L_{n}^{\alpha}(x)+(\alpha+1-x) \frac{\mathrm{d}}{\mathrm{d} x} L_{n}^{\alpha}(x)+n L_{n}^{\alpha}(x)=0$.

The Laguerre polynomials will be used in the several-variable theory, as functions of $|x|^{2}$. The one-variable version of this appears for the weight function $|x|^{2 \mu} e^{-x^{2}}$ for $x \in \mathbb{R}$, with constant $\Gamma\left(\mu+\frac{1}{2}\right)^{-1}$. Orthogonal polynomials for this weight are given by $P_{2 n}(x)=L_{n}^{\mu-1 / 2}\left(x^{2}\right)$ and $P_{2 n+1}(x)=x L_{n}^{\mu+1 / 2}\left(x^{2}\right)$. This family is discussed in more detail in what follows. In particular, when $\mu=0$ there is a relation to the Hermite polynomials (to see this, match up the leading coefficients): $H_{2 n}(x)=(-1)^{n} 2^{2 n} n!L_{n}^{-1 / 2}\left(x^{2}\right)$ and $H_{2 n+1}(x)=(-1)^{n} 2^{2 n+1} n!x L_{n}^{1 / 2}\left(x^{2}\right)$.

### 1.4.3 Gegenbauer polynomials

The Gegenbauer polynomials are also called ultraspherical polynomials. For a parameter $\lambda>-\frac{1}{2}$ their weight function is $\left(1-x^{2}\right)^{\lambda-1 / 2}$ on $-1<x<1$; the constant is $B\left(\frac{1}{2}, \lambda+\frac{1}{2}\right)^{-1}$. The special cases $\lambda=0,1, \frac{1}{2}$ correspond to the Chebyshev polynomials of the first and second kind and the Legendre polynomials, respectively. The usual generating function does not work for $\lambda=0$, neither does it obviously imply orthogonality; thus we begin with a different choice of normalization.

Definition 1.4.7 For $n \geq 0$, let

$$
P_{n}^{\lambda}(x)=\frac{(-1)^{n}}{2^{n}\left(\lambda+\frac{1}{2}\right)_{n}}\left(1-x^{2}\right)^{1 / 2-\lambda} \frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}\left(1-x^{2}\right)^{n+\lambda-1 / 2} .
$$

Proposition 1.4.8 For $n \geq 0$,

$$
\begin{aligned}
P_{n}^{\lambda}(x) & =\left(\frac{1+x}{2}\right)^{n}{ }_{2} F_{1}\binom{\left.-n,-n-\lambda+\frac{1}{2} ; \frac{x-1}{x+1}\right)}{\lambda+\frac{1}{2}} \\
& ={ }_{2} F_{1}\left(\begin{array}{c}
-n, n+2 \lambda \\
\lambda+\frac{1}{2}
\end{array} ; \frac{1-x}{2}\right) .
\end{aligned}
$$

Proof Expand the formula in the definition with the product rule to obtain

$$
\begin{gathered}
P_{n}^{\lambda}(x)=\frac{(-1)^{n}}{2^{n}\left(\lambda+\frac{1}{2}\right)_{n}} \sum_{j=0}^{n}\left[\binom{n}{j}\left(-n-\lambda+\frac{1}{2}\right)_{n-j}\left(-n-\lambda+\frac{1}{2}\right)_{j}\right. \\
\left.\times(-1)^{j}(1-x)^{j}(1+x)^{n-j}\right]
\end{gathered}
$$

This produces the first ${ }_{2} F_{1}$ formula; note that $\left(-n-\lambda+\frac{1}{2}\right)_{n-j}=(-1)^{n-j}\left(\lambda+\frac{1}{2}\right)_{n} /$ $\left(\lambda+\frac{1}{2}\right)_{j}$. The transformation in Proposition 1.2.4 gives the second expression.

As before, this leads to the orthogonality relations and structure constants.

1. The leading coefficient is $k_{n}=\frac{(n+2 \lambda)_{n}}{2^{n}(\lambda+1 / 2)_{n}}=\frac{2^{n-1}(\lambda+1)_{n-1}}{(2 \lambda+1)_{n-1}}$, where the second equality holds for $n \geq 1$;
2. $\int_{-1}^{1} q(x) P_{n}^{\lambda}(x)\left(1-x^{2}\right)^{\lambda-1 / 2} \mathrm{~d} x=\frac{2^{-n}}{\left(\lambda+\frac{1}{2}\right)_{n}} \int_{-1}^{1} \frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}} q(x)\left(1-x^{2}\right)^{n+\lambda-1 / 2} \mathrm{~d} x$, for any polynomial $q(x)$;
3. $\int_{-1}^{1} x^{m} P_{n}^{\lambda}(x)\left(1-x^{2}\right)^{\lambda-1 / 2} \mathrm{~d} x=0 \quad$ for $0 \leq m<n$;
4. $h_{n}=\frac{1}{B\left(\frac{1}{2}, \lambda+\frac{1}{2}\right)} \int_{-1}^{1}\left[P_{n}^{\lambda}(x)\right]^{2}\left(1-x^{2}\right)^{\lambda-1 / 2} \mathrm{~d} x=\frac{n!(n+2 \lambda)}{2(2 \lambda+1)_{n}(n+\lambda)}$;
5. $P_{n+1}^{\lambda}(x)=\frac{2(n+\lambda)}{n+2 \lambda} x P_{n}^{\lambda}(x)-\frac{n}{n+2 \lambda} P_{n-1}^{\lambda}(x)$,
where the coefficients are calculated from $k_{n}$ and $h_{n}$;
6. $a_{n}=\left(\frac{(n+1)(n+2 \lambda)}{4(n+\lambda)(n+1+\lambda)}\right)^{1 / 2}$.

Proposition 1.4.9 For $n \geq 1$,

$$
\frac{\mathrm{d}}{\mathrm{~d} x} P_{n}^{\lambda}(x)=\frac{n(n+2 \lambda)}{1+2 \lambda} P_{n-1}^{\lambda+1}(x)
$$

and $P_{n}^{\lambda}(x)$ is the unique polynomial solution of

$$
\left(1-x^{2}\right) f^{\prime \prime}(x)-(2 \lambda+1) x f^{\prime}(x)+n(n+2 \lambda) f(x)=0, \quad f(1)=1 .
$$

Proof The ${ }_{2} F_{1}$ series satisfies the differential equation

$$
\frac{\mathrm{d}}{\mathrm{~d} x}{ }_{2} F_{1}\left(\begin{array}{c}
a, b \\
c
\end{array} ; x\right)=\frac{a b}{c}{ }_{2} F_{1}\left(\begin{array}{c}
a+1, b+1 \\
c+1
\end{array} ; x\right) ;
$$

applying this to $P_{n}^{\lambda}(x)$ proves the first identity. Similarly, the differential equation satisfied by ${ }_{2} F_{1}\left(\begin{array}{c}-n, n+2 \lambda \\ \lambda+\frac{1}{2}\end{array} ; t\right)$ leads to the stated equation, using $t=\frac{1}{2}(1-x)$, and $\mathrm{d} / \mathrm{d} t=-2 \mathrm{~d} / \mathrm{d} x$.

There is a generating function which works for $\lambda>0$ and, because of its elegant form, it is used to define Gegenbauer polynomials with a different normalization. This also explains the choice of parameter.

Definition 1.4.10 For $n \geq 0$, the polynomial $C_{n}^{\lambda}(x)$ is defined by

$$
\left(1-2 r x+r^{2}\right)^{-\lambda}=\sum_{n=0}^{\infty} C_{n}^{\lambda}(x) r^{n}, \quad|r|<1, \quad|x| \leq 1
$$

Proposition 1.4.11 For $n \geq 0$ and $\lambda>0, C_{n}^{\lambda}(x)=\frac{(2 \lambda)_{n}}{n!} P_{n}^{\lambda}(x)$ and

$$
C_{n}^{\lambda}(x)=\frac{(\lambda)_{n} 2^{n}}{n!} x^{n}{ }_{2} F_{1}\binom{-\frac{n}{2}, \frac{1-n}{2}}{1-n-\lambda ; \frac{1}{x^{2}}} .
$$

Proof First, expand the generating function as follows:

$$
\begin{aligned}
{\left[1+2 r(1-x)-2 r+r^{2}\right]^{-\lambda} } & =(1-r)^{-2 \lambda}\left(1-\frac{2 r(x-1)}{(1-r)^{2}}\right)^{-\lambda} \\
& =\sum_{j=0}^{\infty} \frac{(\lambda)_{j}}{j!} 2^{j} r^{j}(x-1)^{j}(1-r)^{-2 \lambda-2 j} \\
& =\sum_{i, j=0}^{\infty} \frac{(\lambda)_{j}(2 \lambda+2 j)_{i}}{j!i!} 2^{j} r^{j+i}(x-1)^{j} \\
& =\sum_{n=0}^{\infty} r^{n} \frac{(2 \lambda)_{n}}{n!} \sum_{j=0}^{n} \frac{(-n)_{j}(2 \lambda+n)_{j}}{\left(\lambda+\frac{1}{2}\right)_{j} j!}\left(\frac{1-x}{2}\right)^{j}
\end{aligned}
$$

where in the last line $i$ has been replaced by $n-j$, and $(2 \lambda+2 j)_{n-j}=$ $(2 \lambda)_{2 j}(2 \lambda+2 j)_{n-j} /(2 \lambda)_{2 j}=(2 \lambda)_{n}(2 \lambda+n)_{j} /\left[2^{2 j}(\lambda)_{j}\left(\lambda+\frac{1}{2}\right)_{j}\right]$.

Second, expand the generating function as follows:

$$
\begin{aligned}
{\left[1-\left(2 r x-r^{2}\right)\right]^{-\lambda} } & =\sum_{j=0}^{\infty} \frac{(\lambda)_{j}}{j!}\left(2 r x-r^{2}\right)^{j} \\
& =\sum_{j=0}^{\infty} \sum_{i=0}^{j} \frac{(\lambda)_{j}}{(j-i)!i!}(-1)^{j}(2 x)^{j-i} r^{i+j} \\
& =\sum_{n=0}^{\infty} r^{n} \sum_{i \leq n / 2} \frac{(\lambda)_{n-i}}{i!(n-2 i)!}(-1)^{i}(2 x)^{n-2 i}
\end{aligned}
$$

where in the last line $j$ has been replaced by $n-i$. The latter sum equals the stated formula.

We now list the various structure constants for $C_{n}^{\lambda}(x)$ and use primes to distinguish them from the values for $P_{n}^{\lambda}(x)$ :

1. $k_{n}^{\prime}=\frac{(\lambda)_{n} 2^{n}}{n!}$;
2. $h_{n}^{\prime}=\frac{\lambda(2 \lambda)_{n}}{(n+\lambda) n!}=\frac{\lambda}{n+\lambda} C_{n}^{\lambda}(1)$;
3. $C_{n+1}^{\lambda}(x)=\frac{2(n+\lambda)}{n+1} x C_{n}^{\lambda}(x)-\frac{n+2 \lambda-1}{n+1} C_{n-1}^{\lambda}(x)$;
4. $\frac{\mathrm{d}}{\mathrm{d} x} C_{n}^{\lambda}(x)=2 \lambda C_{n-1}^{\lambda+1}(x)$;
5. $C_{n}^{\lambda}(1)=\frac{(2 \lambda)_{n}}{n!}$.

There is another expansion resembling the generating function which is used in the Poisson kernel for spherical harmonics.

Proposition 1.4.12 For $|x| \leq 1$ and $|r|<1$,

$$
\begin{aligned}
\frac{1-r^{2}}{\left(1-2 x r+r^{2}\right)^{\lambda+1}} & =\sum_{n=0}^{\infty} \frac{n+\lambda}{\lambda} C_{n}^{\lambda}(x) r^{n} \\
& =\sum_{n=0}^{\infty} \frac{1}{h_{n}} P_{n}^{\lambda}(x) r^{n} .
\end{aligned}
$$

Proof Expand the left-hand side as $\sum_{n=0}^{\infty}\left[C_{n}^{\lambda+1}(x)-C_{n-2}^{\lambda+1}(x)\right] r^{n}$. Then

$$
\begin{aligned}
C_{n}^{\lambda+1}(x)-C_{n-2}^{\lambda+1}(x)= & \sum_{i \leq n / 2} \frac{(\lambda+1)_{n-i}}{i!(n-2 i)!}(-1)^{i}(2 x)^{n-2 i} \\
& -\sum_{j \leq n / 2-1} \frac{(\lambda+1)_{n-2-j}}{j!(n-2-2 j)!}(-1)^{j}(2 x)^{n-2-2 j} \\
= & \sum_{i \leq n / 2} \frac{(\lambda+1)_{n-1-i}}{i!(n-2 i)!}(-1)^{i}(2 x)^{n-2 i}(\lambda+n) .
\end{aligned}
$$

In the sum for $C_{n-2}^{\lambda+1}(x)$ replace $j$ by $i-1$, and combine the two sums. The end result is exactly $[(n+\lambda / \lambda)] C_{n}^{\lambda}(x)$. Further,

$$
\frac{(n+\lambda)(2 \lambda)_{n}}{\lambda n!}=h_{n}^{-1}
$$

(the form for $h_{n}$ given in the list before Proposition 1.4.9 avoids the singularity at $\lambda=0$ ).

## Legendre and Chebyshev polynomials

The special case $\lambda=\frac{1}{2}$ corresponds to the Legendre polynomials, often denoted by $P_{n}(x)=P_{n}^{1 / 2}(x)=C_{n}^{1 / 2}(x)$ (in later discussions we will avoid this notation in order to reserve $P_{n}$ for general polynomials). Observe that these polynomials are orthogonal for $\mathrm{d} x$ on $-1 \leq x \leq 1$. Related formulae are for the Legendre polynomials $h_{n}=1 /(2 n+1)$ and

$$
(n+1) P_{n+1}(x)=(2 n+1) x P_{n}(x)-n P_{n-1}(x) .
$$

The case $\lambda=0$ corresponds to the Chebyshev polynomials of the first kind denoted by $T_{n}(x)=P_{n}^{0}(x)$. Here $h_{0}=1$ and $h_{n}=\frac{1}{2}$ for $n>0$. The three-term recurrence for $n \geq 1$ is

$$
T_{n+1}(x)=2 x T_{n}(x)-T_{n-1}(x)
$$

and $T_{1}(x)=x T_{0}$. Of course, together with the identity $\cos (n+1) \theta=$ $2 \cos \theta \cos n \theta-\cos (n-1) \theta$ for $n \geq 1$, this shows that $T_{n}(\cos \theta)=\cos n \theta$. Accordingly the zeros of $T_{n}$ are at

$$
\cos \frac{(2 j-1) \pi}{2 n}
$$

for $j=1,2, \ldots, n$. Also, the associated Gaussian quadrature has equal weights at the nodes (a simple but amusing calculation).

The case $\lambda=1$ corresponds to the Chebyshev polynomials of the second kind denoted by $U_{n}(x)=(n+1) P_{n}^{1}(x)=C_{n}^{1}(x)$. For this family $h_{n}=1$ and, for $n \geq 0$,

$$
U_{n+1}(x)=2 x U_{n}(x)-U_{n-1}(x) .
$$

This relation, together with

$$
\frac{\sin (n+2) \theta}{\sin \theta}=2 \cos \theta \frac{\sin (n+1) \theta}{\sin \theta}-\frac{\sin n \theta}{\sin \theta}
$$

for $n \geq 0$, implies that

$$
U_{n}(\cos \theta)=\frac{\sin (n+1) \theta}{\sin \theta}
$$

### 1.4.4 Jacobi polynomials

For parameters $\alpha, \beta>-1$ the weight function for the Jacobi polynomials is $(1-x)^{\alpha}(1+x)^{\beta}$ on $-1<x<1$; the constant $c$ is $2^{-\alpha-\beta-1} B(\alpha+1, \beta+1)^{-1}$.

Definition 1.4.13 For $n \geq 0$, let

$$
P_{n}^{(\alpha, \beta)}(x)=\frac{(-1)^{n}}{2^{n} n!}(1-x)^{-\alpha}(1+x)^{-\beta} \frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}\left[(1-x)^{\alpha+n}(1+x)^{\beta+n}\right] .
$$

Proposition 1.4.14 For $n \geq 0$,

$$
\begin{aligned}
P_{n}^{(\alpha, \beta)}(x) & =\frac{(\alpha+1)_{n}}{n!}\left(\frac{1+x}{2}\right)^{n}{ }_{2} F_{1}\binom{\left.-n,-n-\beta ; \frac{x-1}{x+1}\right)}{\alpha+1} \\
& =\frac{(\alpha+1)_{n}}{n!}{ }_{2} F_{1}\left(\begin{array}{c}
-n, n+\alpha+\beta+1 \\
\alpha+1
\end{array} \frac{1-x}{2}\right) .
\end{aligned}
$$

Proof Expand the formula in Definition 1.4.13 with the product rule to obtain

$$
\begin{aligned}
P_{n}^{(\alpha, \beta)}(x)=\frac{(-1)^{n}}{2^{n} n!} \sum_{j=0}^{n} & {\left[\binom{n}{j}(-n-\alpha)_{n-j}(-n-\beta)_{j}(-1)^{j}\right.} \\
& \left.\times(1-x)^{j}(1+x)^{n-j}\right]
\end{aligned}
$$

This produces the first ${ }_{2} F_{1}$ formula (note that $(-n-\alpha)_{n-j}=(-1)^{n-j}(\alpha+1)_{n} /$ $(\alpha+1)_{j}$. The transformation in Proposition 1.2 .4 gives the second expression.

The orthogonality relations and structure constants for the Jacobi polynomials are found in the same way as for the Gegenbauer polynomials.

1. The leading coefficient is $k_{n}=\frac{(n+\alpha+\beta+1)_{n}}{2^{n} n!}$;
2. $\int_{-1}^{1} q(x) P_{n}^{(\alpha, \beta)}(x)(1-x)^{\alpha}(1+x)^{\beta} \mathrm{d} x$

$$
=\frac{1}{2^{n} n!} \int_{-1}^{1}\left(\frac{\mathrm{~d}}{\mathrm{~d} x}\right)^{n} q(x)(1-x)^{\alpha+n}(1+x)^{\beta+n} \mathrm{~d} x
$$

## for any polynomial $q(x)$;

3. $\int_{-1}^{1} x^{m} P_{n}^{(\alpha, \beta)}(x)(1-x)^{\alpha}(1+x)^{\beta} \mathrm{d} x=0 \quad$ for $0 \leq m<n$;
4. $h_{n}=\frac{1}{2^{\alpha+\beta+1} B(\alpha+1, \beta+1)} \int_{-1}^{1} P_{n}^{(\alpha, \beta)}(x)^{2}(1-x)^{\alpha}(1+x)^{\beta} \mathrm{d} x$

$$
=\frac{(\alpha+1)_{n}(\beta+1)_{n}(\alpha+\beta+n+1)}{n!(\alpha+\beta+2)_{n}(\alpha+\beta+2 n+1)}
$$

5. $P_{n}^{(\alpha, \beta)}(-x)=(-1)^{n} P_{n}^{(\beta, \alpha)}(x) \quad$ and $\quad P_{n}^{(\alpha, \beta)}(-1)=(-1)^{n}(\beta+1)_{n} / n!$.

The differential relations follow easily from the hypergeometric series.

Proposition 1.4.15 For $n \geq 1$,

$$
\frac{\mathrm{d}}{\mathrm{~d} x} P_{n}^{(\alpha, \beta)}(x)=\frac{n+\alpha+\beta+1}{2} P_{n-1}^{(\alpha+1, \beta+1)}(x)
$$

where $P_{n}^{(\alpha, \beta)}(x)$ is the unique polynomial solution of

$$
\left(1-x^{2}\right) f^{\prime \prime}(x)-(\alpha-\beta+(\alpha+\beta+2) x) f^{\prime}(x)+n(n+\alpha+\beta+1) f(x)=0
$$

with $f(1)=(\alpha+1)_{n} / n!$.
The three-term recurrence calculation requires extra work because the weight lacks symmetry.

Proposition 1.4.16 For $n \geq 0$,

$$
\begin{aligned}
P_{n+1}^{(\alpha, \beta)}(x)= & \frac{(2 n+\alpha+\beta+1)(2 n+\alpha+\beta+2)}{2(n+1)(n+\alpha+\beta+1)} x P_{n}^{(\alpha, \beta)}(x) \\
& +\frac{(2 n+\alpha+\beta+1)\left(\alpha^{2}-\beta^{2}\right)}{2(n+1)(n+\alpha+\beta+1)(2 n+\alpha+\beta)} P_{n}^{(\alpha, \beta)}(x) \\
& -\frac{(\alpha+n)(\beta+n)(2 n+\alpha+\beta+2)}{(n+1)(n+\alpha+\beta+1)(2 n+\alpha+\beta)} P_{n-1}^{(\alpha, \beta)}(x)
\end{aligned}
$$

Proof The values of $A_{n}=k_{n+1} / k_{n}$ and $C_{n}=k_{n+1} k_{n-1} h_{n} / k_{n}^{2} h_{n-1}$ (see Proposition 1.3.7) can be computed directly. To compute the $B_{n}$ term, suppose that

$$
q(x)=v_{0}\left(\frac{1-x}{2}\right)^{n}+v_{1}\left(\frac{1-x}{2}\right)^{n-1}
$$

then

$$
\begin{aligned}
& 2^{-\alpha-\beta-1} B(\alpha+1, \beta+1)^{-1} \int_{-1}^{1} x q(x) P_{n}^{(\alpha, \beta)}(x)(1-x)^{\alpha}(1+x)^{\beta} \mathrm{d} x \\
&=(-1)^{n} 2^{-\alpha-\beta-2 n-1} \frac{1}{n!} B(\alpha+1, \beta+1)^{-1} \\
& \quad \times \int_{-1}^{1}\left[-(n+1) v_{0}(1-x)+\left(v_{0}-2 v_{1}\right)\right](1-x)^{n+\alpha}(1+x)^{n+\beta} \mathrm{d} x \\
&= \frac{(-1)^{n}(\alpha+1)_{n}(\beta+1)_{n}}{(\alpha+\beta+2)_{2 n}} v_{0}\left(\frac{-2(n+1)(\alpha+n+1)}{\alpha+\beta+2 n+2}+1-2 \frac{v_{1}}{v_{0}}\right)
\end{aligned}
$$

From the series for $P_{n}^{(\alpha, \beta)}(x)$ we find that

$$
v_{0}=(-2)^{n} k_{n}, \quad \frac{v_{1}}{v_{0}}=-\frac{n(\alpha+n)}{\alpha+\beta+2 n}
$$

and the factor within large parentheses evaluates to

$$
\frac{\beta^{2}-\alpha^{2}}{(\alpha+\beta+2 n)(\alpha+\beta+2 n+2)}
$$

Multiply the integral by $-k_{n+1} /\left(k_{n} h_{n}\right)$ to get the stated result.
Corollary 1.4.17 The coefficient for the corresponding orthonormal polynomials (and $n \geq 0$ ) is

$$
a_{n}=\frac{2}{\alpha+\beta+2 n+2}\left(\frac{(\alpha+n+1)(\beta+n+1)(n+1)(\alpha+\beta+n+1)}{(\alpha+\beta+2 n+1)(\alpha+\beta+2 n+3)}\right)^{1 / 2}
$$

Of course, the Jacobi weight includes the Gegenbauer weight as a special case. In terms of the usual notation the relation is

$$
C_{n}^{\lambda}(x)=\frac{(2 \lambda)_{n}}{\left(\lambda+\frac{1}{2}\right)_{n}} P_{n}^{(\lambda-1 / 2, \lambda-1 / 2)}(x)
$$

In the next section we will use the Jacobi polynomials to find the orthogonal polynomials for the weight $|x|^{2 \mu}\left(1-x^{2}\right)^{\lambda-1 / 2}$ on $-1<x<1$.

### 1.5 Modified Classical Polynomials

The weights for the Hermite and Gegenbauer polynomials can be modified by multiplying them by $|x|^{2 \mu}$. The resulting orthogonal polynomials can be
expressed in terms of the Laguerre and Jacobi polynomials. Further, there is an integral transform which maps the original polynomials to the modified ones. We also present in this section a limiting relation between the Gegenbauer and Hermite polynomials.

Note that the even- and odd-degree polynomials in the modified families have separate definitions. For reasons to be explained later, the integral transform is denoted by $V$ (it is an implicit function of $\mu$ ).

Definition 1.5.1 For $\mu \geq 0$, let $c_{\mu}=\left[2^{2 \mu} B(\mu, \mu+1)\right]^{-1}$ (see Definition 1.1.2) and, for any polynomial $q(x)$, let the integral transform $V$ be defined by

$$
V q(x)=c_{\mu} \int_{-1}^{1} q(t x)(1-t)^{\mu-1}(1+t)^{\mu} \mathrm{d} t
$$

Note that

$$
\int_{-1}^{1}(1-t)^{\mu-1}(1+t)^{\mu} \mathrm{d} t=2 \int_{0}^{1}\left(1-t^{2}\right)^{\mu-1} \mathrm{~d} t=B\left(\frac{1}{2}, \mu\right) ;
$$

thus $c_{\mu}$ can also be written as $B\left(\frac{1}{2}, \mu\right)^{-1}$ (and this proves the duplication formula for $\Gamma$, given in item 5 of the list after Definition 1.1.2). The limit

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} c_{\lambda} \int_{-1}^{1} f(x)\left(1-x^{2}\right)^{\lambda-1} \mathrm{~d} x=\frac{1}{2}[f(1)+f(-1)] \tag{1.5.1}
\end{equation*}
$$

shows that $V$ is the identity operator when $\mu=0$.

Lemma 1.5.2 For $n \geq 0$,

$$
V\left(x^{2 n}\right)=\frac{\left(\frac{1}{2}\right)_{n}}{\left(\mu+\frac{1}{2}\right)_{n}} x^{2 n} \quad \text { and } \quad V\left(x^{2 n+1}\right)=\frac{\left(\frac{1}{2}\right)_{n+1}}{\left(\mu+\frac{1}{2}\right)_{n+1}} x^{2 n+1}
$$

Proof For the even-index case

$$
\begin{aligned}
c_{\mu} \int_{-1}^{1} t^{2 n}(1-t)^{\mu-1}(1+t)^{\mu} \mathrm{d} t & =2 c_{\mu} \int_{0}^{1} t^{2 n}\left(1-t^{2}\right)^{\mu-1} \mathrm{~d} t \\
& =\frac{B\left(n+\frac{1}{2}, \mu\right)}{B\left(\frac{1}{2}, \mu\right)}=\frac{\left(\frac{1}{2}\right)_{n}}{\left(\mu+\frac{1}{2}\right)_{n}},
\end{aligned}
$$

and for the odd-index case

$$
\begin{aligned}
c_{\mu} \int_{-1}^{1} t^{2 n+1}(1-t)^{\mu-1}(1+t)^{\mu} \mathrm{d} t & =2 c_{\mu} \int_{0}^{1} t^{2 n+2}\left(1-t^{2}\right)^{\mu-1} \mathrm{~d} t \\
& =\frac{B\left(n+\frac{3}{2}, \mu\right)}{B\left(\frac{1}{2}, \mu\right)}=\frac{\left(\frac{1}{2}\right)_{n+1}}{\left(\mu+\frac{1}{2}\right)_{n+1}} .
\end{aligned}
$$

### 1.5.1 Generalized Hermite polynomials

For the generalized Hermite polynomials $H_{n}^{\mu}$, the weight function is $|x|^{2 \mu} \mathrm{e}^{-x^{2}}$ on $x \in \mathbb{R}$ and the constant is $\Gamma\left(\mu+\frac{1}{2}\right)^{-1}$. From the formula

$$
\int_{R} f\left(x^{2}\right)|x|^{2 \mu} \mathrm{e}^{-x^{2}} \mathrm{~d} x=\int_{0}^{\infty} f(t) t^{\mu-1 / 2} \mathrm{e}^{-t} \mathrm{~d} t
$$

we see that the polynomials $\left\{P_{n}(x): n \geq 0\right\}$ given by $P_{2 n}(x)=L_{n}^{\mu-1 / 2}\left(x^{2}\right)$ and $P_{2 n+1}(x)=x L_{n}^{\mu+1 / 2}\left(x^{2}\right)$ form an orthogonal family. The normalization is chosen so that the leading coefficient becomes $2^{n}$.

Definition 1.5.3 For $\mu \geq 0$ the generalized Hermite polynomials $H_{n}^{\mu}(x)$ are defined by

$$
\begin{aligned}
H_{2 n}^{\mu}(x) & =(-1)^{n} 2^{2 n} n!L_{n}^{\mu-1 / 2}\left(x^{2}\right) \\
H_{2 n+1}^{\mu}(x) & =(-1)^{n} 2^{2 n+1} n!x L_{n}^{\mu+1 / 2}\left(x^{2}\right)
\end{aligned}
$$

The usual computations show the following (for $n \geq 0$ ):

1. $k_{n}=2^{n}$;
2. $h_{2 n}=2^{4 n} n!\left(\mu+\frac{1}{2}\right)_{n} \quad$ and $\quad h_{2 n+1}=2^{4 n+2} n!\left(\mu+\frac{1}{2}\right)_{n+1}$;
3. $H_{2 n+1}^{\mu}(x)=2 x H_{2 n}^{\mu}(x)-4 n H_{2 n-1}^{\mu}(x)$, $H_{2 n+2}^{\mu}(x)=2 x H_{2 n+1}^{\mu}(x)-2(2 n+1+2 \mu) H_{2 n}^{\mu}(x)$.

The integral transform $V$ maps the Hermite polynomials $H_{2 n}$ and $H_{2 n+1}$ onto this family:

Theorem 1.5.4 For $n \geq 0$ and $\mu>0$,

$$
V H_{2 n}=\frac{\left(\frac{1}{2}\right)_{n}}{\left(\mu+\frac{1}{2}\right)_{n}} H_{2 n}^{\mu} \quad \text { and } \quad V H_{2 n+1}=\frac{\left(\frac{1}{2}\right)_{n+1}}{\left(\mu+\frac{1}{2}\right)_{n+1}} H_{2 n+1}^{\mu} .
$$

Proof The series for the Hermite polynomials can now be used. For the evenindex case,

$$
\begin{aligned}
V H_{2 n}(x) & =\sum_{j=0}^{n} \frac{(2 n)!}{(2 n-2 j)!j!}(-1)^{j}(2 x)^{2 n-2 j} \frac{\left(\frac{1}{2}\right)_{n-j}}{\left(\mu+\frac{1}{2}\right)_{n-j}} \\
& =2^{2 n}(-1)^{n}\left(\frac{1}{2}\right) \sum_{n i=0}^{n} \frac{(-n)_{i}}{i!\left(\mu+\frac{1}{2}\right)_{i}} x^{2 i} \\
& =2^{2 n}(-1)^{n} \frac{\left(\frac{1}{2}\right)_{n} n!}{\left(\mu+\frac{1}{2}\right)_{n}} L_{n}^{\mu-1 / 2}\left(x^{2}\right) .
\end{aligned}
$$

For the odd-index case,

$$
\begin{aligned}
V H_{2 n+1}(x) & =\sum_{j=0}^{n} \frac{(2 n+1)!}{(2 n+1-2 j)!j!}(-1)^{j}(2 x)^{2 n+1-2 j} \frac{\left(\frac{1}{2}\right)_{n-j+1}}{\left(\mu+\frac{1}{2}\right)_{n-j+1}} \\
& =(-1)^{n} \frac{(2 n+1)!}{n!} x \sum_{i=0}^{n} \frac{(-n)_{i}}{i!\left(\mu+\frac{1}{2}\right)_{i+1}} x^{2 i} \\
& =(-1)^{n} \frac{(2 n+1)!}{\left(\mu+\frac{1}{2}\right)_{n+1}} x L_{n}^{\mu+1 / 2}\left(x^{2}\right),
\end{aligned}
$$

where we have changed the index of summation by setting $i=n-j$ and used the relations $(2 n)!=2^{2 n} n!\left(\frac{1}{2}\right)_{n}$ and $(2 n+1)!=2^{2 n+1} n!\left(\frac{1}{2}\right)_{n+1}$.

### 1.5.2 Generalized Gegenbauer polynomials

For parameters $\lambda, \mu$ with $\lambda>-\frac{1}{2}$ and $\mu \geq 0$ the weight function is $|x|^{2 \mu}(1-$ $\left.x^{2}\right)^{\lambda-1 / 2}$ on $-1<x<1$ and the constant $c$ is $B\left(\mu+\frac{1}{2}, \lambda+\frac{1}{2}\right)^{-1}$. Suppose that $f$ and $g$ are polynomials; then

$$
\begin{aligned}
& \int_{-1}^{1} f\left(x^{2}\right) g\left(x^{2}\right)|x|^{2 \mu}\left(1-x^{2}\right)^{\lambda-1 / 2} \mathrm{~d} x \\
& \quad=2^{-\mu-\lambda} \int_{-1}^{1} f\left(\frac{1+t}{2}\right) g\left(\frac{1+t}{2}\right)(1+t)^{\mu-1 / 2}(1-t)^{\lambda-1 / 2} \mathrm{~d} t
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{-1}^{1}\left(x f\left(x^{2}\right)\right)\left(x g\left(x^{2}\right)\right)|x|^{2 \mu}\left(1-x^{2}\right)^{\lambda-1 / 2} \mathrm{~d} x \\
& \quad=2^{-\mu-\lambda-1} \int_{-1}^{1} f\left(\frac{1+t}{2}\right) g\left(\frac{1+t}{2}\right)(1+t)^{\mu+1 / 2}(1-t)^{\lambda-1 / 2} \mathrm{~d} t
\end{aligned}
$$

Accordingly, the orthogonal polynomials $\left\{P_{n}: n \geq 0\right\}$ for the above weight function are given by the formulae

$$
P_{2 n}(x)=P_{n}^{(\lambda-1 / 2, \mu-1 / 2)}\left(2 x^{2}-1\right) \quad \text { and } \quad P_{2 n+1}(x)=x P_{n}^{(\lambda-1 / 2, \mu+1 / 2)}\left(2 x^{2}-1\right) .
$$

As in the Hermite polynomial case, we choose a normalization which corresponds in a natural way with $V$.

Definition 1.5.5 For $\lambda>-\frac{1}{2}, \mu \geq 0, n \geq 0$, the generalized Gegenbauer polynomials $C_{n}^{(\lambda, \mu)}(x)$ are defined by

$$
C_{2 n}^{(\lambda, \mu)}(x)=\frac{(\lambda+\mu)_{n}}{\left(\mu+\frac{1}{2}\right)_{n}} P_{n}^{(\lambda-1 / 2, \mu-1 / 2)}\left(2 x^{2}-1\right),
$$

$$
C_{2 n+1}^{(\lambda, \mu)}(x)=\frac{(\lambda+\mu)_{n+1}}{\left(\mu+\frac{1}{2}\right)_{n+1}} x P_{n}^{(\lambda-1 / 2, \mu+1 / 2)}\left(2 x^{2}-1\right)
$$

The structural constants are as follows (for $n \geq 0$ ):

1. $k_{2 n}^{(\lambda, \mu)}=\frac{(\lambda+\mu)_{2 n}}{\left(\mu+\frac{1}{2}\right)_{n} n!} \quad$ and $\quad k_{2 n+1}^{(\lambda, \mu)}=\frac{(\lambda+\mu)_{2 n+1}}{\left(\mu+\frac{1}{2}\right)_{n+1} n!}$;
2. $h_{2 n}^{(\lambda, \mu)}=\frac{\left(\lambda+\frac{1}{2}\right)_{n}(\lambda+\mu)_{n}(\lambda+\mu)}{n!\left(\mu+\frac{1}{2}\right)_{n}(\lambda+\mu+2 n)}$,

$$
h_{2 n+1}^{(\lambda, \mu)}=\frac{\left(\lambda+\frac{1}{2}\right)_{n}(\lambda+\mu)_{n+1}(\lambda+\mu)}{n!\left(\mu+\frac{1}{2}\right)_{n+1}(\lambda+\mu+2 n+1)}
$$

3. $C_{2 n+1}^{(\lambda, \mu)}(x)=\frac{2(\lambda+\mu+2 n)}{2 \mu+2 n+1} x C_{2 n}^{(\lambda, \mu)}(x)-\frac{2 \lambda+2 n-1}{2 \mu+2 n+1} C_{2 n-1}^{(\lambda, \mu)}(x)$,

$$
C_{2 n+2}^{(\lambda, \mu)}(x)=\frac{\lambda+\mu+2 n+1}{n+1} x C_{2 n+1}^{(\lambda, \mu)}(x)-\frac{\lambda+\mu+n}{n+1} C_{2 n}^{(\lambda, \mu)}(x) ;
$$

4. $C_{n}^{(\lambda, \mu)}(1)=\frac{n+\lambda+\mu}{\lambda+\mu} h_{n}^{(\lambda, \mu)}$.

The modified polynomials $C_{n}^{(\lambda, \mu)}$ are transforms of the ordinary Gegenbauer polynomials $C_{n}^{(\lambda+\mu)}$.

Theorem 1.5.6 For $\lambda>-\frac{1}{2}, \mu \geq 0, n \geq 0$,

$$
V C_{n}^{\lambda+\mu}(x)=C_{n}^{(\lambda, \mu)}(x)
$$

Proof We use the series found in Subsection 1.4.3. In the even-index case,

$$
\begin{aligned}
V C_{2 n}^{\lambda+\mu}(x) & =\sum_{j=0}^{n} \frac{(\lambda+\mu)_{2 n-j}}{j!(2 n-2 j)!}(-1)^{j}(2 x)^{2 n-2 j} \frac{\left(\frac{1}{2}\right)_{n-j}}{\left(\mu+\frac{1}{2}\right)_{n-j}} \\
& =(-1)^{n} \frac{(\lambda+\mu)_{n}}{n!}{ }_{2} F_{1}\left(\begin{array}{c}
-n, n+\lambda+\mu \\
\mu+\frac{1}{2}
\end{array} x^{2}\right) \\
& =\frac{(-1)^{n}(\lambda+\mu)_{n}}{\left(\mu+\frac{1}{2}\right)_{n}} P_{n}^{(\mu-1 / 2, \lambda-1 / 2)}\left(1-2 x^{2}\right) \\
& =\frac{(\lambda+\mu)_{n}}{\left(\mu+\frac{1}{2}\right)_{n}} P_{n}^{(\lambda-1 / 2, \mu-1 / 2)}\left(2 x^{2}-1\right),
\end{aligned}
$$

and in the odd-index case

$$
\begin{aligned}
V C_{2 n+1}^{\lambda+\mu}(x) & =\sum_{j=0}^{n} \frac{(\lambda+\mu)_{2 n+1-j}}{j!(2 n+1-2 j)!}(-1)^{j}(2 x)^{2 n+1-2 j} \frac{\left(\frac{1}{2}\right)_{n+1-j}}{\left(\mu+\frac{1}{2}\right)_{n+1-j}} \\
& =(-1)^{n} x \frac{(\lambda+\mu)_{n+1}}{n!\left(\mu+\frac{1}{2}\right)} 2_{1} F_{1}\left(\begin{array}{c}
-n, n+\lambda+\mu+1 \\
\mu+\frac{3}{2}
\end{array} x^{2}\right) \\
& =\frac{x(-1)^{n}(\lambda+\mu)_{n+1}}{\left(\mu+\frac{1}{2}\right)_{n+1}} P_{n}^{(\mu+1 / 2, \lambda-1 / 2)}\left(1-2 x^{2}\right) \\
& =\frac{x(\lambda+\mu)_{n+1}}{\left(\mu+\frac{1}{2}\right)_{n+1}} P_{n}^{(\lambda-1 / 2, \mu+1 / 2)}\left(2 x^{2}-1\right) .
\end{aligned}
$$

Note that the index of summation was changed to $i=n-j$ in both cases.

### 1.5.3 A limiting relation

With suitable renormalization the weight $\left(1-x^{2} / \lambda\right)^{\lambda-1 / 2}$ tends to $\mathrm{e}^{-x^{2}}$. The effect on the corresponding orthogonal polynomials is as follows.

Proposition 1.5.7 For $\mu, n \geq 0, \lim _{\lambda \rightarrow \infty} \lambda^{-n / 2} C_{n}^{(\lambda, \mu)}(x / \sqrt{\lambda})=s_{n} H_{n}^{\mu}(x)$, where $s_{2 n}=\left[2^{2 n} n!\left(\mu+\frac{1}{2}\right)_{n}\right]^{-1}, s_{2 n+1}=\left[2^{2 n+1} n!\left(\mu+\frac{1}{2}\right)_{n+1}\right]^{-1}$.

Proof Replace $x$ by $x / \sqrt{\lambda}$ in the ${ }_{2} F_{1}$ series expressions (with argument $x^{2}$ ) found above. Observe that $\lim _{\lambda \rightarrow \infty} \lambda^{-j}(\lambda+a)_{j}=1$ for any fixed $a$ and any $j=1,2, \ldots$

By specializing to $\mu=0$ the following is obtained.
Corollary 1.5.8 For $n \geq 0, \lim _{\lambda \rightarrow \infty} \lambda^{-n / 2} C_{n}^{\lambda}\left(\frac{x}{\sqrt{\lambda}}\right)=\frac{1}{n!} H_{n}(x)$.

### 1.6 Notes

The standard reference on the hypergeometric functions is the book of Bailey [1935]. It also contains the Lauricella series of two variables. See also the books Andrews, Askey and Roy [1999], Appell and de Fériet [1926], and Erdélyi, Magnus, Oberhettinger and Tricomi [1953]. For multivariable Lauricella series, see Exton [1976].

The standard reference for orthogonal polynomials in one variable is the book of Szegő [1975]. See also Chihara [1978], Freud [1966] and Ismail [2005].

## 2

## Orthogonal Polynomials in Two Variables

We start with several examples of families of orthogonal polynomials of two variables. Apart from a brief introduction in the first section, the general properties and theory will be deferred until the next chapter where they will be given in $d$ variables for all $d \geq 2$. Here we focus on explicit constructions and concrete examples, most of which will be given explicitly in terms of classical orthogonal polynomials of one variable.

### 2.1 Introduction

A polynomial of two variables in the variables $x, y$ is a finite linear combination of the monomials $x^{j} y^{k}$. The total degree of $x^{j} y^{k}$ is defined as $j+k$ and the total degree of a polynomial is defined as the highest degree of the monomials that it contains. Let $\Pi^{2}=\mathbb{R}[x, y]$ be the space of polynomials in two variables. For $n \in \mathbb{N}_{0}$, the space of homogeneous polynomials of degree $n$ is denoted by

$$
\mathscr{P}_{n}^{2}:=\operatorname{span}\left\{x^{j} y^{k}: j+k=n, j, k \in \mathbb{N}_{0}\right\}
$$

and the space of polynomials of total degree $n$ is denoted by

$$
\Pi_{n}^{2}:=\operatorname{span}\left\{x^{j} y^{k}: j+k \leq n, j, k \in \mathbb{N}_{0}\right\}
$$

Evidently, $\Pi_{n}^{2}$ is a direct sum of $\mathscr{P}_{m}^{2}$ for $m=0,1, \ldots, n$. Furthermore,

$$
\operatorname{dim} \mathscr{P}_{n}^{2}=n+1 \quad \text { and } \quad \operatorname{dim} \Pi_{n}^{2}=\binom{n+2}{2} .
$$

Let $\langle\cdot, \cdot\rangle$ be an inner product defined on the space of polynomials of two variables. An example of such an inner product is given by

$$
\langle f, g\rangle_{\mu}=\int_{\mathbb{R}^{2}} f(x) g(x) \mathrm{d} \mu(x)
$$

where $\mathrm{d} \mu$ is a positive Borel measure on $\mathbb{R}^{2}$ such that the integral is well defined on all polynomials. Mostly we will work with $\mathrm{d} \mu=W(x, y) \mathrm{d} x \mathrm{~d} y$, where $W$ is a nonnegative function called the weight function.

Definition 2.1.1 A polynomial $P$ is an orthogonal polynomial of degree $n$ with respect to an inner product $\langle\cdot, \cdot\rangle$ if $P \in \Pi_{n}^{2}$ and

$$
\begin{equation*}
\langle P, Q\rangle=0 \quad \forall Q \in \Pi_{n-1}^{2} . \tag{2.1.1}
\end{equation*}
$$

When the inner product is defined via a weight function $W$, we say that $P$ is orthogonal with respect to $W$.

According to the definition, $P$ is an orthogonal polynomial if it is orthogonal to all polynomials of lower degree; orthogonality to other polynomials of the same degree is not required. Given an inner product one can apply the Gram-Schmidt process to generate an orthogonal basis, which exists under certain conditions to be discussed in the next chapter. In the present chapter we deal with only specific weight functions for which explicit bases can be constructed and verified directly.

We denote by $\mathscr{V}_{n}^{2}$ the space of orthogonal polynomials of degree $n$ :

$$
\mathscr{V}_{n}^{2}:=\operatorname{span}\left\{P \in \Pi_{n}^{2}:\langle P, Q\rangle=0, \forall Q \in \Pi_{n-1}^{2}\right\}
$$

When the inner product is defined via a weight function $W$, we sometimes write $\mathscr{V}_{n}^{2}(W)$. The dimension of $\mathscr{V}_{n}^{2}$ is the same as that of $\mathscr{P}_{n}^{2}$ :

$$
\operatorname{dim} \mathscr{V}_{n}^{2}=\operatorname{dim} \mathscr{P}_{n}^{2}=n+1 .
$$

A basis of $\mathscr{V}_{n}^{2}$ is often denoted by $\left\{P_{k}^{n}: 0 \leq k \leq n\right\}$. If, additionally, $\left\langle P_{k}^{n}, P_{j}^{n}\right\rangle=0$ for $j \neq k$ then the basis is said to be mutually orthogonal and if, further, $\left\langle P_{k}^{n}, P_{k}^{n}\right\rangle=$ 1 for $0 \leq k \leq n$ then the basis is said to be orthonormal.

In contrast with the case of one variable, there can be many distinct bases for the space $\mathscr{V}_{n}^{2}$. In fact let $\mathbb{P}_{n}:=\left\{P_{k}^{n}: 0 \leq k \leq n\right\}$ denote a basis of $\mathscr{V}_{n}^{2}$, where we regard $\mathbb{P}_{n}$ both as a set and as a column vector. Then, for any nonsingular matrix $M \in \mathbb{R}^{n+1, n+1}, M \mathbb{P}_{n}$ is also a basis of $\mathscr{V}_{n}^{2}$.

### 2.2 Product Orthogonal Polynomials

Let $W$ be the product weight function defined by $W(x, y)=w_{1}(x) w_{2}(y)$, where $w_{1}$ and $w_{2}$ are two weight functions of one variable.

Proposition 2.2.1 Let $\left\{p_{k}\right\}_{k=0}^{\infty}$ and $\left\{q_{k}\right\}_{k=0}^{\infty}$ be sequences of orthogonal polynomials with respect to $w_{1}$ and $w_{2}$, respectively. Then a mutually orthogonal basis of $\mathscr{V}_{n}^{2}$ with respect to $W$ is given by

$$
P_{k}^{n}(x, y)=p_{k}(x) q_{n-k}(y), \quad 0 \leq k \leq n .
$$

Furthermore, if $\left\{p_{k}\right\}$ and $\left\{q_{k}\right\}$ are orthonormal then so is $\left\{P_{k}^{n}\right\}$.

Proof Verification follows from writing

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}} P_{k}^{n}(x, y) P_{j}^{m}(x, y) W(x, y) \mathrm{d} x \mathrm{~d} y \\
& \quad=\int_{\mathbb{R}} p_{k}(x) p_{j}(x) w_{1}(x) \mathrm{d} x \int_{\mathbb{R}} q_{n-k}(y) q_{m-j}(y) w_{2}(y) \mathrm{d} y
\end{aligned}
$$

and using the orthogonality of $\left\{p_{n}\right\}$ and $\left\{q_{n}\right\}$.
Below are several examples of weight functions and the corresponding classical orthogonal polynomials.

## Product Hermite polynomials

$$
W(x, y)=e^{-x^{2}-y^{2}}
$$

and

$$
\begin{equation*}
P_{k}^{n}(x, y)=H_{k}(x) H_{n-k}(y), \quad 0 \leq k \leq n . \tag{2.2.1}
\end{equation*}
$$

## Product Laguerre polynomials

$$
W(x, y)=x^{\alpha} y^{\beta} e^{-x-y}
$$

and

$$
\begin{equation*}
P_{k}^{n}(x, y)=L_{k}^{\alpha}(x) L_{n-k}^{\beta}(y), \quad 0 \leq k \leq n . \tag{2.2.2}
\end{equation*}
$$

## Product Jacobi polynomials

$$
W(x, y)=(1-x)^{\alpha}(1+x)^{\beta}(1-y)^{\gamma}(1+y)^{\delta},
$$

and

$$
\begin{equation*}
P_{k}^{n}(x, y)=P_{k}^{(\alpha, \beta)}(x) P_{n-k}^{(\gamma, \delta)}(y), \quad 0 \leq k \leq n . \tag{2.2.3}
\end{equation*}
$$

There are also mixed-product orthogonal polynomials, such as the product of the Hermite polynomials and the Laguerre polynomials.

### 2.3 Orthogonal Polynomials on the Unit Disk

The unit disk of $\mathbb{R}^{2}$ is defined as $B^{2}:=\left\{(x, y): x^{2}+y^{2} \leq 1\right\}$, on which we consider a weight function defined as follows:

$$
W_{\mu}(x, y):=\frac{\mu+\frac{1}{2}}{\pi}\left(1-x^{2}-y^{2}\right)^{\mu-1 / 2}, \quad \mu>-\frac{1}{2}
$$

which is normalized in such a way that its integral over $B^{2}$ is 1 . Let

$$
\langle f, g\rangle_{\mu}:=\int_{B^{2}} f(x, y) g(x, y) W_{\mu}(x, y) \mathrm{d} x \mathrm{~d} y
$$

in this section. There are several distinct explicit orthogonal bases.

First orthonormal basis This basis is given in terms of the Gegenbauer polynomials.

Proposition 2.3.1 Let $\mu>0$. For $0 \leq k \leq n$ define the polynomials

$$
\begin{equation*}
P_{k}^{n}(x, y)=C_{n-k}^{k+\mu+1 / 2}(x)\left(1-x^{2}\right)^{k / 2} C_{k}^{\mu}\left(\frac{y}{\sqrt{1-x^{2}}}\right) \tag{2.3.1}
\end{equation*}
$$

which holds in the limit $\lim _{\mu \rightarrow 0} \mu^{-1} C_{k}^{\mu}(x)=(2 / k) T_{k}(x)$ if $\mu=0$. Then $\left\{P_{k}^{n}\right.$ : $0 \leq k \leq n\}$ is a mutually orthogonal basis for $\mathscr{V}_{n}^{2}\left(W_{\mu}\right)$. Moreover,

$$
\begin{equation*}
\left\langle P_{k}^{n}, P_{k}^{n}\right\rangle_{\mu}=\frac{(2 k+2 \mu+1)_{n-k}(2 \mu)_{k}(\mu)_{k}\left(\mu+\frac{1}{2}\right)}{(n-k)!k!\left(\mu+\frac{1}{2}\right)_{k}\left(n+\mu+\frac{1}{2}\right)} \tag{2.3.2}
\end{equation*}
$$

where, when $\mu=0$, we multiply (2.3.2) by $\mu^{-2}$ and set $\mu \rightarrow 0$ if $k \geq 1$ and multiply by an additional 2 if $k=0$.

Proof Since the Gegenbauer polynomial $C_{k}^{\mu}$ is even if $k$ is even and odd if $k$ is odd, it follows readily that $P_{k, n}$ is a polynomial of degree at most $n$. Using the integral relation

$$
\begin{aligned}
\int_{B^{2}} f(x, y) \mathrm{d} x \mathrm{~d} y & =\int_{-1}^{1} \int_{-\sqrt{1-x^{2}}}^{\sqrt{1-x^{2}}} f(x, y) \mathrm{d} x \mathrm{~d} y \\
& =\int_{-1}^{1} \int_{-1}^{1} f\left(x, t \sqrt{1-x^{2}}\right) \mathrm{d} t \sqrt{1-x^{2}} \mathrm{~d} x
\end{aligned}
$$

and the orthogonality of the Gegenbauer polynomials, we obtain

$$
\left\langle P_{j}^{m}, P_{k}^{n}\right\rangle_{\mu}=\frac{\mu+\frac{1}{2}}{\pi} h_{n-k}^{k+\mu+1 / 2} h_{k}^{\mu} \delta_{n, m} \delta_{j, k}, \quad 0 \leq j \leq m, \quad 0 \leq k \leq n,
$$

where $h_{k}^{\mu}=\int_{-1}^{1}\left[C_{k}^{\mu}(x)\right]^{2}\left(1-x^{2}\right)^{\mu-1 / 2} \mathrm{~d} x$, from which the constant in (2.3.2) can be easily verified.

In the case $\mu=0$, the above proposition holds under the limit relation $\lim _{\mu \rightarrow 0} \mu^{-1} C_{k}^{\mu}(x)=(2 / k) T_{k}(x)$, where $T_{k}$ is the Chebyshev polynomial of the first kind. We state this case as a corollary.

Corollary 2.3.2 For $0 \leq k \leq n$, define the polynomials

$$
\begin{equation*}
P_{k}^{n}(x, y)=C_{n-k}^{k+1 / 2}(x)\left(1-x^{2}\right)^{k / 2} T_{k}\left(\frac{y}{\sqrt{1-x^{2}}}\right) \tag{2.3.3}
\end{equation*}
$$

Then $\left\{P_{k}^{n}: 0 \leq k \leq n\right\}$ is a mutually orthogonal basis for $\mathscr{V}_{n}^{2}\left(W_{0}\right)$. Moreover, $\left\langle P_{0}^{n}, P_{0}^{n}\right\rangle_{0}=1 /(2 n+1)$ and, for $0<k \leq n$,

$$
\begin{equation*}
\left\langle P_{k}^{n}, P_{k}^{n}\right\rangle_{0}=\frac{(2 k+1)_{n-k} k!}{2(n-k)!\left(\frac{1}{2}\right)_{k}(2 n+1)} \tag{2.3.4}
\end{equation*}
$$

Second orthonormal basis The basis is given in terms of the Jacobi polynomials in the polar coordinates $(x, y)=(r \cos \theta, r \sin \theta), 0 \leq r \leq 1$ and $0 \leq \theta \leq 2 \pi$.

Proposition 2.3.3 For $1 \leq j \leq \frac{n}{2}$, define

$$
\begin{align*}
& P_{j, 1}(x, y)=\left[h_{j, n}\right]^{-1} P_{j}^{(\mu-1 / 2, n-2 j)}\left(2 r^{2}-1\right) r^{n-2 j} \cos (n-2 j) \theta,  \tag{2.3.5}\\
& P_{j, 2}(x, y)=\left[h_{j, n}\right]^{-1} P_{j}^{(\mu-1 / 2, n-2 j)}\left(2 r^{2}-1\right) r^{n-2 j} \sin (n-2 j) \theta,
\end{align*}
$$

where the constant is given by

$$
\left[h_{j, n}\right]^{2}=\frac{\left(\mu+\frac{1}{2}\right)_{j}(n-j)!\left(n-j+\mu+\frac{1}{2}\right)}{j!\left(\mu+\frac{3}{2}\right)_{n-j}\left(n+\mu+\frac{1}{2}\right)} \begin{cases}\times 2 & n \neq 2 j  \tag{2.3.6}\\ \times 1 & n=2 j\end{cases}
$$

Then $\left\{P_{j, 1}: 0 \leq j \leq \frac{n}{2}\right\} \cup\left\{P_{j, 2}: 0 \leq j<\frac{n}{2}\right\}$ is an orthonormal basis of the space $\mathscr{V}_{n}^{2}(W(\mu)$.

Proof From Euler's formula $(x+\mathrm{i} y)^{m}=r^{m}(\cos m \theta+\mathrm{i} \sin m \theta)$, it follows readily that $r^{m} \cos m \theta$ and $r^{m} \sin m \theta$ are both polynomials of degree $m$ in $(x, y)$. Consequently, $P_{j, 1}$ and $P_{j, 2}$ are both polynomials of degree at most $n$ in $(x, y)$. Using the formula

$$
\int_{B^{2}} f(x, y) \mathrm{d} x \mathrm{~d} y=\int_{0}^{1} r \int_{0}^{2 \pi} f(r \cos \theta, r \sin \theta) \mathrm{d} r \mathrm{~d} \theta,
$$

that $P_{j, 1}$ and $P_{k, 2}$ are orthogonal to each other follows immediately from the fact that $\sin (n-2 k) \theta$ and $\cos (n-2 k) \theta)$ are orthogonal in $L^{2}([0,2 \pi])$. Further, we have

$$
\begin{aligned}
\left\langle P_{j, 1}, P_{k, 1}\right\rangle_{\mu}= & A_{j} \frac{\mu+\frac{1}{2}}{\pi}\left[h_{j, n}\right]^{-2} \int_{0}^{1} r^{2 n-2 j+1} P_{j}^{(\mu-1 / 2, n-2 j)}\left(2 r^{2}-1\right) \\
& \times P_{k}^{(\mu-1 / 2, n-2 j)}\left(2 r^{2}-1\right)\left(1-r^{2}\right)^{\mu-1 / 2} \mathrm{~d} r
\end{aligned}
$$

where $A_{j}=\pi$ if $2 j \neq n$ and $2 \pi$ if $2 j=n$. Make the change of variables $t \mapsto 2 r^{2}-1$, the orthogonality of $P_{j, 1}$ and $P_{k, 1}$ follows from that of the Jacobi polynomials. The orthogonality of $P_{j, 2}$ and $P_{k, 2}$ follows similarly.

Orthogonal polynomials via the Rodrigues formula Classical orthogonal polynomials of one variable all satisfy Rodrigues' formula. For polynomials in two variables, an orthogonal basis can be defined by an analogue of the Rodrigues formula.

Proposition 2.3.4 For $0 \leq k \leq n$, define

$$
U_{k, n}^{\mu}(x, y)=\left(1-x^{2}-y^{2}\right)^{-\mu+1 / 2} \frac{\partial^{n}}{\partial x^{k} \partial y^{n-k}}\left[\left(1-x^{2}-y^{2}\right)^{n+\mu-1 / 2}\right] .
$$

Then $\left\{U_{k, n}^{\mu}: 0 \leq k \leq n\right\}$ is a basis for $\mathscr{V}_{n}^{2}\left(W_{\mu}\right)$.

Proof Let $Q \in \Pi_{n-1}^{2}$. Directly from the definition,

$$
\left\langle U_{k, n}^{\mu}, Q\right\rangle_{\mu}=\frac{\mu+\frac{1}{2}}{\pi} \int_{B^{2}} \frac{\partial^{n}}{\partial x^{k} \partial y^{n-k}}\left[\left(1-x^{2}-y^{2}\right)^{n+\mu-1 / 2}\right] Q(x, y) \mathrm{d} x \mathrm{~d} y
$$

which is zero after integration by parts $n$ times and using the fact that the $n$ th-order derivative of $Q$ is zero.

This basis is not mutually orthogonal, that is, $\left\langle U_{k, n}^{\mu}, U_{j, n}^{\mu}\right\rangle_{\mu} \neq 0$ for $j \neq k$. Let $V_{m, n}^{\mu}$ be defined by

$$
V_{m, n}^{\mu}(x, y)=\sum_{i=0}^{\lfloor m / 2\rfloor} \sum_{j=0}^{\lfloor n / 2\rfloor} \frac{(-m)_{2 i}(-n)_{2 j}\left(\mu+\frac{1}{2}\right)_{m+n-i-j}}{2^{2 i+2 j} i!j!\left(\mu+\frac{1}{2}\right)_{m+n}} x^{m-2 i} y^{n-2 j}
$$

Then $V_{m, n}$ is the orthogonal projection of $x^{m} y^{n}$ in $L^{2}\left(B^{2}, W_{\mu}\right)$ and the two families of polynomials are biorthogonal.

Proposition 2.3.5 The set $\left\{V_{k, n-k}^{\mu}: 0 \leq k \leq n\right\}$ is a basis of $\mathscr{V}_{n}^{2}\left(W_{\mu}\right)$ and, for $0 \leq j, k \leq n$,

$$
\left\langle U_{k, n}^{\mu}, V_{j, n-j}^{\mu}\right\rangle_{\mu}=\frac{\left(\mu+\frac{1}{2}\right) k!(n-k)!}{n+\mu+\frac{1}{2}} \delta_{j, k} .
$$

The proof of this proposition will be given in Chapter 4 as a special case of orthogonal polynomials on a $d$-dimensional ball.

An orthogonal basis for constant weight In the case of a constant weight function, say $W_{1 / 2}(x)=1 / \pi$, an orthonormal basis can be given in terms of the Chebyshev polynomials $U_{n}$ of the second kind; this has the distinction of being related to the Radon transform. Let $\ell$ denote the line $\ell(\theta, t)=\{(x, y): x \cos \theta+$ $y \sin \theta=t\}$ for $-1 \leq t \leq 1$, which is perpendicular to the direction $(\cos \theta, \sin \theta)$, $|t|$ being the distance between the line and the origin. Let $I(\theta, t)=\ell(\theta, t) \cap B^{2}$, the line segment of $\ell$ inside $B^{2}$. The Radon projection $\mathscr{R}_{\theta}(f ; t)$ of a function $f$ in the direction $\theta$ with parameter $t \in[-1,1]$ is defined by

$$
\begin{align*}
\mathscr{R}_{\theta}(f ; t) & :=\int_{I(\theta, t)} f(x, y) \mathrm{d} \ell \\
& =\int_{-\sqrt{1-t^{2}}}^{\sqrt{1-t^{2}}} f(t \cos \theta-s \sin \theta, t \sin \theta+s \cos \theta) \mathrm{d} s \tag{2.3.7}
\end{align*}
$$

where $\mathrm{d} \ell$ denotes the Lebesgue measure on the line $I(\theta, t)$.
Proposition 2.3.6 For $0 \leq k \leq n$, define

$$
\begin{equation*}
P_{k}^{n}(x, y)=U_{n}\left(x \cos \frac{k \pi}{n+1}+y \sin \frac{k \pi}{n+1}\right) \tag{2.3.8}
\end{equation*}
$$

Then $\left\{P_{k}^{n}: 0 \leq k \leq n\right\}$ is an orthonormal basis of $\mathscr{V}_{n}^{2}\left(W_{1 / 2}\right)$.

Proof For $\theta \in[0, \pi]$ and $g: \mathbb{R} \mapsto \mathbb{R}$, define $g_{\theta}(x, y):=g(x \cos \theta+y \sin \theta)$. The change of variables $t=x \cos \phi+y \sin \phi$ and $s=-x \sin \phi+y \cos \phi$ amounts to a rotation and leads to

$$
\begin{equation*}
\left\langle f, g_{\theta}\right\rangle:=\frac{1}{\pi} \int_{B^{2}} f(x, y) g_{\theta}(x, y) \mathrm{d} x \mathrm{~d} y=\frac{1}{\pi} \int_{-1}^{1} \mathscr{R}_{\theta}(f ; t) g(t) \mathrm{d} t . \tag{2.3.9}
\end{equation*}
$$

Now, a change of variable in (2.3.7) gives

$$
\begin{aligned}
\mathscr{R}_{\theta}(f ; t)= & \sqrt{1-t^{2}} \\
& \times \int_{-1}^{1} f\left(t \cos \theta-s \sqrt{1-t^{2}} \sin \theta, \quad t \sin \theta+s \sqrt{1-t^{2}} \cos \theta\right) \mathrm{d} s
\end{aligned}
$$

If $f$ is a polynomial of degree $m$ then the last integral is a polynomial in $t$ of the same degree, since an odd power of $\sqrt{1-t}$ in the integrand is always companied by an odd power of $s$, which has integral zero. Therefore, $Q(t):=$ $\mathscr{R}_{\theta}(f ; t) / \sqrt{1-t^{2}}$ is a polynomial of degree $m$ in $t$ for every $\theta$. Further, the integral also shows that $Q(1)=2 f(\cos \theta, \sin \theta)$. Consequently, by the orthogonality of $U_{k}$ on $[-1,1]$, (2.3.9) shows that $\left\langle f, P_{k}^{n}\right\rangle=0$ for all $f \in \Pi_{m}^{2}$ whenever $m<n$. Hence $P_{k}^{n} \in \mathscr{V}_{n}^{2}\left(W_{1 / 2}\right)$.

In order to prove orthonormality, we consider $\mathscr{R}_{\theta}\left(P_{j}^{n} ; t\right)$. By (2.3.9) and the fact that $P_{j}^{n} \in \mathscr{V}_{n}^{2}\left(W_{1 / 2}\right)$,

$$
\int_{-1}^{1} \frac{\mathscr{R}_{\theta}\left(P_{j}^{n} ; t\right)}{\sqrt{1-t^{2}}} U_{m}(t) \sqrt{1-t^{2}} \mathrm{~d} t=\int_{B^{2}} P_{j}^{n}(x, y)\left(U_{m}\right)_{\theta}(x, y) \mathrm{d} x \mathrm{~d} y=0
$$

for $m=0,1, \ldots, n-1$. Thus the polynomial $Q(t)=\mathscr{R}_{\theta}\left(P_{j}^{n} ; t\right) / \sqrt{1-t^{2}}$ is orthogonal to $U_{m}$ for $0 \leq m \leq n-1$. Since $Q$ is a polynomial of degree $n$, it must be a multiple of $U_{n}$; thus $Q(t)=c U_{n}(t)$ for some constant independent of $t$. Setting $t=1$ and using the fact that $U_{n}(1)=n+1$, we have

$$
c=\frac{P_{j}^{n}(\cos \theta, \sin \theta)}{n+1}=\frac{2 U_{n}\left(\cos \theta-\frac{j \pi}{n+1}\right)}{(n+1)} .
$$

Consequently, we conclude that

$$
\left\langle P_{k}^{n}, P_{j}^{n}\right\rangle=\frac{2}{\pi} \frac{U_{n}\left(\cos \frac{(k-j) \pi}{n+1}\right)}{n+1} \int_{-1}^{1}\left[U_{n}(t)\right]^{2} \sqrt{1-t^{2}} \mathrm{~d} t=\delta_{k, j}
$$

using the fact that $U_{n}\left(\cos \frac{(k-j) \pi}{n+1}\right)=\sin (k-j) \pi / \sin \frac{(k-j) \pi}{n+1}=0$ when $k \neq j$.
Since $P_{j}^{n}$ is a basis of $\mathscr{V}^{2}\left(W_{1 / 2}\right)$, the proof of the proposition immediately implies the following corollary.

Corollary 2.3.7 If $P \in \mathscr{V}_{n}^{2}\left(W_{1 / 2}\right)$ then for each $t \in(-1,1), 0 \leq \theta \leq 2 \pi$,

$$
\mathscr{R}_{\theta}(P ; t)=\frac{2}{n+1} \sqrt{1-t^{2}} U_{n}(t) P(\cos \theta, \sin \theta)
$$

### 2.4 Orthogonal Polynomials on the Triangle

We now consider the triangle $T^{2}:=\{(x, y): 0 \leq x, y, x+y \leq 1\}$. For $\alpha, \beta, \gamma>-1$, define the Jacobi weight function on the triangle,

$$
\begin{equation*}
W_{\alpha, \beta, \gamma}(x, y)=\frac{\Gamma(\alpha+\beta+\gamma+3)}{\Gamma(\alpha+1) \Gamma(\beta+1) \Gamma(\gamma+1)} x^{\alpha} y^{\beta}(1-x-y)^{\gamma}, \tag{2.4.1}
\end{equation*}
$$

normalized so that its integral over $T^{2}$ is 1 . Define, in this section,

$$
\langle f, g\rangle_{\alpha, \beta, \gamma}=\int_{T^{2}} f(x, y) g(x, y) W_{\alpha, \beta, \gamma}(x, y) \mathrm{d} x \mathrm{~d} y .
$$

An orthonormal basis An orthonormal basis can be given in the Jacobi polynomials.

Proposition 2.4.1 For $0 \leq k \leq n$, define

$$
\begin{equation*}
P_{k}^{n}(x, y)=P_{n-k}^{(2 k+\beta+\gamma+1, \alpha)}(2 x-1)(1-x)^{k} P_{k}^{(\gamma, \beta)}\left(\frac{2 y}{1-x}-1\right) \tag{2.4.2}
\end{equation*}
$$

Then $\left\{P_{k}^{n}: 0 \leq k \leq n\right\}$ is a mutually orthogonal basis of $\mathscr{V}_{n}^{d}\left(W_{\alpha, \beta, \gamma}\right)$ and, further.

$$
\begin{align*}
\left\langle P_{k}^{n}, P_{k}^{n}\right\rangle_{\alpha, \beta, \gamma}= & \frac{(\alpha+1)_{n-k}(\beta+1)_{k}(\gamma+1)_{k}(\beta+\gamma+2)_{n+k}}{(n-k)!k!(\beta+\gamma+2)_{k}(\alpha+\beta+\gamma+3)_{n+k}} \\
& \times \frac{(n+k+\alpha+\beta+\gamma+2)(k+\beta+\gamma+1)}{(2 n+\alpha+\beta+\gamma+2)(2 k+\beta+\gamma+1)} \tag{2.4.3}
\end{align*}
$$

Proof It is evident that $P_{k}^{n} \in \Pi_{n}^{2}$. We need the integral relation

$$
\begin{align*}
\int_{T^{2}} f(x, y) d x d y & =\int_{0}^{1} \int_{0}^{1-x} f(x, y) \mathrm{d} x \mathrm{~d} y \\
& \left.=\int_{0}^{1} \int_{0}^{1} f(x,(1-x) t)\right)(1-x) \mathrm{d} t \mathrm{~d} x \tag{2.4.4}
\end{align*}
$$

Since $P_{k}^{n}(x,(1-x) y)=P_{n-k}^{(2 k+\beta+\gamma+1, \alpha)}(2 x-1)(1-x)^{k} P_{k}^{(\gamma, \beta)}(2 y-1)$ and, moreover, $W_{\alpha, \beta, \gamma}(x,(1-x) y)=c_{\alpha, \beta, \gamma} x^{\alpha}(1-x)^{\beta+\gamma_{y} \beta}(1-y)^{\gamma}$, where $c_{\alpha, \beta, \gamma}$ denotes the normalization constant of $W_{\alpha, \beta, \gamma}$, we obtain from the orthogonality of the Jacobi polynomials $P_{n}^{(a, b)}(2 u-1)$ on the interval $[0,1]$ that

$$
\left\langle P_{j}^{m}, P_{k}^{n}\right\rangle_{\alpha, \beta, \gamma}=c_{\alpha, \beta, \gamma} h_{n-k}^{(2 k+\beta+\gamma+1, \alpha)} h_{k}^{(\gamma, \beta)} \delta_{j, k} \delta_{m, n}
$$

where $h_{k}^{(a, b)}=\int_{0}^{1}\left|P_{k}^{(a, b)}(2 t-1)\right|^{2}(1-t)^{a} t^{b} \mathrm{~d} t$ and the constant (2.4.3) can be easily verified.

The double integral over the triangle $T^{2}$ can be expressed as an iterated integral in different ways. This leads to two other orthonormal bases of $\mathscr{V}^{2}\left(W_{\alpha, \beta, \gamma}\right)$.

Proposition 2.4.2 Denote by $P_{k, n}^{\alpha, \beta, \gamma}$ the polynomials defined in (2.4.2) and by $h_{k, n}^{\alpha, \beta, \gamma}$ the constant (2.4.3). Define the polynomials

$$
Q_{k}^{n}(x, y):=P_{k, n}^{\beta, \alpha, \gamma}(y, x) \quad \text { and } \quad R_{k}^{n}(x, y):=P_{k, n}^{\gamma, \beta, \alpha}(1-x-y, y) .
$$

Then $\left\{Q_{k}^{n}: 0 \leq k \leq n\right\}$ and $\left\{R_{k}^{n}: 0 \leq k \leq n\right\}$ are also mutually orthogonal bases of $\mathscr{V}_{n}^{d}\left(W_{\alpha, \beta, \gamma}\right)$, and, furthermore,

$$
\left\langle Q_{k}^{n}, Q_{k}^{n}\right\rangle_{\alpha, \beta, \gamma}=h_{k, n}^{\beta, \alpha, \gamma} \quad \text { and } \quad\left\langle R_{k}^{n}, R_{k}^{n}\right\rangle_{\alpha, \beta, \gamma}=h_{k, n}^{\gamma, \beta, \alpha} .
$$

Proof For $Q_{k}^{n}$, we exchange $x$ and $y$ in the integral (2.4.4) and the same proof then applies. For $R_{k}^{n}$, we make the change of variables $(x, y) \mapsto(s, t)$ with $x=$ $(1-s)(1-t)$ and $y=(1-s) t$ in the integral over the triangle $T^{2}$ to obtain

$$
\int_{T^{2}} f(x, y) \mathrm{d} x \mathrm{~d} y=\int_{0}^{1} \int_{0}^{1} f((1-s)(1-t),(1-s) t)(1-s) \mathrm{d} s \mathrm{~d} t
$$

Since $P_{k, n}^{\gamma, \beta, \alpha}(1-x-y, y)=P_{k, n}^{\gamma, \beta, \alpha}(s,(1-s) t) \quad$ and $W_{\alpha, \beta, \gamma}(x, y)=c_{\alpha, \beta, \gamma}$ $(1-s)^{\alpha+\beta}{ }_{s}{ }^{\gamma}(1-t)^{\alpha} t^{\beta}$, the proof follows, again from the orthogonality of the Jacobi polynomials.

These bases illustrate the symmetry of the triangle $T^{2}$, which is invariant under the permutations of $(x, y, 1-x-y)$.

Orthogonal polynomials via the Rodrigues formula The Jacobi polynomials can be expressed in the Rodrigues formula. There is an analogue for the triangle.

Proposition 2.4.3 For $0 \leq k \leq n$, define

$$
U_{k, n}^{\alpha, \beta, \gamma}(x, y):=\left[W_{\alpha, \beta, \gamma}(x)\right]^{-1} \frac{\partial^{n}}{\partial x^{k} \partial y^{n-k}}\left[x^{k+\alpha} y^{n-k+\beta}(1-x-y)^{n+\gamma}\right] .
$$

Then the set $\left\{U_{k, n}^{\alpha, \beta, \gamma}(x, y): 0 \leq k \leq n\right\}$ is a basis of $\mathscr{V}_{n}^{2}\left(W_{\alpha, \beta, \gamma}\right)$.
Proof For $Q \in \Pi_{n-1}^{2}$, the proof of $\left\langle U_{k^{n}}, Q\right\rangle_{\alpha, \beta, \gamma}=0$ follows evidently from integration by parts and the fact that the $n$th derivative of $Q$ is zero.

Just as for the disk, this basis is not mutually orthogonal. We can again define a biorthogonal basis by considering the orthogonal projection of $x^{m} y^{n}$ onto $\mathscr{V}_{n}^{2}\left(W_{\alpha, \beta, \gamma}\right)$. Let $V_{m, n}^{\alpha, \beta, \gamma}$ be defined by

$$
\begin{aligned}
V_{m, n}^{(\alpha, \beta, \gamma)}(x, y)= & \sum_{i=0}^{m} \sum_{j=0}^{n}(-1)^{n+m+i+j}\binom{m}{i}\binom{n}{j} \\
& \times \frac{\left(\alpha+\frac{1}{2}\right)_{m}\left(\beta+\frac{1}{2}\right)_{n}\left(\alpha+\beta+\gamma+\frac{1}{2}\right)_{n+m+i+j}}{\left(\alpha+\frac{1}{2}\right)_{i}\left(\beta+\frac{1}{2}\right)_{j}\left(\alpha+\beta+\gamma+\frac{1}{2}\right)_{2 n+2 m}} x^{i} y^{j} .
\end{aligned}
$$

Proposition 2.4.4 The set $\left\{V_{k, n-k}^{\alpha, \beta, \gamma}: 0 \leq k \leq n\right\}$ is a basis of $\mathscr{V}_{n}^{2}\left(W_{\alpha, \beta, \gamma}\right)$ and, for $0 \leq j, k \leq n$,

$$
\left\langle U_{k, n}^{\alpha, \beta, \gamma}, V_{j, n-j}^{\alpha, \beta, \gamma}\right\rangle_{\alpha, \beta, \gamma}=\frac{\left(\alpha+\frac{1}{2}\right)_{k}\left(\beta+\frac{1}{2}\right)_{n-k}\left(\gamma+\frac{1}{2}\right)_{n} k!(n-k)!}{\left(\alpha+\beta+\gamma+\frac{3}{2}\right)_{2 n}} \delta_{k, j} .
$$

The proof of this proposition will be given in Chapter 4, as a special case of orthogonal polynomials on a $d$-dimensional simplex.

### 2.5 Orthogonal Polynomials and Differential Equations

The classical orthogonal polynomials in one variable, the Hermite, Laguerre and Jacobi polynomials, are eigenfunctions of second-order linear differential operators. A similar result also holds in the present situation.

Definition 2.5.1 A linear second-order partial differential operator $L$ defined by

$$
L v:=A(x, y) v_{x x}+2 B(x, y) v_{x y}+C(x, y) v_{y y}+D(x, y) v_{x}+E(x, y) v_{y}
$$

where $v_{x}:=\partial v / \partial x$ and $v_{x x}:=\partial^{2} v / \partial x^{2}$ etc., is called admissible if for each nonnegative integer $n$ there exists a number $\lambda_{n}$ such that the equation

$$
L v=\lambda_{n} v
$$

has $n+1$ linearly independent solutions that are polynomials of degree $n$ and no nonzero solutions that are polynomials of degree less than $n$.

If a system of orthogonal polynomials satisfies an admissible equation then all orthogonal polynomials of degree $n$ are eigenfunctions of the admissible differential operator for the same eigenvalue $\lambda_{n}$. In other words, the eigenfunction space for each eigenvalue is $\mathscr{V}_{n}^{2}$. This requirement excludes, for example, the product Jacobi polynomial $P_{k}^{(\alpha, \beta)}(x) P_{n-k}^{(\gamma, \mathrm{d})}$, which satisfies a second-order equation of the form $L u=\lambda_{k, n} u$, where $\lambda_{k, n}$ depends on both $k$ and $n$.

Upon considering lower-degree monomials, it is easy to see that for $L$ to be admissible it is necessary that

$$
\begin{array}{ll}
A(x, y)=A x^{2}+a_{1} x+b_{1} y+c_{1}, & D(x, y)=B x+d_{1}, \\
B(x, y)=A x y+a_{2} x+b_{2} y+c_{2}, & E(x, y)=B y+d_{2}, \\
C(x, y)=A y^{2}+a_{3} x+b_{3} y+c_{3}, &
\end{array}
$$

and, furthermore, for each $n=0,1,2, \ldots$,

$$
n A+B \neq 0, \quad \text { and } \quad \lambda_{n}=-n[A(n-1)+B] .
$$

A classification of admissible equations is to be found in Krall and Sheffer [1967] and is given below without proof. Up to affine transformations, there
are only nine equations. The first five are satisfied by orthogonal polynomials that we have already encountered. They are as follows:

1. $v_{x x}+v_{y y}-\left(x v_{x}+y v_{y}\right)=-n v$;
2. $x v_{x x}+y v_{y y}+(1+\alpha-x) v_{x}+(1+\beta-y) v_{y}=-n v$;
3. $v_{x x}+y v_{y y}-x v_{x}+(1+\alpha-y) v_{y}=-n v$;
4. $\left(1-x^{2}\right) v_{x x}-2 x y v_{x y}+\left(1-y^{2}\right) v_{y y}-(2 \mu+1)\left(x v_{x}+y v_{y}\right)=-n(n+2 \mu+2) v$;
5. $x(1-x) v_{x x}-2 x y v_{x y}+y(1-y) v_{y y}-\left[\left(\alpha+\beta+\gamma+\frac{3}{2}\right) x-\left(\alpha+\frac{1}{2}\right)\right] v_{x}$ $-\left[\left(\alpha+\beta+\gamma+\frac{3}{2}\right) y-\left(\beta+\frac{1}{2}\right)\right] v_{y}=-n\left(n+\alpha+\beta+\gamma+\frac{1}{2}\right) v$.

These are the admissible equations for, respectively, product Hermite polynomials, product Laguerre polynomials, product Hermite-Laguerre polynomials, orthogonal polynomials on the disk $\mathscr{V}_{n}^{2}\left(W_{\mu}\right)$ and orthogonal polynomials on the triangle $\mathscr{V}_{n}^{2}\left(W_{\alpha, \beta, \gamma}\right)$. The first three can be easily verified directly from the differential equations of one variable satisfied by the Hermite and Laguerre polynomials. The fourth and the fifth equations will be proved in Chapter 7 as special cases of the $d$-dimensional ball and simplex.

The other four admissible equations are listed below:
6. $3 y v_{x x}+2 v_{x y}-x v_{x}-y v_{y}=\lambda v$;
7. $\left(x^{2}+y+1\right) v_{x x}+(2 x y+2 x) v_{x y}+\left(y^{2}+2 y+1\right) v_{y y}+g\left(x v_{x}+y v_{y}\right)=\lambda v$;
8. $x^{2} v_{x x}+2 x y v_{x y}+\left(y^{2}-y\right) v_{y y}+g\left[(x-1) v_{x}+(y-\alpha) v_{y}\right]=\lambda v$;
9. $(x+\alpha) v_{x x}+2(y+1) v_{y y}+x v_{x}+y v_{y}=\lambda v$.

The solutions for these last four equations are weak orthogonal polynomials, in the sense that the polynomials, are orthogonal with respect to a linear functional that is not necessarily positive definite.

### 2.6 Generating Orthogonal Polynomials of Two Variables

The examples of orthogonal polynomials that we have described so far are given in terms of orthogonal polynomials of one variable. In this section, we consider two methods that can be used to generate orthogonal polynomials of two variables from those of one variable.

### 2.6.1 A method for generating orthogonal polynomials

Let $w_{1}$ and $w_{2}$ be weight functions defined on the intervals $(a, b)$ and $(d, c)$, respectively. Let $\rho$ be a positive function defined on $(a, b)$ such that

Case I $\rho$ is a polynomial of degree 1 ;
Case II $\rho$ is the square root of a nonnegative polynomial of degree at most 2 ; we assume that $c=-d>0$ and that $w_{2}$ is an even function on $(-c, c)$.

For each $k \in \mathbb{N}_{0}$ let $\left\{p_{n, k}\right\}_{n=0}^{\infty}$ denote the system of orthonormal polynomials with respect to the weight function $\rho^{2 k+1}(x) w_{1}(x)$, and let $\left\{q_{n}\right\}$ be the system of orthonormal polynomials with respect to the weight function $w_{2}(x)$.

## Proposition 2.6.1 Define polynomials $P_{k}^{n}$ of two variables by

$$
\begin{equation*}
P_{k}^{n}(x, y)=p_{n-k, k}(x)[\rho(x)]^{k} q_{k}\left(\frac{y}{\rho(x)}\right), \quad 0 \leq k \leq n \tag{2.6.1}
\end{equation*}
$$

Then $\left\{P_{k}^{n}: 0 \leq k \leq n\right\}$ is a mutually orthogonal basis of $\mathscr{V}_{n}^{d}(W)$ for the weight function

$$
\begin{equation*}
W(x, y)=w_{1}(x) w_{2}\left(\rho^{-1}(x) y\right), \quad(x, y) \in R \tag{2.6.2}
\end{equation*}
$$

where the domain $R$ is defined by

$$
\begin{equation*}
R=\{(x, y): a<x<b, d \rho(x)<y<c \rho(x)\} . \tag{2.6.3}
\end{equation*}
$$

Proof That the $P_{k}^{n}$ are polynomials of degree $n$ is evident in case 1 ; in case 2 it follows from the fact that $q_{k}$ has the same parity as $k$, since $w_{2}$ is assumed to be even. The orthogonality of $P_{k}^{n}$ can be verified by a change of variables in the integral

$$
\begin{aligned}
& \iint_{R} P_{k}^{n}(x, y) P_{j}^{m}(x, y) W(x, y) \mathrm{d} x \mathrm{~d} y \\
& \quad=\int_{a}^{b} p_{n-k, k}(x) p_{m-j, j}(x) \rho^{k+j+1}(x) w_{1}(x) \mathrm{d} x \int_{c}^{d} q_{k}(y) q_{j}(y) w_{2}(y) \mathrm{d} y \\
& \quad=h_{k, n} \delta_{n, m} \delta_{k, j}
\end{aligned}
$$

for $0 \leq j \leq m$ and $0 \leq k \leq n$.

Let us give several special cases that can be regarded as extensions of Jacobi polynomials in two variables.

Jacobi polynomials on the square Let $w_{1}(x)=(1-x)^{\alpha}(1+x)^{\beta}$ and $w_{2}(x)=$ $(1-x)^{\gamma}(1+x)^{\delta}$ on $[-1,1]$ and let $\rho(x)=1$. Then the weight function (2.6.2) becomes

$$
W(x, y)=(1-x)^{\alpha}(1+x)^{\beta}(1-y)^{\gamma}(1+y)^{\delta}, \quad \alpha, \beta, \gamma, \delta>-1,
$$

on the domain $[-1,1]^{2}$ and the orthogonal polynomials $P_{k}^{n}$ in (2.6.1) are exactly those in (2.2.3).

Jacobi polynomials on the disk Let $w_{1}(x)=w_{2}(x)=\left(1-x^{2}\right)^{\mu-1 / 2}$ on $[-1,1]$ and let $\rho(x)=\left(1-x^{2}\right)^{1 / 2}$. Then the weight function (2.6.2) becomes

$$
W_{\mu}(x, y)=\left(1-x^{2}-y^{2}\right)^{\mu-1 / 2}, \quad \mu>-\frac{1}{2}
$$

on the domain $B^{2}=\left\{(x, y): x^{2}+y^{2} \leq 1\right\}$, and the orthogonal polynomials $P_{k}^{n}$ in (2.6.1) are exactly those in (2.3.1).

Jacobi polynomials on the triangle Let $w_{1}(x)=x^{\alpha}(1-x)^{\beta+\gamma}$ and $w_{2}(x)=$ $x^{\beta}(1-x)^{\gamma}$, both defined on the interval $(0,1)$, and $\rho(x)=1-x$. Then the weight function (2.6.2) becomes

$$
W_{\alpha, \beta, \gamma}(x, y)=x^{\alpha} y^{\beta}(1-x-y)^{\gamma}, \quad \alpha, \beta, \gamma>-1
$$

on the triangle $T^{2}=\{(x, y): x \geq 0, y \geq 0,1-x-y \geq 0\}$, and the orthogonal polynomials $P_{k}^{n}$ in (2.6.1) are exactly those in (2.4.2).

Orthogonal polynomials on a parabolic domain Let $w_{1}(x)=x^{a}(1-x)^{b}$ on $[0,1], w_{2}(x)=\left(1-x^{2}\right)^{a}$ on $[-1,1]$, and $\rho(x)=\sqrt{x}$. Then the weight function (2.6.2) becomes

$$
W_{a, b}(x, y)=(1-x)^{b}\left(x-y^{2}\right)^{a}, \quad y^{2}<x<1, \quad \alpha, \beta>-1 .
$$

The domain $R=\left\{(x, y): y^{2}<x<1\right\}$ is bounded by a straight line and a parabola. The mutually orthogonal polynomials $P_{k}^{n}$ in (2.6.1) are given by

$$
\begin{equation*}
P_{k}^{n}(x, y)=p_{n-k}^{(a, b+k+1 / 2)}(2 x-1) x^{k / 2} p_{k}^{(b, b)}(y / \sqrt{x}), \quad n \geq k \geq 0 \tag{2.6.4}
\end{equation*}
$$

The set of polynomials $\left\{P_{k, n}: 0 \leq k \leq n\right\}$ is a mutually orthogonal basis of $\mathscr{V}_{n}^{d}\left(W_{a, b}\right)$.

### 2.6.2 Orthogonal polynomials for a radial weight

A weight function $W$ is called radial if it is of the form $W(x, y)=w(r)$, where $r=\sqrt{x^{2}+y^{2}}$. For such a weight function, an orthonormal basis can be given in polar coordinates $(x, y)=(r \cos \theta, r \sin \theta)$.

Proposition 2.6.2 Let $p_{m}^{(k)}$ denote the orthogonal polynomial of degree $m$ with respect to the weight function $r^{k+1} w(r)$ on $[0, \infty)$. Define

$$
\begin{array}{ll}
P_{j, 1}(x, y)=p_{2 j}^{(2 n-4 j)}(r) r^{n-2 j} \cos (n-2 j) \theta, & 0 \leq j \leq \frac{n}{2} \\
P_{j, 2}(x, y)=p_{2 j}^{(2 n-4 j)}(r) r^{n-2 j} \sin (n-2 j) \theta, & 0 \leq j<\frac{n}{2} \tag{2.6.5}
\end{array}
$$

Then $\left\{P_{j, 1}: 0 \leq j \leq n / 2\right\} \cup\left\{P_{j, 2}: 0 \leq j<n / 2\right\}$ is a mutually orthogonal basis of $\mathscr{V}_{n}^{2}(W)$ with $W(x, y)=w\left(\sqrt{x^{2}+y^{2}}\right)$.

The proof of this proposition follows the same line as that of Proposition 2.3.3 with an obvious modification. In the case of $w(r)=\left(1-r^{2}\right)^{\mu-1 / 2}$, the basis
(2.6.5) is, up to a normalization constant, that given in (2.3.5). Another example gives the second orthogonal basis for the product Hermite weight function $W(x, y)=e^{-x^{2}-y^{2}}$, for which an orthogonal basis is already given in (2.2.1).

Product Hermite weight $w(r)=e^{-r^{2}} \quad$ The basis (2.6.5) is given by

$$
\begin{array}{ll}
P_{j, 1}(x, y)=L_{j}^{n-2 j}\left(r^{2}\right) r^{(n-2 j)} \cos (n-2 j) \theta, & 0 \leq j \leq \frac{n}{2}, \\
P_{j, 2}(x, y)=L_{2 j}^{n-2 j}\left(r^{2}\right) r^{(n-2 j)} \sin (n-2 j) \theta, & 0 \leq j<\frac{n}{2} \tag{2.6.6}
\end{array}
$$

in terms of the Laguerre polynomials of one variable.
Likewise, we call a weight function $\ell_{1}$-radial if it is of the form $W(x, y)=$ $w(s)$ with $s=x+y$. For such a weight function, a basis can be given in terms of orthogonal polynomials of one variable.

Proposition 2.6.3 Let $p_{m}^{(k)}$ denote the orthogonal polynomial of degree $m$ with respect to the weight function $s^{k+1} w(s)$ on $[0, \infty)$. Define

$$
\begin{equation*}
P_{k}^{n}(x, y)=p_{n-k}^{(2 k)}(x+y)(x+y)^{k} P_{k}\left(2 \frac{x}{x+y}-1\right), \quad 0 \leq k \leq n \tag{2.6.7}
\end{equation*}
$$

where $P_{k}$ is the Legendre polynomial of degree $k$. Then $\left\{P_{k}^{n}: 0 \leq k \leq n\right\}$ is a mutually orthogonal basis of $\mathscr{V}_{n}^{2}(W)$ with $W(x, y)=w(x+y)$ on $\mathbb{R}_{+}^{2}$.

Proof It is evident that $P_{k}^{n}$ is a polynomial of degree $n$ in $(x, y)$. To verify the orthogonality we use the integral formula

$$
\int_{\mathbb{R}_{+}^{2}} f(x, y) \mathrm{d} x \mathrm{~d} y=\int_{0}^{\infty}\left(\int_{0}^{1} f(s t, s(1-t)) \mathrm{d} t\right) s \mathrm{~d} s
$$

and the orthogonality of $p_{m}^{(2 k)}$ and $P_{k}$.
One example of proposition 2.6 .3 is given by the Jacobi weight (2.4.1) on the triangle for $\alpha=\beta=0$, for which $w(r)=(1-r)^{\gamma}$. Another example is given by the product Laguerre weight function $W(x, y)=e^{-x-y}$, for which a basis was already given in (2.2.2).

Product Laguerre weight $w(r)=e^{-r} \quad$ The basis (2.6.7) is given by

$$
\begin{equation*}
P_{k}^{n}(x, y)=L_{n-k}^{2 k+1}(x+y)(x+y)^{k} P_{k}\left(2 \frac{x}{x+y}-1\right), \quad 0 \leq k \leq n \tag{2.6.8}
\end{equation*}
$$

in terms of the Laguerre polynomials and Legendre polynomials of one variable.

### 2.6.3 Orthogonal polynomials in complex variables

For a real-valued weight function $W$ defined on $\Omega \subset \mathbb{R}^{2}$, orthogonal polynomials of two variables with respect to $W$ can be given in complex variables $z$ and $\bar{z}$.

For this purpose, we identify $\mathbb{R}^{2}$ with the complex plane $\mathbb{C}$ by setting $z=x+\mathrm{i} y$ and regard $\Omega$ as a subset of $\mathbb{C}$. We then consider polynomials in $z$ and $\bar{z}$ that are orthogonal with respect to the inner product

$$
\begin{equation*}
\langle f, g\rangle_{W}^{\mathbb{C}}:=\int_{\Omega} f(z, \bar{z}) \overline{g(z, \bar{z})} w(z) \mathrm{d} x \mathrm{~d} y \tag{2.6.9}
\end{equation*}
$$

where $w(z)=W(x, y)$. Let $\mathscr{V}_{n}^{2}(W, \mathbb{C})$ denote the space of orthogonal polynomials in $z$ and $\bar{z}$ with respect to the inner product (2.6.9). In this subsection we denote by $P_{k, n}(x, y)$ real orthogonal polynomials with respect to $W$ and denote by $Q_{k, n}(z, \bar{z})$ orthogonal polynomials in $\mathscr{V}_{n}^{2}(W, \mathbb{C})$.

Proposition 2.6.4 The space $\mathscr{V}_{n}^{2}(W, \mathbb{C})$ has a basis $Q_{k, n}$ that satisfies

$$
\begin{equation*}
Q_{k, n}(z, \bar{z})=\overline{Q_{n-k, n}(z, \bar{z})}, \quad 0 \leq k \leq n \tag{2.6.10}
\end{equation*}
$$

Proof Let $\left\{P_{k, n}(x, y): 0 \leq k \leq n\right\}$ be a basis of $\mathscr{V}_{n}^{2}(W)$. We make the following definitions:

$$
\begin{array}{rlrl}
Q_{k, n}(z, \bar{z}) & :=\frac{1}{\sqrt{2}}\left[P_{k, n}(x, y)-\mathrm{i} P_{n-k, n}(x, y)\right], \quad 0 \leq k \leq\left\lfloor\frac{n-1}{2}\right\rfloor \\
Q_{k, n}(z, \bar{z}) & :=\frac{1}{\sqrt{2}}\left[P_{n-k, n}(x, y)+\mathrm{i} P_{k, n}(x, y)\right], & \left\lfloor\frac{n+1}{2}\right\rfloor<k \leq n \\
Q_{n / 2, n}(z, \bar{z}) & :=\frac{1}{\sqrt{2}} P_{n / 2, n}(x, y) \quad \text { if } n \text { is even. } \tag{2.6.11}
\end{array}
$$

If $f$ and $g$ are real-valued polynomials then $\langle f, g\rangle_{W}^{\mathbb{C}}=\langle f, g\rangle_{W}$. Hence, it is easy to see that $\left\{Q_{k, n}: 0 \leq k \leq n\right\}$ is a basis of $\mathscr{V}_{n}^{2}(W, \mathbb{C})$ and that this basis satisfies (2.6.10).

Conversely, given $\left\{Q_{k, n}: 0 \leq k \leq n\right\} \in \mathscr{V}_{n}^{2}(W, \mathbb{C})$ that satisfies (2.6.10), we can define

$$
\begin{array}{rlrl}
P_{k, n}(x, y):=\frac{1}{\sqrt{2}}\left[Q_{k, n}(z, \bar{z})+Q_{n-k, n}(z, \bar{z})\right], & & 0 \leq k \leq \frac{n}{2} \\
P_{k, n}(x, y):=\frac{1}{\sqrt{2} \mathrm{i}}\left[Q_{k, n}(z, \bar{z})-Q_{k-k, n}(z, \bar{z})\right], & \frac{n}{2}<k \leq n \tag{2.6.12}
\end{array}
$$

It is easy to see that this is exactly the converse of (2.6.11). The relation (2.6.10) implies that the $P_{k, n}$ are real polynomials. In fact $P_{k, n}(x, y)=\operatorname{Re}\left\{Q_{k, n}(z, \bar{z})\right\}$ for $0 \leq k \leq n / 2$ and $P_{k, n}(x, y)=\operatorname{Im}\left\{Q_{k}^{n}(z, \bar{z})\right\}$ for $n / 2<k \leq n$. We summarize the relation below.

Theorem 2.6.5 Let $P_{k, n}$ and $Q_{k, n}$ be related by (2.6.11) or, equivalently, by (2.6.12). Then:
(i) $\left\{Q_{k, n}: 0 \leq k \leq n\right\}$ is a basis of $\mathscr{V}_{n}^{2}(W, \mathbb{C})$ that satisfies (2.6.10) if and only if $\left\{P_{k, n}: 0 \leq k \leq n\right\}$ is a basis of $\mathscr{V}_{n}^{2}(W)$;
(ii) $\left\{Q_{k, n}: 0 \leq k \leq n\right\}$ is an orthonormal basis of $\mathscr{V}_{n}^{2}(W, \mathbb{C})$ if and only if $\left\{P_{k, n}\right.$ : $0 \leq k \leq n\}$ is an orthonormal basis of $\mathscr{V}_{n}^{2}(W)$.

Expressing orthogonal polynomials in complex variables can often lead to formulas that are more symmetric and easier to work with, as can be seen from the following two examples.

## Complex Hermite polynomials

These are orthogonal with respect to the product Hermite weight

$$
w_{H}(z)=\mathrm{e}^{-x^{2}-y^{2}}=\mathrm{e}^{-|z|^{2}}, \quad z=x+\mathrm{i} y \in \mathbb{C} .
$$

We define these polynomials by

$$
H_{k, j}(z, \bar{z}):=(-1)^{k+j} e^{z \bar{z}}\left(\frac{\partial}{\partial z}\right)^{k}\left(\frac{\partial}{\partial \bar{z}}\right)^{j} \mathrm{e}^{-z \bar{z}}, \quad k, j=0,1, \ldots,
$$

where, with $z=x+\mathrm{i} y$,

$$
\frac{\partial}{\partial z}=\frac{1}{2}\left(\frac{\partial}{\partial x}-\mathrm{i} \frac{\partial}{\partial y}\right) \quad \text { and } \quad \frac{\partial}{\partial \bar{z}}=\frac{1}{2}\left(\frac{\partial}{\partial x}+\mathrm{i} \frac{\partial}{\partial y}\right) .
$$

By induction, it is not difficult to see that the $H_{k, j}$ satisfy an explicit formula:

$$
H_{k, j}(z, \bar{z})=k!j!\sum_{v=0}^{\min \{k, j\}} \frac{(-1)^{v}}{v!} \frac{z^{k-v} \bar{z}^{j-v}}{(k-v)!(j-v)!}=z^{k} \bar{z}^{j}{ }_{2} F_{0}\left(-k,-j ; \frac{1}{z \bar{z}}\right)
$$

from which it follows immediately that (2.6.10) holds, that is,

$$
\begin{equation*}
H_{k, j}(z, \bar{z})=\overline{H_{j, k}(z, \bar{z})} . \tag{2.6.13}
\end{equation*}
$$

Working with the above explicit formula by rewriting the summation in ${ }_{2} F_{0}$ in reverse order, it is easy to deduce from $(x)_{j-i}=(-1)^{i}(x)_{j} /(1-j-x)_{i}$ that $H_{k, j}$ can be written as a summation in ${ }_{1} F_{1}$, which leads to

$$
\begin{equation*}
H_{k, j}(z, \bar{z})=(-1)^{j} j!z^{k-j} L_{j}^{k-j}\left(|z|^{2}\right), \quad k \geq j \tag{2.6.14}
\end{equation*}
$$

where $L_{j}^{\alpha}$ is a Laguerre polynomial.
Proposition 2.6.6 The complex Hermite polynomials satisfy the following properties:
(i) $\frac{\partial}{\partial z} H_{k, j}=\bar{z} H_{k, j}-H_{k, j+1}, \quad \frac{\partial}{\partial \bar{z}} H_{k, j}=z H_{k, j}-H_{k+1, j}$;
(ii) $z H_{k, j}=H_{k+1, j}+j H_{k, j-1}, \quad \bar{z} H_{k, j}=H_{k, j+1}+k H_{k-1, j}$;
(iii) $\int_{\mathbb{C}} H_{k, j}(z, \bar{z}) \overline{H_{m, l}(z, \bar{z})} w_{H}(z) \mathrm{d} x \mathrm{~d} y=j!k!\delta_{k, m} \delta_{j, l}$.

Proof Part (i) follows from directly from the above definition of the polynomials. Part (ii) follows from (2.6.14) and the identity $L_{n}^{\alpha}(x)=L_{n}^{\alpha+1}(x)-L_{n-1}^{\alpha+1}(x)$. The orthogonal relation (iii) follows from writing the integral in polar coordinates and applying the orthogonality of the Laguerre polynomials.

## Disk polynomials

Let $\mathrm{d} \sigma_{\lambda}(z):=W_{\lambda+1 / 2}(x, y) \mathrm{d} x \mathrm{~d} y$ and define

$$
\begin{equation*}
P_{k, j}^{\lambda}(z, \bar{z})=\frac{j!}{(\lambda+1)_{j}} P_{j}^{(\lambda, k-j)}\left(2|z|^{2}-1\right) z^{k-j}, \quad k>j, \tag{2.6.15}
\end{equation*}
$$

which is normalized by $P_{k, j}^{\lambda}(1,1)=1$. For $k \leq j$, we use

$$
\begin{equation*}
P_{k, j}^{\lambda}(z, \bar{z})=\overline{P_{j, k}^{\lambda}(\bar{z}, z)} \tag{2.6.16}
\end{equation*}
$$

Written in terms of hypergeometric functions, these polynomials take a more symmetric form:

$$
P_{k, j}^{\lambda}(z, \bar{z})=\frac{(\lambda+1)_{k+j}}{(\lambda+1)_{k}(\lambda+1)_{j}} z^{k} \bar{z}^{j}{ }_{2} F_{1}\left(\begin{array}{c}
-k,-j \\
-\lambda-k-j
\end{array} ; \frac{1}{z \bar{z}}\right), \quad k, j \geq 0 .
$$

To see this, write the summation in the ${ }_{2} F_{1}$ sum in reverse order and use $(x)_{j-i}=$ $(-1)^{i}(x)_{j} /(1-j-x)_{i}$, to get

$$
P_{k, j}^{\lambda}(z, \bar{z})=\frac{(k-j+1)_{j}}{(\lambda+1)_{j}}(-1)^{j}{ }_{2} F_{1}\left(\begin{array}{c}
-j, k+\lambda+1 \\
k-j+1
\end{array} ;|z|^{2}\right) z^{k-j}
$$

which is (2.6.15) by Proposition 1.4.14 and $P_{n}^{(\beta, \alpha)}(t)=(-1)^{n} P_{n}^{(\alpha, \beta)}(t)$.
Proposition 2.6.7 The disk polynomials satisfy the following properties:
(i) $\left|P_{k, j}^{\lambda}(z, \bar{z})\right| \leq 1$ for $|z| \leq 1$ and $\lambda \geq 0$;
(ii) $z P_{k, j}^{\lambda}(z, \bar{z})=\frac{\lambda+k+1}{\lambda+k+j+1} P_{k+1, j}^{\lambda}(z, \bar{z})+\frac{j}{\lambda+k+j+1} P_{k, j-1}^{\lambda}(z, \bar{z})$ with a similar relation for $\bar{z} P_{k, j}^{\lambda}(z)$ upon using (2.6.16);
(iii) $\int_{D} P_{k, j}^{\lambda} \overline{P_{m, l}^{\lambda}} \mathrm{d} \sigma_{\lambda}(z)=\frac{\lambda+1}{\lambda+k+j+1} \frac{k!j!}{(\lambda+1)_{k}(\lambda+1)_{j}} \delta_{k, m} \delta_{j, l}$.

Proof Part (i) follows on taking absolute values inside the ${ }_{2} F_{1}$ sum and using the fact that $\left|P_{n}^{(\alpha, \beta)}(-1)\right|=(\beta+1)_{n} / n!$; the condition $\lambda \geq 0$ is used to ensure that the coefficients in the ${ }_{2} F_{1}$ sum are positive. The recursive relation (ii) is proved using the following formula for Jacobi polynomials:

$$
(2 n+\alpha+\beta+1) P_{n}^{(\alpha, \beta)}(t)=(n+\alpha+\beta+1) P_{n}^{(\alpha, \beta+1)}(t)+(n+\alpha) P_{n-1}^{(\alpha, \beta+1)}(t),
$$

which can be verified using the ${ }_{2} F_{1}$ expansion of Jacobi polynomials in Proposition 1.4.14. Finally, the orthogonal relation (iii) is established using the polar coordinates $z=r \mathrm{e}^{\mathrm{i} \theta}$ and the structure constant of Jacobi polynomials.

### 2.7 First Family of Koornwinder Polynomials

The Koornwinder polynomials are based on symmetric polynomials. Throughout this section let $w$ be a weight function defined on $[-1,1]$. For $\gamma>-1$, let us define a weight function of two variables,

$$
\begin{equation*}
B_{\gamma}(x, y):=w(x) w(y)|x-y|^{2 \gamma+1}, \quad(x, y) \in[-1,1]^{2} . \tag{2.7.1}
\end{equation*}
$$

Since $B_{\gamma}$ is evidently symmetric in $x, y$, we need only consider its restriction on the triangular domain $\triangle$ defined by

$$
\triangle:=\{(x, y):-1<x<y<1\} .
$$

Let $\Omega$ be the image of $\triangle$ under the mapping $(x, y) \mapsto(u, v)$ defined by

$$
\begin{equation*}
u=x+y, \quad v=x y . \tag{2.7.2}
\end{equation*}
$$

This mapping is a bijection between $\triangle$ and $\Omega$ since the Jacobian of the change of variables is $\mathrm{d} u \mathrm{~d} v=|x-y| \mathrm{d} x \mathrm{~d} y$. The domain $\Omega$ is given by

$$
\begin{equation*}
\Omega:=\left\{(u, v): 1+u+v>0,1-u+v>0, u^{2}>4 v\right\} \tag{2.7.3}
\end{equation*}
$$

and is depicted in Figure 2.1. Under the mapping (2.7.2), the weight function $B_{\gamma}$ becomes a weight function defined on the domain $\Omega$ by

$$
\begin{equation*}
W_{\gamma}(u, v):=w(x) w(y)\left(u^{2}-4 v\right)^{\gamma}, \quad(u, v) \in \Omega, \tag{2.7.4}
\end{equation*}
$$

where the variables $(x, y)$ and $(u, v)$ are related by (2.7.2).


Figure 2.1 Domains for Koornwinder orthogonal polynomials.

Proposition 2.7.1 Let $\mathscr{N}=\{(k, n): 0 \leq k \leq n\}$. In $\mathscr{N}$ define an order $\prec$ as follows: $(j, m) \prec(k, n)$ if $m<n$ or $m=n$ and $j \leq k$. Define monic polynomials $P_{k, n}^{(\gamma)}$ under the order $\prec$,

$$
\begin{equation*}
P_{k, n}^{(\gamma)}(u, v)=u^{n-k} v^{k}+\sum_{(j, m) \prec(k, n)} a_{j, m} u^{m-j} v^{j}, \tag{2.7.5}
\end{equation*}
$$

that satisfy the orthogonality condition

$$
\begin{equation*}
\int_{\Omega} P_{k, n}^{(\gamma)}(u, v) u^{m-j} v^{j} W_{\gamma}(u, v) \mathrm{d} u \mathrm{~d} v=0, \quad \forall(j, m) \prec(k, n) . \tag{2.7.6}
\end{equation*}
$$

Then these polynomials are uniquely determined and are mutually orthogonal with respect to $W_{\gamma}$.

Proof It is easy to see that $\prec$ is a total order, so that the monomials can be ordered linearly with this order. Applying the Gram-Schmidt orthogonalization process to the monomials so ordered, the uniqueness follows from the fact that $P_{k, n}^{(\gamma)}$ has leading coefficient 1.

In the case $\gamma= \pm \frac{1}{2}$, the orthogonal polynomials $P_{k, n}^{(\gamma)}$ can be given explicitly in terms of orthogonal polynomials of one variable. Let $\left\{p_{n}\right\}_{m=0}^{\infty}$ be the sequence of monic orthogonal polynomials $p_{n}(x)=x^{n}+$ lower-degree terms, with respect to $w$.

Proposition 2.7.2 The polynomials $P_{k, n}^{(\gamma)}$ for $\gamma= \pm \frac{1}{2}$ are given by

$$
P_{k, n}^{(-1 / 2)}(u, v)= \begin{cases}p_{n}(x) p_{k}(y)+p_{n}(y) p_{k}(x), & k<n  \tag{2.7.7}\\ p_{n}(x) p_{n}(y), & k=n\end{cases}
$$

and

$$
\begin{equation*}
P_{k, n}^{(1 / 2)}(u, v)=\frac{p_{n+1}(x) p_{k}(y)-p_{n+1}(y) p_{k}(x)}{x-y} \tag{2.7.8}
\end{equation*}
$$

where $(u, v)$ are related to $(x, y)$ by $x=u+v, y=u v$.

Proof By the fundamental theorem of symmetric polynomials, each symmetric polynomial in $x, y$ can be written as a polynomial in the elementary symmetric polynomials $x+y$ and $x y$. A quick computation shows that

$$
x^{n} y^{k}+y^{n} x^{k}=u^{n-k} v^{k}+\text { lower-degree terms in }(u, v),
$$

so that the right-hand sides of both (2.7.7) and (2.7.8) are of the form (2.7.5). Furthermore, the change of variables $(x, y) \mapsto(u, v)$ shows that

$$
\begin{align*}
\int_{\Omega} f(u, v) W_{\gamma}(u, v) \mathrm{d} u \mathrm{~d} v & =\int_{\triangle} f(x+y, x y) B_{\gamma}(x, y) \mathrm{d} x \mathrm{~d} y \\
& =\frac{1}{2} \int_{[-1,1]^{2}} f(x+y, x y) B_{\gamma}(x, y) \mathrm{d} x \mathrm{~d} y \tag{2.7.9}
\end{align*}
$$

where the second line follows since the integrand is a symmetric function of $x$ and $y$ and where $[-1,1]^{2}$ is the union of $\triangle$ and its image under $(x, y) \mapsto(y, x)$. Using (2.7.9), the orthogonality of $P_{k, n}^{(-1 / 2)}$ and $P_{k, n}^{(1 / 2)}$ in the sense of (2.7.6) can be verified directly from the orthogonality of $p_{n}$. The proof is then complete upon using Proposition 2.7.1.

Of particular interest is the case when $w$ is the Jacobi weight function $w(x)=$ $(1-x)^{\alpha}(1+x)^{\beta}$, for which the weight function $W_{\gamma}$ becomes

$$
\begin{equation*}
W_{\alpha, \beta, \gamma}(u, v)=(1-u+v)^{\alpha}(1+u+v)^{\beta}\left(u^{2}-4 v\right)^{\gamma}, \tag{2.7.10}
\end{equation*}
$$

where $\alpha, \beta, \gamma>-1, \alpha+\gamma+\frac{3}{2}>0$ and $\beta+\gamma+\frac{3}{2}>0$; these conditions guarantee that $W_{\alpha, \beta, \gamma}$ is integrable. The polynomials $p_{n}$ in (2.7.7) and (2.7.8) are replaced by monic Jacobi polynomials $P_{n}^{(\alpha, \beta)}$, and we denote the orthogonal polynomials $P_{k, n}^{(\gamma)}$ in Proposition 2.7.1 by $P_{k, n}^{\alpha, \beta, \gamma}$. This is the case originally studied by Koornwinder. These polynomials are eigenfunctions of a second-order differential operator.

## Proposition 2.7.3 Consider the differential operator

$$
\begin{aligned}
L_{\alpha, \beta, \gamma} g= & \left(-u^{2}+2 v+2\right) g_{u u}+2 u(1-v) g_{u v}+\left(u^{2}-2 v^{2}-2 v\right) g_{v v} \\
& +[-(\alpha+\beta+2 \gamma+3) u+2(\beta-\alpha)] g_{u} \\
& +[-(\beta-\alpha) u-(2 \alpha+2 \beta+2 \gamma+5) v-(2 \gamma+1)] g_{v}
\end{aligned}
$$

Then, for $(k, n) \in \mathscr{N}$,

$$
\begin{equation*}
L_{\alpha, \beta, \gamma} P_{k, n}^{\alpha, \beta, \gamma}=-\lambda_{k, n}^{\alpha, \beta, \gamma} P_{k, n}^{\alpha, \beta, \gamma} \tag{2.7.11}
\end{equation*}
$$

where $\lambda_{k, n}^{\alpha, \beta, \gamma}:=n(n+\alpha+\beta+2 \gamma+2)-k(k+\alpha+\beta+1)$.
Proof A straightforward computation shows that, for $0 \leq k \leq n$,

$$
\begin{equation*}
L_{\alpha, \beta, \gamma} u^{n-k} v^{k}=\lambda_{k, n}^{\alpha, \beta, \gamma} u^{n-k} v^{k}+\sum_{(j, m) \prec(k, n)} b_{j, m} u^{m-j} v^{j} \tag{2.7.12}
\end{equation*}
$$

for some $b_{j, m}$, which implies that $L_{\alpha, \beta, \gamma} P_{k, n}^{\alpha, \beta, \gamma}$ is a polynomial of the same form and degree. From the definition of $L_{\alpha, \beta, \gamma}$ it is easy to verify directly that $L_{\alpha, \beta, \gamma}$ is self-adjoint in $L^{2}\left(\Omega, W_{\alpha, \beta, \gamma}\right)$ so that, for $(j, m) \in \mathscr{N}$ with $(j, m) \prec(k, n)$,

$$
\begin{aligned}
& \int_{\Omega}\left(L_{\alpha, \beta, \gamma} P_{k, n}^{\alpha, \beta, \gamma}\right) P_{j, m}^{\alpha, \beta, \gamma} W_{\alpha, \beta, \gamma} \mathrm{d} u \mathrm{~d} v \\
& \quad=\int_{\Omega} P_{k, n}^{\alpha, \beta, \gamma}\left(L_{\alpha, \beta, \gamma} P_{j, m}^{\alpha, \beta, \gamma}\right) W_{\alpha, \beta, \gamma} \mathrm{d} u \mathrm{~d} v=0
\end{aligned}
$$

by (2.7.6). By the uniqueness referred to in Proposition 2.7.1, we conclude that $L_{\alpha, \beta, \gamma} P_{k, n}^{\alpha, \beta, \gamma}$ is a constant multiple of $P_{k, n}^{\alpha, \beta, \gamma}$ and that the constant is exactly $\lambda_{k, n}^{\alpha, \beta, \gamma}$, as can be seen from (2.7.12).

It should be noted that although $L_{\alpha, \beta, \gamma}$ is of the same type as the differential operator in Definition 2.5 .1 it is not admissible, since the eigenvalues $\lambda_{k, m}^{\alpha, \beta, \gamma}$ depend on both $k$ and $n$.

### 2.8 A Related Family of Orthogonal Polynomials

We consider the family of weight functions defined by

$$
\begin{equation*}
\mathscr{W}_{\alpha, \beta, \gamma}(x, y):=|x-y|^{2 \alpha+1}|x+y|^{2 \beta+1}\left(1-x^{2}\right)^{\gamma}\left(1-y^{2}\right)^{\gamma} \tag{2.8.1}
\end{equation*}
$$

for $(x, y) \in[-1,1]^{2}$, where $\alpha, \beta, \gamma>-1, \alpha+\gamma+\frac{3}{2}>0$ and $\beta+\gamma+\frac{3}{2}>0$. These weight functions are related to the $W_{\alpha, \beta, \gamma}$ defined in (2.7.10). Indeed, let $\Omega$ in (2.7.3) be the domain of $W_{\alpha, \beta, \gamma}$ and define $\Omega^{*}$ by

$$
\Omega^{*}:=\{(x, y):-1<-y<x<y<1\},
$$

which is a quadrant of $[-1,1]^{2}$. We have the following relation:
Proposition 2.8.1 The mapping $(x, y) \mapsto\left(2 x y, x^{2}+y^{2}-1\right)$ is a bijection from $\Omega^{*}$ onto $\Omega$, and

$$
\begin{equation*}
\mathscr{W}_{\alpha, \beta, \gamma}(x, y)=4^{\gamma}\left|x^{2}-y^{2}\right| W_{\alpha, \beta, \gamma}\left(2 x y, x^{2}+y^{2}-1\right) \tag{2.8.2}
\end{equation*}
$$

for $(x, y) \in[-1,1]^{2}$. Further,

$$
\begin{align*}
& 4^{\gamma} \int_{\Omega} f(u, v) W_{\alpha, \beta, \gamma}(u, v) \mathrm{d} u \mathrm{~d} v \\
& \quad=\int_{[-1,1]^{2}} f\left(2 x y, x^{2}+y^{2}-1\right) \mathscr{W}_{\alpha, \beta, \gamma}(x, y) \mathrm{d} x \mathrm{~d} y . \tag{2.8.3}
\end{align*}
$$

Proof For $(x, y) \in[-1,1]^{2}$, let us write $x=\cos \theta$ and $y=\cos \phi, 0 \leq \theta, \phi \leq \pi$. Then it is easy to see that

$$
2 x y=\cos (\theta-\phi)+\cos (\theta+\phi), \quad x^{2}+y^{2}-1=\cos (\theta-\phi) \cos (\theta+\phi)
$$

from which it follows readily that $\left(2 x y, x^{2}+y^{2}-1\right) \in \Omega$. The identity (2.8.2) follows from a straightforward verification. For the change of variable $u=2 x y$ and $v=x^{2}+y^{2}-1$, we have $\mathrm{d} u \mathrm{~d} v=4\left|x^{2}-y^{2}\right| \mathrm{d} x \mathrm{~d} y$, from which the integration relation (2.8.3) follows.

An orthogonal basis for $\mathscr{W}$ can be given accordingly. Let $P_{k, n}^{\alpha, \beta, \gamma}, 0 \leq k \leq n$, denote a basis of mutually orthogonal polynomials of degree $n$ for $W_{\alpha, \beta, \gamma}$.

Theorem 2.8.2 For $n \in \mathbb{N}_{0}$, a mutually orthogonal basis of $\mathscr{V}_{2 n}\left(\mathscr{W}_{\alpha, \beta, \gamma}\right)$ is given by

$$
\begin{aligned}
& { }_{1} Q_{k, 2 n}^{\alpha, \beta, \gamma}(x, y):=P_{k, n}^{\alpha, \beta, \gamma}\left(2 x y, x^{2}+y^{2}-1\right), \quad 0 \leq k \leq n, \\
& { }_{2} Q_{k, 2 n}^{\alpha, \beta, \gamma}(x, y):=\left(x^{2}-y^{2}\right) P_{k, n-1}^{\alpha+1, \beta+1, \gamma}\left(2 x y, x^{2}+y^{2}-1\right), \quad 0 \leq k \leq n-1
\end{aligned}
$$

and a mutually orthogonal basis of $\mathscr{V}_{2 n+1}\left(\mathscr{W}_{\alpha, \beta, \gamma}\right)$ is given by

$$
\begin{array}{ll}
{ }_{1} Q_{k, 2 n+1}^{\alpha, \beta, \gamma}(x, y):=(x+y) P_{k, n}^{\alpha, \beta+1, \gamma}\left(2 x y, x^{2}+y^{2}-1\right), & 0 \leq k \leq n, \\
{ }_{2} Q_{k, 2 n+1}^{\alpha, \beta, \gamma}(x, y):=(x-y) P_{k, n}^{\alpha+1, \beta, \gamma}\left(2 x y, x^{2}+y^{2}-1\right), & 0 \leq k \leq n .
\end{array}
$$

In particular, when $\gamma= \pm \frac{1}{2}$ the basis can be given in terms of the Jacobi polynomials of one variable, upon using (2.7.7) and (2.7.8).

Proof These polynomials evidently form a basis if they are orthogonal. Let us denote by $\langle\cdot, \cdot\rangle_{W_{\alpha, \beta, \gamma}}$ and $\langle\cdot, \cdot\rangle_{\mathscr{W}_{\alpha, \beta, \gamma}}$ the inner product in $L^{2}\left(\Omega, W_{\alpha, \beta, \gamma}\right)$ and in $L^{2}\left([-1,1]^{2}, \mathscr{W}_{\alpha, \beta, \gamma}\right)$, respectively. By (2.8.3), for $0 \leq j \leq m$ and $0 \leq k \leq n$,

$$
\left\langle{ }_{1} Q_{k, 2 n}^{\alpha, \beta, \gamma},{ }_{1} Q_{j, 2 m}^{\alpha, \beta, \gamma}\right\rangle_{\mathscr{W} \alpha, \beta, \gamma}=\left\langle P_{k, n}^{\alpha, \beta, \gamma}, P_{j, m}^{\alpha, \beta, \gamma}\right\rangle_{W_{\alpha, \beta, \gamma}}=0
$$

for $(j, 2 m) \prec(k, 2 n)$ and, furthermore,

$$
\begin{aligned}
\left\langle{ }_{1} Q_{k, 2 n}^{\alpha, \beta, \gamma},{ }_{2} Q_{j, 2 m}^{\alpha, \beta, \gamma}\right\rangle_{\mathscr{W}, \beta, \gamma}= & \int_{[-1,1]^{2}}\left(x^{2}-y^{2}\right) P_{k, n}^{\alpha, \beta, \gamma}\left(2 x y, x^{2}+y^{2}-1\right) \\
& \times P_{k-1, n}^{\alpha+1, \beta+1, \gamma}\left(2 x y, x^{2}+y^{2}-1\right) \mathscr{W}_{\alpha, \beta, \gamma}(x, y) \mathrm{d} x \mathrm{~d} y .
\end{aligned}
$$

The right-hand side of the above equation changes sign under the change of variables $(x, y) \mapsto(y, x)$, which shows that $\left\langle{ }_{1} Q_{k, 2 n}^{\alpha, \beta, \gamma},{ }_{2} Q_{j, 2 m}^{\alpha, \beta, \gamma}\right\rangle_{\mathscr{W}_{\alpha, \beta, \gamma}}=0$. Moreover, since $\left(x^{2}-y^{2}\right)^{2} \mathscr{W}_{\alpha, \beta, \gamma}(x, y) \mathrm{d} x \mathrm{~d} y$ is equal to a constant multiple of $W_{\alpha+1, \beta+1, \gamma}(u, v) \mathrm{d} u d v$, we see that

$$
\left\langle{ }_{2} Q_{k, 2 n}^{\alpha, \beta, \gamma},{ }_{2} Q_{j, 2 m}^{\alpha, \beta, \gamma}\right\rangle_{\mathscr{W} \alpha, \beta, \gamma}=\left\langle P_{k, n-1}^{\alpha+1, \beta+1, \gamma}, P_{j, m-1}^{\alpha+1, \beta+1, \gamma}\right\rangle_{W_{\alpha+1, \beta+1, \gamma}}=0
$$

for $(k, 2 n) \neq(j, 2 m)$. Furthermore, setting $F=P_{k, n}^{(\gamma)} P_{k, n}^{(\gamma), 0,1}$, we obtain

$$
\begin{aligned}
\left\langle{ }_{1} Q_{k, 2 n}^{\alpha, \beta, \gamma},{ }_{1} Q_{j, 2 m+1}^{\alpha, \beta, \gamma}\right\rangle_{\mathscr{W}_{\alpha, \beta, \gamma}}= & \int_{[-1,1]^{2}}(x+y) P_{k, n}^{\alpha, \beta, \gamma}\left(2 x y, x^{2}+y^{2}-1\right) \\
& \times P_{k, n}^{\alpha, \beta+1, \gamma}\left(2 x y, x^{2}+y^{2}-1\right) \mathscr{W}_{\alpha, \beta, \gamma}(x, y) \mathrm{d} x \mathrm{~d} y,
\end{aligned}
$$

which is equal to zero since the right-hand side changes sign under $(x, y) \mapsto$ $(-x,-y)$. The same proof shows also that $\left\langle{ }_{1} Q_{k, 2 n}^{\alpha, \beta, \gamma},{ }_{2} Q_{j, 2 m+1}^{\alpha, \beta, \gamma}\right\rangle_{\mathscr{W}_{\alpha, \beta, \gamma}}=0$. Together, these facts prove the orthogonality of ${ }_{1} Q_{k, 2 n}^{\alpha, \beta, \gamma}$ and ${ }_{2} Q_{k, 2 n}^{\alpha, \beta, \gamma}$.

Since $(x-y)(x+y)=x^{2}-y^{2}$ changes sign under $(x, y) \mapsto(y, x)$, the same consideration shows that $\left\langle{ }_{1} Q_{k, 2 n+1}^{\alpha, \beta, \gamma},{ }_{2} Q_{j, 2 m+1}^{\alpha, \beta, \gamma}\right\rangle_{\mathscr{W}, \beta, \gamma}=0$. Finally,

$$
\begin{aligned}
& \left\langle{ }_{1} Q_{k, 2 n+1}^{\alpha, \beta, \gamma},{ }_{1} Q_{j, 2 m+1}^{\alpha, \beta, \gamma}\right\rangle_{W_{\alpha, \beta, \gamma}}=\left\langle P_{k, n}^{\alpha, \beta+1, \gamma}, P_{j, m}^{\alpha, \beta+1, \gamma}\right\rangle_{W_{\alpha, \beta, \gamma+1}}=0, \\
& \left\langle{ }_{2} Q_{k, 2 n+1}^{\alpha, \beta, \gamma},{ }_{2} Q_{j, 2 m+1}^{\alpha, \beta, \gamma}\right\rangle_{\mathscr{W}_{\alpha, \beta, \gamma}}=\left\langle P_{k, n}^{\alpha+1, \beta, \gamma}, P_{j, m}^{\alpha+1, \beta, \gamma}\right\rangle_{W_{\alpha+1, \beta, \gamma}}=0
\end{aligned}
$$

for $(k, n) \neq(j, m)$, proving the orthogonality of ${ }_{i} Q_{k, 2 n+1}^{\alpha, \beta, \gamma}, i=1,2$.
The structure of the basis in Theorem 2.8.2 can also be extended to the more general weight function $\mathscr{W}_{\gamma}(x, y)=\left|x^{2}-y^{2}\right| W_{\gamma}\left(2 x y, x^{2}+y^{2}-1\right)$, with $W_{\gamma}$ as in (2.7.4).

### 2.9 Second Family of Koornwinder Polynomials

The second family of Koornwinder polynomials is based on orthogonal exponentials over a regular hexagonal domain. It is convenient to use homogeneous coordinates in

$$
\mathbb{R}_{H}^{3}:=\left\{\mathbf{t}=\left(t_{1}, t_{2}, t_{3}\right) \in \mathbb{R}^{3}: t_{1}+t_{2}+t_{3}=0\right\}
$$

in which the hexagonal domain becomes

$$
\Omega:=\left\{\mathbf{t} \in \mathbb{R}_{H}^{3}:-1 \leq t_{1}, t_{2}, t_{3} \leq 1\right\}
$$

as seen in Figure 2.2. In this section we adopt the convention of using bold face letters, such as $\mathbf{t}$ and $\mathbf{k}$, to denote homogeneous coordinates. For $\mathbf{t} \in \mathbb{R}_{H}^{3}$ and $\mathbf{k} \in \mathbb{R}_{H}^{3} \cap \mathbb{Z}^{3}$, define the exponential function

$$
\phi_{\mathbf{k}}(\mathbf{t}):=\mathrm{e}^{2 \pi \mathrm{i} \mathbf{k} \cdot \mathbf{t} / 3}=\mathrm{e}^{2 \pi \mathrm{i}\left(k_{1} t_{1}+k_{2} t_{2}+k_{3} t_{3}\right) / 3} .
$$



Figure 2.2 A hexagonal domain in homogeneous coordinates.

Proposition 2.9.1 For $\mathbf{k}, \mathbf{j} \in \mathbb{R}_{H}^{3} \cap \mathbb{Z}^{3}$,

$$
\frac{1}{3} \int_{\Omega} \phi_{\mathbf{k}}(\mathbf{t}) \overline{\phi_{\mathbf{j}}(\mathbf{t})} \mathrm{d} \mathbf{t}=\delta_{\mathbf{k}, \mathbf{j}}
$$

Proof Using homogeneous coordinates, it is easy to see that

$$
\int_{\Omega} f(\mathbf{t}) \mathrm{d} \mathbf{t}=\int_{0}^{1} \mathrm{~d} t_{1} \int_{-1}^{0} f(\mathbf{t}) \mathrm{d} t_{2}+\int_{0}^{1} \mathrm{~d} t_{2} \int_{-1}^{0} f(\mathbf{t}) \mathrm{d} t_{3}+\int_{0}^{1} \mathrm{~d} t_{3} \int_{-1}^{0} f(\mathbf{t}) \mathrm{d} t_{1}
$$

from which the orthogonality can be easily verified using the homogeneity of $\mathbf{t}$, $\mathbf{k}$ and $\mathbf{j}$.

Evidently the hexagon (see Figure 2.2) is invariant under the reflection group $\mathscr{A}_{2}$ generated by the reflections in planes through the edges of the shaded equilateral triangle and perpendicular to its plane. In homogeneous coordinates the three reflections $\sigma_{1}, \sigma_{2}, \sigma_{3}$ are defined by

$$
\mathbf{t} \sigma_{1}:=-\left(t_{1}, t_{3}, t_{2}\right), \quad \mathbf{t} \sigma_{2}:=-\left(t_{2}, t_{1}, t_{3}\right), \quad \mathbf{t} \sigma_{3}:=-\left(t_{3}, t_{2}, t_{1}\right)
$$

Because of the relations $\sigma_{3}=\sigma_{1} \sigma_{2} \sigma_{1}=\sigma_{2} \sigma_{1} \sigma_{2}$, the group $\mathscr{G}$ is given by

$$
\mathscr{G}=\left\{1, \sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{1} \sigma_{2}, \sigma_{2} \sigma_{1}\right\} .
$$

For a function $f$ in homogeneous coordinates, the action of the group $\mathscr{G}$ on $f$ is defined by $\sigma f(\mathbf{t})=f(\mathbf{t} \sigma), \sigma \in \mathscr{G}$. We define functions

$$
\begin{aligned}
\mathrm{TC}_{\mathbf{k}}(\mathbf{t}):= & \frac{1}{6}\left[\phi_{k_{1}, k_{2}, k_{3}}(\mathbf{t})+\phi_{k_{2}, k_{3}, k_{1}}(\mathbf{t})+\phi_{k_{3}, k_{1}, k_{2}}(\mathbf{t})\right. \\
& \left.+\phi_{-k_{1},-k_{3},-k_{2}}(\mathbf{t})+\phi_{-k_{2},-k_{1},-k_{3}}(\mathbf{t})+\phi_{-k_{3},-k_{2},-k_{1}}(\mathbf{t})\right], \\
\mathrm{TS}_{\mathbf{k}}(\mathbf{t}):= & \frac{-1}{6} \mathrm{i}\left[\phi_{k_{1}, k_{2}, k_{3}}(\mathbf{t})+\phi_{k_{2}, k_{3}, k_{1}}(\mathbf{t})+\phi_{k_{3}, k_{1}, k_{2}}(\mathbf{t})\right. \\
& \left.-\phi_{-k_{1},-k_{3},-k_{2}}(\mathbf{t})-\phi_{-k_{2},-k_{1},-k_{3}}(\mathbf{t})-\phi_{-k_{3},-k_{2},-k_{1}}(\mathbf{t})\right] .
\end{aligned}
$$

Then $\mathrm{TC}_{\mathbf{k}}$ is invariant under $\mathscr{A}_{2}$ and TS is anti-invariant under $\mathscr{A}_{2}$; these functions resemble the cosine and sine functions. Because of their invariance properties, we can restrict them to one of the six congruent equilateral triangles inside the hexagon. We will choose the shaded triangle in Figure 2.2:

$$
\begin{equation*}
\triangle:=\left\{\left(t_{1}, t_{2}, t_{3}\right): t_{1}+t_{2}+t_{3}=0,0 \leq t_{1}, t_{2},-t_{3} \leq 1\right\} \tag{2.9.1}
\end{equation*}
$$

Since $\mathrm{TC}_{\mathbf{k} \sigma}(\mathbf{t})=\mathrm{TC}_{\mathbf{k}}(\mathbf{t} \sigma)=\mathrm{TC}_{\mathbf{k}}(\mathbf{t})$ for $\sigma \in \mathscr{A}_{2}$ and $\mathbf{t} \in \triangle$, we can restrict the index of $T C_{k}$ to the index set

$$
\begin{equation*}
\Lambda:=\left\{\mathbf{k} \in \mathbb{H}: k_{1} \geq 0, k_{2} \geq 0, k_{3} \leq 0\right\} \tag{2.9.2}
\end{equation*}
$$

A direct verification shows that $\mathrm{TS}_{\mathbf{k}}(\mathbf{t})=0$ whenever $\mathbf{k}$ has a zero component; hence, $\mathrm{TS}_{\mathbf{k}}(\mathbf{t})$ is defined only for $\mathbf{k} \in \Lambda^{\circ}$, where

$$
\Lambda^{\circ}:=\left\{\mathbf{k} \in \mathbb{H}: k_{1}>0, k_{2}>0, k_{3}<0\right\}
$$

the set of the interior points of $\Lambda$.

Proposition 2.9.2 For $\mathbf{k}, \mathbf{j} \in \Lambda$,

$$
2 \int_{\triangle} \mathrm{TC}_{\mathbf{k}}(\mathbf{t}) \overline{\mathrm{TC}_{\mathbf{j}}(\mathbf{t})} \mathrm{dt}=\delta_{\mathbf{k}, \mathbf{j}} \begin{cases}1, & \mathbf{k}=0  \tag{2.9.3}\\ \frac{1}{3}, & \mathbf{k} \in \Lambda \backslash \Lambda^{\circ}, \mathbf{k} \neq 0 \\ \frac{1}{6}, & \mathbf{k} \in \Lambda^{\circ}\end{cases}
$$

and, for $\mathbf{k}, \mathbf{j} \in \Lambda^{\circ}$,

$$
\begin{equation*}
2 \int_{\triangle} \mathrm{TS}_{\mathbf{k}}(\mathbf{t}) \overline{\mathrm{TS}_{\mathbf{j}}(\mathbf{t})} \mathrm{dt}=\frac{1}{6} \delta_{\mathbf{k}, \mathbf{j}} \tag{2.9.4}
\end{equation*}
$$

Proof If $f \bar{g}$ is invariant under $\mathscr{A}_{2}$ then

$$
\frac{1}{3} \int_{\Omega} f(\mathbf{t}) \overline{g(\mathbf{t})} \mathrm{d} \mathbf{t}=2 \int_{\triangle} f(\mathbf{t}) \overline{g(\mathbf{t})} \mathrm{d} \mathbf{t}
$$

from which (2.9.3) and (2.9.4) follow from Proposition 2.9.1.
We can use these generalized sine and cosine functions to define analogues of the Chebyshev polynomials of the first and the second kind. To see the polynomial structure among the generalized trigonometric functions, we make a change of variables. Denote

$$
\begin{equation*}
z:=\mathrm{TC}_{0,1,-1}(\mathbf{t})=\frac{1}{3}\left[\phi_{0,1,-1}(\mathbf{t})+\phi_{1,-1,0}(\mathbf{t})+\phi_{-1,0,1}(\mathbf{t})\right] \tag{2.9.5}
\end{equation*}
$$

Let $z=x+i y$. The change of variables $\left(t_{1}, t_{2}\right) \mapsto(x, y)$ has Jacobian

$$
\begin{align*}
\left|\frac{\partial(x, y)}{\partial\left(t_{1}, t_{2}\right)}\right| & =\frac{16}{27} \pi^{2} \sin \pi t_{1} \sin \pi t_{2} \sin \pi\left(t_{1}+t_{2}\right)  \tag{2.9.6}\\
& =\frac{2}{3 \sqrt{3}} \pi\left[-3\left(x^{2}+y^{2}+1\right)^{2}+8\left(x^{3}-3 x y^{2}\right)+4\right]^{1 / 2}
\end{align*}
$$

and the region $\triangle$ is mapped onto the region $\triangle^{*}$ bounded by $-3\left(x^{2}+y^{2}+1\right)^{2}+$ $8\left(x^{3}-3 x y^{2}\right)+4=0$, which is called Steiner's hypocycloid. This three-cusped region is depicted in Figure 2.3.

Definition 2.9.3 Under the change of variables (2.9.5), define the generalized Chebyshev polynomials

$$
\begin{aligned}
T_{k}^{m}(z, \bar{z}) & :=\mathrm{TC}_{k, m-k,-m}(\mathbf{t}), \quad 0 \leq k \leq m \\
U_{k}^{m}(z, \bar{z}) & :=\frac{\mathrm{TS}_{k+1, m-k+1,-m-2}(\mathbf{t})}{\mathrm{TS}_{1,1,-2}(\mathbf{t})}, \quad 0 \leq k \leq m
\end{aligned}
$$

Proposition 2.9.4 Let $P_{k}^{m}$ denote either $T_{k}^{m}$ or $U_{k}^{m}$. Then $P_{k}^{m}$ is a polynomial of total degree $m$ in $z$ and $\bar{z}$. Moreover

$$
\begin{equation*}
P_{m-k}^{m}(z, \bar{z})=\overline{P_{k}^{m}(z, \bar{z})}, \quad 0 \leq k \leq m \tag{2.9.7}
\end{equation*}
$$

and the $P_{k}^{m}$ satisfy the recursion relation

$$
\begin{equation*}
P_{k}^{m+1}(z, \bar{z})=3 z P_{k}^{m}(z, \bar{z})-P_{k+1}^{m}(z, \bar{z})-P_{k-1}^{m-1}(z, \bar{z}) \tag{2.9.8}
\end{equation*}
$$



Figure 2.3 The domain for the Koornwinder orthogonal polynomials of the second type.
for $0 \leq k \leq m$ and $m \geq 1$, where we use

$$
\begin{aligned}
& T_{-1}^{m}(z, \bar{z})=T_{1}^{m+1}(z, \bar{z}), \quad T_{m+1}^{m}(z, \bar{z})=T_{m}^{m+1}(z, \bar{z}) \\
& U_{-1}^{m}(z, \bar{z})=0, \quad U_{m}^{m-1}(z, \bar{z})=0 .
\end{aligned}
$$

In particular, we have

$$
\begin{array}{ll}
T_{0}^{0}(z, \bar{z})=1, & T_{0}^{1}(z, \bar{z})=z, \\
U_{0}^{0}(z, \bar{z})=1, & U_{0}^{1}(z, \bar{z})=3 z \\
U_{1}^{0} & U_{1}^{1}(z, \bar{z})=3 \bar{z}
\end{array}
$$

Proof Both (2.9.7) and (2.9.8) follow from a straightforward computation. Together they determine all $P_{k}^{m}$ recursively, which shows that both $T_{k}^{m}$ and $U_{k}^{m}$ are polynomials of degree $m$ in $z$ and $\bar{z}$.

The polynomials $T_{k}^{m}$ and $U_{k}^{m}$ are analogues of the Chebyshev polynomials of the first and the second kind. Furthermore, each family inherits an orthogonal relation from the generalized trigonometric functions, so that they are orthogonal polynomials of two variables.

Proposition 2.9.5 Let $w_{\alpha}(x, y)=\left|\frac{\partial(x, y)}{\partial\left(t_{1}, t_{2}\right)}\right|^{2 \alpha}$ as given in (2.9.6). Define

$$
\langle f, g\rangle_{w_{\alpha}}=c_{\alpha} \int_{\Delta^{*}} f(x, y) \overline{g(x, y)} w_{\alpha}(x, y) \mathrm{d} x \mathrm{~d} y
$$

where $c_{\alpha}$ is a normalization constant; $c_{\alpha}:=1 / \int_{\Delta} w_{\alpha}(x, y) \mathrm{d} x \mathrm{~d} y$. Then

$$
\left\langle T_{k}^{m}, T_{j}^{m}\right\rangle_{w_{-1 / 2}}=\delta_{k, j} \begin{cases}1, & m=k=0 \\ \frac{1}{3}, & k=0 \text { or } k=m, m>0 \\ \frac{1}{6}, & 1 \leq k \leq m-1, m>0\end{cases}
$$

and

$$
\left\langle U_{k}^{m}, U_{j}^{m}\right\rangle_{w_{1 / 2}}=\frac{1}{6} \delta_{k, j}, \quad 0 \leq j, k \leq m
$$

In particular, $\left\{T_{k}^{m}: 0 \leq k \leq m\right\}$ and $\left\{U_{k}^{m}: 0 \leq k \leq m\right\}$ are mutually orthogonal bases of $\mathscr{V}_{m}^{2}\left(w_{-1 / 2}\right)$ and $\mathscr{V}_{m}^{2}\left(w_{1 / 2}\right)$, respectively.

Proof The change of variables (2.9.5) implies immediately that

$$
2 \int_{\Delta} f(\mathbf{t}) \mathrm{d} \mathbf{t}=c_{-1 / 2} \int_{\Delta^{*}} f(x, y) w_{-1 / 2}(x, y) \mathrm{d} x \mathrm{~d} y .
$$

As a result, the orthogonality of the $T_{k}^{m}$ follows from that of $\mathrm{TC}_{\mathbf{j}}$ in Proposition 2.9.2. Further, using

$$
\mathrm{TS}_{1,1,-2}(\mathbf{t})=\frac{4}{3} \sin \pi t_{1} \sin \pi t_{2} \sin \pi t_{3}
$$

it is easily seen that the orthogonality of $U_{k}^{m}$ follows from that of $\mathrm{TS}_{\mathbf{j}}$.
By taking the real and complex parts of $T_{k}^{m}$ or $U_{k}^{m}$ and using the relation (2.9.7), we can also obtain a real orthogonal basis for $\mathscr{V}_{m}^{2}$.

### 2.10 Notes

The book by Appell and de Fériet [1926] contains several examples of orthogonal polynomials in two variables. Many examples up to 1950 can be found in the collection Erdélyi, Magnus, Oberhettinger and Tricomi [1953]. An influential survey is that due to Koornwinder [1975]. For the general properties of orthogonal polynomials in two variables, see the notes in Chapter 4.

Section 2.3 The disk is a special case $(d=2)$ of the unit ball in $\mathbb{R}^{d}$. Consequently, some further properties of orthogonal polynomials on the disk can be found in Chapter 4, including a compact formula for the reproducing kernel.

The first orthonormal basis goes back as far as Hermite and was studied in Appell and de Fériet [1926]. Biorthogonal polynomials were considered in detail in Appell and de Fériet [1926]; see also Erdélyi et al. [1953]. The basis (2.3.8) was first discovered in Logan and Shepp [1975], and it plays an important role in computer tomography; see Marr [1974] and Xu [2006a]. For further studies on orthogonal polynomials on the disk, see Waldron [2008] and Wünsche [2005] as well as the references on orthogonal polynomials on the unit ball $B^{d}$ for $d \geq 2$ given in Chapters 5 and 8.

Section 2.4 The triangle is a special case of the simplex in $\mathbb{R}^{d}$. Some further properties of orthogonal polynomials on the triangle can be found in Chapter 5, including a compact formula for the reproducing kernel.

The orthogonal polynomials (2.4.2) were first introduced in Proriol [1957]; the case $\alpha=\beta=\gamma=0$ became known as Dubiner's polynomials in the finite elements community after Dubiner [1991], which was apparently unaware that they had appeared in the literature much earlier. The basis $U_{k}^{n}$ was studied in detail in Appell and de Fériet [1926], and the biorthogonal basis appeared in Fackerell and Littler [1974]. The change of basis matrix connecting the three bases in Proposition 2.4.2 has Racah-Wilson ${ }_{4} F_{3}$ polynomials as entries; see Dunkl [1984b].

Section 2.5 The classification of all admissible equations that have orthogonal polynomials as eigenfunctions was studied first by Krall and Sheffer [1967], as summarized in Section 2.5. The classification in Suetin [1999], based on Engelis [1974], listed 15 cases; some of these are equivalent under the affine transforms in Krall and Sheffer [1967] but are treated separately because of other considerations. The orthogonality of cases (6) and (7) listed in this section is determined in Krall and Sheffer [1967]; cases (8) and (9) are determined in Berens, Schmid and Xu [1995a]. For further results, including solutions of the cases (6)-(9) and further discussion on the impact of affine transformations, see Littlejohn [1988], Lyskova [1991], Kim, Kwon and Lee [1998] and references therein. Classical orthogonal polynomials in two variables were studied in the context of hypergroups in Connett and Schwartz [1995].

Fernández, Pérez and Piñar [2011] considered examples of orthogonal polynomials of two variables that satisfy fourth-order differential equations. The product Jacobi polynomials, and other classical orthogonal polynomials of two variables, satisfy a second-order matrix differential equation; see Fernández, Pérez and Piñar [2005] and the references therein. They also satisfy a matrix form of Rodrigues type formula, as seen in de Álvarez, Fernández, Pérez, and Piñar [2009].

Section 2.6 The method in the first subsection first appeared in Larcher [1959] and was used in Agahanov [1965] for certain special cases. It was presented systematically in Koornwinder [1975], where the two cases of $\rho$ were stated. For further examples of explicit bases constructed in various domains, such as $\left\{(x, y): x^{2}+y^{2} \leq 1,-a \leq y \leq b\right\}, 0<a, b<1$, see Suetin [1999]. The product formula for polynomials in (2.6.4) was given in Koornwinder and Schwartz [1997]; it generates a convolution structure for $L^{2}\left(W_{\alpha, \beta}\right)$ and was used to study the convergence of orthogonal expansions in zu Castell, Filbir and Xu [2009]. The complex Hermite polynomials were introduced by Itô [1952]. They have been widely studied and used by many authors; see Ghanmi [2008, 2013], Intissar and Intissar [2006], Ismail [2013] and Ismail and Simeonov [2013] for some recent studies and their references. Disk polynomials were introduced in Zernike and Brinkman [1935] to evaluate the point image of an aberrated optical system taking into account the effects of diffraction (see the Wikipedia article on optical aberration); our normalization follows Dunkl [1982]. They were used in Folland [1975] to expand the Poisson-Szegő kernel for the ball in $\mathbb{C}^{d}$. A Banach algebra related to disk polynomials was studied in Kanjin [1985]. For further
properties of disk polynomials, including the fact that for $\lambda=d-2, d=2,3, \ldots$, they are spherical functions for $U(d) / U(d-1)$, see Ikeda [1967], Koornwinder [1975], Vilenkin and Klimyk [1991a, b, c], and Wünsche [2005]. The structure of complex orthogonal polynomials of two variables and its connection to and contrast with its real counterpart are studied in Xu [2013].

Section 2.7 The polynomials $P_{k, n}^{\alpha, \beta, \gamma}$ were studied in Koornwinder [1974a], which contains another differential operator, of fourth order, that has the orthogonal polynomials as eigenfunctions. See Koornwinder and SprinkhuizenKuyper [1978] and Sprinkhuizen-Kuyper [1976] for further results on these polynomials, including an explicit formula for $P_{k, n}^{\alpha, \beta, \gamma}$ in terms of power series, and Rodrigues type formulas; in Xu [2012] an explicit formula for the reproducing kernel in the case of $W_{\gamma}$ in (2.7.4) with $\gamma= \pm \frac{1}{2}$ was given in terms of the reproducing kernels of the orthogonal polynomials of one variable. The case $W_{ \pm 1 / 2}$ for general $w$ was considered first in Schmid and Xu [1994] in connection with Gaussian cubature rules.

Section 2.8 The result in this section was developed recently in Xu [2012], where further results, including a compact formula for the reproducing kernel and convergence of orthogonal expansions, can be found.

Section 2.9 The generalized Chebyshev polynomials in this section were first studied in Koornwinder [1974b]. We follow the approach in Li, Sun and Xu [2008], which makes a connection with lattice tiling. In Koornwinder [1974b] the orthogonal polynomials $P_{k, n}^{\alpha}$ for the weight function $w_{\alpha}, \alpha>-\frac{5}{6}$, were shown to be eigenfunctions of a differential operator of third order. The special case $P_{0, n}^{\alpha}$ was also studied in Lidl [1975], which includes an interesting generating function. For further results, see Shishkin [1997], Suetin [1999], Li, Sun and Xu [2008] and Xu [2010].

Other orthogonal polynomials of two variables The Berstein-Szegő twovariable weight function is of the form

$$
W(x, y)=\frac{4}{\pi^{2}} \frac{\sqrt{1-x^{2}} \sqrt{1-y^{2}}}{|h(z, y)|^{2}}, \quad x=\frac{1}{2}\left(z+\frac{1}{z}\right) .
$$

Here, for a given integer $m$ and $-1 \leq y \leq 1$,

$$
h(z, y)=\sum_{i=0}^{N} h_{i}(y) z^{i}, \quad z \in \mathbb{C},
$$

is nonzero for any $|z| \leq 1$ in which $h_{0}(y)=1$ and, for $1 \leq i \leq m, h_{i}(y)$ are polynomials in $y$ with real coefficients of degree at most $\frac{m}{2}-\left|\frac{m}{2}-i\right|$. For $m \leq 2$, complete orthogonal bases for $\mathscr{V}_{n}^{2}(W)$ are constructed for all $n$ in Delgado, Geronimo, Iliev and Xu [2009].

Orthogonal polynomials with respect to the area measure on the regular hexagon were studied in Dunkl [1987], where an algorithm for generating an orthogonal basis was given.

## 3

## General Properties of Orthogonal Polynomials in Several Variables

In this chapter we present the general properties of orthogonal polynomials in several variables, that is, those properties that hold for orthogonal polynomials associated with weight functions that satisfy some mild conditions but are not any more specific than that.

This direction of study started with the classical work of Jackson [1936] on orthogonal polynomials in two variables. It was realized even then that the proper definition of orthogonality is in terms of polynomials of lower degree and that orthogonal bases are not unique. Most subsequent early work was focused on understanding the structure and theory in two variables. In Erdélyi et al. [1953], which documents the work up to 1950, one finds little reference to the general properties of orthogonal polynomials in more than two variables, other than (Vol. II, p. 265): "There does not seem to be an extensive general theory of orthogonal polynomials in several variables." It was remarked there that the difficulty lies in the fact that there is no unique orthogonal system, owing to the many possible orderings of multiple sequences. And it was also pointed out that since a particular ordering usually destroys the symmetry, it is often preferable to construct biorthogonal systems. Krall and Sheffer [1967] studied and classified two-dimensional analogues of classical orthogonal polynomials as solutions of partial differential equations of the second order. Their classification is based on the following observation: while the orthogonal bases of $\mathscr{V}_{n}^{d}$, the set of orthogonal polynomials of degree $n$ defined in Section 3.1, are not unique, if the results can be stated "in terms of $\mathscr{V}_{0}^{d}, \mathscr{V}_{1}^{d}, \ldots, \mathscr{V}_{n}^{d}, \ldots$ rather than in terms of a particular basis in each $\mathscr{V}_{n}^{d}$, a degree of uniqueness is restored." This is the point of view that we shall adopt in much of this chapter.

The advantage of this viewpoint is that the result obtained will be basis independent, which allows us to derive a proper analogy of the three-term relation for orthogonal polynomials in several variables, to define block Jacobi matrices and study them as self-adjoint operators and to investigate common zeros of
orthogonal polynomials in several variables, among other things. This approach is also natural for studying the Fourier series of orthogonal polynomial expansions, since it restores a certain uniqueness in the expansion in several variables.

### 3.1 Notation and Preliminaries

Throughout this book we will use the standard multi-index notation, as follows. We denote by $\mathbb{N}_{0}$ the set of nonnegative integers. A multi-index is usually denoted by $\alpha, \alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}_{0}^{d}$. Whenever $\alpha$ appears with a subscript, it denotes the component of a multi-index. In this spirit we define, for example, $\alpha!=\alpha_{1}!\cdots \alpha_{d}$ ! and $|\alpha|=\alpha_{1}+\cdots+\alpha_{d}$, and if $\alpha, \beta \in \mathbb{N}_{0}^{d}$ then we define $\delta_{\alpha, \beta}=\delta_{\alpha_{1}, \beta_{1}} \cdots \delta_{\alpha_{d}, \beta_{d}}$.

For $\alpha \in \mathbb{N}_{0}^{d}$ and $x=\left(x_{1}, \ldots, x_{d}\right)$, a monomial in the variables $x_{1}, \ldots, x_{d}$ is a product

$$
x^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{d}^{\alpha_{d}}
$$

The number $|\alpha|$ is called the total degree of $x^{\alpha}$. A polynomial $P$ in $d$ variables is a linear combination of monomials,

$$
P(x)=\sum_{\alpha} c_{\alpha} x^{\alpha}
$$

where the coefficients $c_{\alpha}$ lie in a field $k$, usually the rational numbers $\mathbb{Q}$, the real numbers $\mathbb{R}$ or the complex numbers $\mathbb{C}$. The degree of a polynomial is defined as the highest total degree of its monomials. The collection of all polynomials in $x$ with coefficients in a field $k$ is denoted by $k\left[x_{1}, \ldots, x_{d}\right]$, which has the structure of a commutative ring. We will use the abbreviation $\Pi^{d}$ to denote $k\left[x_{1}, \ldots, x_{d}\right]$. We also denote the space of polynomials of degree at most $n$ by $\Pi_{n}^{d}$. When $d=1$, we will drop the superscript and write $\Pi$ and $\Pi_{n}$ instead.

A polynomial is called homogeneous if all the monomials appearing in it have the same total degree. Denote the space of homogeneous polynomials of degree $n$ in $d$ variables by $\mathscr{P}_{n}^{d}$, that is,

$$
\mathscr{P}_{n}^{d}=\left\{P: P(x)=\sum_{|\alpha|=n} c_{\alpha} x^{\alpha}\right\} .
$$

Every polynomial in $\Pi^{d}$ can be written as a linear combination of homogeneous polynomials; for $P \in \Pi_{n}^{d}$,

$$
P(x)=\sum_{k=0}^{n} \sum_{|\alpha|=k} c_{\alpha} x^{\alpha} .
$$

Denote by $r_{n}^{d}$ the dimension of $\mathscr{P}_{n}^{d}$. Evidently $\left\{x^{\alpha}:|\alpha|=n\right\}$ is a basis of $\mathscr{P}_{n}^{d}$; hence, $r_{n}^{d}=\#\left\{\alpha \in \mathbb{N}_{0}^{d}:|\alpha|=n\right\}$. It is easy to see that

$$
\frac{1}{(1-t)^{d}}=\prod_{i=1}^{d} \sum_{\alpha_{i}=0}^{\infty} t^{\alpha_{i}}=\sum_{n=0}^{\infty}\left(\sum_{|\alpha|=n} 1\right) t^{n}=\sum_{n=0}^{\infty} r_{n}^{d} t^{n} .
$$

Therefore, recalling an elementary infinite series

$$
\frac{1}{(1-t)^{d}}=\sum_{n=0}^{\infty} \frac{(d)_{n}}{n!} t^{n}=\sum_{n=0}^{\infty}\binom{n+d-1}{n} t^{n}
$$

and comparing the coefficients of $t^{n}$ in the two series, we conclude that

$$
r_{n}^{d}=\operatorname{dim} \mathscr{P}_{n}^{d}=\binom{n+d-1}{n} .
$$

Since the cardinalities of the sets $\left\{\alpha \in \mathbb{N}_{0}^{d}:|\alpha| \leq n\right\}$ and $\left\{\alpha \in \mathbb{N}_{0}^{d+1}:|\alpha|=n\right\}$ are the same, as each $\alpha$ in the first set becomes an element of the second set upon adding $\alpha_{d+1}=n-|\alpha|$ and as this is a one-to-one correspondence, it follows that

$$
\operatorname{dim} \Pi_{n}^{d}=\binom{n+d}{n}
$$

One essential difference between polynomials in one variable and polynomials in several variables is the lack of an obvious natural order in the latter. The natural order for monomials of one variable is the degree order, that is, we order monomials in $\Pi$ according to their degree, as $1, x, x^{2}, \ldots$ For polynomials in several variables, there are many choices of well-defined total order. Two are described below.

Lexicographic order We say that $\alpha \succ_{L} \beta$ if the first nonzero entry in the difference $\alpha-\beta=\left(\alpha_{1}-\beta_{1}, \ldots, \alpha_{d}-\beta_{d}\right)$ is positive.

Lexicographic order does not respect the total degree of the polynomials. For example, $\alpha$ with $\alpha=(3,0,0)$ of degree 3 is ordered so that it lies in front of $\beta$ with $\beta=(2,2,2)$ of degree 6 , while $\gamma$ with $\gamma=(0,0,3)$ of degree 3 comes after $\beta$. The following order does respect the polynomial degree.

Graded lexicographic order $\quad$ We say that $\alpha \succ_{\text {glex }} \beta$ if $|\alpha|>|\beta|$ or if $|\alpha|=|\beta|$ and the first nonzero entry in the difference $\alpha-\beta$ is positive.

In the case $d=2$ we can write $\alpha=(n-k, k)$, and the lexicographic order among $\{\alpha:|\alpha|=n\}$ is the same as the order $k=0,1, \ldots, n$. There are various other orders for polynomials of several variables; some will be discussed in later chapters.

Let $\langle\cdot, \cdot\rangle$ be a bilinear form defined on $\Pi^{d}$. Two polynomials $P$ and $Q$ are said to be orthogonal to each other with respect to the bilinear form if $\langle P, Q\rangle=0$. A polynomial $P$ is called an orthogonal polynomial if it is orthogonal to all polynomials of lower degree, that is, if

$$
\langle P, Q\rangle=0, \quad \forall Q \in \Pi^{d} \quad \text { with } \operatorname{deg} Q<\operatorname{deg} P
$$

If the bilinear form is given in terms of a weight function $W$,

$$
\begin{equation*}
\langle P, Q\rangle=\int_{\Omega} P(x) Q(x) W(x) \mathrm{d} x \tag{3.1.1}
\end{equation*}
$$

where $\Omega$ is a domain in $\mathbb{R}^{d}$ (this implies that $\Omega$ has a nonempty interior), we say that the orthogonal polynomials are orthogonal with respect to the weight function $W$.

For arbitrary bilinear forms there may or may not exist corresponding orthogonal polynomials. In the following we hypothesize their existence, and later we will derive necessary and sufficient conditions on the bilinear forms or linear functionals for the existence of such orthogonal polynomial systems.

Definition 3.1.1 Assume that orthogonal polynomials exist for a particular bilinear form. We denote by $\mathscr{V}_{n}^{d}$ the space of orthogonal polynomials of degree exactly $n$, that is,

$$
\begin{equation*}
\mathscr{V}_{n}^{d}=\left\{P \in \Pi_{n}^{d}:\langle P, Q\rangle=0 \quad \forall Q \in \Pi_{n-1}^{d}\right\} . \tag{3.1.2}
\end{equation*}
$$

When the dimension of $\mathscr{V}_{n}^{d}$ is the same as that of $\mathscr{P}_{n}^{d}$, it is natural to use a multi-index to index the elements of an orthogonal basis of $\mathscr{V}_{n}^{d}$. Thus, we shall denote the elements of such a basis by $P_{\alpha},|\alpha|=n$. We will sometimes use the notation $P_{\alpha}^{n}$, in which the superscript indicates the degree of the polynomial. For orthogonal polynomials of two variables, instead of $P_{\alpha}$ with $\alpha=(k, n-k)$ the more convenient notation $P_{k}$ or $P_{k}^{n}$ for $0 \leq k \leq n$ is often used, as in Chapter 2.

### 3.2 Moment Functionals and Orthogonal Polynomials in Several Variables

We will use the standard multi-index notation as in the above section. Throughout this section we write $r_{n}$ instead of $r_{n}^{d}$ whenever $r_{n}^{d}$ would appear as a subscript or superscript.

### 3.2.1 Definition of orthogonal polynomials

A multi-sequence $s: \mathbb{N}_{0}^{d} \mapsto \mathbb{R}$ is written in the form $s=\left\{s_{\alpha}\right\}_{\alpha \in \mathbb{N}_{0}^{d}}$. For each multisequence $s=\left\{s_{\alpha}\right\}_{\alpha \in \mathbb{N}_{0}^{d}}$, let $\mathscr{L}_{s}$ be the linear functional defined on $\Pi^{d}$ by

$$
\begin{equation*}
\mathscr{L}_{s}\left(x^{\alpha}\right)=s_{\alpha}, \quad \alpha \in \mathbb{N}_{0}^{d} \tag{3.2.1}
\end{equation*}
$$

call $\mathscr{L}_{s}$ the moment functional defined by the sequence $s$.
For convenience, we introduce a vector notation. Let the elements of the set $\left\{\alpha \in \mathbb{N}_{0}^{d}:|\alpha|=n\right\}$ be arranged as $\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{\left(r_{n}\right)}$ according to lexicographical order. For each $n \in \mathbb{N}_{0}$ let $\mathbf{x}^{n}$ denote the column vector

$$
\mathbf{x}^{n}=\left(x^{\alpha}\right)_{|\alpha|=n}=\left(x^{\alpha^{(j)}}\right)_{j=1}^{r_{n}} .
$$

That is, $\mathbf{x}^{n}$ is a vector whose elements are the monomials $x^{\alpha}$ for $|\alpha|=n$, arranged in lexicographical order. Also define, for $k, j \in \mathbb{N}_{0}$ vectors of moments $\mathbf{s}_{k}$ and matrices of moments $\mathbf{s}_{\{k\}+\{j\}}$ by

$$
\begin{equation*}
\mathbf{s}_{k}=\mathscr{L}_{s}\left(\mathbf{x}^{k}\right) \quad \text { and } \quad \mathbf{s}_{\{k\}+\{j\}}=\mathscr{L}_{s}\left(\mathbf{x}^{k}\left(\mathbf{x}^{j}\right)^{\mathbf{T}}\right) \tag{3.2.2}
\end{equation*}
$$

By definition $\mathbf{s}_{\{k\}+\{j\}}$ is a matrix of size $r_{k}^{d} \times r_{j}^{d}$ and its elements are $\mathscr{L}_{s}\left(x^{\alpha+\beta}\right)$ for $|\alpha|=k$ and $|\beta|=j$. Finally, for each $n \in \mathbb{N}_{0}$, the $\mathbf{s}_{\{k\}+\{j\}}$ are used as building blocks to define a matrix

$$
\begin{equation*}
M_{n, d}=\left(\mathbf{s}_{\{k\}+\{j\}}\right)_{k, j=0}^{n} \quad \text { with } \quad \Delta_{n, d}=\operatorname{det} M_{n, d} . \tag{3.2.3}
\end{equation*}
$$

We call $M_{n, d}$ a moment matrix; its elements are $\mathscr{L}_{s}\left(x^{\alpha+\beta}\right)$ for $|\alpha| \leq n$ and $|\beta| \leq n$.
In the following we will write $\mathscr{L}$ for $\mathscr{L}_{s}$ whenever $s$ is not explicit. If $\mathscr{L}$ is a moment functional then $\mathscr{L}(P Q)$ is a bilinear form, so that we can define orthogonal polynomials with respect to $\mathscr{L}$. In particular, $P$ is an orthogonal polynomial of degree $n$ if $\mathscr{L}(P Q)=0$ for every polynomial of degree $n-1$ or less. More generally, we can put the monomials in the basis $\left\{x^{\alpha}: \alpha \in \mathbb{N}_{0}^{d}\right\}$ of $\Pi^{d}$ in a linear order and use Gram-Schmidt orthogonalization to generate a new basis whose elements are mutually orthogonal with respect to $\mathscr{L}$. However, since there is no natural order for the set $\left\{\alpha \in \mathbb{N}_{0}^{d}:|\alpha|=n\right\}$, we may just as well consider orthogonality only with respect to polynomials of different degree, that is, we take polynomials of the same degree to be orthogonal to polynomials of lower degree but not necessarily orthogonal among themselves. To make this precise, let us introduce the following notation. If $\left\{P_{\alpha}^{n}\right\}_{|\alpha|=n}$ is a sequence of polynomials in $\Pi_{n}^{d}$, denote by $\mathbb{P}_{n}$ the (column) polynomial vector

$$
\mathbb{P}_{n}=\left(P_{\alpha}^{n}\right)_{|\alpha|=n}=\left(\begin{array}{lll}
P_{\alpha^{(1)}}^{n} & \cdots & P_{\alpha^{\left(r_{n}\right)}}^{n} \tag{3.2.4}
\end{array}\right)^{\mathrm{T}},
$$

where $\alpha^{(1)}, \ldots, \alpha^{\left(r_{n}\right)}$ is the arrangement of elements in $\left\{\alpha \in \mathbb{N}_{0}^{d}:|\alpha|=n\right\}$ according to lexicographical order. Sometimes we use the notation $\mathbb{P}_{n}$ to indicate the set of polynomials $\left\{P_{\alpha}^{n}\right\}$.

Definition 3.2.1 Let $\mathscr{L}$ be a moment functional. A sequence of polynomials $\left\{P_{\alpha}^{n}:|\alpha|=n, n \in \mathbb{N}_{0}\right\}, P_{\alpha}^{n} \in \Pi_{n}^{d}$, is said to be orthogonal with respect to $\mathscr{L}$ if

$$
\begin{equation*}
\mathscr{L}\left(\mathbf{x}^{m} \mathbb{P}_{n}^{\mathrm{T}}\right)=0, \quad n>m, \quad \text { and } \quad \mathscr{L}\left(\mathbf{x}^{n} \mathbb{P}_{n}^{\mathrm{T}}\right)=S_{n} \tag{3.2.5}
\end{equation*}
$$

where $S_{n}$ is an invertible matrix of size $r_{n}^{d} \times r_{n}^{d}$ (assuming for now that $\mathscr{L}$ permits the existence of such $P_{\alpha}^{n}$ ).

We may also call $\mathbb{P}_{n}$ an orthogonal polynomial. We note that this definition agrees with our usual notion of orthogonal polynomials since, by definition,

$$
\mathscr{L}\left(\mathbf{x}^{m} \mathbb{P}_{n}^{\mathrm{T}}\right)=0 \quad \Longleftrightarrow \quad \mathscr{L}\left(x^{\beta} P_{\alpha}^{n}\right)=0, \quad|\alpha|=n, \quad|\beta|=m ;
$$

thus (3.2.5) implies that the $P_{\alpha}^{n}$ are orthogonal to polynomials of lower degree. Some immediate consequences of this definition are as follows.

Proposition 3.2.2 Let $\mathscr{L}$ be a moment functional and let $\mathbb{P}_{n}$ be the orthogonal polynomial defined above. Then $\left\{\mathbb{P}_{0}, \ldots, \mathbb{P}_{n}\right\}$ forms a basis for $\Pi_{n}^{d}$.

Proof Consider the sum $\mathbf{a}_{0}^{\mathrm{T}} \mathbb{P}_{0}+\cdots+\mathbf{a}_{n}^{\mathrm{T}} \mathbb{P}_{n}$, where $\mathbf{a}_{i} \in \mathbb{R}^{r_{i}}$. Multiplying the sum from the right by the row vector $\mathbb{P}_{k}^{\mathrm{T}}$ and applying $\mathscr{L}$, it follows from the orthogonality that $\mathbf{a}_{k}^{\mathrm{T}} \mathscr{L}\left(\mathbb{P}_{k} \mathbb{P}_{k}^{\mathrm{T}}\right)=0$ for $0 \leq k \leq n$, and this shows, by the orthogonality of $\mathbb{P}_{k}$ to lower-degree polynomials, that $\mathbf{a}_{k}^{\mathrm{T}} S_{k}^{\mathrm{T}}=0$. Thus, $\mathbf{a}_{k}=0$ since $S_{k}$ is invertible. Therefore $\left\{P_{\alpha}^{n}\right\}_{|\alpha| \leq n}$ is linearly independent and forms a basis for $\Pi_{n}^{d}$.

Using the vector notation, the orthogonal polynomial $\mathbb{P}_{n}$ can be written as

$$
\begin{equation*}
\mathbb{P}_{n}=G_{n, n} \mathbf{x}^{n}+G_{n, n-1} \mathbf{x}^{n-1}+\cdots+G_{n, 0} \mathbf{x}^{0} \tag{3.2.6}
\end{equation*}
$$

where $G_{n}=G_{n, n}$ is called the leading coefficient of $\mathbb{P}_{n}$ and is a matrix of size $r_{n}^{d} \times r_{n}^{d}$.

Proposition 3.2.3 Let $\mathbb{P}_{n}$ be as in the previous proposition. Then the leadingcoefficient matrix $G_{n}$ is invertible.

Proof The previous proposition implies that there exists a matrix $G_{n}^{\prime}$ such that

$$
\mathbf{x}^{n}=G_{n}^{\prime} \mathbb{P}_{n}+\mathbb{Q}_{n-1}
$$

where $\mathbb{Q}_{n-1}$ is a vector whose components belong to $\Pi_{n-1}^{d}$. Comparing the coefficients of $\mathbf{x}^{n}$ gives $G_{n}^{\prime} G_{n}=I$, which implies that $G_{n}$ is invertible.

Proposition 3.2.4 Let $\mathbb{P}_{n}$ be as in the previous proposition. Then the matrix $H_{n}=\mathscr{L}\left(\mathbb{P}_{n} \mathbb{P}_{n}^{\mathrm{T}}\right)$ is invertible.

Proof Since $H_{n}=\mathscr{L}\left(\mathbb{P}_{n} \mathbb{P}_{n}^{\mathrm{T}}\right)=G_{n} \mathscr{L}\left(\mathbf{x}^{n} \mathbb{P}_{n}^{\mathrm{T}}\right)=G_{n} S_{n}$, it is invertible by Proposition 3.2.3.

Lemma 3.2.5 Let $\mathscr{L}$ be a moment functional and let $\mathbb{P}_{n}$ be an orthogonal polynomial with respect to $\mathscr{L}$. Then $\mathbb{P}_{n}$ is uniquely determined by the matrix $S_{n}$.

Proof Suppose, otherwise, that there exist $\mathbb{P}_{n}$ and $\mathbb{P}_{n}^{*}$ both satisfying the orthogonality conditions of (3.2.5) with the same matrices $S_{n}$. Let $G_{n}$ and $G_{n}^{*}$ denote the leading-coefficient matrices of $\mathbb{P}_{n}$ and $\mathbb{P}_{n}^{*}$, respectively. By Proposition 3.2.2, $\left\{\mathbb{P}_{0}, \ldots, \mathbb{P}_{n}\right\}$ forms a basis of $\Pi_{n}^{d}$; write the elements of $\mathbb{P}_{n}^{*}$ in terms of this basis. That is, there exist matrices $C_{k}: r_{n}^{d} \times r_{k}^{d}$ such that

$$
\mathbb{P}_{n}^{*}=C_{n} \mathbb{P}_{n}+C_{n-1} \mathbb{P}_{n-1}+\cdots+C_{0} \mathbb{P}_{0}
$$

Multiplying the above equation by $\mathbb{P}_{k}^{\mathrm{T}}$ and applying the moment functional $\mathscr{L}$, we conclude that $C_{k} \mathscr{L}\left(\mathbb{P}_{k} \mathbb{P}_{k}^{\mathrm{T}}\right)=0,0 \leq k \leq n-1$, by orthogonality. It follows from Proposition 3.2.4 that $C_{k}=0$ for $0 \leq k \leq n-1$; hence $\mathbb{P}_{n}^{*}=C_{n} \mathbb{P}_{n}$. Comparing the coefficients of $\mathbf{x}^{n}$ leads to $G_{n}^{*}=C_{n} G_{n}$. That is, $C_{n}=G_{n}^{*} G_{n}^{-1}$ and $\mathbb{P}_{n}=G_{n} G_{n}^{*-1} \mathbb{P}_{n}^{*}$, which implies by (3.2.5) that $S_{n}=\mathscr{L}\left(\mathbf{x}^{n} \mathbb{P}_{n}^{\mathrm{T}}\right)=$ $\mathscr{L}\left(\mathbf{x}^{n} \mathbb{P}_{n}^{* \mathrm{~T}}\right)\left(G_{n} G_{n}^{*-1}\right)^{\mathrm{T}}=S_{n}\left(G_{n} G_{n}^{*-1}\right)^{\mathrm{T}}$. Therefore $G_{n} G_{n}^{*-1}=I$ and so $G_{n}=G_{n}^{*}$ and $\mathbb{P}_{n}=\mathbb{P}_{n}^{*}$.

Theorem 3.2.6 Let $\mathscr{L}$ be a moment functional. A system of orthogonal polynomials in several variables exists if and only if

$$
\Delta_{n, d} \neq 0, \quad n \in \mathbb{N}_{0}
$$

Proof Using the monomial expression of $\mathbb{P}_{n}$ in (3.2.6) and the notation $\mathbf{s}_{k}$ in (3.2.2),

$$
\begin{aligned}
\mathscr{L}\left(\mathbf{x}^{k} \mathbb{P}_{n}^{\mathrm{T}}\right) & =\mathscr{L}\left(\mathbf{x}^{k}\left(G_{n} \mathbf{x}^{n}+G_{n, n-1} \mathbf{x}^{n-1}+\cdots+G_{n, 0} \mathbf{x}^{0}\right)^{\mathrm{T}}\right) \\
& =\mathbf{s}_{\{k\}+\{n\}} G_{n}^{\mathrm{T}}+\mathbf{s}_{\{k\}+\{n-1\}} G_{n, n-1}^{\mathrm{T}}+\cdots+\mathbf{s}_{\{k\}+\{0\}} G_{n, 0}^{\mathrm{T}} .
\end{aligned}
$$

From the definition of $M_{n, d}$ in (3.2.3), it follows that the orthogonality condition (3.2.5) is equivalent to the following linear system of equations:

$$
M_{n, d}\left[\begin{array}{c}
G_{n, 0}^{\mathrm{T}}  \tag{3.2.7}\\
\vdots \\
G_{n, n}^{\mathrm{T}}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
S_{n}^{\mathrm{T}}
\end{array}\right] .
$$

If an orthogonal polynomial system exists then for each $S_{n}$ there exists exactly one $\mathbb{P}_{n}$. Therefore, the system of equations (3.2.7) has a unique solution, which implies that $M_{n, d}$ is invertible; thus $\Delta_{n, d} \neq 0$.

However, if $\Delta_{n, d} \neq 0$ then, for each invertible matrix $S_{n}$, (3.2.7) has a unique solution $\left(\begin{array}{lll}G_{0, n} & \cdots & G_{n, n}\end{array}\right)^{\mathrm{T}}$. Let $\mathbb{P}_{n}=\sum G_{k, n} \mathbf{x}^{k}$; then (3.2.7) is equivalent to $\mathscr{L}\left(\mathbf{x}^{k} \mathbb{P}_{n}^{\mathrm{T}}\right)=0, k<n$, and $\mathscr{L}\left(\mathbf{x}^{n} \mathbb{P}_{n}^{\mathrm{T}}\right)=S_{n}$.

Definition 3.2.7 A moment linear functional $\mathscr{L}_{s}$ is said to be positive definite if

$$
\mathscr{L}_{s}\left(p^{2}\right)>0 \quad \forall p \in \Pi^{d}, \quad p \neq 0
$$

We also say that $\left\{s_{\alpha}\right\}$ is positive definite when $\mathscr{L}_{s}$ is positive definite.
If $p=\sum a_{\alpha} x^{\alpha}$ is a polynomial in $\Pi^{d}$ then $\mathscr{L}_{s}(p)=\sum a_{\alpha} s_{\alpha}$. In terms of the sequence $s$, the positive definiteness of $\mathscr{L}_{s}$ amounts to the requirement that

$$
\sum_{\alpha, \beta} a_{\alpha} a_{\beta} s_{\alpha+\beta}>0
$$

where $\alpha+\beta=\left(\alpha_{1}+\beta_{1}, \ldots, \alpha_{d}+\beta_{d}\right)$, for every sequence $a=\left\{a_{\alpha}\right\}_{\alpha \in \mathbb{N}_{0}^{d}}$ in which $a_{\alpha}=0$ for all but finitely many $\alpha$. Hence it is evident that $\mathscr{L}_{s}$ is positive definite if and only if for every tuple $\left(\beta^{(1)}, \ldots, \beta^{(r)}\right)$ of distinct multi-indices $\beta^{(j)} \in \mathbb{N}_{0}^{d}$, $1 \leq j \leq r$, the matrix $\left(s_{\beta^{(i)}+\beta^{(j)}}\right)_{i, j=1, \ldots, r}$ has a positive determinant.

Lemma 3.2.8 If $\mathscr{L}_{s}$ is positive definite then the determinant $\Delta_{n, d}>0$.

Proof Assume that $\mathscr{L}_{s}$ is positive definite. Let a be an eigenvector of the matrix $M_{n, d}$ corresponding to eigenvalue $\lambda$. Then, on the one hand, $\mathbf{a}^{\mathrm{T}} M_{n, d} \mathbf{a}=\lambda\|\mathbf{a}\|^{2}$. On the other hand, $\mathbf{a}^{\mathrm{T}} M_{n, d} \mathbf{a}=\mathscr{L}_{s}\left(p^{2}\right)>0$, where $p(x)=\sum_{j=0}^{n} \mathbf{a}_{j}^{\mathrm{T}} \mathbf{x}^{j}$. It follows that $\lambda>0$. Since all the eigenvalues are positive, $\Delta_{n, d}=\operatorname{det} M_{n, d}>0$.

Corollary 3.2.9 If $\mathscr{L}$ is a positive definite moment functional then there exists a system of orthogonal polynomials with respect to $\mathscr{L}$.

Definition 3.2.10 Let $\mathscr{L}$ be a moment functional. A sequence of polynomials $\left\{P_{\alpha}^{n}:|\alpha|=n, n \in \mathbb{N}_{0}\right\}, P_{\alpha}^{n} \in \Pi_{n}^{d}$, is said to be orthonormal with respect to $\mathscr{L}$ if

$$
\mathscr{L}\left(P_{\alpha}^{n} P_{\beta}^{m}\right)=\delta_{\alpha, \beta} ;
$$

in the vector notation, the above equations become

$$
\begin{equation*}
\mathscr{L}\left(\mathbb{P}_{m} \mathbb{P}_{n}^{\mathrm{T}}\right)=0, \quad n \neq m, \quad \text { and } \quad \mathscr{L}\left(\mathbb{P}_{n} \mathbb{P}_{n}^{\mathrm{T}}\right)=I_{r_{n}}, \tag{3.2.8}
\end{equation*}
$$

where $I_{k}$ denotes the identity matrix of size $k \times k$.

Theorem 3.2.11 If $\mathscr{L}$ is a positive definite moment functional then there exists an orthonormal basis with respect to $\mathscr{L}$.

Proof By the previous corollary, there is a basis of orthogonal polynomials $\mathbb{P}_{n}$ with respect to $\mathscr{L}$. Let $H_{n}=\mathscr{L}\left(\mathbb{P}_{n} \mathbb{P}_{n}^{\mathrm{T}}\right)$. For any nonzero vector $\mathbf{a}, P=\mathbf{a}^{\mathrm{T}} \mathbb{P}_{n}$ is a nonzero polynomial by Proposition 3.2.2. Hence $\mathbf{a} H_{n} \mathbf{a}^{\mathrm{T}}=\mathscr{L}\left(P^{2}\right)>0$, which shows that $H_{n}$ is a positive definite matrix. Let $H_{n}^{1 / 2}$ be the positive square root of $H$ (the unique positive definite matrix with the same eigenvectors as $H$ and $\left.H_{n}=H_{n}^{1 / 2} H_{n}^{1 / 2}\right)$. Define $\mathbb{Q}_{n}=\left(H_{n}^{1 / 2}\right)^{-1} \mathbb{P}_{n}$. Then

$$
\mathscr{L}\left(\mathbb{Q}_{n} \mathbb{Q}_{n}^{\mathrm{T}}\right)=\left(H_{n}^{1 / 2}\right)^{-1} \mathscr{L}\left(\mathbb{P}_{n} \mathbb{P}_{n}^{\mathrm{T}}\right)\left(H_{n}^{1 / 2}\right)^{-1}=\left(H_{n}^{1 / 2}\right)^{-1} H_{n}\left(H_{n}^{1 / 2}\right)^{-1}=I,
$$

which shows that the elements of $\mathbb{Q}_{n}$ consist of an orthonormal basis with respect to $\mathscr{L}$.

### 3.2.2 Orthogonal polynomials and moment matrices

Let $\mathscr{L}$ be a positive definite moment functional. For each $n \in \mathbb{N}_{0}$, let $M_{n, d}$ be the moment matrix of $\mathscr{L}$ as defined in (3.2.3). Then $M_{n, d}$ has a positive
determinant by Lemma 3.2.8. For $\alpha \in \mathbb{N}_{0}^{d}$ we denote by $\mathbf{s}_{k, \alpha}$ the column vector $\mathbf{s}_{\alpha, k}:=\mathscr{L}\left(x^{\alpha} \mathbf{x}^{k}\right)$; in particular, $\mathbf{s}_{\alpha, 0}=s_{\alpha}$. We will define monic orthogonal polynomials in terms of the moment matrix. For $\alpha \in\{\beta:|\beta|=n\}$, define the polynomial $P_{\alpha}^{n}$ by

$$
P_{\alpha}^{n}(x):=\frac{1}{\Delta_{n-1, d}} \operatorname{det}\left[\begin{array}{cc|c} 
& & \mathbf{s}_{\alpha, 0}  \tag{3.2.9}\\
& M_{n-1, d} & \mathbf{s}_{\alpha, 1} \\
& & \vdots \\
\hline 1 & \mathbf{x}^{\mathrm{T}} \cdots\left(\mathbf{x}^{n-1}\right)^{\mathrm{T}} & \mathbf{x}^{\alpha}
\end{array}\right] .
$$

It is evident that the $P_{\alpha}^{n}$ are of degree $n$. Furthermore, they are orthogonal.

Theorem 3.2.12 The polynomials $P_{\alpha}^{n}$ defined above are monomial orthogonal polynomials.

Proof Expanding the determinant in (3.2.9) by its last row, we see that $P_{\alpha}^{n}$ is a monomial polynomial, $P_{\alpha}(x)=x^{\alpha}+\cdots$. Moreover multiplying $P_{\alpha}(x)$ by $x^{\beta}$, $|\beta| \leq n-1$, and applying the linear functional $\mathscr{L}$, the last row of the determinant $\operatorname{det} \mathscr{L}\left[x^{\beta} M_{\alpha}(x)\right]$ coincides with one of the rows above; consequently, $\mathscr{L}\left(x^{\beta} P_{\alpha}^{n}\right)=0$.

For $d=2$, this definition appeared in Jackson [1936]; see also Suetin [1999]. It is also possible to define a sequence of orthonormal bases in terms of moments. For this purpose let $\mathscr{L}$ be a positive definite moment functional and define a different matrix $\widetilde{M}_{\alpha}(x)$ as follows.

The rows of the matrix $M_{n, d}$ are indexed by $\{\alpha:|\alpha|=n\}$. Moreover, the row indexed by $\alpha$ is

$$
\left(\begin{array}{llll}
\mathbf{s}_{\alpha, 0}^{\mathrm{T}} & \mathbf{s}_{\alpha, 1}^{\mathrm{T}} & \cdots & \mathbf{s}_{\alpha, n}^{\mathrm{T}}
\end{array}\right)=\mathscr{L}\left(\begin{array}{llll}
x^{\alpha} & x^{\alpha} \mathbf{x}^{\mathrm{T}} & \cdots & x^{\alpha}\left(\mathbf{x}^{n}\right)^{\mathrm{T}}
\end{array}\right) .
$$

Let $\widetilde{M}_{\alpha}(x)$ be the matrix obtained from $M_{n, d}$ by replacing the above row, with index $\alpha$, by $\left(\begin{array}{llll}x^{\alpha} & x^{\alpha} \mathbf{x}^{T} & \cdots & x^{\alpha}\left(\mathbf{x}^{n}\right)^{\mathrm{T}}\end{array}\right)$. Define

$$
\begin{equation*}
\widetilde{P}_{\alpha}(x):=\frac{1}{\Delta_{n, d}} \operatorname{det} \widetilde{M}_{\alpha}(x), \quad|\alpha|=n, \quad \alpha \in \mathbb{N}_{0}^{d} \tag{3.2.10}
\end{equation*}
$$

Multiplying the polynomial $\widetilde{P}_{\alpha}^{n}$ by $x^{\beta}$ and applying the linear functional $\mathscr{L}$, we obtain immediately

$$
\mathscr{L}\left(x^{\beta} \widetilde{P}_{\alpha}^{n}\right)= \begin{cases}0 & \text { if }|\beta| \leq n-1  \tag{3.2.11}\\ \delta_{\alpha, \beta} & \text { if }|\beta|=n\end{cases}
$$

Thus $\left\{\widetilde{P}_{\alpha}^{n}\right\}_{|\alpha|=n_{n=0}}^{\infty}$ is a system of orthogonal polynomials with respect to $\mathscr{L}$.

Let adj $M_{n, d}$ denote the adjoint matrix of $M_{n, d}$; that is, its elements are the cofactors of $M_{n, d}$ (see, for example, p. 20 of Horn and Johnson [1985]). A theorem of linear algebra states that

$$
M_{n, d}^{-1}=\frac{1}{\Delta_{n, d}} \operatorname{adj} M_{n, d}
$$

Let $M_{n, d}^{-1}(|\alpha|=n)$ denote the submatrix of $M_{n, d}^{-1}=\left(m_{\alpha, \beta}\right)_{|\alpha|,|\beta| \leq n}$ which consists of those $m_{\alpha, \beta}$ whose indices satisfy the condition $|\alpha|=|\beta|=n$; in other words, $M_{n, d}^{-1}(|\alpha|=n)$ is the principal minor of $M_{n, d}^{-1}$ of size $r_{n}^{d} \times r_{n}^{d}$ at the lower right corner. The elements of $M_{n, d}^{-1}(|\alpha|=n)$ are the cofactors of the elements of $\mathscr{L}\left(\mathbf{x}^{n}\left(\mathbf{x}^{n}\right)^{\mathrm{T}}\right)$ in $M_{n, d}$. Since $M_{n, d}$ is positive definite, so is $M_{n, d}^{-1}$; it follows that $M_{n, d}^{-1}(|\alpha|=n)$ is also positive definite.

Theorem 3.2.13 Let $\mathscr{L}$ be a positive definite moment functional. Then the polynomials

$$
\begin{equation*}
\mathbb{P}_{n}=\left(M_{n, d}^{-1}(|\alpha|=n)\right)^{-1 / 2} \widetilde{\mathbb{P}}_{n}=G_{n} \mathbf{x}^{n}+\cdots \tag{3.2.12}
\end{equation*}
$$

are orthonormal polynomials with respect to $\mathscr{L}$, and $G_{n}$ is positive definite.
Proof By the definition of $\widetilde{M}_{\alpha}$, expand the determinant along the row $\left(\begin{array}{llll}1 & \mathbf{x}^{\mathrm{T}} & \cdots & \left(\mathbf{x}^{n}\right)^{\mathrm{T}}\end{array}\right)$; then

$$
\operatorname{det} \widetilde{M}_{\alpha}(x)=\sum_{|\beta|=n} C_{\alpha, \beta} x^{\beta}+Q_{\alpha}^{n-1}, \quad Q_{\alpha}^{n-1} \in \Pi_{n-1}^{d}
$$

where $C_{\alpha, \beta}$ is the cofactor of the element $\mathscr{L}\left(x^{\alpha} x^{\beta}\right)$ in $M_{n, d}$; that is, $\operatorname{adj} M_{n, d}=$ $\left(C_{\beta, \alpha}\right)_{|\alpha|,|\beta| \leq n}$. Therefore, since $\operatorname{adj} M_{n, d}=\Delta_{n, d} M_{n, d}^{-1}$, we can write

$$
\begin{aligned}
\widetilde{\mathbb{P}}_{n} & =\frac{1}{\Delta_{n, d}} \Delta_{n, d} M_{n, d}^{-1}(|\alpha|=n) \mathbf{x}^{n}+\mathbb{Q}_{n-1} \\
& =M_{n, d}^{-1}(|\alpha|=n) \mathbf{x}^{n}+\mathbb{Q}_{n-1} .
\end{aligned}
$$

From (3.2.11) we have that $\mathscr{L}\left(\mathbf{x}^{n} \widetilde{\mathbb{P}}_{n}^{\mathrm{T}}\right)=I_{r_{n}}$ and $\mathscr{L}\left(\mathbb{Q}_{n-1} \widetilde{\mathbb{P}}_{n}^{\mathrm{T}}\right)=0$; hence,

$$
\mathscr{L}\left(\widetilde{\mathbb{P}}_{n} \widetilde{\mathbb{P}}_{n}^{\mathrm{T}}\right)=M_{n, d}^{-1}(|\alpha|=n) .
$$

It then follows immediately that $\mathscr{L}\left(\mathbb{P}_{n} \mathbb{P}_{n}^{\mathrm{T}}\right)=I$; thus $\mathbb{P}_{n}$ is orthonormal. Moreover,

$$
\begin{equation*}
G_{n}=\left[M_{n, d}^{-1}(|\alpha|=n)\right]^{1 / 2} . \tag{3.2.13}
\end{equation*}
$$

Clearly, $G_{n}$ is positive definite.
As is evident from the examples in the previous chapter, systems of orthonormal polynomials with respect to $\mathscr{L}$ are not unique. In fact, if $\mathbb{P}_{n}$ is orthonormal then, for any orthogonal matrix $O_{n}$ of size $r_{n}^{d} \times r_{n}^{d}$, the polynomial components in $\mathbb{P}_{n}^{*}=O_{n} \mathbb{P}_{n}$ are also orthonormal. Moreover, it is easily seen that if the components
of $\mathbb{P}_{n}$ and $\mathbb{P}_{n}^{*}$ are each a collection of orthonormal polynomials then multiplication by an orthogonal matrix connects $\mathbb{P}_{n}$ and $\mathbb{P}_{n}^{*}$.

Theorem 3.2.14 Let $\mathscr{L}$ be positive definite and let $\left\{Q_{\alpha}^{n}\right\}$ be a sequence of orthonormal polynomials with respect to $\mathscr{L}$. Then there is an orthogonal matrix $O_{n}$ such that $\mathbb{Q}_{n}=O_{n} \mathbb{P}_{n}$, where $\mathbb{P}_{n}$ are the orthonormal polynomials defined in (3.2.12). Moreover, the leading-coefficient matrix $G_{n}^{*}$ of $\mathbb{Q}_{n}$ satisfies $G_{n}^{*}=O_{n} G_{n}$, where $G_{n}$ is the positive definite matrix in (3.2.13). Furthermore,

$$
\begin{equation*}
\left(\operatorname{det} G_{n}\right)^{2}=\frac{\Delta_{n-1, d}}{\Delta_{n, d}} . \tag{3.2.14}
\end{equation*}
$$

Proof By Theorem 3.2.13, $\mathbb{Q}_{n}=O_{n} \mathbb{P}_{n}+O_{n, n-1} \mathbb{P}_{n-1}+\cdots+O_{n, 0} \mathbb{P}_{0}$. Multiplying the equation by $\mathbb{P}_{k}, 0 \leq k \leq n-1$, it follows that $O_{n, k}=0$ for $k=0,1, \ldots, n-1$. Hence, $\mathbb{Q}_{n}=O_{n} \mathbb{P}_{n}$. Since both $\mathbb{P}_{n}$ and $\mathbb{Q}_{n}$ are orthonormal,

$$
I=\mathscr{L}\left(\mathbb{Q}_{n} \mathbb{Q}_{n}^{\mathrm{T}}\right)=O_{n} \mathscr{L}\left(\mathbb{P}_{n} \mathbb{P}_{n}^{\mathrm{T}}\right) O_{n}^{\mathrm{T}}=O_{n} O_{n}^{\mathrm{T}}
$$

which shows that $O_{n}$ is orthonormal. Comparing the leading coefficients of $\mathbb{Q}_{n}=O_{n} \mathbb{P}_{n}$ leads to $G_{n}^{*}=O_{n} G_{n}$. To verify equation (3.2.14), use (3.2.13) and the formula for the determinants of minors (see, for example, p. 21 of Horn and Johnson [1985]):

$$
\operatorname{det} M_{n, d}^{-1}(|\alpha|=n)=\frac{\operatorname{det} M_{n, d}(1 \leq|\alpha| \leq n-1)}{\Delta_{n, d}}=\frac{\Delta_{n-1, d}}{\Delta_{n, d}},
$$

from which the desired result follows immediately.
Equation (3.2.14) can be viewed as an analogue of the relation $k_{n}^{2}=d_{n} / d_{n+1}$ for orthogonal polynomials of one variable, given in Section 1.4.

### 3.2.3 The moment problem

Let $\mathscr{M}=\mathscr{M}\left(\mathbb{R}^{d}\right)$ denote the set of nonnegative Borel measures on $\mathbb{R}^{d}$ having moments of all orders, that is, if $\mu \in \mathscr{M}$ then

$$
\int_{\mathbb{R}^{d}}\left|x^{\alpha}\right| \mathrm{d} \mu(x)<\infty \quad \forall \alpha \in \mathbb{N}_{0}^{d}
$$

For $\mu \in \mathscr{M}$, as in the previous section its moments are defined by

$$
\begin{equation*}
s_{\alpha}=\int_{\mathbb{R}^{d}} x^{\alpha} \mathrm{d} \mu, \quad \alpha \in \mathbb{N}_{0}^{d} \tag{3.2.15}
\end{equation*}
$$

However, if $\left\{s_{\alpha}\right\}$ is a multi-sequence and there is a measure $\mu \in \mathscr{M}$ such that (3.2.15) holds then $s_{\alpha}$ is called a moment sequence. Two measures in $\mathscr{M}$ are called equivalent if they have the same moments. The measure $\mu$ is called determinate if $\mu$ is unique in the equivalence class of measures. If a sequence
is a moment sequence of a determinate measure, we say that the sequence is determinate.

Evidently, if $\mu \in \mathscr{M}$ then the moment functional $\mathscr{L}$ defined by its moments is exactly the linear functional

$$
\mathscr{L}(P)=\int_{\mathbb{R}^{d}} P(x) \mathrm{d} \mu(x), \quad P \in \Pi^{d}
$$

Examples include any linear functional expressible as an integral with respect to a nonnegative weight function $W$, that is for which $\mathrm{d} \mu(x)=W(x) \mathrm{d} x$ and $\int\left|x^{\alpha}\right| W(x) \mathrm{d} x<\infty$ for all $\alpha$. Whenever $W$ is supported on a domain with nonempty interior, it is positive definite in the sense of Definition 3.2.7, that is, $\mathscr{L}\left(P^{2}\right)>0$ whenever $P \neq 0$.

The moment problem asks the question when is a sequence a moment sequence and, if so, when is the measure determinate? Like many other problems involving polynomials in higher dimensions, the moment problem in several variables is much more difficult than its one-variable counterpart. The problem is still not completely solved. A theorem due to Haviland gives the following characterization (see Haviland [1935]).

Theorem 3.2.15 A moment sequence $s$ can be given in the form (3.2.15) if and only if the moment functional $\mathscr{L}_{s}$ is nonnegative on the set of nonnegative polynomials $\Pi_{+}^{d}=\left\{P \in \Pi^{d}: p(x) \geq 0, x \in \mathbb{R}^{d}\right\}$.

The linear functional $\mathscr{L}$ is called positive if $\mathscr{L}(P) \geq 0$ on $\Pi_{+}^{d}$. In one variable, $\mathscr{L}$ being positive is equivalent to its being nonnegative definite, that is, to $\mathscr{L}\left(p^{2}\right) \geq 0$, since every positive polynomial on $\mathbb{R}$ can be written as a sum of the squares of two polynomials. In several variables, however, this is no longer the case: there exist positive polynomials that cannot be written as a sum of the squared polynomials. Thus, Hamburger's famous theorem that a sequence is a moment sequence if and only if it is positive definite does not hold in several variables (see Fuglede [1983], Berg, Christensen and Ressel [1984], Berg [1987] and Schmüdgen [1990]). There are several sufficient conditions for a sequence to be determinate. For example, the following result of Nussbaum [1966] extends a classical result of Carleman in one variable (see, for example, Shohat and Tamarkin [1943]).

Theorem 3.2.16 If $\left\{s_{\alpha}\right\}$ is a positive definite sequence and if Carleman's condition for a sequence $\left\{a_{n}\right\}$,

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left(a_{2 n}\right)^{-1 / 2 n}=+\infty \tag{3.2.16}
\end{equation*}
$$

is satisfied by each of the marginal sequences $s_{\{n, 0, \ldots, 0\}}, s_{\{0, n, \ldots, 0\}}, \ldots, s_{\{0,0, \ldots, n\}}$ then $\left\{s_{\alpha}\right\}$ is a determinate moment sequence.

This theorem allows us to extend some results for the moment problem of one variable to several variables. For example, it follows that the proof of Theorem 5.2 in Freud [1966] in one variable can be extended easily to the following theorem.

Theorem 3.2.17 If $\mu \in \mathscr{M}$ satisfies

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \mathrm{e}^{c\|x\|} \mathrm{d} \mu(x)<\infty \tag{3.2.17}
\end{equation*}
$$

for some constant $c>0$ then $\mu$ is a determinate measure.

Evidently, we can replace $\|x\|$ by $|x|_{1}$. In particular, if $\mu \in \mathscr{M}$ has compact support then it is determinate. If $K$ is a domain defined in $\mathbb{R}^{d}$ then one can consider the $K$-moment problem, which asks when a given sequence is a moment sequence of a measure supported on $K$. There are various sufficient conditions and results for special domains; see the references cited above.

A related question is the density of polynomials in $L^{2}(\mathrm{~d} \mu)$. In one variable it is known that if $\mu$ is determinate then polynomials in $L^{2}(\mathrm{~d} \mu)$ will be dense. This, however, is not true in several variables; see Berg and Thill [1991], where it is proved that there exist rotation-invariant measures $\mu$ on $\mathbb{R}^{d}$ which are determinate but for which the polynomials are not dense in $L^{2}(\mathrm{~d} \mu)$. For the study of the convergence of orthogonal polynomial expansions in several variables in later chapters, the following theorem is useful.

Theorem 3.2.18 If $\mu \in \mathscr{M}$ satisfies the condition (3.2.17) for some constant $c>0$ then the space of polynomials $\Pi^{d}$ is dense in the space $L^{2}(\mathrm{~d} \mu)$.

Proof The assumption implies that polynomials are elements of $L^{2}(\mathrm{~d} \mu)$. Indeed, for each $\alpha \in \mathbb{N}_{0}^{d}$ and for every $c>0$ there exists a constant $A$ such that $\left|x^{\alpha}\right|^{2}<$ $A \mathrm{e}^{c\|x\|}$ for all sufficiently large $\|x\|$.

If polynomials were not dense in $L^{2}(\mathrm{~d} \mu)$, there would be a function $f$, not almost everywhere zero, in $L^{2}(\mathrm{~d} \mu)$ such that $f$ would be orthogonal to all polynomials:

$$
\int_{\mathbb{R}^{d}} f(x) x^{\alpha} \mathrm{d} \mu(x)=0, \quad \alpha \in \mathbb{N}_{0}^{d}
$$

Let $\mathrm{d} v=f(x) \mathrm{d} \mu$. Then, since $\left(\int|f| \mathrm{d} \mu\right)^{2} \leq \int|f|^{2} \mathrm{~d} \mu \int \mathrm{~d} \mu$, we can take the Fourier-Stieltjes transform of $\mathrm{d} \nu$, which is, by definition,

$$
\hat{v}(z)=\int_{\mathbb{R}^{d}} \mathrm{e}^{-\mathrm{i}\langle z, x\rangle} \mathrm{d} v(x), \quad z \in \mathbb{C}^{d}
$$

Let $y=\operatorname{Im} z$. By the Cauchy-Schwarz inequality, for $\|y\| \leq c / 2$ we have

$$
|\hat{v}(z)|^{2}=\left|\int_{\mathbb{R}^{d}} \mathrm{e}^{-\mathrm{i}\langle z, x\rangle} \mathrm{d} v\right|^{2} \leq \int_{\mathbb{R}^{d}} \mathrm{e}^{2\|y\|\|x\|} \mathrm{d} \mu \int_{\mathbb{R}^{d}}|f(x)|^{2} \mathrm{~d} \mu<\infty,
$$

since $|\langle y, x\rangle| \leq\|y\|\|x\|$. Similarly,

$$
\left|\frac{\partial \hat{v}(z)}{\partial z_{i}}\right|^{2} \leq \int_{\mathbb{R}^{d}}\left|x_{i}\right|^{2} \mathrm{e}^{2\|y\|\|x\|} \mathrm{d} \mu \int_{\mathbb{R}^{d}}|f(x)|^{2} \mathrm{~d} \mu<\infty
$$

for $\|y\| \leq c / 4$. Consequently $\hat{v}(z)$ is analytic in the set $\left\{z \in \mathbb{C}^{d}:|\operatorname{Im} z| \leq c / 4\right\}$. For small $\|z\|$, expanding $\hat{v}(z)$ in a power series and integrating by parts gives

$$
\hat{v}(z)=\sum_{n=0}^{\infty} \frac{(-\mathrm{i})^{n}}{n!} \int_{\mathbb{R}^{d}} f(x)\langle x, z\rangle^{n} \mathrm{~d} \mu=0 .
$$

Therefore, by the uniqueness principle for analytic functions, $\hat{v}(z)=0$ for $\|y\| \leq c / 4$. In particular $\hat{v}(z)=0$ for $z \in \mathbb{R}^{d}$. By the uniqueness of the FourierStieltjes transform, we conclude that $f(x)=0$ almost everywhere, which is a contradiction.

This proof is a straightforward extension of the one-variable proof on p. 31 of Higgins [1977].

### 3.3 The Three-Term Relation

### 3.3.1 Definition and basic properties

The three-term relation plays an essential role in understanding the structure of orthogonal polynomials in one variable, as indicated in Subsection 1.3.2. For orthogonal polynomials in several variables, the three-term relation takes a vector-matrix form. Let $\mathscr{L}$ be a moment functional. Throughout this subsection, we use the notation $\tilde{\mathbb{P}}_{n}$ for orthogonal polynomials with respect to $\mathscr{L}$ and the notation $H_{n}$ for the matrix

$$
H_{n}=\mathscr{L}\left(\tilde{\mathbb{P}}_{n} \tilde{\mathbb{P}}_{n}^{\mathrm{T}}\right) .
$$

When $H_{n}=I$, the identity matrix, $\tilde{\mathbb{P}}_{n}$ becomes orthonormal and the notation $\mathbb{P}_{n}$ is used to denote orthonormal polynomials. Note that $H_{n}$ is invertible by Proposition 3.2.4.

Theorem 3.3.1 For $n \geq 0$, there exist unique matrices $A_{n, i}: r_{n}^{d} \times r_{n+1}^{d}$, $B_{n, i}: r_{n}^{d} \times r_{n}^{d}$ and $C_{n, i}^{\mathrm{T}}: r_{n}^{d} \times r_{n-1}^{d}$ such that

$$
\begin{equation*}
x_{i} \tilde{\mathbb{P}}_{n}=A_{n, i} \tilde{\mathbb{P}}_{n+1}+B_{n, i} \tilde{\mathbb{P}}_{n}+C_{n, i} \tilde{\mathbb{P}}_{n-1}, \quad 1 \leq i \leq d, \tag{3.3.1}
\end{equation*}
$$

where we define $\mathbb{P}_{-1}=0$ and $C_{-1, i}=0$; moreover,

$$
\begin{align*}
A_{n, i} H_{n+1} & =\mathscr{L}\left(x_{i} \tilde{\mathbb{P}}_{n} \tilde{\mathbb{P}}_{n+1}^{\mathrm{T}}\right), \\
B_{n, i} H_{n} & =\mathscr{L}\left(x_{i} \tilde{\mathbb{P}}_{n} \tilde{\mathbb{P}}_{n}^{\mathrm{T}}\right),  \tag{3.3.2}\\
A_{n, i} H_{n+1} & =H_{n} C_{n+1, i}^{\mathrm{T}} .
\end{align*}
$$

Proof Since the components of $x_{i} \tilde{\mathbb{P}}_{n}$ are polynomials of degree $n+1$, they can be written as linear combinations of orthogonal polynomials of degree $n+1$ and less by Proposition 3.2.2. Hence, in vector notation, there exist matrices $M_{k, i}$ such that

$$
x_{i} \tilde{\mathbb{P}}_{n}=M_{n, i} \tilde{\mathbb{P}}_{n+1}+M_{n-1, i} \tilde{\mathbb{P}}_{n}+M_{n-2, i} \tilde{\mathbb{P}}_{n-1}+\cdots
$$

However, if we multiply the above equation by $\tilde{\mathbb{P}}_{k}^{\mathrm{T}}$ from the right and apply the linear functional $\mathscr{L}$ then $M_{k-1, i} H_{k}=\mathscr{L}\left(x_{i} \tilde{\mathbb{P}}_{n} \tilde{\mathbb{P}}_{k}^{\mathrm{T}}\right)$. By the orthogonality of $\tilde{\mathbb{P}}_{k}$ and the fact that $H_{k}$ is invertible, $M_{k, i}=0$ for $k \leq n-2$. Hence, the three-term relation holds and (3.3.2) follows.

For orthonormal polynomials $\mathbb{P}_{n}, H_{n}=I$; the three-term relation takes a simpler form:

Theorem 3.3.2 For $n \geq 0$, there exist matrices $A_{n, i}: r_{n}^{d} \times r_{n+1}^{d}$ and $B_{n, i}: r_{n}^{d} \times r_{n}^{d}$ such that

$$
\begin{equation*}
x_{i} \mathbb{P}_{n}=A_{n, i} \mathbb{P}_{n+1}+B_{n, i} \mathbb{P}_{n}+A_{n-1, i}^{\mathrm{T}} \mathbb{P}_{n-1}, \quad 1 \leq i \leq d \tag{3.3.3}
\end{equation*}
$$

where we define $\mathbb{P}_{-1}=0$ and $A_{-1, i}=0$. Moreover, each $B_{n, i}$ is symmetric.

The coefficients of the three-term relation satisfy several properties. First, recall that the leading-coefficient matrix of $\tilde{\mathbb{P}}_{n}$ (or $\mathbb{P}_{n}$ ) is denoted by $G_{n}$. Comparing the highest-coefficient matrices on each side of (3.3.3), it follows that

$$
\begin{equation*}
A_{n, i} G_{n+1}=G_{n} L_{n, i}, \quad 1 \leq i \leq d, \tag{3.3.4}
\end{equation*}
$$

where the $L_{n, i}$ are matrices of size $r_{n}^{d} \times r_{n+1}^{d}$, defined by

$$
\begin{equation*}
L_{n, i} \mathbf{x}^{n+1}=x_{i} \mathbf{x}^{n}, \quad 1 \leq i \leq d \tag{3.3.5}
\end{equation*}
$$

For example, for $d=2$,

$$
L_{n, 1}=\left[\begin{array}{cccc}
1 & & \bigcirc & 0 \\
& \ddots & & \vdots \\
\bigcirc & & 1 & 0
\end{array}\right] \text { and } L_{n, 2}=\left[\begin{array}{cccc}
0 & 1 & & \bigcirc \\
\vdots & & \ddots & \\
0 & \bigcirc & & 1
\end{array}\right]
$$

We now adopt the following notation: if $M_{1}, \ldots, M_{d}$ are matrices of the same size $p \times q$ then we define their joint matrix $M$ by

$$
M=\left(\begin{array}{lll}
M_{1}^{\mathrm{T}} & \cdots & M_{d}^{\mathrm{T}} \tag{3.3.6}
\end{array}\right)^{\mathrm{T}}, \quad M: d p \times q
$$

(it is better to write $M$ as a column matrix of $M_{1}, \ldots, M_{d}$ ). In particular, both $L_{n}$ and $A_{n}$ are joint matrices of size $d r_{n}^{d} \times r_{n+1}^{d}$. The following proposition collects the properties of $L_{n, i}$.

Proposition 3.3.3 For each $i, 1 \leq i \leq d$, the matrix $L_{n, i}$ satisfies the equation $L_{n, i} L_{n, i}^{\mathrm{T}}=$ I. Moreover,

$$
\operatorname{rank} L_{n, i}=r_{n}^{d}, \quad 1 \leq i \leq d, \quad \text { and } \quad \operatorname{rank} L_{n}=r_{n+1}^{d}
$$

Proof By definition, each row of $L_{n, i}$ contains exactly one element equal to 1 ; the rest of its elements are 0 . Hence $L_{n, i} L_{n, i}^{\mathrm{T}}=I$, which also implies that $\operatorname{rank} L_{n, i}=r_{n}^{d}$. Moreover, let

$$
\mathscr{N}_{n}=\left\{\alpha \in \mathbb{N}_{0}^{d}:|\alpha|=n\right\} \quad \text { and } \quad \mathscr{N}_{n, i}=\left\{\alpha \in \mathbb{N}_{0}^{d}:|\alpha|=n, \alpha_{i} \neq 0\right\}
$$

and let $\mathbf{a}=\left(a_{\alpha}\right)_{\alpha \in \mathscr{N}_{n}}$ be a vector of size $r_{n+1}^{d} \times 1$; then $L_{n, i}$ can be considered as a mapping which projects a onto its restriction on $\mathscr{N}_{n+1, i}$, that is, $L_{n, i} \mathbf{a}=\left.\mathbf{a}\right|_{\mathscr{N}_{n+1, i}}$. To prove that $L_{n}$ has full rank, we show that if $L_{n} \mathbf{a}=0$ then $\mathbf{a}=0$. By definition, $L_{n} \mathbf{a}=0$ implies that $L_{n, i} \mathbf{a}=0,1 \leq i \leq d$. Evidently $\bigcup_{i} \mathscr{N}_{n, i}=\mathscr{N}_{n}$. Hence $L_{n, i} \mathbf{a}=0$ implies that $\mathbf{a}=0$.

Theorem 3.3.4 For $n \geq 0$ and $1 \leq i \leq d$,

$$
\begin{equation*}
\operatorname{rank} A_{n, i}=\operatorname{rank} C_{n+1, i}=r_{n}^{d} \tag{3.3.7}
\end{equation*}
$$

Moreover, for the joint matrix $A_{n}$ of $A_{n, i}$ and the joint matrix $C_{n}^{\mathrm{T}}$ of $C_{n, i}^{\mathrm{T}}$,

$$
\begin{equation*}
\operatorname{rank} A_{n}=r_{n+1}^{d} \quad \text { and } \quad \operatorname{rank} C_{n+1}^{\mathrm{T}}=r_{n+1}^{d} \tag{3.3.8}
\end{equation*}
$$

Proof From the relation (3.3.4) and the fact that $G_{n}$ is invertible, $\operatorname{rank} A_{n, i}=r_{n}^{d}$ follows from Proposition 3.3.3. Since $H_{n}$ is invertible, it follows from the third equation of (3.3.2) that $\operatorname{rank} C_{n+1, i}=r_{n}^{d}$. In order to prove (3.3.8) note that (3.3.4) implies that $A_{n} G_{n+1}=\operatorname{diag}\left\{G_{n}, \ldots, G_{n}\right\} L_{n}$, since $G_{n}$ being invertible implies that the matrix $\operatorname{diag}\left\{G_{n}, \ldots, G_{n}\right\}$ is invertible. It follows from Proposition 3.3.3 that $\operatorname{rank} A_{n}=r_{n+1}^{d}$. Furthermore, the third equation of (3.3.2) implies that $A_{n} H_{n+1}=$ $\operatorname{diag}\left\{H_{n}, \ldots, H_{n}\right\} C_{n+1}^{\mathrm{T}}$, and $H_{n}$ is invertible; consequently, $\operatorname{rank} C_{n+1}=\operatorname{rank} A_{n}$.

Since the matrix $A_{n}$ has full rank, it has a generalized inverse $D_{n}^{\mathrm{T}}$, which we write as follows:

$$
D_{n}^{\mathrm{T}}=\left(\begin{array}{lll}
D_{n, 1}^{\mathrm{T}} & \cdots & \left.D_{n, i}^{\mathrm{T}}\right),
\end{array} r_{n+1}^{d} \times d r_{n}^{d}\right.
$$

where $D_{n, i}^{\mathrm{T}}: r_{n+1}^{d} \times r_{n}^{d}$, that is,

$$
\begin{equation*}
D_{n}^{\mathrm{T}} A_{n}=\sum_{i=1}^{d} D_{n, i}^{\mathrm{T}} A_{n, i}=I \tag{3.3.9}
\end{equation*}
$$

We note that the matrix $D_{n}$ that satisfies (3.3.9) is not unique. In fact, let $A$ be a matrix of size $s \times t, s>t$, with $\operatorname{rank} A=t$, and let the singular-value decomposition of $A$ be given by

$$
A=W^{\mathrm{T}}\left[\begin{array}{l}
\Lambda \\
0
\end{array}\right] U
$$

where $\Lambda: t \times t$ is an invertible diagonal matrix and $W: s \times s$ and $U: t \times t$ are unitary matrices. Then the matrix $D^{\mathrm{T}}$ defined by

$$
D^{\mathrm{T}}=U^{\mathrm{T}}\left(\Lambda^{-1}, \Lambda_{1}\right) W,
$$

where $\Lambda_{1}: s \times t$ can be any matrix, satisfies $D^{\mathrm{T}} A=I$. The matrix $D^{\mathrm{T}}$ is known as the generalized inverse of $A$. If $\Lambda_{1}=0$ then $D^{\mathrm{T}}$ is the unique Moore-Penrose generalized inverse, which is often denoted by $A^{+}$.

Using the generalized matrix $D_{n}^{\mathrm{T}}$, we can deduce a recursive formula for orthogonal polynomials in several variables.

Theorem 3.3.5 Let $D_{n}^{\mathrm{T}}$ be a generalized inverse of $A_{n}$. There exist matrices $E_{n}: r_{n+1}^{d} \times r_{n}^{d}$ and $F_{n}: r_{n+1}^{d} \times r_{n-1}^{d}$ such that

$$
\begin{equation*}
\tilde{\mathbb{P}}_{n+1}=\sum_{i=1}^{d} x_{i} D_{n, i}^{\mathrm{T}} \tilde{\mathbb{P}}_{n}+E_{n} \tilde{\mathbb{P}}_{n}+F_{n} \tilde{\mathbb{P}}_{n-1}, \tag{3.3.10}
\end{equation*}
$$

where

$$
\sum_{i=1}^{d} D_{n, i}^{\mathrm{T}} B_{n, i}=-E_{n}, \quad \sum_{i=1}^{d} D_{n, i}^{\mathrm{T}} C_{n, i}^{\mathrm{T}}=-F_{n}
$$

Proof Multiplying the three-term relation (3.3.3) by $D_{n, i}^{\mathrm{T}}$ and summing over $1 \leq$ $i \leq d$, we find that the desired equality follows from (3.3.9).

Equation (3.3.10) is an analogue of the recursive formula for orthogonal polynomials in one variable. However, unlike its one-variable counterpart, (3.3.10) does not imply the three-term relation; that is, if we choose matrices $A_{n, i}, B_{n, i}$ and $C_{n, i}$, and use (3.3.10) to generate a sequence of polynomials, in general the polynomials do not satisfy the three-term relation. We will discuss the condition under which equivalence does hold in Section 3.5.

### 3.3.2 Favard's theorem

Next we prove an analogy of Favard's theorem which states roughly that any sequence of polynomials mich satisfies a three-term relation (3.3.1) whose coefficient matrices satisfy the rank conditions (3.3.7) and (3.3.8) is necessarily a sequence of orthogonal polynomials. We need a definition.

Definition 3.3.6 A linear functional $\mathscr{L}$ defined on $\Pi^{d}$ is called quasi-definite if there is a basis $B$ of $\Pi^{d}$ such that, for any $P, Q \in B$,

$$
\mathscr{L}(P Q)=0 \quad \text { if } \quad P \neq Q \quad \text { and } \quad \mathscr{L}\left(P^{2}\right) \neq 0
$$

From the discussion in Section 3.2 it is clear that if $\mathscr{L}$ is positive definite then it is quasi-definite. However, quasi-definiteness may not imply positive definiteness.

Theorem 3.3.7 Let $\left\{\mathbb{P}_{n}\right\}_{n=0}^{\infty}=\left\{P_{\alpha}^{n}:|\alpha|=n, n \in \mathbb{N}_{0}\right\}, \mathbb{P}_{0}=1$, be an arbitrary sequence in $\Pi^{d}$. Then the following statements are equivalent.
(i) There exists a linear functional $\mathscr{L}$ which defines a quasi-definite linear functional on $\Pi^{d}$ and which makes $\left\{\mathbb{P}_{n}\right\}_{n=0}^{\infty}$ an orthogonal basis in $\Pi^{d}$.
(ii) For $n \geq 0,1 \leq i \leq d$, there exist matrices $A_{n, i}, B_{n, i}$ and $C_{n, i}$ such that
(a) the polynomials $\mathbb{P}_{n}$ satisfy the three-term relation (3.3.1),
(b) the matrices in the relation satisfy the rank conditions (3.3.7) and (3.3.8).

Proof That statement (i) implies statement (ii) is contained in Theorems 3.3.1 and 3.3.4. To prove the other direction, we first prove that the polynomial sequence $\left\{\mathbb{P}_{n}\right\}$ forms a basis of $\Pi^{d}$. It suffices to prove that the leading coefficient, $G_{n}$, of $\mathbb{P}_{n}$ is invertible.
The matrix $\operatorname{diag}\left\{G_{n}, \ldots, G_{n}\right\}$ is of size $d r_{n}^{d} \times d r_{n}^{d}$ and has copies of the matrix $G_{n}$ as diagonal entries in the sense of block matrices. Since the polynomial $\mathbb{P}_{n}$ satisfies the three-term relation, comparing the coefficient matrices of $\mathbf{x}^{n+1}$ on each side of the relation leads to $A_{n, i} G_{n+1}=G_{n} L_{n, i}, 1 \leq i \leq d$, from which it follows that $A_{n} G_{n+1}=\operatorname{diag}\left\{G_{n}, \ldots, G_{n}\right\} L_{n}$. We now proceed with induction in $n$ to prove that each $G_{n}$ is invertible. That $\mathbb{P}_{0}=1$ implies $G_{0}=1$. Suppose that $G_{n}$ has been proved to be invertible. Then $\operatorname{diag}\left\{G_{n}, \ldots, G_{n}\right\}$ is invertible and from the relation rank $L_{n}=r_{n+1}^{d}$ we have

$$
\operatorname{rank} A_{n} G_{n+1}=\operatorname{rank} \operatorname{diag}\left\{G_{n}, \ldots, G_{n}\right\} L_{n}=r_{n+1}^{d}
$$

Therefore, by (3.3.8) and the rank inequality of product matrices (see, for example, p. 13 of Horn and Johnson [1985]),

$$
\operatorname{rank} G_{n+1} \geq \operatorname{rank} A_{n} G_{n+1} \geq \operatorname{rank} A_{n}+\operatorname{rank} G_{n+1}-r_{n+1}^{d}=\operatorname{rank} G_{n+1}
$$

Thus, it follows that rank $G_{n+1}=\operatorname{rank} A_{n} G_{n+1}=r_{n+1}^{d}$. Hence $G_{n+1}$ is invertible and the induction is complete.

Since $\left\{P_{k}^{n}\right\}$ is a basis of $\Pi^{d}$, the linear functional $\mathscr{L}$ defined on $\Pi^{d}$ by

$$
\mathscr{L}(1)=1, \quad \mathscr{L}\left(\mathbb{P}_{n}\right)=0, \quad n \geq 1,
$$

is well defined. We now use induction to prove that

$$
\begin{equation*}
\mathscr{L}\left(\mathbb{P}_{k} \mathbb{P}_{j}^{\mathrm{T}}\right)=0, \quad k \neq j \tag{3.3.11}
\end{equation*}
$$

Let $n \geq 0$ be an integer. Assume that (3.3.11) hold for every $k, j$ such that $0 \leq k \leq$ $n$ and $j>k$. Since the proof of (3.3.10) used only the three-term relation and the
fact that rank $A_{n}=r_{n+1}^{d}$, it follows from (iia) and (iib) that (3.3.10) holds for $\mathbb{P}_{n}$ under these considerations. Therefore, for $\ell>n+1$,

$$
\begin{aligned}
\mathscr{L}\left(\mathbb{P}_{n+1} \mathbb{P}_{\ell}^{\mathrm{T}}\right) & =\mathscr{L}\left(\sum_{i=1}^{d} x_{i} D_{n, i} \mathbb{P}_{n} \mathbb{P}_{\ell}^{\mathrm{T}}\right) \\
& =\mathscr{L}\left(\sum_{i=1}^{d} D_{n, i} \mathbb{P}_{n}\left(A_{\ell, i} \mathbb{P}_{\ell+1}+B_{\ell, i} \mathbb{P}_{\ell}+C_{\ell, i} \mathbb{P}_{\ell-1}\right)^{\mathrm{T}}\right)=0 .
\end{aligned}
$$

The induction is complete. Next we prove that $H_{n}=\mathscr{L}\left(\mathbb{P}_{n} \mathbb{P}_{n}^{\mathrm{T}}\right)$ is invertible. Clearly, $H_{n}$ is symmetric. From (iib) and (3.3.11), $A_{n, i} H_{n+1}=H_{n} C_{n+1, i}^{\mathrm{T}}$; thus

$$
\begin{equation*}
A_{n} H_{n+1}=\operatorname{diag}\left\{H_{n}, \ldots, H_{n}\right\} C_{n+1}^{\mathrm{T}} . \tag{3.3.12}
\end{equation*}
$$

Since $\mathscr{L}(1)=1$, it follows that $H_{0}=\mathscr{L}\left(\mathbb{P}_{0} \mathbb{P}_{0}^{\mathrm{T}}\right)=1$. Thus $H_{0}$ is invertible. Suppose that $H_{n}$ is invertible. Then $\operatorname{diag}\left\{H_{n}, \ldots, H_{n}\right\}$ is invertible and, by $\operatorname{rank} C_{n+1}=r_{n+1}^{d}$,

$$
\operatorname{rank} A_{n} H_{n+1}=\operatorname{rank}\left(\operatorname{diag}\left\{H_{n}, \ldots, H_{n}\right\} C_{n+1}^{\mathrm{T}}\right)=r_{n+1}^{d}
$$

However, $\operatorname{rank} A_{n}=r_{n+1}^{d}$ by (iia) and $A_{n}: d r_{n}^{d} \times r_{n+1}^{d}, H_{n+1}: r_{n+1}^{d} \times r_{n+1}^{d}$; we then have

$$
\operatorname{rank} H_{n+1} \geq \operatorname{rank}\left(A_{n} H_{n+1}\right) \geq \operatorname{rank} A_{n}+\operatorname{rank} H_{n+1}-r_{n+1}^{d}=\operatorname{rank} H_{n+1} .
$$

Therefore rank $H_{n+1}=\operatorname{rank} A_{n} H_{n+1}^{\mathrm{T}}=r_{n+1}^{d}$, which implies that $H_{n+1}$ is invertible. By induction, we have proved that $H_{n}$ is invertible for each $n \geq 0$. Since $H_{n}$ is symmetric and invertible, there exist invertible matrices $S_{n}$ and $\Lambda_{n}$ such that $H_{n}=S_{n} \Lambda_{n} S_{n}^{\mathrm{T}}$ and $\Lambda_{n}$ is diagonal. For $\mathbb{Q}_{n}=S_{n}^{-1} \mathbb{P}_{n}$ it then follows that

$$
\mathscr{L}\left(\mathbb{Q}_{n} \mathbb{Q}_{n}^{\mathrm{T}}\right)=S_{n}^{-1} \mathscr{L}\left(\mathbb{P}_{n} \mathbb{P}_{n}^{\mathrm{T}}\right)\left(S_{n}^{-1}\right)^{\mathrm{T}}=S_{n}^{-1} H_{n}\left(S_{n}^{-1}\right)^{\mathrm{T}}=\Lambda_{k}
$$

This proves that $\mathscr{L}$ defines a quasi-definite linear functional in $\Pi^{d} ; \mathscr{L}$ makes $\left\{\mathbb{P}_{n}\right\}_{n=0}^{\infty}$ an orthogonal basis. The proof is complete.

If the polynomials in Theorem 3.3 .7 satisfy (3.3.3) instead of (3.3.1) then they will be orthogonal with respect to a positive definite linear functional instead of a quasi-definite linear functional.

Theorem 3.3.8 Let $\left\{\mathbb{P}_{n}\right\}_{n=0}^{\infty}=\left\{P_{\alpha}^{n}:|\alpha|=n, n \in \mathbb{N}_{0}\right\}, \mathbb{P}_{0}=1$, be an arbitrary sequence in $\Pi^{d}$. Then the following statements are equivalent.
(i) There exists a linear function $\mathscr{L}$ which defines a positive definite linear functional on $\Pi^{d}$ and which makes $\left\{\mathbb{P}_{n}\right\}_{n=0}^{\infty}$ an orthonormal basis in $\Pi^{d}$.
(ii) For $n \geq 0,1 \leq i \leq d$, there exist matrices $A_{n, i}$ and $B_{n, i}$ such that
(a) the polynomials $\mathbb{P}_{n}$ satisfy the three-term relation (3.3.3),
(b) the matrices in the three-term relation satisfy the rank conditions (3.3.7) and (3.3.8).

Proof As in the proof of the previous theorem, we only need to prove that statement (ii) implies statement (i). By Theorem 3.3.7 there exists a quasi-definite linear functional $\mathscr{L}$ which makes $\left\{\mathbb{P}_{n}\right\}_{n=0}^{\infty}$ orthogonal. We will prove that $\mathscr{L}$ is positive definite. It is sufficient to show that the matrix $H_{n}=\mathscr{L}\left(\mathbb{P}_{n} \mathbb{P}_{n}^{\mathrm{T}}\right)$ is the identity matrix for every $n \in \mathbb{N}_{0}$. Indeed, since every nonzero polynomial $P$ of degree $n$ can be written as $P=\mathbf{a}_{n}^{\mathrm{T}} \mathbb{P}_{n}+\cdots+\mathbf{a}_{0}^{\mathrm{T}} \mathbb{P}_{0}$, it follows from $H_{n}=I$ that $\mathscr{L}\left(P^{2}\right)=\left\|\mathbf{a}_{n}\right\|^{2}+\cdots+\left\|\mathbf{a}_{0}\right\|^{2}>0$. Since $C_{n+1}=A_{n}^{\mathrm{T}}$, equation (3.3.12) becomes $A_{n} H_{n+1}=\operatorname{diag}\left\{H_{k}, \ldots, H_{k}\right\} A_{n}$. Since $\mathbb{P}_{0}=1$ and $\mathscr{L} 1=1, H_{0}=1$. Suppose that $H_{n}$ is an identity matrix. Then $\operatorname{diag}\left\{H_{k}, \ldots, H_{k}\right\}$ is also an identity matrix. Thus, it follows from the rank condition and the above equation that $H_{n+1}$ is an identity matrix. The proof is completed by induction.

Both these theorems are extensions of Favard's theorem for orthogonal polynomials of one variable. Since the three-term relation and the rank condition characterize the orthogonality, we should be able to extract the essential information on orthogonal polynomials by studying the three-term relation; indeed, this has been carried out systematically for orthogonal polynomials in one variable. For several variables, the coefficients of (3.3.1) and (3.3.3) are matrices and they are unique only up to matrix similarity (for (3.3.3), unitary similarity) since an orthogonal basis is not unique and there is no natural order among orthogonal polynomials of the same degree. Hence, it is much harder to extract information from these coefficients.

### 3.3.3 Centrally symmetric integrals

In this subsection we show that a centrally symmetric linear functional can be described by a property of the coefficient matrices of the three-term relation.

Let $\mathscr{L}$ be a positive definite linear functional. Of special interest are examples of $\mathscr{L}$ expressible as integrals with respect to a nonnegative weight function with finite moments, that is, $\mathscr{L} f=\int f(x) W(x) \mathrm{d} x$; in such cases we shall work with the weight function $W$ instead of the functional $\mathscr{L}$.

Definition 3.3.9 Let $\Omega \subset \mathbb{R}^{d}$ be the support set of the weight function $W$. Then $W$ is centrally symmetric if

$$
x \in \Omega \Rightarrow-x \in \Omega \quad \text { and } \quad W(x)=W(-x)
$$

We also call the linear functional $\mathscr{L}$ centrally symmetric if it satisfies

$$
\mathscr{L}\left(x^{\alpha}\right)=0, \quad \alpha \in \mathbb{N}^{d}, \quad|\alpha| \text { an odd integer. }
$$

It is easily seen that when $\mathscr{L}$ is expressible as an integral with respect to $W$, the two definitions are equivalent. As examples we mention the rotation invariant weight function $\left(1-\|x\|^{2}\right)^{\mu-1 / 2}$ on the unit ball $B^{d}$ and the product weight
function $\prod_{i=1}^{d}\left(1-x_{i}\right)^{a_{i}}\left(1+x_{i}\right)^{b_{i}}$ on the cube $[-1,1]^{d}$, which is centrally symmetric only if $a_{i}=b_{i}$. Weight functions on the simplex are not centrally symmetric since the simplex is not symmetric with respect to the origin.

A centrally symmetric $\mathscr{L}$ has a relatively simple structure which allows us to gain information about the structure of orthogonal polynomials. The following theorem connects the central symmetry of $\mathscr{L}$ to the coefficient matrices in the three-term relation.

Theorem 3.3.10 Let $\mathscr{L}$ be a positive definite linear functional, and let $\left\{B_{n, i}\right\}$ be the coefficient matrices in (3.3.3) for the orthogonal polynomials with respect to $\mathscr{L}$. Then $\mathscr{L}$ is centrally symmetric if and only if $B_{n, i}=0$ for all $n \in \mathbb{N}_{0}$ and $1 \leq i \leq d$.

Proof First assume that $\mathscr{L}$ is centrally symmetric. From (3.3.2),

$$
B_{0, i}=\mathscr{L}\left(x_{i} \mathbb{P}_{0} \mathbb{P}_{0}^{\mathrm{T}}\right)=\mathscr{L}\left(x_{i}\right)=0
$$

Therefore from (3.3.10) $\mathbb{P}_{1}=\sum x_{i} D_{0, i}^{\mathrm{T}}$, which implies that the constant terms in the components of $\mathbb{P}_{1}$ vanish. Suppose we have proved that $B_{k, i}=0$ for $1 \leq k \leq$ $n-1$. Then, by (3.3.10), since $E_{k}=0$ for $k=0,1, \ldots, k-1$ we can show by induction that the components of $\mathbb{P}_{n}$ are sums of monomials of even degree if $n$ is even and of odd degree if $n$ is odd. By definition,

$$
\begin{aligned}
B_{n, i}=\mathscr{L}\left(x_{i} \mathbb{P}_{n} \mathbb{P}_{n}^{\mathrm{T}}\right)=\sum_{j=0}^{d} \sum_{k=0}^{d} \mathscr{L} & {\left[x_{i} D_{n-1, j}^{\mathrm{T}}\left(x_{j} \mathbb{P}_{n-1}+A_{n-2, j}^{\mathrm{T}} \mathbb{P}_{n-2}\right)\right.} \\
& \left.\times\left(x_{k} \mathbb{P}_{n-1}+A_{n-2, k}^{\mathrm{T}} \mathbb{P}_{n-2}\right)^{\mathrm{T}} D_{n-1, k}\right] .
\end{aligned}
$$

Since the components of $\left(x_{j} \mathbb{P}_{n-1}+A_{n-2, j}^{\mathrm{T}} \mathbb{P}_{n-2}\right)\left(x_{k} \mathbb{P}_{n-1}+A_{n-2, k}^{\mathrm{T}} \mathbb{P}_{n-2}\right)^{\mathrm{T}}$ are polynomials that are sums of monomials of even degree, their multiples by $x_{i}$ are sums of monomials of odd degree. Since $\mathscr{L}$ is centrally symmetric, $B_{n, i}=0$.

However, assuming that $B_{n, i}=0$ for all $n \in \mathbb{N}_{0}$, the above proof shows that the components of $\mathbb{P}_{n}$ are sums of monomials of even degree if $n$ is even and sums of monomials of odd degree if $n$ is odd. From $B_{0, i}=\mathscr{L}\left(x_{i} \mathbb{P}_{0} \mathbb{P}_{0}^{\mathrm{T}}\right)=\mathscr{L}\left(x_{i}\right)=0$ it follows that $\mathscr{L}\left(x_{i}\right)=0$. We now use induction to prove that

$$
\left\{B_{k, i}=0: 1 \leq k \leq n\right\} \Rightarrow\left\{\mathscr{L}\left(x_{1}^{\alpha_{1}} \cdots x_{d}^{\alpha}\right)=0: \alpha_{1}+\cdots+\alpha_{d}=2 n+1\right\} .
$$

Suppose that the claim has been proved for $k \leq n-1$. By (3.3.3) and (3.3.2),

$$
\begin{aligned}
A_{n-1, j} B_{n, i} A_{n-1, k}^{\mathrm{T}}= & \mathscr{L}\left[x_{i} A_{n-1, j} \mathbb{P}_{n}\left(A_{n-1, k} \mathbb{P}_{n}\right)^{\mathrm{T}}\right] \\
= & \mathscr{L}\left[x_{i}\left(x_{j} \mathbb{P}_{n-1}-A_{n-2, j}^{\mathrm{T}} \mathbb{P}_{n-2}\right)\left(x_{k} \mathbb{P}_{n-1}-A_{n-2, k}^{\mathrm{T}} \mathbb{P}_{n-2}\right)^{\mathrm{T}}\right] \\
= & \mathscr{L}\left(x_{i} x_{j} x_{k} \mathbb{P}_{n-1} \mathbb{P}_{n-1}^{\mathrm{T}}\right)-\mathscr{L}\left(x_{i} x_{j} \mathbb{P}_{n-1} \mathbb{P}_{n-2}^{\mathrm{T}}\right) A_{n-2, k} \\
& -A_{n-2, j}^{\mathrm{T}} \mathscr{L}\left(x_{i} x_{k} \mathbb{P}_{n-1} \mathbb{P}_{n-2}^{\mathrm{T}}\right)+A_{n-2, j}^{\mathrm{T}} B_{n-2, i} A_{n-2, k}
\end{aligned}
$$

Then $\mathscr{L}\left(x_{i} x_{j} \mathbb{P}_{n-1} \mathbb{P}_{n-2}^{\mathrm{T}}\right)=0$ and $\mathscr{L}\left(x_{i} x_{k} \mathbb{P}_{n-1} \mathbb{P}_{n-2}^{\mathrm{T}}\right)=0$, since the elements of these matrices are polynomials that are sums of odd powers. Therefore, from $B_{n, i}=0$ we conclude that $\mathscr{L}\left(x_{i} x_{j} x_{k} \mathbb{P}_{n-1} \mathbb{P}_{n-1}^{\mathrm{T}}\right)=0$. Multiplying the above matrix from the left and the right by $A_{l, p}$ and $A_{l, p}^{\mathrm{T}}$, respectively, for $1 \leq p \leq d$ and $l=$ $n-2, \ldots, 1$ and using the three-term relation, we can repeat the above argument and derive $\mathscr{L}\left(x_{1}^{\alpha_{1}} \cdots x_{d}^{\alpha_{d}}\right)=0, \alpha_{1}+\cdots+\alpha_{d}=2 n+1$, in finitely many steps.

One important corollary of the above proof is the following result.

Theorem 3.3.11 Let $\mathscr{L}$ be a centrally symmetric linear functional. Then an orthogonal polynomial of degree $n$ with respect to $\mathscr{L}$ is a sum of monomials of even degree if $n$ is even and a sum of monomials of odd degree if $n$ is odd.

For examples see various bases of the classical orthogonal polynomials on the unit disk in Section 2.3.

If a linear functional $\mathscr{L}$ or a weight function $W$ is not centrally symmetric but becomes centrally symmetric under a nonsingular affine transformation then the orthogonal polynomials should have a structure similar to that of the centrally symmetric case. The coefficients $B_{n, i}$ in the three-term relations, however, will not be zero. It turns out that they satisfy a commutativity condition, which suggests the following definition.

Definition 3.3.12 If the coefficient matrices $B_{n, i}$ in the three-term relation satisfy

$$
\begin{equation*}
B_{n, i} B_{n, j}=B_{n, j} B_{n, i}, \quad 1 \leq i, j \leq d, \quad n \in \mathbb{N}_{0} \tag{3.3.13}
\end{equation*}
$$

then the linear functional $\mathscr{L}$ (or the weight function $W$ ) is called quasi-centrallysymmetric.

Since the condition $B_{n, i}=0$ implies (3.3.13), central symmetry implies quasicentral symmetry.

Theorem 3.3.13 Let $W$ be a weight function defined on $\Omega \subset \mathbb{R}^{d}$. Suppose that $W$ becomes centrally symmetric under the nonsingular linear transformation

$$
u \mapsto x, \quad x=T u+a, \quad \operatorname{det} T>0, \quad x, u, a \in \mathbb{R}^{d} .
$$

Then, $W$ is quasi-centrally-symmetric.

Proof Let $W^{*}(u)=W(T u+a)$ and $\Omega^{*}=\{u: x=T u+a, \quad x \in \Omega\}$. Denote by $\mathbb{P}_{n}$ the orthonormal polynomials associated to $W$; then, making the change of variables $x \mapsto T x+a$ shows that the corresponding orthonormal polynomials
for $W^{*}$ are given by $\mathbb{P}_{n}^{*}(u)=\sqrt{\operatorname{det} T} \mathbb{P}_{n}(T u+a)$. Let $B_{n, i}(W)$ denote the matrices associated with $W$. Then, by (3.3.2),

$$
\begin{aligned}
B_{n, i}(W) & =\int_{\Omega} x_{i} \mathbb{P}_{n}(x) \mathbb{P}_{n}^{\mathrm{T}}(x) W(x) \mathrm{d} x \\
& =\int_{\Omega^{*}}\left(\sum_{j=1}^{d} t_{i j} u_{j}+a_{i}\right) \mathbb{P}_{n}^{*}(u) \mathbb{P}_{n}^{* \mathrm{~T}}(u) W^{*}(u) \mathrm{d} u \\
& =\sum_{j=1}^{d} t_{i j} B_{n, j}\left(W^{*}\right)+a_{i} I .
\end{aligned}
$$

By assumption $W^{*}$ is centrally symmetric on $\Omega^{*}$, which implies that $B_{n, i}\left(W^{*}\right)$ $=0$ by Theorem 3.3.10. Then $B_{n, i}(W)=a_{i} I$, which implies that $B_{n, i}(W)$ satisfies (3.3.13). Hence $W$ is quasi-centrally-symmetric.

How to characterize quasi-central symmetry through the properties of the linear functional $\mathscr{L}$ or the weight function is not known.

### 3.3.4 Examples

To get a sense of what the three-term relations are like, we give several examples before continuing our study. The examples chosen are the classical orthogonal polynomials of two variables on the square, the triangle and the disk. For a more concise notation, we will write orthonormal polynomials of two variables as $P_{k}^{n}$. The polynomials $P_{k}^{n}, 0 \leq k \leq n$, constitute a basis of $\mathscr{V}_{n}^{2}$, and the polynomial vector $\mathbb{P}_{n}$ is given by $\mathbb{P}_{n}=\left(\begin{array}{lll}P_{0}^{n} & \cdots & P_{n}^{n}\end{array}\right)^{\mathrm{T}}$. The three-term relations are

$$
x_{i} \mathbb{P}_{n}=A_{n, i} \mathbb{P}_{n+1}+B_{n, i} \mathbb{P}_{n}+A_{n-1, i}^{\mathrm{T}} \mathbb{P}_{n-1}, \quad i=1,2
$$

where the sizes of the matrices are $A_{n, i}:(n+1) \times(n+2)$ and $B_{n, i}:(n+1) \times$ $(n+1)$. Closed formulae for the coefficient matrices are derived using (3.3.2) and the explicit formulae for an orthonormal basis. We leave the verification to the reader.

## Product polynomials on the square

In the simplest case, that of a square, we can work with general product polynomials. Let $p_{n}$ be the orthonormal polynomials with respect to a weight function $w$ on $[-1,1]$; they satisfy the three-term relation

$$
x p_{n}=a_{n} p_{n+1}+b_{n} p_{n}+a_{n-1} p_{n-1}, \quad n \geq 0
$$

Let $W$ be the product weight function defined by $W(x, y)=w(x) w(y)$. One basis of orthonormal polynomials is given by

$$
P_{k}^{n}(x, y)=p_{n-k}(x) p_{k}(y), \quad 0 \leq k \leq n .
$$

The coefficient matrices of the three-term relation are then of the following form:

$$
\begin{gathered}
A_{n, 1}=\left[\begin{array}{llll}
a_{n} & & \bigcirc & 0 \\
& \ddots & & \vdots \\
\bigcirc & & a_{0} & 0
\end{array}\right] \quad \text { and } \quad A_{n, 2}=\left[\begin{array}{cccc}
0 & a_{0} & & \bigcirc \\
\vdots & & \ddots & \\
0 & \bigcirc & & a_{n}
\end{array}\right] \\
B_{n, 1}=\left[\begin{array}{lll}
b_{n} & & \bigcirc \\
& \ddots & \\
\bigcirc & & b_{0}
\end{array}\right] \quad \text { and } \quad B_{n, 2}=\left[\begin{array}{ccc}
b_{0} & & \bigcirc \\
& \ddots & \\
\bigcirc & & b_{n}
\end{array}\right]
\end{gathered}
$$

If $w$ is centrally symmetric then $b_{k}=0$; hence $B_{n, i}=0$.

## Classical polynomials on the triangle

For the weight function

$$
W(x, y)=x^{\alpha-1 / 2} y^{\beta-1 / 2}(1-x-y)^{\gamma-1 / 2}
$$

with normalization constant given by (setting $|\kappa|=\alpha+\beta+\gamma$ )

$$
w_{\alpha, \beta, \gamma}=\left(\int_{T^{2}} W(x, y) \mathrm{d} x \mathrm{~d} y\right)^{-1}=\frac{\Gamma\left(|\kappa|+\frac{3}{2}\right)}{\Gamma\left(\alpha+\frac{1}{2}\right) \Gamma\left(\beta+\frac{1}{2}\right) \Gamma\left(\gamma+\frac{1}{2}\right)},
$$

we consider the basis of orthonormal polynomials, see (2.4.2),

$$
P_{k}^{n}(x, y)=\left(h_{k, n}\right)^{-1} P_{n-k}^{(2 k+\beta+\gamma, \alpha-1 / 2)}(2 x-1)(1-x)^{k} P_{k}^{(\gamma-1 / 2, \beta-1 / 2)}\left(\frac{2 y}{1-x}-1\right),
$$

where

$$
\begin{aligned}
\left(h_{k, n}\right)^{2}= & \frac{w_{\alpha, \beta, \gamma}}{\left(2 n+|\kappa|+\frac{1}{2}\right)(2 k+\beta+\gamma)} \\
& \times \frac{\Gamma(n+k+\beta+\gamma+1) \Gamma\left(n-k+\alpha+\frac{1}{2}\right) \Gamma\left(k+\beta+\frac{1}{2}\right) \Gamma\left(k+\gamma+\frac{1}{2}\right)}{(n-k)!k!\Gamma\left(n+k+|\kappa|+\frac{1}{2}\right) \Gamma(k+\beta+\gamma)} .
\end{aligned}
$$

The coefficient matrices in the three-term relations are as follows:

$$
A_{n, 1}=\left[\begin{array}{ccccc}
a_{0, n} & & & \bigcirc & 0 \\
& a_{1, n} & & & 0 \\
& & \ddots & & \vdots \\
\bigcirc & & & a_{n, n} & 0
\end{array}\right], \quad B_{n, 1}=\left[\begin{array}{llll}
b_{0, n} & & & \bigcirc \\
& b_{1, n} & & \\
& & \ddots & \\
\bigcirc & & & b_{n, n}
\end{array}\right]
$$

where

$$
\begin{aligned}
& a_{k, n}=\frac{h_{k, n+1}}{h_{k, n}} \frac{(n-k+1)\left(n+k+|\kappa|+\frac{1}{2}\right)}{\left(2 n+|\kappa|+\frac{1}{2}\right)\left(2 n+|\kappa|+\frac{3}{2}\right)}, \\
& b_{k, n}=\frac{1}{2}-\frac{(\beta+\gamma+2 k)^{2}-\left(\alpha-\frac{1}{2}\right)^{2}}{2\left(2 n+|\kappa|-\frac{1}{2}\right)\left(2 n+|\kappa|+\frac{3}{2}\right)}
\end{aligned}
$$

$$
A_{n, 2}=\left[\begin{array}{cccccc}
e_{0, n} & d_{0, n} & & & \bigcirc & 0 \\
c_{1, n} & e_{1, n} & d_{1, n} & & & \vdots \\
& \ddots & \ddots & \ddots & & \vdots \\
& & c_{n-1, n} & & d_{n-1, n} & 0 \\
\bigcirc & & & c_{n, n} & e_{n, n} & d_{n, n}
\end{array}\right]
$$

where

$$
\begin{aligned}
& c_{k, n}=\frac{h_{k-1, n+1}(n-k+1)(n-k+2)\left(k+\beta-\frac{1}{2}\right)\left(k+\gamma-\frac{1}{2}\right)}{h_{k, n}\left(2 n+|\kappa|+\frac{1}{2}\right)\left(2 n+|\kappa|+\frac{3}{2}\right)(2 k+\beta+\gamma)(2 k+\beta+\gamma-1)} \\
& e_{k, n}=-\left(1+\frac{\left(\beta-\frac{1}{2}\right)^{2}-\left(\gamma-\frac{1}{2}\right)^{2}}{(2 k+\beta+\gamma+1)(2 k+\beta+\gamma-1)}\right) \frac{a_{n, k}}{2} \\
& d_{k, n}=\frac{h_{k+1, n+1}\left(n+k+|\kappa|+\frac{1}{2}\right)\left(n+k+|\kappa|+\frac{3}{2}\right)(k+1)(k+\beta+\gamma)}{h_{k, n}\left(2 n+|\kappa|+\frac{1}{2}\right)\left(2 n+|\kappa|+\frac{3}{2}\right)(2 k+\beta+\gamma)(2 k+\beta+\gamma+1)}
\end{aligned}
$$

and finally

$$
B_{n, 2}=\left[\begin{array}{ccccc}
f_{0, n} & g_{0, n} & & & \bigcirc \\
g_{0, n} & f_{1, n} & g_{1, n} & & \\
& \ddots & \ddots & \ddots & \\
& & g_{n-2, n} & f_{n-1, n} & g_{n-1, n} \\
\bigcirc & & & g_{n-1, n} & f_{n, n}
\end{array}\right]
$$

where

$$
\begin{aligned}
f_{k, n}= & \left(1+\frac{\left(\beta-\frac{1}{2}\right)^{2}-\left(\gamma-\frac{1}{2}\right)^{2}}{(2 k+\beta+\gamma+1)(2 k+\beta+\gamma-1)}\right) \frac{1-b_{n, k}}{2}, \\
g_{k, n}= & -2 \frac{h_{k+1, n}}{h_{k, n}} \\
& \times \frac{\left(n-k+\alpha-\frac{1}{2}\right)\left(n+k+|\kappa|+\frac{1}{2}\right)(k+1)(k+\beta+\gamma)}{\left(2 n+|\kappa|-\frac{1}{2}\right)\left(2 n+|\kappa|+\frac{3}{2}\right)(2 k+\beta+\gamma)(2 k+\beta+\gamma+1)} .
\end{aligned}
$$

## Classical polynomials on the disk

With respect to the weight function $W(x, y)=\left(1-x^{2}-y^{2}\right)^{\mu-1 / 2}$, we consider the orthonormal polynomials, see (2.3.1),

$$
P_{k}^{n}(x, y)=\left(h_{k, n}\right)^{-1} C_{n-k}^{k+\mu+1 / 2}(x)\left(1-x^{2}\right)^{k / 2} C_{k}^{\mu}\left(\frac{y}{\sqrt{1-x^{2}}}\right),
$$

where

$$
\left(h_{k, n}\right)^{2}=\frac{2 \pi(2 \mu+1)}{2^{2 k+4 \mu}[\Gamma(\mu)]^{2}} \frac{\Gamma(n+k+2 \mu+1) \Gamma(2 \mu+k)}{(2 n+2 \mu+1)(k+\mu)\left[\Gamma\left(k+\mu+\frac{1}{2}\right)\right]^{2}(n-k)!k!} .
$$

If $\mu=0$, these formulae hold under the limit relation $\lim _{\mu \rightarrow 0} \mu^{-1} C_{n}^{\mu}(x)=$ $(2 / n) T_{n}(x)$. In this case $B_{n, i}=0$, since the weight function is centrally symmetric. The matrices $A_{n, 1}$ and $A_{n, 2}$ are of the same form as in the case of classical orthogonal polynomials on the triangle, with $e_{k, n}=0$ and

$$
\begin{gathered}
a_{k, n}=\frac{h_{k, n+1}}{h_{k, n}} \frac{n-k+1}{2 n+2 \mu+1}, \quad d_{k, n}=\frac{h_{k+1, n+1}}{h_{k, n}} \frac{(k+1)(2 k+2 \mu+1)}{2(k+\mu)(2 n+2 \mu+1)}, \\
c_{k, n}=-\frac{h_{k-1, n+1}}{h_{k, n}} \frac{(k+2 \mu-1)(n-k+1)(n-k+2)}{2(k+\mu)(2 k+2 \mu-1)(2 n+2 \mu+1)} .
\end{gathered}
$$

### 3.4 Jacobi Matrices and Commuting Operators

For a family of orthogonal polynomials in one variable we can use the coefficients of the three-term relation to define a Jacobi matrix $J$, as in Subsection 1.3.2. This semi-infinite matrix defines an operator on the sequence space $\ell^{2}$. It is well known that the spectral measure of this operator is closely related to the measure that defines the linear function $\mathscr{L}$ with respect to which the polynomials are orthogonal.

For orthogonal polynomials in several variables, we can use the coefficient matrices to define a family of tridiagonal matrices $J_{i}, 1 \leq i \leq d$, as follows:

$$
J_{i}=\left[\begin{array}{cccc}
B_{0, i} & A_{0, i} & & \bigcirc  \tag{3.4.1}\\
A_{0, i}^{\mathrm{T}} & B_{1, i} & A_{1, i} & \\
& A_{1, i}^{\mathrm{T}} & B_{2, i} & \ddots \\
\bigcirc & & \ddots & \ddots
\end{array}\right], \quad 1 \leq i \leq d
$$

We call the $J_{i}$ block Jacobi matrices. It should be pointed out that their entries are coefficient matrices of the three-term relation, whose sizes increase to infinity going down the main diagonal. As part of the definition of the block Jacobi matrices, we require that the matrices $A_{n, i}$ and $B_{n, i}$ satisfy the rank conditions (3.3.7) and (3.3.8). This requirement, however, implies that the coefficient matrices have to satisfy several other conditions. Indeed, the three-term relation and the rank conditions imply that the $\mathbb{P}_{n}$ are orthonormal, for which we have

Theorem 3.4.1 Let $\left\{\mathbb{P}_{n}\right\}$ be a sequence of orthonormal polynomials satisfying the three-term relation (3.3.3). Then the coefficient matrices satisfy the commutativity conditions

$$
\begin{align*}
A_{k, i} A_{k+1, j} & =A_{k, j} A_{k+1, i}, \\
A_{k, i} B_{k+1, j}+B_{k, i} A_{k, j} & =B_{k, j} A_{k, i}+A_{k, j} B_{k+1, i},  \tag{3.4.2}\\
A_{k-1, i}^{\mathrm{T}} A_{k-1, j}+B_{k, i} B_{k, j}+A_{k, i} A_{k, j}^{\mathrm{T}} & =A_{k-1, j}^{\mathrm{T}} A_{k-1, i}+B_{k, j} B_{k, i}+A_{k, j} A_{k, i}^{\mathrm{T}},
\end{align*}
$$

for $i \neq j, 1 \leq i, j \leq d$, and $k \geq 0$, where $A_{-1, i}=0$.

Proof By Theorem 3.3.8 there is a linear functional $\mathscr{L}$ that makes $\mathbb{P}_{k}$ orthonormal. Using the recurrence relation, there are two different ways of calculating the matrices $\mathscr{L}\left(x_{i} x_{j} \mathbb{P}_{k} \mathbb{P}_{k+2}^{\mathrm{T}}\right), \mathscr{L}\left(x_{i} x_{j} \mathbb{P}_{k} \mathbb{P}_{k}^{\mathrm{T}}\right)$ and $\mathscr{L}\left(x_{i} x_{j} \mathbb{P}_{k} \mathbb{P}_{k+1}^{\mathrm{T}}\right)$. These calculations lead to the desired matrix equations. For example, by the recurrence relation (3.3.3),

$$
\begin{aligned}
\mathscr{L}\left(x_{i} x_{j} \mathbb{P}_{k} \mathbb{P}_{k+2}^{\mathrm{T}}\right) & =\mathscr{L}\left(x_{i} \mathbb{P}_{k} x_{j} \mathbb{P}_{k+2}^{\mathrm{T}}\right) \\
& =\mathscr{L}\left[\left(A_{k, i} \mathbb{P}_{k+1}+\cdots\right)\left(\cdots+A_{k+1, j}^{\mathrm{T}} \mathbb{P}_{k+1}\right)^{\mathrm{T}}\right]=A_{k, i} A_{k+1, j}
\end{aligned}
$$

and

$$
\mathscr{L}\left(x_{i} x_{j} \mathbb{P}_{k} \mathbb{P}_{k+2}^{\mathrm{T}}\right)=\mathscr{L}\left(x_{j} \mathbb{P}_{k} x_{i} \mathbb{P}_{k+2}^{\mathrm{T}}\right)=A_{k, j} A_{k+1, i},
$$

which leads to the first equation in (3.4.2).

The reason that the relations in (3.4.2) are called commutativity conditions will become clear soon. We take these conditions as part of the definition of the block Jacobi matrices $J_{i}$.

The matrices $J_{i}$ can be considered as a family of linear operators which act via matrix multiplication on $\ell^{2}$. The domain of the $J_{i}$ consists of all sequences in $\ell^{2}$ for which matrix multiplication yields sequences in $\ell^{2}$. As we shall see below, under proper conditions the matrices $J_{i}$ form a family of commuting selfadjoint operators and the spectral theorem implies that the linear functional $\mathscr{L}$ in Theorem 3.3.7 has an integral representation. In order to proceed, we need some notation from the spectral theory of self-adjoint operators in a Hilbert space (see, for example, Riesz and Sz. Nagy [1955] or Rudin [1991]).

Let $\mathbb{H}$ be a separable Hilbert space and let $\langle\cdot, \cdot\rangle$ denote the inner product in $\mathbb{H}$. Each self-adjoint operator $T$ in $\mathbb{H}$ is associated with a spectral measure $E$ on $\mathbb{R}$ such that $T=\int x \mathrm{~d} E(x) ; E$ is a projection-valued measure defined for the Borel sets of $\mathbb{R}$ such that $E(\mathbb{R})$ is the identity operator in $\mathbb{H}$ and $E(B \cap C)=E(B) \cap E(C)$ for Borel sets $B, C \subseteq \mathbb{R}$. For any $\phi \in \mathbb{H}$ the mapping $B \rightarrow\langle E(B) \phi, \phi\rangle$ is an ordinary measure defined for the Borel sets $B \subseteq \mathbb{R}$ and denoted $\langle E \phi, \phi\rangle$. The operators in the family $\left\{T_{1}, \ldots, T_{d}\right\}$ in $\mathbb{H}$ commute, by definition, if their spectral measures commute: that is, if $E_{i}(B) E_{j}(C)=E_{i}(C) E_{j}(B)$ for any $i, j=1, \ldots, d$ and any two Borel sets $B, C \subseteq \mathbb{R}$. If $T_{1}, \ldots, T_{d}$ commute then $E=E_{1} \otimes \cdots \otimes E_{d}$ is a spectral measure on $\mathbb{R}^{d}$ with values that are self-adjoint projections in $\mathbb{H}$. In particular, $E$ is the unique measure such that

$$
E\left(B_{1} \times \cdots \times B_{d}\right)=E_{1}\left(B_{1}\right) \cdots E_{d}\left(B_{d}\right)
$$

for any Borel sets $B_{1}, \ldots, B_{d} \subseteq \mathbb{R}$. The measure $E$ is called the spectral measure of the commuting family $T_{1}, \ldots, T_{d}$. A vector $\Phi_{0} \in \mathbb{H}$ is a cyclic vector in $\mathbb{H}$ with respect to the commuting family of self-adjoint operators $T_{1}, \ldots, T_{d}$ in $\mathbb{H}$ if the linear manifold $\left\{P\left(T_{1}, \ldots, T_{d}\right) \Phi_{0}: P \in \Pi^{d}\right\}$ is dense in $\mathbb{H}$. The spectral theorem for $T_{1}, \ldots, T_{d}$ states:

Theorem 3.4.2 If $\left\{T_{1}, \ldots, T_{d}\right\}$ is a commuting family of self-adjoint operators with cyclic vector $\Phi_{0}$ then $T_{1}, \ldots, T_{d}$ are unitarily equivalent to multiplication operators $X_{1}, \ldots, X_{d}$,

$$
\left(X_{i} f\right)(x)=x_{i} f(x), \quad 1 \leq i \leq d
$$

defined on $L^{2}(\mu)$, where the measure $\mu$ is defined by $\mu(B)=\left\langle E(B) \Phi_{0}, \Phi_{0}\right\rangle$ for the Borel set $B \subset \mathbb{R}^{d}$.

The unitary equivalence means that there exists a unitary mapping $U: \mathbb{H} \rightarrow$ $L^{2}(\mu)$ such that $U T_{i} U^{-1}=X_{i}, 1 \leq i \leq d$. If the operators in Theorem 3.4.2 are bounded and their spectra are denoted by $S_{i}$ then the measure $\mu$ has support $S \subset$ $S_{1} \times \cdots \times S_{d}$. Note that the measure $\mu$ satisfies

$$
\left\langle\Phi_{0}, P\left(J_{1}, \ldots, J_{d}\right) \Phi_{0}\right\rangle=\int_{S} P(x) \mathrm{d} \mu(x)
$$

We apply the spectral theorem to the block Jacobi operators $J_{1}, \ldots, J_{d}$ on $\ell^{2}$. Let $\left\{\phi_{\alpha}\right\}_{\alpha \in \mathbb{N}_{0}^{d}}$ denote the canonical orthonormal basis for $\mathbb{H}=\ell^{2}$. Introduce the notation $\Phi_{k}=\left(\phi_{\alpha}\right)_{|\alpha|=k}$ for the column vector whose elements are $\phi_{\alpha}$ ordered according to lexicographical order. Then each $f \in \mathbb{H}$ can be written as $f=\sum \mathbf{a}_{k}^{\mathrm{T}} \Phi_{k}$. Let $\|\cdot\|_{2}$ be the matrix norm induced by the Euclidean norm for vectors. First we consider bounded operators.

Lemma 3.4.3 The operator $J_{i}$ defined via (3.4.1) is bounded if and only if $\sup _{k \geq 0}\left\|A_{k, i}\right\|_{2}<\infty$ and $\sup _{k \geq 0}\left\|B_{k, i}\right\|_{2}<\infty$.

Proof For any $f \in \mathbb{H}, f=\sum \mathbf{a}_{k}^{\mathrm{T}} \boldsymbol{\Phi}_{k}$, we have $\|f\|_{\mathbb{H}}^{2}=\langle f, f\rangle=\sum \mathbf{a}_{k}^{\mathrm{T}} \mathbf{a}_{k}$. It follows from the definition of $J_{i}$ that

$$
\begin{aligned}
J_{i} f & =\sum_{k=0}^{\infty} \mathbf{a}_{k}^{\mathrm{T}}\left(A_{k, i} \Phi_{k+1}+B_{k, i} \Phi_{k}+A_{k-1, i}^{\mathrm{T}} \Phi_{k-1}\right) \\
& =\sum_{k=0}^{\infty}\left(\mathbf{a}_{k-1}^{\mathrm{T}} A_{k-1, i}+\mathbf{a}_{k}^{\mathrm{T}} B_{k, i}+\mathbf{a}_{k+1}^{\mathrm{T}} A_{k, i}^{\mathrm{T}}\right) \Phi_{k},
\end{aligned}
$$

where we define $A_{-1, i}=0$. Hence, if $\sup _{k \geq 0}\left\|A_{k, i}\right\|_{2}$ and $\sup _{k \geq 0}\left\|B_{k, i}\right\|_{2}$ are bounded then it follows from

$$
\begin{aligned}
\left\|J_{i} f\right\|_{\mathbb{H}}^{2} & =\sum_{k=0}^{\infty}\left\|\mathbf{a}_{k-1}^{\mathrm{T}} A_{k-1, i}+\mathbf{a}_{k}^{\mathrm{T}} B_{k, i}+\mathbf{a}_{k+1}^{\mathrm{T}} A_{k, i}^{\mathrm{T}}\right\|_{2}^{2} \\
& \leq 3\left(2 \sup _{k \geq 0}^{2}\left\|A_{k, i}\right\|_{2}^{2}+\sup _{k \geq 0}\left\|B_{k, i}\right\|_{2}^{2}\right)\|f\|_{\mathbb{H}}^{2}
\end{aligned}
$$

that $J_{i}$ is a bounded operator. Conversely, suppose that $\left\|A_{k, i}\right\|_{2}$, say, approaches infinity for a subsequence of $\mathbb{N}_{0}$. Let $\mathbf{a}_{k}$ be vectors such that $\left\|\mathbf{a}_{k}\right\|_{2}=1$ and $\left\|\mathbf{a}_{k}^{\mathrm{T}} A_{k, i}\right\|_{2}=\left\|A_{k, i}\right\|_{2}$. Then $\left\|\mathbf{a}_{k} \Phi_{k}\right\|=\left\|\mathbf{a}_{k}\right\|_{2}=1$. Therefore, it follows from

$$
\left\|J_{i}\right\|_{\mathbb{H}}^{2} \geq\left\|J_{i} \mathbf{a}_{k}^{\mathrm{T}} \Phi_{k}\right\|_{\mathbb{H}}^{2}=\left\|\mathbf{a}_{k}^{\mathrm{T}} A_{k, i}\right\|_{2}^{2}+\left\|\mathbf{a}_{k}^{\mathrm{T}} B_{k, i}\right\|_{2}^{2}+\left\|\mathbf{a}_{k}^{\mathrm{T}} A_{k-1, i}^{\mathrm{T}}\right\|_{2}^{2} \geq\left\|A_{k, i}\right\|_{2}^{2}
$$

that $J_{i}$ is unbounded.

Lemma 3.4.4 Suppose that $J_{i}, 1 \leq i \leq d$, is bounded. Then $J_{1}, \ldots, J_{d}$ are selfadjoint operators and they pairwise commute.

Proof Since $J_{i}$ is bounded, it is self-adjoint if it is symmetric. That is, we need to show that $\left\langle J_{i} f, g\right\rangle=\left\langle f, J_{i} g\right\rangle$. Let $f=\sum \mathbf{a}_{k}^{\mathrm{T}} \boldsymbol{\Phi}_{k}$ and $g=\sum \mathbf{b}_{k}^{\mathrm{T}} \boldsymbol{\Phi}_{k}$. From the definition of $J_{i}$,

$$
\begin{aligned}
\left\langle J_{i} f, g\right\rangle & =\sum \mathbf{a}_{k-1}^{\mathrm{T}}\left(A_{k-1, i}+\mathbf{a}_{k}^{\mathrm{T}} B_{k, i}+\mathbf{a}_{k+1}^{\mathrm{T}} A_{k, i}^{\mathrm{T}}\right)_{\mathbf{b}_{k}} \\
& =\sum \mathbf{b}_{k}^{\mathrm{T}}\left(A_{k-1, i}^{\mathrm{T}} \mathbf{a}_{k-1}+B_{k, i} \mathbf{a}_{k}+A_{k, i} \mathbf{a}_{k+1}\right)=\left\langle f, J_{i} g\right\rangle .
\end{aligned}
$$

Also, since the $J_{i}$ are bounded, to show that $J_{1}, \ldots, J_{d}$ commute we need only verify that

$$
J_{k} J_{j} f=J_{j} J_{k} f \quad \forall f \in \mathbb{H} .
$$

A simple calculation shows that this is equivalent to the commutativity conditions (3.4.2).

Lemma 3.4.5 Suppose that $J_{i}, 1 \leq i \leq d$, is bounded. Then $\Phi_{0}=\phi_{0} \in \mathbb{H}$ is a cyclic vector with respect to $J_{1}, \ldots, J_{d}$, and

$$
\Phi_{n}=\mathbb{P}_{n}\left(\begin{array}{lll}
J_{1} & \cdots & J_{d} \tag{3.4.3}
\end{array}\right) \Phi_{0}
$$

where $\mathbb{P}_{n}(x)$ is a polynomial vector as in (3.2.4).
Proof We need only prove (3.4.3), since it implies that $\Phi_{0}$ is a cyclic vector. The proof uses induction. Clearly $\mathbb{P}_{0}=1$. From the definition of $J_{i}$,

$$
J_{i} \Phi_{0}=A_{0, i} \Phi_{1}+B_{0, i} \Phi_{0}, \quad 1 \leq i \leq d
$$

Multiplying by $D_{0, i}^{\mathrm{T}}$ from (3.3.9) and summing over $i=1, \ldots, d$, we get

$$
\Phi_{1}=\sum_{i=1}^{d} D_{0, i}^{\mathrm{T}} J_{i} \Phi_{0}-\sum_{i=1}^{d} D_{0, i}^{\mathrm{T}} B_{0, i} \Phi_{0}=\left(\sum_{i=1}^{d} D_{0, i}^{\mathrm{T}} J_{i}-E_{0}\right) \Phi_{0}
$$

where $E_{0}=\sum D_{0, i} B_{0, i}$. Therefore $\mathbb{P}_{1}(x)=\sum_{i=1}^{d} x_{i} D_{0, i}^{\mathrm{T}}-E_{0}$. Since $D_{0, i}^{\mathrm{T}}$ is of size $r_{1}^{d} \times r_{0}^{d}=d \times 1, \mathbb{P}_{1}$ is of the desired form. Likewise, for $k \geq 1$,

$$
J_{i} \Phi_{k}=A_{k, i} \Phi_{k+1}+B_{k, i} \Phi_{k}+A_{k-1, i}^{\mathrm{T}} \Phi_{k-1}, \quad 1 \leq i \leq d
$$

which implies, by induction, that

$$
\begin{aligned}
\Phi_{k+1} & =\sum_{i=1}^{d} D_{k, i}^{\mathrm{T}} J_{i} \Phi_{k}-E_{k} \Phi_{k}-F_{k} \Phi_{k-1} \\
& =\left(\sum_{i=1}^{d} D_{k, i}^{\mathrm{T}} J_{i} \mathbb{P}_{k}(J)-E_{k} \mathbb{P}_{k}(J)-F_{k} \mathbb{P}_{k-1}(J)\right) \Phi_{0}
\end{aligned}
$$

where $J=\left(\begin{array}{lll}J_{1} & \cdots & J_{d}\end{array}\right)^{\mathrm{T}}$ and $E_{k}$ and $F_{k}$ are as in (3.3.10). Consequently

$$
\mathbb{P}_{k+1}(x)=\sum_{i=1}^{d} x_{i} D_{k, i}^{\mathrm{T}} \mathbb{P}_{k}(x)-E_{k} \mathbb{P}_{k}(x)-F_{k} \mathbb{P}_{k-1}(x) .
$$

Clearly, every component of $\mathbb{P}_{k+1}$ is a polynomial in $\Pi_{k+1}^{d}$.

The last two lemmas show that we can apply the spectral theorem to the bounded operators $J_{1}, \ldots, J_{d}$. Hence, we can state the following.

Lemma 3.4.6 If $J_{i}, 1 \leq i \leq d$, is bounded then there exists a measure $\mu \in \mathscr{M}$ with compact support such that $J_{1}, \ldots, J_{d}$ are unitarily equivalent to the multiplication operators $X_{1}, \ldots, X_{d}$ on $L^{2}(\mathrm{~d} \mu)$. Moreover, the polynomials $\left\{\mathbb{P}_{n}\right\}_{n=0}^{\infty}$ in Lemma 3.4.5 are orthonormal with respect to $\mu$.

Proof Since $\mu(B)=\left\langle E(B) \Phi_{0}, \Phi_{0}\right\rangle$ in Theorem 3.4.2,

$$
\int \mathbb{P}_{n}(x) \mathbb{P}_{m}^{\mathrm{T}}(x) \mathrm{d} \mu(x)=\left\langle\mathbb{P}_{n} \Phi_{0}, \mathbb{P}_{m}^{\mathrm{T}} \Phi_{0}\right\rangle=\left\langle\Phi_{n}, \Phi_{m}^{\mathrm{T}}\right\rangle
$$

This proves that the $\mathbb{P}_{n}$ are orthonormal.

Unitary equivalence associates the cyclic vector $\Phi_{0}$ with the function $P(x)=1$ and the orthonormal basis $\left\{\Phi_{n}\right\}$ in $\mathbb{H}$ with the orthonormal basis $\left\{\mathbb{P}_{n}\right\}$ in $L^{2}(\mathrm{~d} \mu)$.

Theorem 3.4.7 Let $\left\{\mathbb{P}_{n}\right\}_{n=0}^{\infty}, \mathbb{P}_{0}=1$, be a sequence in $\Pi^{d}$. Then the following statements are equivalent.
(i) There exists a determinate measure $\mu \in \mathscr{M}$ with compact support in $\mathbb{R}^{d}$ such that $\left\{\mathbb{P}_{n}\right\}_{n=0}^{\infty}$ is orthonormal with respect to $\mu$.
(ii) The statement (ii) in Theorem 3.3.8 holds, together with

$$
\begin{equation*}
\sup _{k \geq 0}\left\|A_{k, i}\right\|_{2}<\infty \quad \text { and } \quad \sup _{k \geq 0}\left\|B_{k, i}\right\|_{2}<\infty, \quad 1 \leq i \leq d \tag{3.4.4}
\end{equation*}
$$

Proof On the one hand, if $\mu$ has compact support then the multiplication operators $X_{1}, \ldots, X_{d}$ in $L^{2}(\mathrm{~d} \mu)$ are bounded. Since these operators have the $J_{i}$ as representation matrices with respect to the orthonormal basis $\mathbb{P}_{n}$, (3.4.4) follows from Lemma 3.4.3.

On the other hand, by Theorem 3.3.8 the three-term relation and the rank conditions imply that the $\mathbb{P}_{n}$ are orthonormal; hence, we can define Jacobi matrices $J_{i}$. The condition (3.4.4) shows that the operators $J_{i}$ are bounded. The existence of a measure with compact support follows from Lemma 3.4.6. That the measure is determinate follows from Theorem 3.2.17.

For block Jacobi matrices, the formal commutativity $J_{i} J_{j}=J_{j} J_{i}$ is equivalent to the conditions in (3.4.2), which is why we call them commutativity conditions. For bounded self-adjoint operators, the commutation of the spectral measures is equivalent to formal commutation. There are, however, examples of unbounded self-adjoint operators with a common dense domain such that they formally commute but their spectral measures do not commute (see Nelson [1959]). Theorem 3.4.7 shows that the measures with unbounded support set give rise to unbounded Jacobi matrices. There is a sufficient condition for the commutation of operators in Nelson [1959], which turns out to be applicable to a family of unbounded operators $J_{1}, \ldots, J_{d}$ that satisfy an additional condition. The result is as follows.

Theorem 3.4.8 Let $\left\{\mathbb{P}_{n}\right\}_{n=0}^{\infty}, \mathbb{P}_{0}=1$, be a sequence in $\Pi^{d}$ that satisfies the three-term relation (3.3.3) and the rank conditions (3.3.7) and (3.3.8). If

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{1}{\left\|A_{k, i}\right\|_{2}}=\infty, \quad 1 \leq i \leq d \tag{3.4.5}
\end{equation*}
$$

then there exists a determinate measure $\mu \in \mathscr{M}$ such that the $\mathbb{P}_{n}$ are orthonormal with respect to $\mu$.

The condition (3.4.5) is a well-known condition in one variable and implies the classical Carleman condition (3.2.16) for the determinacy of a moment problem; see p. 24 of Akhiezer [1965]. For the proof of this theorem and a discussion of the condition (3.4.5), see Xu [1993b].

### 3.5 Further Properties of the Three-Term Relation

In this section we discuss further properties of the three-term relation. To some extent, the properties discussed below indicate major differences between three-term relations in one variable and in several variables. They indicate that the three-term relation in several variables is not as strong as that in one variable; for example, there is no analogue of orthogonal polynomials of the second kind. These differences reflect the essential difficulties in higher dimensions.

### 3.5.1 Recurrence formula

For orthogonal polynomials in one variable, the three-term relation is equivalent to a recursion relation. For any given sequence of $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ we can use

$$
p_{n+1}=\frac{1}{a_{n}}\left(x-b_{n}\right) p_{n}-\frac{a_{n-1}}{a_{n}} p_{n-1}, \quad p_{0}=1, \quad p_{-1}=0
$$

to generate a sequence of polynomials, which by Favard's theorem is a sequence of orthogonal polynomials provided that $a_{n}>0$.

In several variables, however, the recurrence formula (3.3.10) without additional conditions is not equivalent to the three-term relation. As a
consequence, although Theorem 3.3.8 is an extension of the classical Favard theorem for one variable, it is not as strong as that theorem. In fact, one direction of the theorem says that if there is a sequence of polynomials $\mathbb{P}_{n}$ that satisfies the three-term relation and the rank condition then it is orthonormal. But it does not answer the question when and which $\mathbb{P}_{n}$ will satisfy such a relation. The conditions under which the recurrence relation (3.3.10) is equivalent to the three-term relation are discussed below.

Theorem 3.5.1 Let $\left\{\mathbb{P}_{k}\right\}_{k=0}^{\infty}$ be defined by (3.3.10). Then there is a linear functional $\mathscr{L}$ that is positive definite and makes $\left\{\mathbb{P}_{k}\right\}_{k=0}^{\infty}$ an orthonormal basis for $\Pi^{d}$ if and only if $B_{k, i}$ are symmetric and $A_{k, i}$ satisfy the rank condition (3.3.7) and together they satisfy the commutativity conditions (3.4.2).

This theorem reveals one major difference between orthogonal polynomials of one variable and of several variables; namely, the three-term relation in the case of several variables is different from the recurrence relation. For the recurrence formula to generate a sequence of orthogonal polynomials it is necessary that its coefficients satisfy the commutativity conditions. We note that, even if the set $\left\{\mathbb{P}_{n}\right\}_{n=0}^{\infty}$ is only orthogonal rather than orthonormal, $S_{n}^{-1} \mathbb{P}_{n}$ will be orthonormal, where $S_{n}$ is a nonsingular matrix that satisfies $S_{n} S_{n}^{\mathrm{T}}=\mathscr{L}\left(\mathbb{P}_{n} \mathbb{P}_{n}^{\mathrm{T}}\right)$. Therefore, our theorem may be stated in terms of polynomials that are only orthogonal. However, it has to be appropriately modified since the three-term relation in this case is (3.3.1) and the commutativity conditions become more complicated.

For the proof of Theorem 3.5.1 we will need several lemmas. One reason that the recurrence relation (3.3.10) is not equivalent to the three-term relation (3.3.1) lies in the fact that $D_{n}^{\mathrm{T}}$ is only a left inverse of $A_{n}$; that is, $D_{n}^{\mathrm{T}} A_{n}=I$, but $A_{n} D_{n}^{\mathrm{T}}$ is not equal to the identity. We need to understand the kernel space of $I-A_{n} D_{n}^{\mathrm{T}}$, which is related to the kernel space of $\left\{A_{n-1, i}-A_{n-1, j}: 1 \leq i, j \leq n\right\}$. In order to describe the latter object, we introduce the following notation.

Definition 3.5.2 For any given sequence of matrices $C_{1}, \ldots, C_{d}$, where each $C_{i}$ is of size $s \times t$, a joint matrix $\Xi_{C}$ is defined as follows. Let $\Xi_{i, j}, 1 \leq i, j \leq d, i \neq j$, be block matrices defined by

$$
\Xi_{i, j}=\left(\cdots|0| C_{j}^{\mathrm{T}}|\cdots|-C_{i}^{\mathrm{T}}|0| \cdots\right), \quad \Xi_{i, j}: t \times d s
$$

that is, the only two nonzero blocks are $C_{j}^{\mathrm{T}}$ at the $i$ th block and $-C_{i}^{\mathrm{T}}$ at the $j$ th block. The matrix $\Xi_{C}$ is then defined by using the $\Xi_{i, j}$ as blocks in the lexicographical order of $\{(i, j): 1 \leq i<j \leq d\}$,

$$
\Xi_{C}=\left[\Xi_{1,2}^{\mathrm{T}}\left|\Xi_{1,3}^{\mathrm{T}}\right| \cdots \mid \Xi_{d-1, d}^{\mathrm{T}}\right]
$$

The matrix $\Xi_{C}$ is of size $d s \times\binom{ d}{2} t$.

For example, for $d=2$ and $d=3$, respectively, $\Xi_{C}$ is given by

$$
\left[\begin{array}{c}
C_{2} \\
-C_{1}
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{ccc}
C_{2} & C_{3} & 0 \\
-C_{1} & 0 & C_{3} \\
0 & -C_{1} & -C_{2}
\end{array}\right] .
$$

The following lemma follows readily from the definition of $\Xi_{C}$.
Lemma 3.5.3 Let $Y=\left(\begin{array}{lll}Y_{1}^{\mathrm{T}} & \cdots & Y_{d}^{\mathrm{T}}\end{array}\right)^{\mathrm{T}}, Y_{i} \in \mathbb{R}^{s}$. Then

$$
\Xi_{C}^{\mathrm{T}} Y=0 \quad \text { if and only if } \quad C_{i}^{\mathrm{T}} Y_{j}=C_{j}^{\mathrm{T}} Y_{i}, \quad 1 \leq i<j \leq d
$$

By definition, $\Xi_{A_{n}}$ and $\Xi_{A_{n}^{\mathrm{T}}}$ are matrices of different sizes. Indeed,

$$
\Xi_{A_{n}}: d r_{n}^{d} \times\binom{ d}{2} r_{n+1}^{d} \quad \text { and } \quad \Xi_{A_{n}^{\mathrm{T}}}: d r_{n+1}^{d} \times\binom{ d}{2} r_{n}^{d}
$$

We will need to find the ranks of these two matrices. Because of the relation (3.3.4), we first look at $\Xi_{L_{n}}$ and $\Xi_{L_{n}^{\mathrm{T}}}$, where the matrices $L_{n, i}$ are defined by (3.3.5).

Lemma 3.5.4 For $n \in \mathbb{N}_{0}$ and $1 \leq i<j \leq d, L_{n, i} L_{n+1, j}=L_{n, j} L_{n+1, i}$.
Proof From (3.3.5) it follows that, for any $x \in \mathbb{R}^{d}$,

$$
L_{n, i} L_{n+1, j} \mathbf{x}^{n+2}=x_{i} x_{j} \mathbf{x}^{n}=L_{n, j} L_{n+1, i} \mathbf{x}^{n+2}
$$

Taking partial derivatives, with respect to $\mathbf{x}$, of the above identity we conclude that $\left(L_{n, i} L_{n+1, j}-L_{n, j} L_{n+1, i}\right) \mathbf{e}_{k}=0$ for every element $\mathbf{e}_{k}$ of the standard basis of $\mathbb{R}^{r_{n+2}}$. Hence, the desired identity follows.

Lemma 3.5.5 For $d \geq 2$ and $n \geq 1, \operatorname{rank} \Xi_{L_{n}^{\mathrm{T}}}=d r_{n+1}^{d}-r_{n+2}^{d}$.
Proof We shall prove that the dimension of the null space of $\Xi_{L_{n}^{\mathrm{T}}}^{\mathrm{T}} r_{n+2}^{d}$. Let $Y=$ $\left(\begin{array}{lll}Y_{1}^{\mathrm{T}} & \cdots & Y_{d}^{\mathrm{T}}\end{array}\right)^{\mathrm{T}} \in \mathbb{R}^{d r_{n+1}}$, where $Y_{i} \in \mathbb{R}^{r_{n+1}}$. Consider the homogeneous equation in $d r_{n+1}^{d}$ variables $\Xi_{L_{n}^{T}}^{\mathrm{T}} Y=0$, which by Lemma 3.5.3, is equivalent to

$$
\begin{equation*}
L_{n, i} Y_{j}=L_{n, j} Y_{i}, \quad 1 \leq i<j \leq d \tag{3.5.1}
\end{equation*}
$$

There is exactly a single 1 in each row of $L_{n, i}$ and the rank of $L_{n, i}$ is $r_{n}^{d}$. Define $\mathscr{N}_{n}=\left\{\alpha \in \mathbb{N}_{0}^{d}:|\alpha|=n\right\}$ and, for each $1 \leq i \leq d, \mathscr{N}_{n, i}=\left\{\alpha \in \mathbb{N}_{0}^{d}\right.$ : $|\alpha|=n$ and $\left.\alpha_{i} \neq 0\right\}$. Let $\mu(\mathscr{N})$ denote the number of elements in the set $\mathscr{N}$. Counting the number of integer solutions of $|\alpha|=n$ shows that $\mu\left(\mathscr{N}_{n}\right)=r_{n}^{d}$, $\mu\left(\mathscr{N}_{n, i}\right)=r_{n-1}^{d}$. We can consider the $L_{n, i}$ as transforms from $\mathscr{N}_{n}$ to $\mathscr{N}_{n, i}$. Fix a one-to-one correspondence between the elements of $\mathscr{N}_{n}$ and the elements of a vector in $\mathbb{R}^{r_{n}}$, and write $\left.Y_{i}\right|_{\mathscr{N}_{n+1, j}}=L_{n, j} Y_{i}$. The linear systems of equations (3.5.1) can be written as

$$
\begin{equation*}
\left.Y_{i}\right|_{\mathscr{N}_{n+1, j}}=\left.Y_{j}\right|_{\mathscr{N}_{n+1, i}}, \quad 1 \leq i<j \leq d \tag{3.5.2}
\end{equation*}
$$

This gives $\binom{d}{2} r_{n}^{d}$ equations in $d r_{n+1}^{d}$ variables of $Y$, not all of which are independent. For any distinct integers $i, j$ and $k$,

$$
\begin{gathered}
\left.Y_{i}\right|_{\mathscr{N}_{n+1, j} \cap \mathscr{N}_{n+1, k}}=\left.Y_{j}\right|_{\mathscr{N}_{n+1, i} \cap \mathscr{N}_{n+1, k}},\left.\quad Y_{i}\right|_{\mathscr{N}_{n+1, k} \cap \mathscr{N}_{n+1, j}}=\left.Y_{k}\right|_{\mathscr{N}_{n+1, i} \cap \mathscr{N}_{n+1, j}}, \\
\left.Y_{j}\right|_{\mathscr{N}_{n+1, k} \cap \mathscr{N}_{n+1, i}}=\left.Y_{k}\right|_{\mathscr{N}_{n+1, j} \cap \mathscr{N}_{n+1, i}} .
\end{gathered}
$$

Thus, there are exactly $\mu\left(\mathscr{N}_{n+1, j} \cap \mathscr{N}_{n+1, k}\right)=r_{n-1}^{d}$ duplicated equations among these three systems of equations. Counting all combinations of the three systems generated by the equations in (3.5.2) gives $\binom{d}{3} r_{n-1}^{d}$ equations; however, among them some are counted more than once. Repeating the above argument for the four distinct systems generated by the equations in (3.5.1), we have that there are $\mu\left(\mathscr{N}_{n, i} \cap \mathscr{N}_{n, j} \cap \mathscr{A}_{n, k}\right)=r_{n-2}^{d}$ equations that are duplicated. There are $\binom{d}{4}$ combinations of the four different systems of equations. We then need to consider five systems of equations, and so on. In this way, it follows from the inclusionexclusion formula that the number of duplicated equations in (3.5.2) is

$$
\binom{d}{3} r_{n-1}^{d}-\binom{d}{4} r_{n-2}^{d}+\cdots+(-1)^{d+1} r_{n-d+2}^{d}=\sum_{k=3}^{d}(-1)^{k+1}\binom{d}{k} r_{n-k+2}^{d}
$$

Thus, among the $\binom{d}{2} r_{n}^{d}$ equations (3.5.1), the number that are independent is

$$
\binom{d}{2} r_{n}^{d}-\sum_{k=3}^{d}(-1)^{k+1}\binom{d}{k} r_{n-k+2}^{d}=\sum_{k=2}^{d}(-1)^{k}\binom{d}{k} r_{n-k+2}^{d} .
$$

Since the dimension of the null space is equal to the number of variables minus the number of independent equations, and there are $d r_{n+1}^{d}$ variables, we have

$$
\operatorname{dim} \operatorname{ker} \Xi_{L_{n}^{\mathrm{T}}}^{\mathrm{T}}=d r_{n+1}^{d}-\sum_{k=2}^{d}(-1)^{k}\binom{d}{k} r_{n-k+2}^{d}=r_{n+2}^{d},
$$

where the last equality follows from a Chu-Vandermonde sum (see Proposition 1.2.3). The proof is complete.

Lemma 3.5.6 For $d \geq 2$ and $n \geq 1$, rank $\Xi_{L_{n}}=d r_{n}^{d}-r_{n-1}^{d}$.
Proof We shall prove that the dimension of the null space of $\Xi_{L_{n}}^{\mathrm{T}}$ is $r_{n-1}^{d}$. Suppose that $Y=\left(\begin{array}{lll}Y_{1}^{\mathrm{T}} & \cdots & Y_{d}^{\mathrm{T}}\end{array}\right)^{\mathrm{T}} \in \mathbb{R}^{d r_{n}}$, where $Y_{i} \in \mathbb{R}^{r_{n}}$. Consider the homogeneous equation $\Xi_{L_{n}}^{\mathrm{T}} Y=0$. By Lemma 3.5.3 this equation is equivalent to the system of linear equations

$$
\begin{equation*}
L_{n, i}^{\mathrm{T}} Y_{j}=L_{n, j}^{\mathrm{T}} Y_{i}, \quad 1 \leq i<j \leq d \tag{3.5.3}
\end{equation*}
$$

We take $\mathscr{N}_{n}$ and $\mathscr{N}_{n, i}$ to be as in the proof of the previous lemma. Note that $L_{n, i}^{\mathrm{T}} Y_{j}$ is a vector in $\mathbb{R}^{r_{n+1}}$, whose coordinates corresponding to $\mathscr{N}_{n, i}$ are those of $Y_{j}$ and whose other coordinates are zeros. Thus, equation (3.5.3) implies that the elements of $Y_{j}$ are nonzero only when they correspond to $\mathscr{N}_{n, j} \cap \mathscr{N}_{n, i}$ being in $L_{n, i}^{\mathrm{T}} Y_{j}$,
that is, $\left.\left(L_{n, i}^{\mathrm{T}} Y_{j}\right)\right|_{\mathscr{N}_{n, i} \cap \mathscr{N}_{n, j} ;}$; the nonzero elements of $Y_{i}$ are $\left.\left(L_{n, j}^{\mathrm{T}} Y_{i}\right)\right|_{\mathscr{N}_{n, i} \cap \mathscr{N}_{n, j}}$. Moreover, these two vectors are equal. Since for any $X \in \mathbb{R}^{r_{n+1}}$ we have $L_{n-1, j} L_{n, i} X=$ $\left.X\right|_{\mathscr{N}_{n, i} \cap \mathscr{N}_{n, j}}$, which follows from $L_{n-1, i} L_{n, j} \mathbf{x}^{n+1}=x_{i} x_{j} \mathbf{x}^{n-1}$, from the fact that $L_{n, i} L_{n, i}^{\mathrm{T}}=I$ we have

$$
\left.\left(L_{n, i}^{\mathrm{T}} Y_{j}\right)\right|_{\mathscr{N}_{n, i} \cap \mathscr{N}_{n, j}}=L_{n-1, j} L_{n, i}\left(L_{n, i}^{\mathrm{T}} Y_{j}\right)=L_{n-1, j} Y_{j}=\left.Y_{j}\right|_{\mathscr{N}_{n-1, j}} .
$$

Therefore, the nonzero elements of $Y_{i}$ and $Y_{j}$ satisfy $\left.Y_{i}\right|_{\mathscr{N}_{n-1, i}}=\left.Y_{j}\right|_{\mathscr{N}_{n-1, j}}, 1 \leq$ $i<j \leq d$. Thus there are exactly $\mu\left(\mathscr{N}_{n-1, i}\right)=r_{n-1}^{d}$ independent variables in the solution of (3.5.3). That is, the dimension of the null space of $\Xi_{L_{n}}^{\mathrm{T}}$ is $r_{n-1}^{d}$.

From the last two lemmas we can derive the ranks of $\Xi_{A_{n}}$ and $\Xi_{A_{n}^{T}}$.
Proposition 3.5.7 Let $A_{n, i}$ be the matrices in the three-term relation. Then

$$
\operatorname{rank} \Xi_{A_{n}}=d r_{n}^{d}-r_{n-1}^{d}, \quad \text { and } \quad \operatorname{rank} \Xi_{A_{n}^{\mathrm{T}}}=d r_{n+1}^{d}-r_{n+2}^{d}
$$

Proof By (3.3.4) and the definition of $\Xi_{C}$ it readily follows that

$$
\Xi_{A_{n}} \operatorname{diag}\left\{G_{n+1}, \ldots, G_{n+1}\right\}=\operatorname{diag}\left\{G_{n}, \ldots, G_{n}\right\} \Xi_{L_{n}}
$$

where the block diagonal matrix on the left-hand side is of size $\binom{d}{2} r_{n+1}^{d} \times\binom{ d}{2} r_{n+1}^{d}$ and that on the right-hand side is of size $d r_{n}^{d} \times d r_{n}^{d}$. Since $G_{n}$ and $G_{n+1}$ are both invertible, so are these two block matrices. Therefore rank $\Xi_{A_{n}}=$ rank $\Xi_{L_{n}}$. Thus, the first equality follows from the corresponding equality in Lemma 3.5.6. The second is proved similarly.

Our next lemma deals with the null space of $I-A_{n} D_{n}^{\mathrm{T}}$.
Lemma 3.5.8 Let $\left\{A_{n, i}\right\}$ be the coefficient matrices in the three-term relation (3.3.1), and let $D_{n}^{\mathrm{T}}$ be the left inverse of $A_{n}$, defined in (3.3.9). Then $Y=\left(\begin{array}{lll}Y_{1}^{\mathrm{T}} & \cdots & Y_{d}^{\mathrm{T}}\end{array}\right)^{\mathrm{T}}, Y_{i} \in \mathbb{R}^{r_{n}}$, is in the null space of $I-A_{n} D_{n}^{\mathrm{T}}$ if and only if $A_{n-1, i} Y_{j}=A_{n-1, j} Y_{i}, 1 \leq i, j \leq d$, or, equivalently, $\Xi_{A_{n-1}^{\mathrm{T}}}^{\mathrm{T}} Y=0$.

Proof Let the singular-value decompositions of $A_{n}$ and $D_{n}^{\mathrm{T}}$ be of the form given in Subsection 3.3.1. Both $A_{n}$ and $D_{n}$ are of size $d r_{n}^{d} \times r_{n+1}^{d}$. It follows that

$$
I-A_{n} D_{n}^{\mathrm{T}}=W^{\mathrm{T}}\left(\begin{array}{cc}
0 & -\Sigma \Sigma_{1} \\
0 & I
\end{array}\right) W
$$

where $W$ is a unitary matrix, $\Sigma$ and $\Sigma_{1}$ are invertible diagonal matrices and $I$ is the identity matrix of size $d r_{n}^{d}-r_{n+1}^{d}$, from which it follows that $\operatorname{rank}\left(I-A_{n} D_{n}^{\mathrm{T}}\right)=$ $d r_{n}^{d}-r_{n+1}^{d}$. Hence

$$
\operatorname{dim} \operatorname{ker}\left(I-A_{n} D_{n}^{\mathrm{T}}\right)=d r_{n}^{d}-\operatorname{rank}\left(I-A_{n} D_{n}^{\mathrm{T}}\right)=r_{n+1}^{d}
$$

Since $D_{n}^{\mathrm{T}} A_{n}=I$, it follows that $\left(I-A_{n} D_{n}^{\mathrm{T}}\right) A_{n}=A_{n}-A_{n}=0$, which implies that the columns of $A_{n}$ form a basis for the null space of $I-A_{n} D_{n}^{\mathrm{T}}$. Therefore, if $\left(I-A_{n} D_{n}^{\mathrm{T}}\right) Y=0$ then there exists a vector $\mathbf{c}$ such that $Y=A_{n} \mathbf{c}$. But the first commutativity condition in (3.4.2) is equivalent to $\Xi_{A_{n-1}^{\mathrm{T}}}^{\mathrm{T}} A_{n}=0$; it follows that $\Xi_{A_{n-1}^{\mathrm{T}}}^{\mathrm{T}} Y=0$. This proves one direction. For the other direction, suppose that $\Xi_{A_{n-1}^{\mathrm{T}}}^{\mathrm{T}} Y=0$. By Proposition 3.5.7,

$$
\operatorname{dim} \operatorname{ker} \Xi_{A_{n-1}^{\mathrm{T}}}^{\mathrm{T}}=d r_{n}^{d}-\operatorname{rank} \Xi_{A_{n-1}^{\mathrm{T}}}^{\mathrm{T}}=r_{n+1}^{d}
$$

From $\Xi_{A_{n-1}^{\mathrm{T}}}^{\mathrm{T}} Y=0$ it also follows that the columns of $A_{n}$ form a basis for $\operatorname{ker} \Xi_{A_{n-1}^{\mathrm{T}}}^{\mathrm{T}}$. Therefore, there exists a vector $\mathbf{c}^{*}$ such that $Y=A_{n} \mathbf{c}^{*}$, which, by $D_{n}^{\mathrm{T}} A_{n}=I$, implies that $\left(I-A_{n} D_{n}^{\mathrm{T}}\right) Y=0$.

Finally, we are in a position to prove Theorem 3.5.1.
Proof of Theorem 3.5.1 Evidently, we need only prove the " if " part of the theorem. Suppose that $\left\{\mathbb{P}_{n}\right\}_{n=0}^{\infty}$ is defined recursively by (3.3.10) and that the matrices $A_{n, i}$ and $B_{n, i}$ satisfy the rank and commutativity conditions. We will use induction. For $n=0, \mathbb{P}_{0}=1$ and $\mathbb{P}_{-1}=0$; thus

$$
\mathbb{P}_{1}=\sum_{i=1}^{d} D_{0, i}^{\mathrm{T}} x_{i}-\sum_{i=1}^{d} D_{0, i}^{\mathrm{T}} B_{0, i}
$$

Since $A_{0}$ and $D_{0}$ are both $d \times d$ matrices and $D_{0}^{\mathrm{T}} A_{0}=I$, it follows that $A_{0} D_{0}^{\mathrm{T}}=I$, which implies that $A_{0, i} D_{0, j}^{\mathrm{T}}=\delta_{i, j}$. Therefore

$$
A_{0, j} \mathbb{P}_{1}=x_{j}-B_{0, j}=x_{j} \mathbb{P}_{0}-B_{0, j} \mathbb{P}_{0}
$$

Assuming we have proved that

$$
\begin{equation*}
A_{k, j} \mathbb{P}_{k+1}=x_{j} \mathbb{P}_{k}-B_{k, j} \mathbb{P}_{k}-A_{k-1, j}^{\mathrm{T}} \mathbb{P}_{k-1}, \quad 0 \leq k \leq n-1 \tag{3.5.4}
\end{equation*}
$$

we now show that this equation also holds for $k=n$. First we prove that

$$
\begin{equation*}
A_{n, j} \mathbb{P}_{n+1}=x_{j} \mathbb{P}_{n}-B_{n, j} \mathbb{P}_{n}-A_{n-1, j}^{\mathrm{T}} \mathbb{P}_{n-1}+\mathbb{Q}_{n-2, j} \tag{3.5.5}
\end{equation*}
$$

where the components of $\mathbb{Q}_{n-2, j}$ are elements of the polynomial space $\Pi_{n-2}^{d}$. Since each component of $\mathbb{P}_{n}$ is a polynomial of degree at most $n$, we can write

$$
\mathbb{P}_{n}=G_{n, n} \mathbf{x}^{n}+G_{n, n-1} \mathbf{x}^{n-1}+G_{n, n-2} \mathbf{x}^{n}+\cdots
$$

for some matrices $G_{n, k}$ and also write $G_{n}=G_{n, n}$. Upon expanding both sides of (3.5.5) in powers of $\mathbf{x}^{k}$, it suffices to show that the highest three coefficients in the expansions are equal. Since $\mathbb{P}_{n+1}$ is defined by the recurrence relation (3.3.10), comparing the coefficients shows that we need to establish that
$A_{n, j} \sum_{i=1}^{d} D_{n, i}^{\mathrm{T}} X_{n, i}=X_{n, j}, 1 \leq j \leq d$, where $X_{n, j}$ is one of $Q_{n, j}, R_{n, j}$ and $S_{n, j}$, which are as follows:

$$
\begin{align*}
Q_{n, j} & =G_{n} L_{n, j} \\
R_{n, j} & =G_{n, n-1} L_{n-1, j}-B_{n, j} G_{n}  \tag{3.5.6}\\
S_{n, j} & =G_{n, n-2} L_{n-2, j}-B_{n, j} G_{n, n-1}-A_{n-1, j}^{\mathrm{T}} G_{n-1}
\end{align*}
$$

see (3.3.5) for the $L_{n, j}$. Written in a more compact form, the equations that we need to show are

$$
A_{n} D_{n}^{\mathrm{T}} Q_{n}=Q_{n}, \quad A_{n} D_{n}^{\mathrm{T}} R_{n}=R_{n}, \quad A_{n} D_{n}^{\mathrm{T}} S_{n}=S_{n}
$$

We proceed by proving that the columns of $Q_{n}, R_{n}$ and $S_{n}$ belong to the null space of $I-A_{n} D_{n}^{\mathrm{T}}$. But, by Lemmas 3.5.8 and 3.5.3, this reduces to showing that

$$
\begin{aligned}
A_{n-1, i} Q_{n, j}= & A_{n-1, j} Q_{n, i}, \quad A_{n-1, i} R_{n, j}=A_{n-1, j} R_{n, i}, \\
& A_{n-1, i} S_{n, j}=A_{n-1, j} S_{n, i} .
\end{aligned}
$$

These equations can be seen to follow from Lemma 3.5.4, equations (3.4.2) and the following:

$$
\begin{aligned}
G_{n-1} L_{n-1, i} & =A_{n-1, i} G_{n} \\
G_{n-1, n-2} L_{n-2, i} & =A_{n-1, i} G_{n, n-1}-B_{n-1, i} G_{n-1}, \\
G_{n-1, n-3} L_{n-3, i} & =A_{n-1, i} G_{n, n-2}-B_{n-1, i} G_{n-1, n-2}-A_{n-2, i}^{\mathrm{T}} G_{n-2}
\end{aligned}
$$

which are obtained by comparing the coefficients of (3.5.4) for $k=n-1$. For example,

$$
\begin{aligned}
A_{n-1, i} R_{n, j} & =A_{n-1, i}\left(G_{n, n-1} L_{n-1, j}-B_{n, j} G_{n}\right) \\
& =G_{n-1, n-2} L_{n-2, i} L_{n-1, j}-B_{n-1, i} G_{n-1} L_{n-1, j}-A_{n-1, i} B_{n, j} G_{n} \\
& =G_{n-1, n-2} L_{n-2, i} L_{n-1, j}-\left(B_{n-1, i} A_{n-1, j}+A_{n-1, i} B_{n, j}\right) G_{n} \\
& =A_{n-1, j} R_{n, i} .
\end{aligned}
$$

The other two equations follow similarly. Therefore, we have proved (3.5.5). In particular, from (3.5.4) and (3.5.5) we obtain

$$
\begin{equation*}
A_{k, i} G_{k+1}=G_{k} L_{k, i}, \quad 0 \leq k \leq n, \quad 1 \leq i \leq d \tag{3.5.7}
\end{equation*}
$$

which, since $A_{n, i}$ satisfies the rank condition, implies that $G_{n+1}$ is invertible, as in the proof of Theorem 3.3.7.

To complete the proof, we now prove that $\mathbb{Q}_{n-2, i}=0$. On the one hand, multiplying equation (3.5.5) by $D_{n, i}^{\mathrm{T}}$ and summing for $1 \leq i \leq d$, it follows from the recurrence formulae (3.3.10) and $D_{n}^{\mathrm{T}} A_{n}=I$ that

$$
\begin{equation*}
\sum_{j=1}^{d} D_{n, j}^{\mathrm{T}} \mathbb{Q}_{n-2, j}=\sum_{j=1}^{d} D_{n, j}^{\mathrm{T}} A_{n, j} \mathbb{P}_{n+1}-\mathbb{P}_{n+1}=0 \tag{3.5.8}
\end{equation*}
$$

On the other hand, it follows from (3.5.4) and (3.5.5) that

$$
\begin{aligned}
A_{n-1, i} \mathbb{Q}_{n-2, j}= & -x_{i} x_{j} \mathbb{P}_{n-1}+A_{n-1, i} A_{n, j} \mathbb{P}_{n+1} \\
& +\left(A_{n-1, i} B_{n, j}+B_{n-1, i} A_{n-1, j}\right) \mathbb{P}_{n} \\
& +\left(A_{n-1, i} A_{n-1, j}^{\mathrm{T}}+B_{n-1, i} B_{n-1, j}+A_{n-2, i}^{\mathrm{T}} A_{n-2, j}\right) \mathbb{P}_{n-1} \\
& +\left(A_{n-2, i}^{\mathrm{T}} B_{n-2, j}+B_{n-1, i} A_{n-2, j}^{\mathrm{T}}\right) \mathbb{P}_{n-2}+A_{n-2, i}^{\mathrm{T}} A_{n-3, j}^{\mathrm{T}} \mathbb{P}_{n-3},
\end{aligned}
$$

which implies by the commutativity conditions (3.4.2) that

$$
A_{n-1, i} \mathbb{Q}_{n-2, j}=A_{n-1, j} \mathbb{Q}_{n-2, i} .
$$

We claim that this equation implies that there is a vector $\mathbb{Q}_{n}$ such that $\mathbb{Q}_{n-2, i}=$ $A_{n, i} \mathbb{Q}_{n}$, which, once established, completes the proof upon using (3.5.8) and the fact that $D_{n}^{\mathrm{T}} A_{n}=I$. Indeed, the above equation by (3.5.7), is equivalent to $L_{n-1, i} X_{j}=L_{n-1, j} X_{i}$. Define $\mathbb{Q}_{n}$ by $\mathbb{Q}_{n}=G_{n+1}^{-1} X$, where $X$ is defined as a vector that satisfies $L_{n, i} X=X_{i}$, in which $X_{i}=G_{n, i}^{-1} \mathbb{Q}_{n-2, i}$. In other words, recalling the notations used in the proof of Lemma 3.5.5, $X$ is defined as a vector that satisfies $\left.X\right|_{\mathscr{N}_{n, i}}=X_{i}$. Since $\mathscr{N}=\bigcup \mathscr{N}_{n, i}$ and

$$
\left.X\right|_{\mathscr{N}_{n, i} \cap \mathscr{N}_{n, j}}=L_{n-1, i} L_{n, j} X=L_{n-1, i} X_{j}=L_{n-1, j} X_{i}=\left.X\right|_{\mathscr{N}_{n, i} \cap \mathscr{N}_{n, j}}
$$

we see that $X$, and hence $\mathbb{Q}_{n}$, is well defined.

### 3.5.2 General solutions of the three-term relation

Next we turn our attention to another difference between orthogonal polynomials of one and several variables. From the three-term relation and Favard's theorem, orthogonal polynomials in one variable can be considered as solutions of the difference equation

$$
a_{k} y_{k+1}+b_{k} y_{k}+a_{k-1} y_{k-1}=x y_{k}, \quad k \geq 1,
$$

where $a_{k}>0$ and the initial conditions are $y_{0}=1$ and $y_{1}=a_{0}^{-1}\left(x-b_{0}\right)$. It is well known that this difference equation has another solution that satisfies the initial conditions $y_{0}=0$ and $y_{1}=a_{0}^{-1}$. The components of the solution, denoted by $q_{k}$, are customarily called associated polynomials, or polynomials of the second kind. Together, these two sets of solutions share many interesting properties, and $\left\{q_{n}\right\}$ plays an important role in areas such as the problem of moments, the spectral theory of the Jacobi matrix and continuous fractions.

By the three-term relation (3.3.3), we can consider orthogonal polynomials in several variables to be solutions of the multi-parameter finite difference equations

$$
\begin{equation*}
x_{i} Y_{k}=A_{k, i} Y_{k+1}+B_{k, i} Y_{k}+A_{k-1, i}^{\mathrm{T}} Y_{k-1}, \quad 1 \leq i \leq d, k \geq 1 \tag{3.5.9}
\end{equation*}
$$

where the $B_{n, i}$ are symmetric, the $A_{n, i}$ satisfy the rank conditions (3.3.8) and (3.3.7) and the initial values are given by

$$
\begin{equation*}
Y_{0}=a, \quad Y_{1}=\mathbf{b}, \quad a \in \mathbb{R}, \quad \mathbf{b} \in \mathbb{R}^{d} \tag{3.5.10}
\end{equation*}
$$

One might expect that there would be other linearly independent solutions of (3.5.9) which could be defined as associated polynomials in several variables. However, it turns out rather surprisingly that (3.5.9) has no solutions other than the system of orthogonal polynomials. This result is formulated as follows.

Theorem 3.5.9 If the multi-parameter difference equation (3.5.9) has a solution $\mathbb{P}=\left\{\mathbb{P}_{k}\right\}_{k=0}^{\infty}$ for the particular initial values

$$
\begin{equation*}
Y_{0}^{*}=1, \quad Y_{1}^{*}=A_{0}^{-1}\left(x-B_{0}\right) \tag{3.5.11}
\end{equation*}
$$

then all other solutions of (3.5.9) and (3.5.10) are multiples of $\mathbb{P}$ with the possible exception of the first component. More precisely, if $Y=\left\{Y_{k}\right\}_{k=0}^{\infty}$ is a solution of (3.5.9) and (3.5.10) then $Y_{k}=h \mathbb{P}_{k}$ for all $k \geq 1$, where $h$ is a function independent of $k$.

Proof The assumption and the extension of Favard's theorem in Theorem 3.3.8 imply that $\mathbb{P}=\left\{\mathbb{P}_{k}\right\}_{k=0}^{\infty}$ forms a sequence of orthonormal polynomials. Therefore, the coefficient matrices of (3.5.9) satisfy the commutativity conditions (3.4.2).

Suppose that a sequence of vectors $\left\{Y_{k}\right\}$ satisfies (3.5.9) and the initial values (3.5.10). From equation (3.5.9),

$$
A_{k, i} Y_{k+1}=x_{i} Y_{k}-B_{k, i} Y_{k}-A_{k-1, i}^{\mathrm{T}} Y_{k-1}, \quad 1 \leq i \leq d
$$

Multiplying the $i$ th equation by $A_{k-1, j}$ and the $j$ th equation by $A_{k-1, i}$, it follows from the first equation of (3.4.2) that

$$
\begin{equation*}
A_{k-1, i}\left(x_{j} Y_{k}-B_{k, j} Y_{k}-A_{k-1, j}^{\mathrm{T}} Y_{k-1}\right)=A_{k-1, j}\left(x_{i} Y_{k}-B_{k, i} Y_{k}-A_{k-1, i}^{\mathrm{T}} Y_{k-1}\right), \tag{3.5.12}
\end{equation*}
$$

for $1 \leq i, j \leq d$ and $k \geq 1$. In particular, the case $k=1$ gives a relation between $Y_{0}$ and $Y_{1}$, which, upon using the second equation of (3.4.2) for $k=1$ and the fact that $A_{0, i} A_{0, j}^{\mathrm{T}}$ and $B_{0, i}$ are numbers, we can rewrite as

$$
\left(x_{i}-B_{0, i}\right) A_{0, j} Y_{1}=\left(x_{j}-B_{0, j}\right) A_{0, i} Y_{1} .
$$

However, $x_{i}$ and $x_{j}$ are independent variables; $Y_{1}$ must be a function of $x$, and moreover, has to satisfy $A_{0, i} Y_{1}=\left(x_{i}-b_{i}\right) h(x)$, where $h$ is a function of $x$. Substituting the latter equation into the above displayed equation, we obtain $b_{i}=B_{0, i}$. The case $h(x)=1$ corresponds to the orthogonal polynomial solution $\mathbb{P}$. Since $D_{0}^{\mathrm{T}}=A_{0}^{-1}$, from (3.5.11) we have

$$
Y_{1}=\sum_{i=1}^{d} D_{0, i}^{\mathrm{T}}\left(x_{i}-B_{0, i}\right) h(x)=A_{0}^{-1}\left(x-B_{0}\right) h(x)=h(x) \mathbb{P}_{1} .
$$

Therefore, upon using the left inverse $D_{k}^{\mathrm{T}}$ of $A_{k}$ from (3.3.9) we see that every solution of (3.5.9) satisfies

$$
\begin{equation*}
Y_{k+1}=\sum_{i=1}^{d} D_{k, i}^{\mathrm{T}} x_{i} Y_{k}-E_{k} Y_{k}-F_{k} Y_{k-1} \tag{3.5.13}
\end{equation*}
$$

where $E_{k}$ and $F_{k}$ are defined as in (3.3.10); consequently,

$$
Y_{2}=\sum_{i=1}^{d} D_{1, i}^{\mathrm{T}}\left(x_{i} I-B_{1, i}\right) h(x) \mathbb{P}_{1}-F_{1} Y_{0}=h(x) \mathbb{P}_{2}+F_{1}\left(h(x)-Y_{0}\right)
$$

Since $\mathbb{P}$ is a solution of equation (3.5.9) with initial conditions (3.5.11), it follows from (3.5.12) that

$$
A_{1, i}\left(x_{j} \mathbb{P}_{2}-B_{2, j} \mathbb{P}_{2}-A_{1, j}^{\mathrm{T}} \mathbb{P}_{1}\right)=A_{1, j}\left(x_{i} \mathbb{P}_{2}-B_{2, i} \mathbb{P}_{2}-A_{1, i}^{\mathrm{T}} \mathbb{P}_{1}\right)
$$

Multiplying this equation by $h$ and subtracting it from (3.5.12) with $k=2$, we conclude from the formulae for $Y_{1}$ and $Y_{2}$ that

$$
A_{1, i}\left(x_{j} I-B_{2, j}\right) F_{1}\left(h(x)-Y_{0}\right)=A_{1, j}\left(x_{i} I-B_{2, i}\right) F_{1}\left(h(x)-Y_{0}\right) .
$$

If $Y_{0}=h(x)$ then it follows from (3.5.13) and $Y_{1}=h(x) \mathbb{P}_{1}$ that $Y_{k}=h(x) \mathbb{P}_{k}$ for all $k \geq 0$, which is the conclusion of the theorem. Now assume that $h(x) \neq Y_{0}$. Thus, $h(x)-Y_{0}$ is a nonzero number so, from the previous formula,

$$
A_{1, i}\left(x_{j} I-B_{2, j}\right) F_{1}=A_{1, j}\left(x_{i} I-B_{2, i}\right) F_{1} .
$$

However, since $x_{i}$ and $x_{j}$ are independent variables, we conclude that for this equality to hold it is necessary that $A_{1, i} F_{1}=0$, which implies that $F_{1}=0$ because $D_{n}^{\mathrm{T}} A_{n}=1$. We then obtain from the formula for $Y_{2}$ that $Y_{2}=h(x) \mathbb{P}_{2}$. Thus, by (3.5.13), $Y_{k}=h(x) \mathbb{P}_{k}$ for all $k \geq 1$, which concludes the proof.

### 3.6 Reproducing Kernels and Fourier Orthogonal Series

Let $\mathscr{L}(f)=\int f \mathrm{~d} \mu$ be a positive definite linear functional, where $\mathrm{d} \mu$ is a nonnegative Borel measure with finite moments. Let $\left\{P_{\alpha}^{n}\right\}$ be a sequence of orthonormal polynomials with respect to $\mathscr{L}(f)$. For any function $f$ in $L^{2}(\mathrm{~d} \mu)$, we can consider its Fourier orthogonal series with respect to $\left\{P_{\alpha}^{n}\right\}$ :

$$
f \sim \sum_{n=0}^{\infty} \sum_{|\alpha|=n} a_{\alpha}^{n}(f) P_{\alpha}^{n} \quad \text { with } \quad a_{\alpha}^{n}(f)=\int f(x) P_{\alpha}^{n}(x) \mathrm{d} \mu .
$$

Although the bases of orthonormal polynomials are not unique, the Fourier series in fact is independent of the particular basis. Indeed, using the vector notation $\mathbb{P}_{n}$, the above definition of the Fourier series may be written as

$$
\begin{equation*}
f \sim \sum_{n=0}^{\infty} \mathbf{a}_{n}^{\mathrm{T}}(f) \mathbb{P}_{n} \quad \text { with } \quad \mathbf{a}_{n}(f)=\int f(x) \mathbb{P}_{n}(x) \mathrm{d} \mu \tag{3.6.1}
\end{equation*}
$$

Furthermore, recalling that $\mathscr{V}_{n}^{d}$ denotes the space of orthogonal polynomials of degree exactly $n$, as in (3.1.2), it follows from the orthogonality that the expansion can be considered as

$$
f \sim \sum_{n=0}^{\infty} \operatorname{proj}_{\mathscr{V}_{n}^{d}} f, \quad \text { where } \quad \operatorname{proj}_{\mathscr{Y}_{n}^{d}} f=\mathbf{a}_{n}^{\mathrm{T}}(f) \mathbb{P}_{n}
$$

We shall denote the projection operator $\operatorname{proj}_{\mathscr{V}_{n}^{d}} f$ by $\mathbf{P}_{n}(f)$. In terms of an orthonormal basis, it can be written as

$$
\begin{equation*}
\mathbf{P}_{n}(f ; x)=\int f(y) \mathbf{P}_{n}(x, y) \mathrm{d} \mu(y), \quad \mathbf{P}_{n}(x, y)=\mathbb{P}_{n}^{\mathrm{T}}(x) \mathbb{P}_{n}(y) \tag{3.6.2}
\end{equation*}
$$

The projection operator is independent of the particular basis. In fact, since two different orthonormal bases differ by a factor that is an orthogonal matrix (Theorem 3.2.14), it is evident from (3.6.2) that $\mathbf{P}_{n}(f)$ depends on $\mathscr{V}_{n}^{d}$ rather than a particular basis of $\mathscr{V}_{n}^{d}$. We define the $n$th partial sum of the Fourier orthogonal expansion (3.6.1) by

$$
\begin{equation*}
S_{n}(f)=\sum_{k=0}^{n} \mathbf{a}_{k}^{\mathrm{T}}(f) \mathbb{P}_{k}=\int \mathbf{K}_{n}(\cdot, y) f(y) \mathrm{d} \mu \tag{3.6.3}
\end{equation*}
$$

where the kernel $\mathbf{K}_{n}(\cdot, \cdot)$ is defined by

$$
\begin{equation*}
\mathbf{K}_{n}(x, y)=\sum_{k=0}^{n} \sum_{|\alpha|=k} P_{\alpha}^{k}(x) P_{\alpha}^{k}(y)=\sum_{k=0}^{n} \mathbf{P}_{k}(x, y) \tag{3.6.4}
\end{equation*}
$$

and is often called the $n$th reproducing kernel, for reasons to be given below.

### 3.6.1 Reproducing kernels

For the definition of $\mathbf{K}_{n}$ it is not necessary to use an orthonormal basis; any orthogonal basis will do. Moreover, the definition makes sense for any moment functional.

Let $\mathscr{L}$ be a moment functional, and let $\mathbb{P}_{n}$ be a sequence of orthogonal polynomials with respect to $\mathscr{L}$. In terms of $\mathbb{P}_{n}$, the kernel function $\mathbf{K}_{n}$ takes the form

$$
\mathbf{K}_{n}(x, y)=\sum_{k=0}^{n} \mathbb{P}_{k}^{\mathrm{T}}(x) H_{k}^{-1} \mathbb{P}_{k}(y), \quad H_{k}=\mathscr{L}\left(\mathbb{P}_{k} \mathbb{P}_{k}^{\mathrm{T}}\right)
$$

Theorem 3.6.1 Let $\mathscr{V}_{k}^{d}, k \geq 0$, be defined by means of a moment functional $\mathscr{L}$. Then $\mathbf{K}_{n}(\cdot, \cdot)$ depends only on $\mathscr{V}_{k}^{d}$ rather than on a particular basis of $\mathscr{V}_{k}^{d}$.

Proof Let $\mathbb{P}_{k}$ be a basis of $\mathscr{V}_{k}^{d}$. If $\mathbb{Q}_{k}$ is another basis then there exists an invertible matrix $M_{k}$, independent of $x$, such that $\mathbb{P}_{k}(x)=M_{k} \mathbb{Q}_{k}(x)$. Let $H_{k}(\mathbb{P})=$ $H_{k}=\mathscr{L}\left(\mathbb{P}_{k} \mathbb{P}_{k}^{\mathrm{T}}\right)$ and $H_{k}(\mathbb{Q})=\mathscr{L}\left(\mathbb{Q}_{k} \mathbb{Q}_{k}^{\mathrm{T}}\right)$. Then $H_{k}^{-1}(\mathbb{P})=\left(M_{k}^{\mathrm{T}}\right)^{-1} H_{k}^{-1}(\mathbb{Q}) M_{k}^{-1}$. Therefore $\mathbb{P}_{k}^{\mathrm{T}} H_{k}^{-1}(\mathbb{P}) \mathbb{P}_{k}=\mathbb{Q}_{k}^{\mathrm{T}} H_{k}^{-1}(\mathbb{Q}) \mathbb{Q}_{k}$, which proves the stated result.

Since the definition of $\mathbf{K}_{n}$ does not depend on the particular basis in which it is expressed, it is often more convenient to work with an orthonormal basis when $\mathscr{L}$ is positive definite. The following theorem justifies the name reproducing kernel.

Theorem 3.6.2 Let $\mathscr{L}$ be a positive definite linear functional on all $P$ in the polynomial space $\Pi^{d}$. Then, for all $P \in \Pi_{n}^{d}$,

$$
P(x)=\mathscr{L}\left(\mathbf{K}_{n}(x, \cdot) P(\cdot)\right) .
$$

Proof Let $\mathbb{P}_{n}$ be a sequence of orthogonal polynomials with respect to $\mathscr{L}$ and let $\mathscr{L}\left(\mathbb{P}_{n} \mathbb{P}_{n}^{\mathrm{T}}\right)=H_{n}$. For $P \in \Pi_{n}^{d}$ we can expand it in terms of the basis $\left\{\mathbb{P}_{0}, \mathbb{P}_{1}, \ldots, \mathbb{P}_{n}\right\}$ by using the orthogonality property:

$$
P(x)=\sum_{k=0}^{n}\left[\mathbf{a}_{k}(P)\right]^{\mathrm{T}} H_{k}^{-1} \mathbb{P}_{k}(x) \quad \text { with } \quad \mathbf{a}_{k}(P)=\mathscr{L}\left(P \mathbb{P}_{k}\right) .
$$

But this equation is equivalent to

$$
P(x)=\sum_{k=0}^{n} \mathscr{L}\left(P \mathbb{P}_{k}\right)^{\mathrm{T}} H_{k}^{-1} \mathbb{P}_{k}(x)=\mathscr{L}\left[\mathbf{K}_{n}(x, \cdot) P(\cdot)\right]
$$

which is the desired result.

For orthogonal polynomials in one variable, the reproducing kernel enjoys a compact expression called the Christoffel-Darboux formula. The following theorem is an extension of this formula for several variables.

Theorem 3.6.3 Let $\mathscr{L}$ be a positive definite linear functional, and let $\left\{\mathbb{P}_{k}\right\}_{k=0}^{\infty}$ be a sequence of orthogonal polynomials with respect to $\mathscr{L}$. Then, for any integer $n \geq 0, x, y \in \mathbb{R}^{d}$,

$$
\begin{align*}
& \sum_{k=0}^{n} \mathbb{P}_{k}^{\mathrm{T}}(x) H_{k}^{-1} \mathbb{P}_{k}(y) \\
& \quad=\frac{\left[A_{n, i} \mathbb{P}_{n+1}(x)\right]^{\mathrm{T}} H_{n}^{-1} \mathbb{P}_{n}(y)-\mathbb{P}_{n}^{\mathrm{T}}(x) H_{n}^{-1}\left[A_{n, i} \mathbb{P}_{n+1}(y)\right]}{x_{i}-y_{i}}, \tag{3.6.5}
\end{align*}
$$

for $1 \leq i \leq d$, where $x=\left(\begin{array}{lll}x_{1} & \cdots & x_{d}\end{array}\right)$ and $y=\left(\begin{array}{lll}y_{1} & \cdots & y_{d}\end{array}\right)$.
Proof By Theorem 3.3.1, the orthogonal polynomials $\mathbb{P}_{n}$ satisfy the three-term relation (3.3.1). Let us write

$$
\Sigma_{k}=\left[A_{k, i} \mathbb{P}_{k+1}(x)\right]^{\mathrm{T}} H_{k}^{-1} \mathbb{P}_{k}(y)-\mathbb{P}_{k}(x)^{\mathrm{T}} H_{k}^{-1}\left[A_{k, i} \mathbb{P}_{k+1}(y)\right] .
$$

From the three-term relation (3.3.1),

$$
\begin{aligned}
\Sigma_{k}= & {\left[x_{i} \mathbb{P}_{k}(x)-B_{k, i} \mathbb{P}_{k}(x)-C_{k, i} \mathbb{P}_{k-1}(x)\right]^{\mathrm{T}} H_{k}^{-1} \mathbb{P}_{k}(y) } \\
& -\mathbb{P}_{k}^{\mathrm{T}}(x) H_{k}^{-1}\left[y_{i} \mathbb{P}_{k}(y)-B_{k, i} \mathbb{P}_{k}(y)-C_{k, i} \mathbb{P}_{k-1}(y)\right] \\
= & \left(x_{i}-y_{i}\right) \mathbb{P}_{k}^{\mathrm{T}}(x) H_{k}^{-1} \mathbb{P}_{k}(y)-\mathbb{P}_{k}^{\mathrm{T}}(x)\left(B_{k, i}^{\mathrm{T}} H_{k}^{-1}-H_{k}^{-1} B_{k, i}\right) \mathbb{P}_{k}(y) \\
& -\left[\mathbb{P}_{k-1}^{\mathrm{T}}(x) C_{k, i}^{\mathrm{T}} H_{k}^{-1} \mathbb{P}_{k}(y)-\mathbb{P}_{k}^{\mathrm{T}}(x) H_{k}^{-1} C_{k, i} \mathbb{P}_{k-1}(y)\right] .
\end{aligned}
$$

By the definition of $H_{k}$ and (3.3.2), both $H_{k}$ and $B_{k, i} H_{k}$ are symmetric matrices; hence $B_{k, i} H_{k}=\left(B_{k, i} H_{k}\right)^{\mathrm{T}}=H_{k} B_{k, i}^{\mathrm{T}}$, which implies that $B_{k, i}^{\mathrm{T}} H_{k}^{-1}=H_{k}^{-1} B_{k, i}$. Therefore, the second term on the right-hand side of the above expression for $\Sigma_{k}$ is zero. From the third equation of (3.3.2), $C_{k, i}^{\mathrm{T}} H_{k}^{-1}=H_{k-1}^{-1} A_{k-1, i}$. Hence, the third term on the right-hand side of the expression for $\Sigma_{k}$ is

$$
-\mathbb{P}_{k-1}^{\mathrm{T}}(x) H_{k-1}^{-1} A_{k-1, i} \mathbb{P}_{k}(y)+\mathbb{P}_{k}^{\mathrm{T}}(x) A_{k-1, i}^{\mathrm{T}} H_{k-1}^{-1} \mathbb{P}_{k-1}(y)=-\Sigma_{k-1}
$$

Consequently, the expression for $\Sigma_{k}$ can be rewritten as

$$
\left(x_{i}-y_{i}\right) \mathbb{P}_{k}^{\mathrm{T}}(x) H_{k}^{-1} \mathbb{P}_{k}(y)=\Sigma_{k}-\Sigma_{k-1} .
$$

Summing this identity from 0 to $n$ and noting that $\Sigma_{-1}=0$, we obtain the stated equation.

Corollary 3.6.4 Let $\left\{\mathbb{P}_{k}\right\}_{k=0}^{\infty}$ be as in Theorem 3.6.3. Then

$$
\begin{aligned}
& \sum_{k=0}^{n} \mathbb{P}_{k}^{\mathrm{T}}(x) H_{k}^{-1} \mathbb{P}_{k}(x) \\
& \quad=\mathbb{P}_{n}^{\mathrm{T}}(x) H_{n}^{-1}\left[A_{n, i} \partial_{i} \mathbb{P}_{n+1}(x)\right]-\left[A_{n, i} \mathbb{P}_{n+1}(x)\right]^{\mathrm{T}} H_{n}^{-1} \partial_{i} \mathbb{P}_{n}(x),
\end{aligned}
$$

where $\partial_{i}=\partial / \partial x_{i}$ denotes the partial derivative with respect to $x_{i}$.
Proof Since $\mathbb{P}_{n}(x)^{\mathrm{T}} H_{n}^{-1}\left[A_{n, i} \mathbb{P}_{n+1}(x)\right]$ is a scalar function, it is equal to its own transpose. Thus

$$
\mathbb{P}_{n}(x)^{\mathrm{T}} H_{n}^{-1}\left[A_{n, i} \mathbb{P}_{n+1}(x)\right]=\left[A_{n, i} \mathbb{P}_{n+1}(x)\right]^{\mathrm{T}} H_{n}^{-1} \mathbb{P}_{n}(x)
$$

Therefore the numerator of the right-hand side of the Christoffel-Darboux formula (3.6.5) can be written as

$$
\left[A_{n, i} \mathbb{P}_{n+1}(x)\right]^{\mathrm{T}} H_{n}^{-1}\left[\mathbb{P}_{n}(y)-\mathbb{P}_{n}(x)\right]-\mathbb{P}_{n}(x)^{\mathrm{T}} H_{n}^{-1} A_{n, i}\left[\mathbb{P}_{n+1}(y)-\mathbb{P}_{n+1}(x)\right] .
$$

Thus the desired result follows from (3.6.5) on letting $y_{i} \rightarrow x_{i}$.

If $\mathbb{P}_{n}$ are orthonormal polynomials then the formulae in Theorem 3.6.3 and Corollary 3.6.4 hold with $H_{k}=I$. We state this case as follows, for easy reference.

Theorem 3.6.5 Let $\mathbb{P}_{n}$ be a sequence of orthonormal polynomials. Then

$$
\begin{equation*}
\mathbf{K}_{n}(x, y)=\frac{\left[A_{n, i} \mathbb{P}_{n+1}(x)\right]^{\mathrm{T}} \mathbb{P}_{n}(y)-\mathbb{P}_{n}^{\mathrm{T}}(x)\left[A_{n, i} \mathbb{P}_{n+1}(y)\right]}{x_{i}-y_{i}} \tag{3.6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{K}_{n}(x, x)=\mathbb{P}_{n}^{\mathrm{T}}(x)\left[A_{n, i} \partial_{i} \mathbb{P}_{n+1}(x)\right]-\left[A_{n, i} \mathbb{P}_{n+1}(x)\right]^{\mathrm{T}} \partial_{i} \mathbb{P}_{n}(x) \tag{3.6.7}
\end{equation*}
$$

It is interesting to note that, for each of the above formulae, although the righthand side seems to depend on $i$, the left-hand side shows that it does not. By (3.6.3), the function $\mathbf{K}_{n}$ is the kernel for the Fourier partial sum; thus it is important to derive a compact formula for $\mathbf{K}_{n}$, that is, one that contains no summation. In the case of one variable, the right-hand side of the Christoffel-Darboux formula gives the desired compact formula. For several variables, however, the numerator of the right-hand side of (3.6.6) is still a sum, since $\mathbb{P}_{n}^{\mathrm{T}}(x) A_{n, i} \mathbb{P}_{n+1}(y)$ is a linear combination of $P_{\alpha}^{n}(x) P_{\beta}^{n+1}(y)$. For some special weight functions, including the classical orthogonal polynomials on the ball and on the simplex, we are able to find a compact formula; this will be discussed in Chapter 8.

For one variable the function $1 / \mathbf{K}_{n}(x, x)$ is often called the Christoffel function. We will retain the name in the case of several variables, and we define

$$
\begin{equation*}
\Lambda_{n}(x)=\left[\mathbf{K}_{n}(x, x)\right]^{-1} \tag{3.6.8}
\end{equation*}
$$

Evidently this function is positive; moreover, it satisfies the following property.
Theorem 3.6.6 Let $\mathscr{L}$ be a positive definite linear functional. For an arbitrary point $x \in \mathbb{R}^{d}$,

$$
\Lambda_{n}(x)=\min \left\{\mathscr{L}\left[P^{2}\right]: P(x)=1, P \in \Pi_{n}^{d}\right\}
$$

that is, the minimum is taken over all polynomials $P \in \Pi_{n}^{d}$ subject to the condition $P(x)=1$.

Proof Since $\mathscr{L}$ is positive definite, there exists a corresponding sequence $\left\{\mathbb{P}_{k}\right\}$ of orthonormal polynomials. If $P$ is a polynomial of degree at most $n$, then $P$ can be written in terms of the orthonormal basis as follows:

$$
P(x)=\sum_{k=0}^{n} \mathbf{a}_{k}^{\mathrm{T}}(P) \mathbb{P}_{k}(x) \quad \text { where } \quad \mathbf{a}_{k}(P)=\mathscr{L}\left(P \mathbb{P}_{k}\right)
$$

From the orthonormal property of $\mathbb{P}_{k}$ it follows that

$$
\mathscr{L}\left(P^{2}\right)=\sum_{k=0}^{n} \mathbf{a}_{k}^{\mathrm{T}}(P) \mathbf{a}_{k}(P)=\sum_{k=0}^{n}\left\|\mathbf{a}_{k}(P)\right\|^{2}
$$

If $P(x)=1$ then, by Cauchy's inequality,

$$
\begin{aligned}
1=[P(x)]^{2} & =\left(\sum_{k=0}^{n} \mathbf{a}_{k}^{\mathrm{T}}(P) \mathbb{P}_{k}(x)\right)^{2} \leq\left(\sum_{k=0}^{n}\left\|\mathbf{a}_{k}(P)\right\|\left\|\mathbb{P}_{k}(x)\right\|\right)^{2} \\
& \leq \sum_{k=0}^{n}\left\|\mathbf{a}_{k}(P)\right\|^{2} \sum_{k=0}^{n}\left\|\mathbb{P}_{k}(x)\right\|^{2}=\mathscr{L}\left(P^{2}\right) \mathbf{K}_{n}(x, x),
\end{aligned}
$$

where equality holds if and only if $\mathbf{a}_{k}(P)=\left[\mathbf{K}_{n}(x, x)\right]^{-1} \mathbb{P}_{k}(x)$. The proof is complete.

Theorem 3.6.6 states that the function $\Lambda_{n}$ is the solution of an extremum problem. One can also take the formula in the theorem as the definition of the Christoffel function.

### 3.6.2 Fourier orthogonal series

Let $\mathscr{L}$ be a positive definite linear functional, and let $\mathbb{H}_{\mathscr{L}}$ be the Hilbert space of real-valued functions defined on $\mathbb{R}^{d}$ with inner product $\langle f, g\rangle=\mathscr{L}(f g)$. Then the standard Hilbert space theory applies to the Fourier orthogonal series defined in (3.6.1).

Theorem 3.6.7 Let $\mathscr{L}$ be a positive definite linear functional, and $f \in \mathbb{H}_{\mathscr{L}}$. Then among all the polynomials $P$ in $\Pi_{n}^{d}$, the value of

$$
\mathscr{L}\left(|f(x)-P(x)|^{2}\right)
$$

becomes minimal if and only if $P=S_{n}(f)$.
Proof Let $\left\{\mathbb{P}_{k}\right\}$ be an orthonormal basis of $\mathscr{V}_{k}$. For any $P \in \Pi_{n}^{d}$ there exist $\mathbf{b}_{k}$ such that

$$
P(x)=\sum_{k=0}^{n} \mathbf{b}_{k}^{\mathrm{T}} \mathbb{P}_{k}(x)
$$

and $S_{n}(f)$ satisfies equation (3.6.3). Following a standard argument,

$$
\begin{aligned}
0 & \leq \mathscr{L}\left(|f-P|^{2}\right)=\mathscr{L}\left(f^{2}\right)-2 \sum \mathbf{b}_{k}^{\mathrm{T}} \mathscr{L}\left(f \mathbb{P}_{k}\right)+\sum_{k} \sum_{j} \mathbf{b}_{k}^{\mathrm{T}} \mathscr{L}\left(\mathbb{P}_{k} \mathbb{P}_{j}^{\mathrm{T}}\right) \mathbf{b}_{j} \\
& =\mathscr{L}\left(f^{2}\right)-2 \sum_{k=0}^{n} \mathbf{b}_{k}^{\mathrm{T}} \mathbf{a}_{k}(f)+\sum_{k=0}^{n} \mathbf{b}_{k}^{\mathrm{T}} \mathbf{b}_{k} \\
& =\mathscr{L}\left(f^{2}\right)-\sum_{k=0}^{n} \mathbf{a}_{k}^{\mathrm{T}}(f) \mathbf{a}_{k}(f)+\sum_{k=0}^{n}\left[\mathbf{a}_{k}^{\mathrm{T}}(f) \mathbf{a}_{k}(f)+\mathbf{b}_{k}^{\mathrm{T}} \mathbf{b}_{k}-2 \mathbf{b}_{k}^{\mathrm{T}} \mathbf{a}_{k}(f)\right] .
\end{aligned}
$$

By Cauchy's inequality the third term on the right-hand side is nonnegative; moreover, the value of $\mathscr{L}\left(|f-P|^{2}\right)$ is minimal if and only if $\mathbf{b}_{k}=\mathbf{a}_{k}(f)$, or $P=S_{n}(f)$.

In the case when the minimum is attained, we have Bessel's inequality

$$
\sum_{k=0}^{\infty} \mathbf{a}_{k}^{\mathrm{T}}(f) \mathbf{a}_{k}(f) \leq \mathscr{L}\left(|f|^{2}\right) .
$$

Moreover, the following result holds as in standard Hilbert space theory.
Theorem 3.6.8 If $\Pi^{d}$ is dense in $\mathbb{H}_{\mathscr{L}}$ then $S_{n}(f)$ converges to $f$ in $\mathbb{H}_{\mathscr{L}}$, and we have Parseval's identity

$$
\sum_{k=0}^{\infty} \mathbf{a}_{k}^{\mathrm{T}}(f) \mathbf{a}_{k}(f)=\mathscr{L}\left(|f|^{2}\right)
$$

The definition of the Fourier orthogonal series does not depend on the special basis of $\mathscr{V}_{n}^{d}$. If $\mathbb{P}_{n}$ is a sequence of polynomials that are orthogonal rather than orthonormal then the Fourier series will take the form

$$
\begin{equation*}
f \sim \sum_{n=0}^{\infty} \mathbf{a}_{n}^{\mathrm{T}}(f) H_{n}^{-1} \mathbb{P}_{n}, \quad \mathbf{a}_{n}(f)=\mathscr{L}\left(f \mathbb{P}_{n}\right), \quad H_{n}=\mathscr{L}\left(\mathbb{P}_{n} \mathbb{P}_{n}^{\mathrm{T}}\right) \tag{3.6.9}
\end{equation*}
$$

The presence of the inverse matrix $H_{k}^{-1}$ makes it difficult to find the Fourier orthogonal series using a basis that is orthogonal but not orthonormal.

An alternative method is to use biorthogonal polynomials to find the Fourier orthogonal series. Let $\mathbb{P}_{n}=\left\{P_{\alpha}^{n}\right\}$ and $\mathbb{Q}_{n}=\left\{Q_{\alpha}^{n}\right\}$ be two sequences of orthogonal polynomials with respect to $\mathscr{L}$. They are biorthogonal if $\mathscr{L}\left(P_{\alpha}^{n} Q_{\beta}^{n}\right)=d_{\alpha} \delta_{\alpha, \beta}$, where $d_{\alpha}$ is nonzero. If all $d_{\alpha}=1$, the two systems are called biorthonormal. If $\mathbb{P}_{n}$ and $\mathbb{Q}_{n}$ are biorthonormal then the coefficients of the Fourier orthogonal series in terms of $\mathbb{P}_{n}$ can be found as follows:

$$
f \sim \sum_{n=0}^{\infty} \mathbf{a}_{n}^{\mathrm{T}}(f) \mathbb{P}_{n}, \quad \mathbf{a}_{n}(f)=\mathscr{L}\left(f \mathbb{Q}_{n}\right)
$$

that is, the Fourier coefficient associated with $P_{\alpha}^{n}$ is given by $\mathscr{L}\left(f Q_{\alpha}^{n}\right)$. The idea of using biorthogonal polynomials to study Fourier orthogonal expansions was first applied to the case of classical orthogonal polynomials on the unit ball (see Section 5.2), and can be traced back to the work of Hermite; see Chapter XII in Vol. II of Erdélyi et al. [1953].

We finish this section with an extremal problem for polynomials in several variables. Let $G_{n}$ be the leading-coefficient matrix corresponding to an orthonormal polynomial vector $\mathbb{P}_{n}$ as before. Denote by $\left\|G_{n}\right\|$ the spectral norm of $G_{n} ;\left\|G_{n}\right\|^{2}$ is equal to the largest eigenvalue of $G_{n} G_{n}^{\mathrm{T}}$.

Theorem 3.6.9 Let $\mathscr{L}$ be a positive definite linear functional. Then

$$
\min \left\{\mathscr{L}\left(P^{2}\right): P=\mathbf{a}^{\mathrm{T}} \mathbf{x}^{n}+\cdots \in \Pi_{n}^{d},\|\mathbf{a}\|=1\right\}=\left\|G_{n}\right\|^{-2}
$$

Proof Since $\left\{\mathbb{P}_{0}, \ldots, \mathbb{P}_{n}\right\}$ forms a basis of $\Pi_{n}^{d}$, we can rewrite $P$ as

$$
P(x)=\mathbf{a}^{\mathrm{T}} G_{n}^{-1} \mathbb{P}_{n}+\mathbf{a}_{n-1}^{\mathrm{T}} \mathbb{P}_{n-1}+\cdots+\mathbf{a}_{0}^{\mathrm{T}} \mathbb{P}_{0}
$$

For $\|\mathbf{a}\|_{2}=1$, it follows from Bessel's inequality that

$$
\begin{aligned}
\mathscr{L}\left(P^{2}\right) & \geq \mathbf{a}^{\mathrm{T}} G_{n}^{-1}\left(G_{n}^{-1}\right)^{\mathrm{T}} \mathbf{a}+\left\|\mathbf{a}_{n-1}\right\|^{2}+\cdots+\left\|\mathbf{a}_{0}\right\|^{2} \\
& \geq \mathbf{a}^{\mathrm{T}} G_{n}^{-1}\left(G_{n}^{-1}\right)^{\mathrm{T}} \mathbf{a} \geq \lambda_{\min }
\end{aligned}
$$

where $\lambda_{\text {min }}$ is the smallest eigenvalue of $\left(G_{n}^{\mathrm{T}} G_{n}\right)^{-1}$, which is equal to the reciprocal of the largest eigenvalue of $G_{n} G_{n}^{\mathrm{T}}$. Thus, we have proved that

$$
\mathscr{L}\left(P^{2}\right) \geq\left\|G_{n}\right\|^{-2}, \quad P(x)=\mathbf{a}^{\mathrm{T}} \mathbf{x}^{n}+\cdots, \quad\|\mathbf{a}\|=1 .
$$

Choosing a such that $\|\mathbf{a}\|=1$ and $\mathbf{a}^{\mathrm{T}} G_{n}^{-1}\left(G_{n}^{-1}\right)^{\mathrm{T}} \mathbf{a}=\lambda_{\text {min }}$, we see that the polynomial $P=\mathbf{a}^{\mathrm{T}} G_{n}^{-1} \mathbb{P}_{n}$ attains the lower bound.

In Theorem 3.2.14, $\operatorname{det} G_{n}$ can be viewed as an extension of the leading coefficient $k_{n}$ (see Proposition 1.3.7) of orthogonal polynomials in one variable in the context there. The above theorem shows that $\left\|G_{n}\right\|$ is also a natural extension of $\gamma_{n}$. In view of the formula (3.3.4), it is likely that $\left\|G_{n}\right\|$ is more important.

### 3.7 Common Zeros of Orthogonal Polynomials in Several Variables

For polynomials in one variable the $n$th orthonormal polynomial $p_{n}$ has exactly $n$ distinct zeros, and these zeros are the eigenvalues of the truncated Jacobi matrix $J_{n}$. These facts have important applications in quadrature formulae, as we saw in Subsection 1.3.2.

A zero of a polynomial in several variables is an example of an algebraic variety. In general, a zero of a polynomial in two variables can be either a single point or an algebraic curve on the plane. The structures of zeros are far more complicated in several variables. However, if common zeros of orthogonal polynomials are used then at least part of the theory in one variable can be extended to several variables.

A common zero of a set of polynomials is a zero for every polynomial in the set. Let $\mathscr{L}$ be a positive definite linear functional. Let $\mathbb{P}_{n}=\left\{P_{\alpha}^{n}\right\}$ be a sequence of orthonormal polynomials associated with $\mathscr{L}$. A common zero of $\mathbb{P}_{n}$ is a zero of every $P_{\alpha}^{n}$. Clearly, we can consider zeros of $\mathbb{P}_{n}$ as zeros of the polynomial subspace $\mathscr{V}_{n}^{d}$.

We start with two simple properties of common zeros. First we need a definition: if $x$ is a zero of $\mathbb{P}_{n}$ and at least one partial derivative of $\mathbb{P}_{n}$ at $x$ is not zero then $x$ is called a simple zero of $\mathbb{P}_{n}$.

Theorem 3.7.1 All zeros of $\mathbb{P}_{n}$ are distinct and simple. Two consecutive polynomials $\mathbb{P}_{n}$ and $\mathbb{P}_{n-1}$ do not have common zeros.

Proof Recall the Christoffel-Darboux formula in Theorem 3.6.3, which gives

$$
\sum_{k=0}^{n-1} \mathbb{P}_{k}^{\mathrm{T}}(x) \mathbb{P}_{k}(x)=\mathbb{P}_{n-1}^{\mathrm{T}}(x) A_{n-1, i} \partial_{i} \mathbb{P}_{n}(x)-\mathbb{P}_{n}^{\mathrm{T}}(x) A_{n-1, i}^{\mathrm{T}} \partial_{i} \mathbb{P}_{n-1}(x)
$$

where $\partial_{i}=\partial / \partial x_{i}$ denotes the partial derivative with respect to $x_{i}$. If $x$ is a zero of $\mathbb{P}_{n}$ then

$$
\sum_{k=0}^{n-1} \mathbb{P}_{k}^{\mathrm{T}}(x) \mathbb{P}_{k}(x)=\mathbb{P}_{n-1}^{\mathrm{T}}(x) A_{n-1, i} \partial_{i} \mathbb{P}_{n}(x)
$$

Since the left-hand side is positive, neither $\mathbb{P}_{n-1}(x)$ nor $\partial_{i} \mathbb{P}_{n}(x)$ can be zero.

Using the coefficient matrices of the three-term relation (3.3.3), we define the truncated block Jacobi matrices $J_{n, i}$ as follows:

$$
J_{n, i}=\left[\begin{array}{ccccc}
B_{0, i} & A_{0, i} & & & \bigcirc \\
A_{0, i}^{\mathrm{T}} & B_{1, i} & A_{1, i} & & \\
& \ddots & \ddots & \ddots & \\
& & A_{n-3, i}^{\mathrm{T}} & B_{n-2, i} & A_{n-2, i} \\
\bigcirc & & & A_{n-2, i}^{\mathrm{T}} & B_{n-1, i}
\end{array}\right], \quad 1 \leq i \leq d
$$

Note that $J_{n, i}$ is a square matrix of order $N=\operatorname{dim} \Pi_{n-1}^{d}$. We say that $\Lambda=$ $\left(\begin{array}{lll}\lambda_{1} & \cdots & \lambda_{d}\end{array}\right)^{\mathrm{T}} \in \mathbb{R}^{d}$ is a joint eigenvalue of $J_{n, 1}, \ldots, J_{n, d}$ if there is a $\xi \neq 0$, $\xi \in \mathbb{R}^{N}$, such that $J_{n, i} \xi=\lambda_{i} \xi$ for $i=1, \ldots, d$; the vector $\xi$ is called a joint eigenvector associated with $\Lambda$.

The common zeros of $\mathbb{P}_{n}$ are characterized in the following theorem.
Theorem 3.7.2 A point $\Lambda=\left(\begin{array}{lll}\lambda_{1} & \cdots & \lambda_{d}\end{array}\right)^{\mathrm{T}} \in \mathbb{R}^{d}$ is a common zero of $\mathbb{P}_{n}$ if and only if it is a joint eigenvalue of $J_{n, 1}, \ldots, J_{n, d} ;$ moreover, the joint eigenvectors of $\Lambda$ are constant multiples of $\left(\mathbb{P}_{0}^{\mathrm{T}}(\Lambda) \quad \cdots \quad \mathbb{P}_{n-1}^{\mathrm{T}}(\Lambda)\right)^{\mathrm{T}}$.

Proof If $\mathbb{P}_{n}(\Lambda)=0$ then it follows from the three-term relation that

$$
\begin{aligned}
B_{0, i} \mathbb{P}_{0}(\Lambda)+A_{0, i} \mathbb{P}_{1}(\Lambda) & =\lambda_{i} \mathbb{P}_{0}(\Lambda), \\
A_{k-1, i}^{\mathrm{T}} \mathbb{P}_{k-1}(\Lambda)+B_{k, i} \mathbb{P}_{k}(\Lambda)+A_{k, i} \mathbb{P}_{k+1}(\Lambda) & =\lambda_{i} \mathbb{P}_{k}(\Lambda), \\
A_{n-2, i}^{\mathrm{T}} \mathbb{P}_{n-2}(\Lambda)+B_{n-1, i} \mathbb{P}_{n-1}(\Lambda) & =\lambda_{i} \mathbb{P}_{n-1}(\Lambda),
\end{aligned}
$$

for $1 \leq i \leq d$. From the definition of $J_{n, i}$ it follows that, on the one hand,

$$
J_{n, i} \xi=\lambda_{i} \xi, \quad \xi=\left(\begin{array}{lll}
\mathbb{P}_{0}^{\mathrm{T}}(\Lambda) & \cdots & \left.\mathbb{P}_{n-1}^{\mathrm{T}}(\Lambda)\right)^{\mathrm{T}}
\end{array}\right.
$$

Thus, $\Lambda$ is the eigenvalue of $J_{n}$ with joint eigenvector $\xi$.
On the other hand, suppose that $\Lambda=\left(\begin{array}{lll}\lambda_{1} & \cdots & \lambda_{d}\end{array}\right)$ is an eigenvalue of $J_{n}$ and that $J_{n}$ has a joint eigenvector $\xi$ for $\Lambda$. Write $\xi=\left(\begin{array}{lll}\mathbf{x}_{0}^{\mathrm{T}} & \cdots & \mathbf{x}_{n-1}^{\mathrm{T}}\end{array}\right)^{\mathrm{T}}, \mathbf{x}_{j} \in \mathbb{R}^{r_{j}}$. Since $J_{n, i} \xi=\lambda_{i} \xi$, it follows that $\left\{\mathbf{x}_{j}\right\}$ satisfies a three-term relation:

$$
\begin{aligned}
B_{0, i} \mathbf{x}_{0}+A_{0, i} \mathbf{x}_{1} & =\lambda_{i} \mathbf{x}_{0}, \\
A_{k-1, i}^{\mathrm{T}} \mathbf{x}_{k-1}+B_{k, i} \mathbf{x}_{k}+A_{k, i} \mathbf{x}_{k+1} & =\lambda_{i} \mathbf{x}_{k}, \quad 1 \leq k \leq n-2, \\
A_{n-2, i}^{\mathrm{T}} \mathbf{x}_{n-2}+B_{n-1, i} \mathbf{x}_{n-1} & =\lambda_{i} \mathbf{x}_{n-1},
\end{aligned}
$$

for $1 \leq i \leq d$. First we show that $\mathbf{x}_{0}$, and thus $\xi$, is nonzero. Indeed, if $\mathbf{x}_{0}=0$ then it follows from the first equation in the three-term relation that $A_{0, i} \mathbf{x}_{1}=0$, which implies that $A_{0} \mathbf{x}_{1}=0$. Since $A_{0}$ is a $d \times d$ matrix and it has full rank, it follows that $\mathbf{x}_{1}=0$. With $\mathbf{x}_{0}=0$ and $\mathbf{x}_{1}=0$, it then follows from the three-term relation that $A_{1, i} \mathbf{x}_{2}=0$, which leads to $A_{1} \mathbf{x}_{2}=0$. Since $A_{1}$ has full rank, $\mathbf{x}_{2}=0$. Continuing this process leads to $\mathbf{x}_{i}=0$ for $i \geq 3$. Thus, we end up with $\xi=0$,
which contradicts the assumption that $\xi$ is an eigenvector. Let us assume that $\mathbf{x}_{0}=1=\mathbb{P}_{0}$ and define $\mathbf{x}_{n} \in \mathbb{R}^{r_{n}}$ as $\mathbf{x}_{n}=0$. We will prove that $\mathbf{x}_{j}=\mathbb{P}_{j}(\Lambda)$ for all $1 \leq j \leq n$. Since the last equation in the three-term relation of $\mathbf{x}_{j}$ can be written as

$$
A_{n-2, i}^{\mathrm{T}} \mathbf{x}_{n-2}+B_{n-1, i} \mathbf{x}_{n-1}+A_{n-1, i} \mathbf{x}_{n}=\lambda_{i} \mathbf{x}_{n-1},
$$

it follows that $\left\{\mathbf{x}_{k}\right\}_{k=0}^{n}$ and $\left\{\mathbb{P}_{k}(\Lambda)\right\}_{k=0}^{n}$ satisfy the same three-term relation. Thus so does $\left\{\mathbf{y}_{k}\right\}=\left\{\mathbb{P}_{k}(\Lambda)-\mathbf{x}_{k}\right\}$. But since $\mathbf{y}_{0}=0$, it follows from the previous argument that $\mathbf{y}_{k}=0$ for all $1 \leq k \leq n$. In particular, $\mathbf{y}_{n}=\mathbb{P}_{n}(\Lambda)=0$. The proof is complete.

From this theorem follow several interesting corollaries.
Corollary 3.7.3 All the common zeros of $\mathbb{P}_{n}$ are real and are points in $\mathbb{R}^{d}$.
Proof This follows because the $J_{n, i}$ are symmetric matrices and the eigenvalues of a symmetric matrix are real and hence are points in $\mathbb{R}^{d}$.

Corollary 3.7.4 The polynomials in $\mathbb{P}_{n}$ have at most $\operatorname{dim} \Pi_{n-1}^{d}$ common zeros.
Proof Since $J_{n, i}$ is a square matrix of size $\operatorname{dim} \Pi_{n-1}^{d}$, it can have at most that many eigenvectors.

In one variable, the $n$th orthogonal polynomial $p_{n}$ has $n=\operatorname{dim} \Pi_{n-1}^{1}$ distinct real zeros. The situation becomes far more complicated in several variables. The following theorem characterizes when $\mathbb{P}_{n}$ has the maximum number of common zeros.

Theorem 3.7.5 The orthogonal polynomial $\mathbb{P}_{n}$ has $N=\operatorname{dim} \Pi_{n-1}^{d}$ distinct real common zeros if and only if

$$
\begin{equation*}
A_{n-1, i} A_{n-1, j}^{\mathrm{T}}=A_{n-1, j} A_{n-1, i}^{\mathrm{T}}, \quad 1 \leq i, j \leq d \tag{3.7.1}
\end{equation*}
$$

Proof According to Theorem 3.7.2 a zero of $\mathbb{P}_{n}$ is a joint eigenvalue of $J_{n, 1}, \ldots, J_{n, d}$ whose eigenvectors forms a one-dimensional space. This implies that $\mathbb{P}_{n}$ has $N=\operatorname{dim} \Pi_{n-1}^{d}$ distinct zeros if and only if $J_{n, 1}, \ldots, J_{n, d}$ have $N$ distinct eigenvalues, which is equivalent to stating that $J_{n, 1}, \ldots, J_{n, d}$ can be simultaneously diagonalized by an invertible matrix. Since a family of matrices is simultaneously diagonalizable if and only if it is a commuting family,

$$
J_{n, i} J_{n, j}=J_{n, j} J_{n, i}, \quad 1 \leq i, j \leq d
$$

From the definition of $J_{n, i}$ and the commutativity conditions (3.4.2), the above equation is equivalent to the condition

$$
A_{n-2, i}^{\mathrm{T}} A_{n-2, j}+B_{n-1, i} B_{n-1, j}=A_{n-2, j}^{\mathrm{T}} A_{n-2, i}+B_{n-1, j} B_{n-1, i} .
$$

The third equation in (3.4.2) then leads to the desired result.

The condition (3.7.1) is trivial for orthogonal polynomials in one variable, as then $A_{i}=a_{i}$ are scalars. The condition is usually not satisfied, since matrix multiplication is not commutative; it follows that in general $\mathbb{P}_{n}$ does not have dim $\Pi_{n-1}^{d}$ common zeros. Further, the following theorem gives a necessary condition for $\mathbb{P}_{n}$ to have the maximum number of common zeros. Recall the notation $\Xi_{C}$ for joint matrices in Definition 3.5.2.

Theorem 3.7.6 A necessary condition for the orthogonal polynomial $\mathbb{P}_{n}$ to have $\operatorname{dim} \Pi_{n-1}^{d}$ distinct real common zeros is

$$
\operatorname{rank}\left(\Xi_{B_{n}}^{\mathrm{T}} B_{n}\right)=\operatorname{rank}\left(\Xi_{A_{n-1}}^{\mathrm{T}} A_{n-1}\right)=\binom{n+d-2}{n}+\binom{n+d-3}{n-1}
$$

In particular, for $d=2$, the condition becomes

$$
\operatorname{rank}\left(B_{n, 1} B_{n, 2}-B_{n, 2} B_{n, 1}\right)=\operatorname{rank}\left(A_{n-1,1}^{\mathrm{T}} A_{n-1,2}-A_{n-1,2}^{\mathrm{T}} A_{n-1,1}\right)=2
$$

Proof If $\mathbb{P}_{n}$ has $\operatorname{dim} \Pi_{n-1}^{d}$ distinct real common zeros then, by Theorem 3.7.5, the matrices $A_{n-1, i}$ satisfy equation (3.7.1). It follows that the third commutativity condition in (3.4.2) is reduced to

$$
B_{n, i} B_{n, j}-B_{n, j} B_{n, i}=A_{n-1, j}^{\mathrm{T}} A_{n-1, i}-A_{n-1, i}^{\mathrm{T}} A_{n-1, j},
$$

which, using the fact that the $B_{n, i}$ are symmetric matrices, can be written as $\Xi_{B_{n}}^{\mathrm{T}} B_{n}=-\Xi_{A_{n-1}}^{\mathrm{T}} A_{n-1}$. Using the rank condition (3.3.8), Proposition 3.5.7 and a rank inequality, we have

$$
\begin{aligned}
\operatorname{rank} \Xi_{B_{n}}^{\mathrm{T}} B_{n} & =\operatorname{rank} \Xi_{A_{n-1}}^{\mathrm{T}} A_{n-1} \\
& \geq \operatorname{rank} A_{n-1}+\operatorname{rank} \Xi_{A_{n-1}}-d r_{n-1}^{d} \\
& \geq r_{n}^{d}+d r_{n-1}^{d}-r_{n-2}^{d}-d r_{n-1}^{d}=r_{n}^{d}-r_{n-2}^{d} .
\end{aligned}
$$

To prove the desired result, we now prove the reverse inequality. On the one hand, using the notation $\Xi_{C}$ the first equation in (3.4.2) can be written as $\Xi_{A_{n-1}^{\mathrm{T}}}^{\mathrm{T}} A_{n}=0$. By Proposition 3.5.7 and the rank condition (3.3.8), it follows that the columns of $A_{n}$ form a basis for the null space of $\Xi_{A_{n-1}^{\mathrm{T}}}^{\mathrm{T}}$. On the other hand, the condition (3.7.1) can be written as $\Xi_{A_{n-1}^{\mathrm{T}}}^{\mathrm{T}}\left(\begin{array}{lll}A_{n-1,1} & \cdots & A_{n-1, d}\end{array}\right)^{\mathrm{T}}=0$, which shows that the columns of the matrix $\left(\begin{array}{lll}A_{n-1,1} & \cdots & A_{n-1, d}\end{array}\right)^{\mathrm{T}}$ belong to the null space of $\Xi_{A_{n-1}^{\mathrm{T}}}^{\mathrm{T}}$. So, there is a matrix $S_{n}: r_{n+1}^{d} \times r_{n-1}^{d}$ such that $\left(\begin{array}{lll}A_{n-1,1} & \cdots & A_{n-1, d}\end{array}\right)^{\mathrm{T}}=A_{n} S_{n}$. It follows from

$$
r_{n-1}^{d}=\operatorname{rank}\left(A_{n-1,1} \quad \cdots \quad A_{n-1, d}\right)^{\mathrm{T}}=\operatorname{rank} A_{n} S_{n} \leq \operatorname{rank} S_{n} \leq r_{n-1}^{d}
$$

that rank $S_{n}=r_{n-1}^{d}$. Using the condition (3.7.1) with $n$ in place of $n-1$, we have

$$
\Xi_{B_{n+1}}^{\mathrm{T}} B_{n+1} S_{n}=-\Xi_{A_{n}}^{\mathrm{T}} A_{n} S_{n}=-\Xi_{A_{n}}^{\mathrm{T}}\left(\begin{array}{lll}
A_{n-1,1} & \cdots & A_{n-1, d}
\end{array}\right)^{\mathrm{T}}=0,
$$

where the last equality follows from the first equation in (3.4.2). Hence

$$
\begin{aligned}
\operatorname{rank}\left(\Xi_{B_{n+1}}^{\mathrm{T}} B_{n+1}\right) & =r_{n+1}^{d}-\operatorname{dimker} \Xi_{B_{n+1}}^{\mathrm{T}} B_{n+1} \\
& \leq r_{n+1}^{d}-\operatorname{rank} S_{n}=r_{n+1}^{d}-r_{n-1}^{d}
\end{aligned}
$$

which completes the proof.
If $\mathscr{L}$ is a quasi-centrally-symmetric linear functional then $\operatorname{rank}\left[\Xi_{B_{n}}^{\mathrm{T}} B_{n}\right]=0$, since it follows from Lemma 3.5.3 that

$$
\Xi_{B_{n}}^{\mathrm{T}} B_{n}=0 \quad \Longleftrightarrow \quad B_{n, i} B_{n, j}=B_{n, j} B_{n, i}
$$

where we have used the fact that the $B_{n, i}$ are symmetric. Therefore, a immediate corollary of the above result is the following.

Corollary 3.7.7 If $\mathscr{L}$ is a quasi-centrally-symmetric linear functional then $\mathbb{P}_{n}$ does not have $\operatorname{dim} \Pi_{n-1}^{d}$ distinct common zeros.

The implications of these results are discussed in the following section.

### 3.8 Gaussian Cubature Formulae

In the theory of orthogonal polynomials in one variable, Gaussian quadrature formulae played an important role. Let $w$ be a weight function defined on $\mathbb{R}$. A quadrature formula with respect to $w$ is a weighted sum of a finite number of function values that gives an approximation to the integral $\int f w \mathrm{~d} x$; it gives the exact value of the integral for polynomials up to a certain degree, which is called the degree of precision of the formula. Among all quadrature formulae a Gaussian quadrature formula has the maximum degree of precision, which is $2 n-$ 1 for a formula that uses $n$ nodes, as discussed in Theorem 1.3.13. Furthermore, a Gaussian quadrature formula exists if and only if the nodes are zeros of an orthogonal polynomial of degree $n$ with respect to $w$. Since such a polynomial always has $n$ distinct real zeros, the Gaussian quadrature formula exists for every suitable weight function.

Below we study the analogues of the Gaussian quadrature formulae for several variables, called the Gaussian cubature formulae. The existence of such formulae depends on the existence of common zeros of orthogonal polynomials in several variables.

Let $\mathscr{L}$ be a positive definite linear functional. A cubature formula of degree $2 n-1$ with respect to $\mathscr{L}$ is a linear functional

$$
\mathscr{I}_{n}(f)=\sum_{k=1}^{N} \lambda_{k} f\left(x_{k}\right), \quad \lambda_{k} \in \mathbb{R}, \quad x_{k} \in \mathbb{R}^{d}
$$

such that $\mathscr{L}(f)=\mathscr{I}_{n}(f)$ for all $f \in \Pi_{2 n-1}^{d}$ and $\mathscr{L}\left(f^{*}\right) \neq \mathscr{L}_{2 n-1}\left(f^{*}\right)$ for at least one $f^{*} \in \Pi_{2 n}^{d}$. The points $x_{k}$ are called the nodes, and the numbers $\lambda_{k}$ the weights, of the cubature formula. Such a formula is called minimal if $N$, the number of nodes, is minimal. If a cubature formula has all positive weights, it is called a positive cubature.

We are interested in the minimal cubature formulae. To identify a cubature formula as minimal, it is necessary to know the minimal number of nodes in advance. The following theorem gives a lower bound for the numbers of nodes of cubature formulae; those formulae that attain the lower bound are minimal.

Theorem 3.8.1 The number of nodes of a cubature formula of degree $2 n-1$ satisfies $N \geq \operatorname{dim} \Pi_{n-1}^{d}$.

Proof If a cubature formula $\mathscr{L}_{n}$ of degree $2 n-1$ has less than dim $\Pi_{n-1}^{d}$ nodes then the linear system of equations $P\left(x_{k}\right)=0$, where the $x_{k}$ are nodes of the cubature formula and $P \in \Pi_{n-1}^{d}$, has dim $\Pi_{n-1}^{d}$ unknowns that are coefficients of $P$ but fewer than $\operatorname{dim} \Pi_{n-1}^{d}$ equations. Therefore, there will be at least one nonzero polynomial $P \in \Pi_{n-1}^{d}$ which vanishes on all nodes. Since the formula is of degree $2 n-1$, it follows that $\mathscr{L}\left(P^{2}\right)=\mathscr{L}_{n}\left(P^{2}\right)=0$, which contradicts the fact that $\mathscr{L}$ is positive definite.

For $d=1$, the lower bound in Theorem 3.8.1 is attained by the Gaussian quadrature formulae. As an analogy of this, we make the following definition.

Definition 3.8.2 A cubature formula of degree $2 n-1$ with $\operatorname{dim} \Pi_{n-1}^{d}$ nodes is called a Gaussian cubature.

The main result in this section is the characterization of Gaussian cubature formulae. We start with a basic lemma of Mysovskikh [1976], which holds the key to the proof of the main theorem in this section and which is of considerable interest in itself. We need a definition: an algebraic hypersurface of degree $m$ in $\mathbb{R}^{d}$ is a zero set of a polynomial of degree $m$ in $d$ variables.

Lemma 3.8.3 The pairwise distinct points $x_{k}, 1 \leq k \leq N=\operatorname{dim} \Pi_{n-1}^{d}$, on $\mathbb{R}^{d}$ are not on an algebraic hypersurface of degree $n-1$ if and only if there exist $r_{n}^{d}$ polynomials of degree $n$ such that their nth degree terms are linearly independent, for which these points are the common zeros.

Proof That the $x_{k}$ are not on a hypersurface of degree $n-1$ means that the $N \times N$ matrix $\left(x_{k}^{\beta}\right)$, where the columns are arranged according to the lexicographical order in $\{\beta: 0 \leq|\beta| \leq n-1\}$ and the rows correspond to $1 \leq k \leq N$, is nonsingular. Therefore, we can construct $r_{n}^{d}$ polynomials

$$
\begin{equation*}
Q_{\alpha}^{n}=x^{\alpha}-R_{\alpha}, \quad|\alpha|=n, \quad R_{\alpha}(x)=\sum_{|\beta| \leq n-1} C_{\alpha, \beta} x^{\beta} \in \Pi_{n-1}^{d} \tag{3.8.1}
\end{equation*}
$$

by solving the linear system of equations

$$
R_{\alpha}^{n}\left(x_{k}\right)=x_{k}^{\alpha}, \quad 1 \leq k \leq N
$$

for each fixed $\alpha$. Clearly, the set of polynomials $Q_{\alpha}^{n}$ is linearly independent and the conditions $Q_{\alpha}^{n}\left(x_{k}\right)=0$ are satisfied.

However, suppose that there are $r_{n}^{d}$ polynomials $Q_{\alpha}^{n}$ of degree $n$ which have $x_{k}$ as common zeros and that their $n$th terms are linearly independent. Because of their linear independence, we can assume that these polynomials are of the form (3.8.1). If the points $x_{k}$ are on an algebraic hypersurface of degree $n-1$ then the matrix $X_{n}=\left(x_{k}^{\beta}\right)$, where $1 \leq k \leq N$ and $|\beta| \leq n-1$, is singular. Suppose that rank $X_{n}=M-1, M \leq N$. Assume that the first $M-1$ rows of this matrix are linearly independent. For each $k$ define a vector $U_{k}=\left(x_{k}^{\beta}\right)_{|\beta| \leq n-1}$ in $\mathbb{R}^{N}$; then $U_{1}, \ldots, U_{M-1}$ are linearly independent and there exist scalars $c_{1}, \ldots, c_{M}$, not all zero, such that $\sum_{k=1}^{M} c_{k} U_{k}=0$. Moreover, by considering the first component of this vector equation it follows that at least two $c_{j}$ are nonzero. Assume that $c_{1} \neq 0$ and $c_{M} \neq 0$. By (3.8.1) the equations $Q_{\alpha}^{n}\left(x_{k}\right)=0$ can be written as

$$
x_{k}^{\alpha}-\sum_{|\beta| \leq n-1} C_{\alpha, \beta} x_{k}^{\beta}=0, \quad|\alpha|=n, \quad k=1, \ldots, N
$$

Since the summation term can be written as $C_{\alpha}^{\mathrm{T}} U_{k}$, with $C_{\alpha}$ a vector in $\mathbb{R}^{N}$, it follows from $\sum_{k=1}^{M} c_{k} U_{k}=0$ that $\sum_{k=1}^{M} c_{k} x_{k}^{\alpha}=0,|\alpha|=n$. Using the notation for the vectors $U_{k}$ again, it follows from the above equation that $\sum_{k=1}^{M} c_{k} x_{k, i} U_{k}=$ $0,1 \leq i \leq d$, where we have used the notation $x_{k}=\left(x_{k, 1}, \ldots, x_{k, d}\right)$. Multiplying the equation $\sum_{k=1}^{M} c_{k} U_{k}=0$ by $x_{M, i}$ and then subtracting it from the equation $\sum_{k=1}^{M} c_{k} x_{k, i} U_{k}=0$, we obtain

$$
\sum_{k=1}^{M-1} c_{k}\left(x_{k, i}-x_{M, i}\right) U_{k}=0, \quad 1 \leq i \leq d
$$

Since $U_{1}, \ldots, U_{M-1}$ are linearly independent, it follows that $c_{k}\left(x_{k, i}-x_{M, i}\right)=0$, $1 \leq k \leq M-1,1 \leq i \leq d$. Since $c_{1} \neq 0, x_{1, i}=x_{M, i}$ for $1 \leq i \leq M-1$, which is to say that $x_{1}=x_{M}$, a contradiction to the assumption that the points are pairwise distinct.

The existence of a Gaussian cubature of degree $2 n-1$ is characterized by the common zeros of orthogonal polynomials. The following theorem was first proved by Mysovskikh [1970]; our proof is somewhat different.

Theorem 3.8.4 Let $\mathscr{L}$ be a positive definite linear functional, and let $\mathbb{P}_{n}$ be the corresponding orthogonal polynomials. Then $\mathscr{L}$ admits a Gaussian cubature formula of degree $2 n-1$ if and only if $\mathbb{P}_{n}$ has $N=\operatorname{dim} \Pi_{n-1}^{d}$ common zeros.

Proof Suppose that $\mathbb{P}_{n}$ has $N$ common zeros. By Theorem 3.7.1 and Corollary 3.7.3, all these zeros are real and distinct. Let us denote these common zeros by $x_{1}, x_{2}, \ldots, x_{N}$. From the Christoffel-Darboux formula (3.6.5) and the formula for $\mathbf{K}_{n}(x, x)$, it follows that the polynomial $\ell_{k}(x)=\mathbf{K}_{n}\left(x, x_{k}\right) / \mathbf{K}_{n}\left(x_{k}, x_{k}\right)$ satisfies the condition $\ell_{k}\left(x_{j}\right)=\delta_{k, j}, 1 \leq k, j \leq N$. Since the $\ell_{k}$ are of degree $n-1$ they serve as fundamental interpolation polynomials, and it follows that

$$
\begin{equation*}
L_{n}(f, x)=\sum_{k=1}^{N} f\left(x_{k}\right) \frac{\mathbf{K}\left(x, x_{k}\right)}{\mathbf{K}\left(x_{k}, x_{k}\right)}, \quad L_{n}(f) \in \Pi_{n-1}^{d} \tag{3.8.2}
\end{equation*}
$$

is a Lagrange interpolation based on $x_{k}$, that is, $L_{n}\left(f, x_{k}\right)=f\left(x_{k}\right), 1 \leq k \leq N$. By Lemma 3.8.3 the points $x_{k}$ are not on an algebraic hypersurface of degree $n-1$. Therefore, it readily follows that $L_{n}(f)$ is the unique Lagrange interpolation formula. Thus the formula

$$
\begin{equation*}
\mathscr{L}\left[L_{n}(f)\right]=\sum_{k=1}^{N} \Lambda_{k} f\left(x_{k}\right), \quad \Lambda_{k}=\left[\mathbf{K}_{n}\left(x_{k}, x_{k}\right)\right]^{-1} \tag{3.8.3}
\end{equation*}
$$

is a cubature formula for $\mathscr{L}$ which is exact for all polynomials in $\Pi_{n-1}^{d}$. However, since $\mathbb{P}_{n}$ is orthogonal to $\Pi_{n-1}^{d}$ and the nodes are zeros of $\mathbb{P}_{n}$, it follows that, for any vector $\mathbf{a} \in \mathbb{R}^{r_{n}}$,

$$
\mathscr{L}\left(\mathbf{a}^{\mathrm{T}} \mathbb{P}_{n}\right)=0=\sum_{k=1}^{N} \Lambda_{k} \mathbf{a}^{\mathrm{T}} \mathbb{P}_{n}\left(x_{k}\right)
$$

Since any polynomial $P \in \Pi_{n}^{d}$ can be written as $P=\mathbf{a}^{\mathrm{T}} \mathbb{P}_{n}+R$ for some a with $R \in \Pi_{n-1}^{d}$,

$$
\begin{equation*}
\mathscr{L}(P)=\mathscr{L}(R)=\sum_{k=1}^{N} \Lambda_{k} R\left(x_{k}\right)=\sum_{k=1}^{N} \Lambda_{k} P\left(x_{k}\right) \quad \forall P \in \Pi_{n}^{d} \tag{3.8.4}
\end{equation*}
$$

Thus, the cubature formula (3.8.3) is exact for all polynomials in $\Pi_{n}^{d}$. Clearly, we can repeat this process. By orthogonality and the fact that $\mathbb{P}_{n}\left(x_{k}\right)=0$,

$$
\mathscr{L}\left(x_{i} \mathbf{a}^{\mathrm{T}} \mathbb{P}_{n}\right)=0=\sum_{k=1}^{N} \Lambda_{k} x_{k, i} \mathbf{a}^{\mathrm{T}} \mathbb{P}_{n}\left(x_{k}\right), \quad 1 \leq i \leq d
$$

which, by the recurrence relation (3.3.10) and the relation (3.8.4), implies that $\mathscr{L}\left(\mathbf{a}^{\mathrm{T}} \mathbb{P}_{n+1}\right)=\sum_{k=1}^{N} \Lambda_{k} \mathbf{a}^{\mathrm{T}} \mathbb{P}_{n+1}\left(x_{k}\right)$. Therefore, it readily follows that the cubature formula (3.8.3) is exact for all polynomials in $\Pi_{n+1}^{d}$. Because $\mathbb{P}_{n}$ is orthogonal to polynomials of degree less than $n$, we can apply this process on $x^{\alpha},|\alpha| \leq n-2$, and conclude that the cubature formula (3.8.3) is indeed exact for $\Pi_{2 n-1}^{d}$.

Now suppose that a Gaussian cubature formula exists and it has $x_{k}, 1 \leq k \leq$ $N=\operatorname{dim} \Pi_{n-1}^{d}$, as its nodes. Since $\mathscr{L}$ is positive definite, these nodes cannot all lie on an algebraic hypersurface of degree $n-1$. Otherwise there would be a $Q \in$ $\Pi_{n-1}$, not identically zero, such that $Q$ vanished on all nodes, which would imply
that $\mathscr{L}\left(Q^{2}\right)=0$. By Lemma 3.8.3 there exist linearly independent polynomials $P_{j}^{n}, 1 \leq j \leq r_{n}^{d}$, which have the $x_{k}$ as common zeros. By the Gaussian cubature formula, for any $R \in \Pi_{n-1}$,

$$
\mathscr{L}\left(R P_{j}^{n}\right)=\sum_{k=1}^{N} \Lambda_{k}\left(R P_{j}^{n}\right)\left(x_{k}\right)=0
$$

Thus, the polynomials $P_{j}^{n}$ are orthogonal to $\Pi_{n-1}^{d}$ and we can write them in the form (3.8.1).

It is worthwhile mentioning that the above proof is similar to the proof for the Gaussian quadrature formulae. The use of interpolation polynomials leads to the following corollary.

Corollary 3.8.5 A Gaussian cubature formula takes the form (3.8.3); in particular, it is a positive cubature.

In the proof of Theorem 3.8.4, the Gaussian cubature formula (3.8.3) was derived by integrating the Lagrange interpolation polynomial $L_{n} f$ in (3.8.2). This is similar to the case of one variable. For polynomial interpolation in one variable, it is known that the Lagrange interpolation polynomials based on the distinct nodes always exist and are unique. The same, however, is not true for polynomial interpolation in several variables. A typical example is that of the interpolation of six points on the plane by a polynomial of degree 2 . Assume that the six points lie on the unit circle $x^{2}+y^{2}=1$; then the polynomial $p(x, y)=x^{2}+y^{2}-1$ will vanish on the nodes. If $P$ is an interpolation polynomial of degree 2 on these nodes then so is $P+a p$ for any given number $a$. This shows that the Lagrange interpolation polynomial, if it exists, is not unique. If the nodes are zeros of a Gaussian cubature formula then they admit a unique Lagrange interpolation polynomial.

Theorem 3.8.6 If $x_{k}, 1 \leq k \leq \operatorname{dim} \Pi_{n-1}^{d}$, are nodes of a Gaussian cubature formula then for any given $\left\{y_{i}\right\}$ there is a unique polynomial $P \in \Pi_{n-1}^{d}$ such that $P\left(x_{i}\right)=y_{i}, 1 \leq i \leq \operatorname{dim} \Pi_{n-1}^{d}$.

Proof The interpolating polynomial takes the form (3.8.2) with $y_{k}=f\left(x_{k}\right)$. If all $f\left(x_{i}\right)=0$ then $P\left(x_{i}\right)=0$ and the Gaussian cubature formula shows that $\mathscr{L}\left(P^{2}\right)$ $=0$, which implies $P=0$.

Theorem 3.8.4 characterizes the cubature formulae through the common zeros of orthogonal polynomials. Together with Theorem 3.7.5 we have the following.

Theorem 3.8.7 Let $\mathscr{L}$ be a positive definite linear functional, and let $\mathbb{P}_{n}$ be the corresponding orthonormal polynomials, which satisfy the three-term relation (3.3.3). Then a Gaussian cubature formula exists if and only if (3.7.1) holds.

Since Corollary 3.7.7 states that (3.7.1) does not hold for a quasi-centrallysymmetric linear functional, it follows that:

Corollary 3.8.8 A quasi-centrally-symmetric linear functional does not admit a Gaussian cubature formula.

In particular, there is no Gaussian cubature formula for symmetric classical weight functions on the square or for the classical weight function on the unit disk, or for their higher-dimensional counterparts. An immediate question is whether there are any weight functions which admit a Gaussian cubature formula. It turns out that there are such examples, as will be shown in Subsection 5.4.2.

### 3.9 Notes

Section 3.2 The general properties of orthogonal polynomials in several variables were studied in Jackson [1936], Krall and Sheffer [1967], Bertran [1975], Kowalski [1982a, b], Suetin [1999], and a series of papers of Xu [1993a, b, 1994a-e] in which the vector-matrix notion is emphasized.

The classical references for the moment problems in one variable are Shohat and Tamarkin [1943] and Akhiezer [1965]. For results on the moment problem in several variables, we refer to the surveys Fuglede [1983] and Berg [1987], as well as Putinar and Vasilescu [1999] and the references therein. Although in general positive polynomials in several variables cannot be written as sums of squares of polynomials, they can be written as sums of squares of rational functions (Hilbert's 17th problem); see the recent survey Reznick [2000] and the references therein.

Section 3.3 The three-term relation and Favard's theorem in several variables were first studied by Kowalski [1982a, b], in which the vector notation was used in the form $x \mathbb{P}_{n}=\left(\begin{array}{lll}x_{1} \mathbb{P}_{n}^{\mathrm{T}} & \cdots & x_{d} \mathbb{P}_{n}^{\mathrm{T}}\end{array}\right)$ and Favard's theorem was stated under an additional condition that takes a rather complicated form. The additional condition was shown to be equivalent to rank $C_{k}=r_{k}^{d}$, where $C_{k}=\left(\begin{array}{lll}C_{k, 1} & \cdots & C_{k, d}\end{array}\right)$ in Xu [1993a]. The relation for orthonormal polynomials is stated and proved in Xu [1994a]. The three-term relations were used by Barrio, Peña and Sauer [2010] for evaluating orthogonal polynomials. The matrices in the three-term relations were computed for further orthogonal polynomials of two variables in Area, Godoy, Ronveaux and Zarzo [2012]. The structure of orthogonal polynomials in lexicographic order, rather than graded lexicographic order, was studied in Delgado, Geronimo, Iliev and Marcellán [2006].

Section 3.4 The relation between orthogonal polynomials of several variables and self-adjoint commuting operators was studied in Xu [1993b, 1994a]; see also Gekhtman and Kalyuzhny [1994]. An extensive study from the operator theory perspective was carried out in Cichoń, Stochel and Szafraniec [2005].

Sections 3.7 and 3.8 The study of Gaussian cubature formulae started with the classical paper of Radon [1948]. Mysovskikh and his school continued the study and made considerable progress; Mysovskikh obtained, for example, the basic properties of the common zeros of $\mathbb{P}_{n}$ and most of the results in Section 3.8; see Mysovskikh [1981] and the references therein. The fact that the common zeros are joint eigenvalues of block Jacobi matrices and Theorem 3.7.5 were proved in Xu [1993a, 1994b]. Mysovskikh [1976] proved a version of Theorem 3.7 .5 in two variables without writing it in terms of coefficient matrices of the three-term relation. A different necessary and sufficient condition for the existence of the Gaussian cubature formula was given recently in Lasserre [2012]. There are examples of weight functions that admit Gaussian cubature formulae for all $n$ (Schmid and Xu [1994], Berens, Schmid and Xu [1995b]).

Möller [1973] proved the following important results: the number of nodes, $N$, of a cubature formula of degree $2 n-1$ in two variables must satisfy

$$
\begin{equation*}
N \geq \operatorname{dim} \Pi_{n-1}^{2}+\frac{1}{2} \operatorname{rank}\left(A_{n-1,1} A_{n-1,2}^{\mathrm{T}}-A_{n-1,2} A_{n-1,1}^{\mathrm{T}}\right), \tag{3.9.1}
\end{equation*}
$$

which we have stated in matrix notation; moreover, for the quasi-centrallysymmetric weight function, $\operatorname{rank}\left(A_{n-1,1} A_{n-1,2}^{\mathrm{T}}-A_{n-1,2} A_{n-1,1}^{\mathrm{T}}\right)=2[n / 2]$. Möller also showed that if a cubature formula attains the lower bound (3.9.1) then its nodes must be common zeros of a subset of orthogonal polynomials of degree $n$. Similar results hold in the higher dimensional setting. Much of the later study in this direction has been influenced by Möller's work. There are, however, only a few examples in which the lower bound (3.9.1) is attained; see, for example, Möller [1976], Morrow and Patterson [1978], Schmid [1978, 1995], and Xu [2013]. The bound in (3.9.1) is still not sharp, even for radial weight functions on the disk; see Verlinden and Cools [1992]. For cubature formulae of even degree, see Schmid [1978] and Xu [1994d]. In general, all positive cubature formulae are generated by common zeros of quasi-orthogonal polynomials (Möller [1973], Xu [1994f, 1997a]), which are orthogonal to polynomials of a few degrees lower, a notion that can also be stated in terms of the $m$-orthogonality introduced by Möller. A polynomial $p$ is said to be $m$-orthogonal if $\int p q \mathrm{~d} \mu=0$ for all $q \in \Pi^{d}$ such that $p q \in \Pi_{m}^{d}$. The problem can be stated in the language of polynomial ideals and varieties. The essential result says that if the variety of an ideal of $m$-orthogonal polynomials consists of only real points and the size of the variety is more or less equal to the codimension of the ideal then there is a cubature formula of degree $m$; see Xu [1999c]. Concerning the basic question of finding a set of orthogonal polynomials or $m$-orthogonal polynomials with a large number of common zeros, there is no general method yet. For further results in this direction we refer to the papers cited above and to the references therein. Putinar [1997, 2000] studied cubature formulae using an operator theory approach. The books by Stroud [1971], Engels [1980] and Mysovskikh [1981] deal with cubature formulae in general.

## 4

## Orthogonal Polynomials on the Unit Sphere

In this chapter we consider orthogonal polynomials with respect to a weight function defined on the unit sphere, the structure of which is not covered by the discussion in the previous chapter. Indeed, if $\mathrm{d} \mu$ is a measure supported on the unit sphere of $\mathbb{R}^{d}$ then the linear functional $\mathscr{L}(f)=\int f \mathrm{~d} \mu$ is not positive definite in the space of polynomials, as $\int\left(1-\|x\|^{2}\right)^{2} \mathrm{~d} \mu=0$. It is positive definite in the space of polynomials restricted to the unit sphere, which is the space in which these orthogonal polynomials are defined.

We consider orthogonal polynomials with respect to the surface measure on the sphere first; these are the spherical harmonics. Our treatment will be brief, since most results and proofs will be given in a more general setting in Chapter 7. The general structure of orthogonal polynomials on the sphere will be derived from the close connection between the orthogonal structures on the sphere and on the unit ball. This connection goes both ways and can be used to study classical orthogonal polynomials on the unit ball. We will also discuss a connection between the orthogonal structures on the unit sphere and on the simplex.

### 4.1 Spherical Harmonics

The Fourier analysis of continuous functions on the unit sphere $S^{d-1}:=\{x:\|x\|=$ $1\}$ in $\mathbb{R}^{d}$ is performed by means of spherical harmonics, which are the restrictions of homogeneous harmonic polynomials to the sphere. In this section we present a concise overview of the theory and a construction of an orthogonal basis by means of Gegenbauer polynomials. Further results can be deduced as special cases of theorems in Chapter 7, by taking the weight function there as 1.

We assume $d \geq 3$ unless stated otherwise. Let $\Delta=\partial_{1}^{2}+\cdots+\partial_{d}^{2}$ be the Laplace operator, where $\partial_{i}=\partial / \partial x_{i}$.

Definition 4.1.1 For $n=0,1,2, \ldots$ let $\mathscr{H}_{n}^{d}$ be the linear space of harmonic polynomials, homogeneous of degree $n$, on $\mathbb{R}^{d}$, that is,

$$
\mathscr{H}_{n}^{d}=\left\{P \in \mathscr{P}_{n}^{d}: \Delta P=0\right\} .
$$

Theorem 4.1.2 For $n=0,1,2, \ldots$

$$
\operatorname{dim} \mathscr{H}_{n}^{d}=\operatorname{dim} \mathscr{P}_{n}^{d}-\operatorname{dim} \mathscr{P}_{n-2}^{d}=\binom{n+d-1}{d-1}-\binom{n+d-3}{d-1} .
$$

Proof Briefly, one shows that $\Delta$ maps $\mathscr{P}_{n}^{d}$ onto $\mathscr{P}_{n-2}^{d}$; this uses the fact that $\Delta\left[\|x\|^{2} P(x)\right] \neq 0$ whenever $P(x) \neq 0$.

There is a "Pascal triangle" for the dimensions. Let $a_{d, n}=\operatorname{dim} \mathscr{H}_{n}^{d}$; then $a_{d, 0}=$ $1, a_{2, n}=2$ for $n \geq 1$ and $a_{d+1, n}=a_{d+1, n-1}+a_{d, n}$ for $n \geq 1$. Note that $a_{3, n}=$ $2 n+1$ and $a_{4, n}=(n+1)^{2}$. The basic device for constructing orthogonal bases is to set up the differential equation $\Delta\left(g\left(x_{m+1}, \ldots, x_{d}\right) f\left(\sum_{j=m}^{d} x_{j}^{2}, x_{m}\right)\right)=0$, where $g$ is harmonic and homogeneous and $f$ is a polynomial.

Proposition 4.1.3 For $1 \leq m<d$, suppose that $g\left(x_{m+1}, \ldots, x_{d}\right)$ is harmonic and homogeneous of degree s in its variables, and that $f\left(\sum_{j=m}^{d} x_{j}^{2}, x_{m}\right)$ is homogeneous of degree $n$ in $x$; then $\Delta(g f)=0$ implies that (see Definition 1.4.10)

$$
f=c\left(\sum_{j=m}^{d} x_{j}^{2}\right)^{n / 2} C_{n}^{\lambda}\left(x_{m}\left(\sum_{j=m}^{d} x_{j}^{2}\right)^{-1 / 2}\right)
$$

for some constant $c$ and $\lambda=s+\frac{1}{2}(d-m-1)$.
Proof Let $\rho^{2}=\sum_{j=m}^{d} x_{j}^{2}$ and apply the operator $\Delta$ to $g x_{m}^{n-2 j} \rho^{2 j}$. The product rule gives

$$
\begin{aligned}
\Delta\left(g x_{m}^{n-2 j} \rho^{2 j}\right)= & x_{m}^{n-2 j} \rho^{2 j} \Delta g+g \Delta\left(x_{m}^{n-2 j} \rho^{2 j}\right)+2 \sum_{i=m+1}^{d} \frac{\partial g}{\partial x_{i}} \frac{\partial \rho^{2 j}}{\partial x_{i}} x_{m}^{n-2 j} \\
= & 4 g s j x_{m}^{n-2 j} \rho^{2 j-2}+g\left[2 j(d-m-1+2 n-2 j) x_{m}^{n-2 j} \rho^{2 j-2}\right. \\
& \left.\quad(n-2 j)(n-2 j-1) x_{m}^{n-2 j-2} \rho^{2 j}\right] .
\end{aligned}
$$

Set $\Delta\left(g \sum_{j \leq n / 2} c_{j} x_{m}^{n-2 j} \rho^{2 j}\right)=0$ to obtain the recurrence equation

$$
2(j+1)(d-m+2 n+2 s-3-2 j) c_{j+1}+(n-2 j)(n-2 j-1) c_{j}=0
$$

with solution

$$
c_{j}=\frac{\left(-\frac{n}{2}\right)_{j}\left(\frac{1-n}{2}\right)_{j}}{j!\left(1-n-\frac{d-m-1}{2}-s\right)_{j}} c_{0} .
$$

Now let $f(x)=\sum_{j \leq n / 2} c_{j} x_{m}^{n-2 j} \rho^{2 j}=c^{\prime} \rho^{n} C_{n}^{\lambda}\left(\frac{x_{m}}{\rho}\right)$, with $\lambda=s+(d-m-1) / 2$, for some constant $c^{\prime}$; then $\Delta(g f)=0$. This uses the formula in Proposition 1.4.11 for Gegenbauer polynomials.

The easiest way to start this process is with the real and imaginary parts of $\left(x_{d-1}+\sqrt{-1} x_{d}\right)^{s}$, which can be written in terms of Chebyshev polynomials of first and second kind, that is, $g_{s, 0}=\rho^{s} T_{s}\left(\frac{x_{d-1}}{\rho}\right)$ and $g_{s-1,1}=x_{d} \rho^{s-1} U_{s-1}\left(\frac{x_{d-1}}{\rho}\right)$, where $\rho^{2}=x_{d-1}^{2}+x_{d}^{2}$, for $s \geq 1$ (and $g_{0,0}=1$ ). Then Proposition 4.1.3, used inductively from $m=d-2$ to $m=1$, produces an orthogonal basis for $\mathscr{H}_{n}^{d}$ : fix $\mathbf{n}=\left(n_{1}, n_{2}, \ldots, n_{d-1}, 0\right)$ or $\left(n_{1}, n_{2}, \ldots, n_{d-1}, 1\right)$ and let

$$
Y_{\mathbf{n}}(x)=g_{n_{d-1}, n_{d}}(x) \prod_{j=1}^{d-2}\left[\left(x_{j}^{2}+\cdots+x_{d}^{2}\right)^{n_{j} / 2} C_{n_{j}}^{\lambda_{j}}\left(x_{j}\left(x_{j}^{2}+\cdots+x_{d}^{2}\right)^{-1 / 2}\right)\right]
$$

with $\lambda_{j}=\sum_{i=j+1}^{d} n_{i}+\frac{1}{2}(d-j-1)$. Note that $Y_{\mathbf{n}}(x)$ is homogeneous of degree $|\mathbf{n}|$ and that the number of such $d$-tuples is $\binom{n+d-2}{d-2}+\binom{n+d-3}{d-2}=\binom{n+d-1}{d-1}-\binom{n+d-3}{d-1}=$ $\operatorname{dim} \mathscr{H}_{n}^{d}$. The fact that these polynomials are pairwise orthogonal follows easily from their expression in spherical polar coordinates. Indeed, let

$$
\begin{align*}
x_{1} & =r \cos \theta_{d-1} \\
x_{2} & =r \sin \theta_{d-1} \cos \theta_{d-2} \\
& \vdots  \tag{4.1.1}\\
x_{d-1} & =r \sin \theta_{d-1} \cdots \sin \theta_{2} \cos \theta_{1}, \\
x_{d} & =r \sin \theta_{d-1} \cdots \sin \theta_{2} \sin \theta_{1},
\end{align*}
$$

with $r \geq 0,0 \leq \theta_{1}<2 \pi$ and $0 \leq \theta_{i} \leq \pi$ for $i \geq 2$. In these coordinates the surface measure on $S^{d-1}$ and the normalizing constant are

$$
\begin{align*}
\mathrm{d} \omega & =\prod_{j=1}^{d-2}\left(\sin \theta_{d-j}\right)^{d-j-1} \mathrm{~d} \theta_{1} \mathrm{~d} \theta_{2} \cdots \mathrm{~d} \theta_{d-1}  \tag{4.1.2}\\
\sigma_{d-1} & =\int_{S^{d-1}} \mathrm{~d} \omega=\frac{2 \pi^{d / 2}}{\Gamma\left(\frac{d}{2}\right)} \tag{4.1.3}
\end{align*}
$$

where $\sigma_{d-1}$ is the surface area of $S^{d-1}$.

Theorem 4.1.4 In the spherical polar coordinate system, let

$$
Y_{\mathbf{n}}(x)=r^{|\mathbf{n}|} g^{\prime}(x) \prod_{j=1}^{d-2}\left[\left(\sin \theta_{d-j}\right)^{\beta_{j}} C_{n_{j}}^{\lambda_{j}}\left(\cos \theta_{d-j}\right)\right],
$$

where $\beta_{j}=\sum_{i=j+1}^{d} n_{i}, g^{\prime}(x)=\cos n_{d-1} \theta_{1}$ for $n_{d}=0$ and $\sin \left(n_{d-1}+1\right) \theta_{1}$ for $n_{d}=1$. Then $\left\{Y_{\mathbf{n}}\right\}$ is a mutually orthogonal basis of $\mathscr{H}_{n}^{d}$ and the $L^{2}$ norms of the polynomials are

$$
\sigma_{d-1}^{-1} \int_{S^{d-1}} Y_{\mathbf{n}}^{2} \mathrm{~d} \omega=a_{\mathbf{n}} \prod_{j=1}^{d-2} \frac{\lambda_{j}\left(2 \lambda_{j}\right)_{n_{j}}\left(\frac{d-j}{2}\right)_{\beta_{j}}}{n_{j}!\left(\frac{d-j+1}{2}\right)_{\beta_{j}}\left(n_{j}+\lambda_{j}\right)},
$$

where $a_{\mathbf{n}}=\frac{1}{2}$ if $n_{d-1}+n_{d}>0$, else $a_{\mathbf{n}}=1$.

The calculation of the norm uses the formulae in Subsection 1.4.3. We also note that in the expansion of $Y_{\mathbf{n}}(x)$ as a sum of monomials the highest term in lexicographic order is (a multiple of ) $x^{\mathbf{n}}$.

It is an elementary consequence of Green's theorem that homogeneous harmonic polynomials of differing degrees are orthogonal with respect to the surface measure. In the following $\partial / \partial n$ denotes the normal derivative.

Proposition 4.1.5 Suppose that $f, g$ are polynomials on $\mathbb{R}^{d}$; then

$$
\int_{S^{d-1}}\left(\frac{\partial f}{\partial n} g-\frac{\partial g}{\partial n} f\right) \mathrm{d} \omega=\int_{B^{d}}(g \Delta f-f \Delta g) \mathrm{d} x
$$

and if $f, g$ are homogeneous then

$$
(\operatorname{deg} f-\operatorname{deg} g) \int_{S^{d-1}} f g \mathrm{~d} \omega=\int_{B^{d}}(g \Delta f-f \Delta g) \mathrm{d} x .
$$

Proof The first statement is Green's theorem specialized to the ball $B^{d}$ and its boundary $S^{d-1}$. The normal derivative on the sphere is $\partial f / \partial n=\sum_{i=1}^{d} x_{i} \partial f / \partial x_{i}=$ $(\operatorname{deg} f) f$.

Clearly, if $f, g$ are spherical harmonics of different degrees then they are orthogonal in $L^{2}\left(S^{d-1}, \mathrm{~d} \omega\right)$. There is another connection to the Laplace operator. For $x \in \mathbb{R}^{d}$, consider the spherical polar coordinates $(r, \xi)$ with $r>0$ and $\xi \in \mathscr{S}^{d-1}$ defined by $x=r \xi$.

Proposition 4.1.6 In spherical coordinates $\left(r, \xi_{1}, \ldots, \xi_{d-1}\right)$, the Laplace operator can be written as

$$
\begin{equation*}
\Delta=\frac{\partial^{2}}{\partial r^{2}}+\frac{d-1}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \Delta_{0} \tag{4.1.4}
\end{equation*}
$$

where the spherical part $\Delta_{0}$ is given by

$$
\Delta_{0}=\Delta^{(\xi)}-\left\langle\xi, \nabla^{(x)}\right\rangle^{2}-(d-2)\left\langle\xi, \nabla^{(\xi)}\right\rangle ;
$$

here $\Delta^{(\xi)}$ and $\nabla^{(\xi)}$ denote the Laplacian and the gradient with respect to $\left(\xi_{1}, \ldots, \xi_{d-1}\right)$, respectively.

Proof Write $r$ and $\xi_{i}$ in terms of $x$ by the change of variables $x \mapsto\left(r, \xi_{1}, \ldots, \xi_{d}\right)$ and compute the partial derivatives $\partial \xi_{i} / \partial y_{i}$; the chain rule implies that

$$
\frac{\partial}{\partial x_{i}}=\xi_{i} \frac{\partial}{\partial r}+\frac{1}{r}\left(\frac{\partial}{\partial \xi_{i}}-\xi_{i}\left\langle\xi, \nabla^{(\xi)}\right\rangle\right), \quad 1 \leq i \leq d
$$

where for $i=d$ we use the convention that $\xi_{d}^{2}=1-\xi_{1}^{2}-\cdots-\xi_{x-1}^{2}$ and define $\partial / \partial \xi_{d}=0$. Repeating the above operation and simplifying, we obtain the secondorder derivatives after some tedious computation:

$$
\begin{aligned}
\frac{\partial^{2}}{\partial \xi_{i}^{2}}= & \xi_{i}^{2} \frac{\partial^{2}}{\partial r^{2}}+\frac{1-\xi_{i}^{2}}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}}\left(\frac{\partial^{2}}{\partial \xi_{i}^{2}}-\left(1-\xi_{i}^{2}\right)\left\langle\xi, \nabla^{(\xi)}\right\rangle-\xi_{i}\left\langle\xi, \nabla^{(\xi)}\right\rangle \frac{\partial}{\partial \xi_{i}}\right) \\
& +\left(\xi_{i} \frac{\partial}{\partial \xi_{i}}-\xi_{i}^{2}\left\langle\xi, \nabla^{(\xi)}\right\rangle\right)\left(\frac{1}{r} \frac{\partial}{\partial r}-\frac{1}{r^{2}}\right)-\left(\xi_{i} \frac{\partial}{\partial \xi_{i}}-\xi_{i}^{2}\left\langle\xi, \nabla^{(\xi)}\right\rangle\right)\left\langle x, \nabla^{(x)}\right\rangle .
\end{aligned}
$$

Adding these equations for $1 \leq i \leq d$, we see that the last two terms become zero, since $\xi_{1}^{2}+\cdots+\xi_{d}^{2}=1$, and we end up with the equation

$$
\Delta=\frac{\partial^{2}}{\partial r^{2}}+\frac{d-1}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}}\left(\Delta^{(\xi)}-(d-1)\left\langle\xi, \nabla^{(\xi)}\right\rangle-\sum_{i=1}^{d-1} \xi_{i}\left\langle\xi, \nabla^{(\xi)}\right\rangle \frac{\partial}{\partial \xi_{i}}\right)
$$

The term with the summation sign can be verified to be $\left\langle\xi, \nabla^{(\xi)}\right\rangle^{2}-\left\langle\xi, \nabla^{(\xi)}\right\rangle$, from which the stated formula follows.

The differential operator $\Delta_{0}$ is called the Laplace-Beltrami operator.
Theorem 4.1.7 For $n=0,1,2, \ldots$,

$$
\begin{equation*}
\Delta_{0} Y=-n(n+d-2) Y \quad \forall Y \in \mathscr{H}_{n}^{d} \tag{4.1.5}
\end{equation*}
$$

Proof Let $Y \in \mathscr{H}_{n}^{d}$. Since $Y$ is homogeneous, $Y_{n}(x)=r^{n} Y_{n}\left(x^{\prime}\right)$. As $Y$ is harmonic, (4.1.4) shows that

$$
0=\Delta Y(x)=n(n-1) r^{n-2} Y_{n}\left(x^{\prime}\right)+(d-1) n r^{n-2} Y_{n}\left(x^{\prime}\right)+r^{n-2} \Delta_{0} Y_{n}\left(x^{\prime}\right)
$$

which is, when restricted to the sphere, equation (4.1.5).
For a given $n$, let $P_{n}(x, y)$ be the reproducing kernel for $\mathscr{H}_{n}^{d}$ (as functions on the sphere); then

$$
P_{n}(x, y)=\sum_{\mathbf{n}}\left\|Y_{\mathbf{n}}\right\|^{-2} Y_{\mathbf{n}}(x) Y_{\mathbf{n}}(y), \quad|\mathbf{n}|=n, n_{d}=0 \text { or } 1 .
$$

However the linear space $\mathscr{H}_{n}^{d}$ is invariant under the action of the orthogonal group $O(d)$ (that is, $f(x) \rightarrow f(x w)$ where $w \in O(d)$ ); the surface measure is also invariant, hence $P_{n}(x w, y w)=P_{n}(x, y)$ for all $w \in O(d)$. This implies that $P_{n}(x, y)$ depends only on the distance between $x$ and $y$ (both points being on the sphere) or, equivalently, on $\langle x, y\rangle=\sum_{i=1}^{d} x_{i} y_{i}$, the inner product. Fix $y=(1,0, \ldots, 0)$;
the fact that $P_{n}(x, y)=f(\langle x, y\rangle)=f\left(x_{1}\right)$ must be the restriction of a harmonic homogeneous polynomial to the sphere shows that

$$
P_{n}(x, y)=a_{n}\|x\|^{n}\|y\|^{n} C_{n}^{(d-2) / 2}(\langle x, y\rangle /\|x\|\|y\|)
$$

for some constant $a_{n}$. With respect to normalized surface measure on $S^{d-1}$ we have $\sigma_{d-1}^{-1} \int_{S^{d-1}} P_{n}(x, x) \mathrm{d} \omega(x)=\operatorname{dim} \mathscr{H}_{n}^{d}$, but $P_{n}(x, x)$ is constant and thus $a_{n} C_{n}^{(d-2) / 2}(1)=\operatorname{dim} \mathscr{H}_{n}^{d}$. Hence $a_{n}=(2 n+d-2) /(d-2)$. Thus, we have proved the following:

Theorem 4.1.8 The reproducing kernel $P_{n}(x, y)$ of $\mathscr{H}_{n}^{d}$ satisfies

$$
\begin{equation*}
P_{n}(x, y)=\frac{n+\lambda}{\lambda}\|x\|^{n}\|y\|^{n} C_{n}^{\lambda}\left(\frac{\langle x, y\rangle}{\|x\|\|y\|}\right), \quad \lambda=\frac{d-2}{2} . \tag{4.1.6}
\end{equation*}
$$

The role of the generic zonal harmonic $P_{n}$ in the Poisson summation kernel will be addressed in later chapters. Applying the reproducing kernel to the harmonic polynomial $x \mapsto\|x\|^{n} C_{n}^{(d-2) / 2}(\langle x, z\rangle /\|x\|)$ for a fixed $z \in S^{d-1}$ implies the socalled Funk-Hecke formula

$$
\sigma_{d-1}^{-1} \frac{2 n+d-2}{d-2} \int_{S^{d-1}} C_{n}^{(d-2) / 2}(\langle x, y\rangle) f(x) \mathrm{d} \omega(x)=f(y)
$$

for any $f \in \mathscr{H}_{n}^{d}$ and $y \in S^{d-1}$.

### 4.2 Orthogonal Structures on $S^{d}$ and on $B^{d}$

Our main results on the orthogonal structure on the unit sphere will be deduced by lifting those on the unit ball $B^{d}$ to the unit sphere $S^{d}$, where $B^{d}:=\left\{x \in \mathbb{R}^{d}\right.$ : $\|x\| \leq 1\}$ and $S^{d} \subset \mathbb{R}^{d+1}$. We emphasize that we shall work with the unit sphere $S^{d}$ instead of $S^{d-1}$ in this section, since otherwise we would be working with $B^{d-1}$.

Throughout this section we fix the following notation: for $y \in \mathbb{R}^{d+1}$, write $y=\left(y_{1}, \ldots, y_{d}, y_{d+1}\right)=\left(y^{\prime}, y_{d+1}\right)$ and use polar coordinates

$$
\begin{equation*}
y=r\left(x, x_{d+1}\right), \quad \text { where } \quad r=\|y\|, \quad\left(x, x_{d+1}\right) \in S^{d} \tag{4.2.1}
\end{equation*}
$$

Note that $\left(x, x_{d+1}\right) \in S^{d}$ implies immediately that $x \in B^{d}$. Here are the weight functions on $S^{d}$ that we shall consider:

Definition 4.2.1 A weight function $H$ defined on $\mathbb{R}^{d+1}$ is called $S$-symmetric if it is even with respect to $y_{d+1}$ and centrally symmetric with respect to the variables $y^{\prime}$, that is, if

$$
H\left(y^{\prime}, y_{d+1}\right)=H\left(y^{\prime},-y_{d+1}\right) \quad \text { and } \quad H\left(y^{\prime}, y_{d+1}\right)=H\left(-y^{\prime}, y_{d+1}\right)
$$

We further assume that the integral of $H$ over the sphere $S^{d}$ is nonzero.

Examples of $S$-symmetric functions include $H(y)=W\left(y_{1}^{2}, \ldots, y_{d+1}^{2}\right)$, which is even in each of its variables, and $H(y)=W\left(y_{1}, \ldots, y_{d}\right) h\left(y_{d+1}\right)$, where $W$ is centrally symmetric on $\mathbb{R}^{d}$ and $h$ is even on $\mathbb{R}$. Note that the weight function $\prod_{i<j}\left|y_{i}-y_{j}\right|^{\alpha}$ is not an $S$-symmetric function, since it is not even with respect to $y_{d+1}$. Nevertheless, this function is centrally symmetric. In fact, it is easy to see that:

Lemma 4.2.2 If $H$ is an $S$-symmetric weight function on $\mathbb{R}^{d+1}$ then it is centrally symmetric, that is, $H(y)=H(-y)$ for $y \in \mathbb{R}^{d+1}$.

In association with a weight function $H$ defined on $\mathbb{R}^{d+1}$, define a weight function $W_{H}^{B}$ on $B^{d}$ by

$$
W_{H}^{B}(x)=H\left(x, \sqrt{1-\|x\|^{2}}\right), \quad x \in B^{d}
$$

If $H$ is $S$-symmetric then the assumption that $H$ is centrally symmetric with respect to the first $d$ variables implies that $W_{H}^{B}$ is centrally symmetric on $B^{d}$. Further, define a pair of weight functions on $B^{d}$,

$$
W_{1}^{B}(x)=2 W_{H}^{B}(x) / \sqrt{1-\|x\|^{2}} \quad \text { and } \quad W_{2}^{B}(x)=2 W_{H}^{B}(x) \sqrt{1-\|x\|^{2}}
$$

respectively. We shall show that orthogonal polynomials with respect to $H$ on $S^{d}$ are closely related to those with respect to $W_{1}^{B}$ and $W_{2}^{B}$ on $B^{d}$. We need the following elementary lemma.

Lemma 4.2.3 For any integrable function $f$ defined on $S^{d}$,

$$
\int_{S^{d}} f(y) \mathrm{d} \omega_{d}=\int_{B^{d}}\left[f\left(x, \sqrt{1-\|x\|^{2}}\right)+f\left(x,-\sqrt{1-\|x\|^{2}}\right)\right] \frac{\mathrm{d} x}{\sqrt{1-\|x\|^{2}}}
$$

Proof For $y \in S^{d}$ write $y=\left(\sqrt{1-t^{2}} x, t\right)$, where $x \in S^{d-1}$ and $-1 \leq t \leq 1$. It follows that

$$
\mathrm{d} \omega_{d}(y)=\left(1-t^{2}\right)^{(d-2) / 2} \mathrm{~d} t \mathrm{~d} \omega_{d-1}(x)
$$

Making the change of variables $y \mapsto\left(\sqrt{1-t^{2}} x, t\right)$ gives

$$
\begin{aligned}
& \int_{S^{d}} f(y) \mathrm{d} \omega_{d}=\int_{-1}^{1} \int_{S^{d-1}} f\left(\sqrt{1-t^{2}} x, t\right) \mathrm{d} \omega_{d-1}\left(1-t^{2}\right)^{(d-2) / 2} \mathrm{~d} t \\
& =\int_{0}^{1} \int_{S^{d-1}}\left[f\left(\sqrt{1-t^{2}} x, t\right)+f\left(\sqrt{1-t^{2}} x,-t\right)\right] \mathrm{d} \omega_{d-1}\left(1-t^{2}\right)^{(d-2) / 2} \mathrm{~d} t \\
& =\int_{0}^{1} \int_{S^{d-1}}\left[f\left(r x, \sqrt{1-r^{2}}\right)+f\left(r x,-\sqrt{1-r^{2}}\right)\right] \mathrm{d} \omega_{d-1} r^{d-1} \frac{\mathrm{~d} r}{\sqrt{1-r^{2}}}
\end{aligned}
$$

from which the stated formula follows from the standard parameterization of the integral over $B^{d}$ in spherical polar coordinates $y=r x$ for $y \in B^{d}, 0<r \leq 1$ and $x \in S^{d-1}$.

Recall the notation $\mathscr{V}_{n}^{d}(W)$ for the space of orthonormal polynomials of degree $n$ with respect to the weight function $W$. Denote by $\left\{P_{\alpha}\right\}_{|\alpha|=n}$ and $\left\{Q_{\alpha}\right\}_{|\alpha|=n}$ systems of orthonormal polynomials that form bases for $\mathscr{V}_{n}^{d}\left(W_{1}^{B}\right)$ and $\mathscr{V}_{n}^{d}\left(W_{2}^{B}\right)$, respectively. Keeping in mind the notation (4.2.1), define

$$
\begin{equation*}
Y_{\alpha}^{(1)}(y)=r^{n} P_{\alpha}(x) \quad \text { and } \quad Y_{\beta}^{(2)}(y)=r^{n} x_{d+1} Q_{\beta}(x) \tag{4.2.2}
\end{equation*}
$$

where $|\alpha|=n,|\beta|=n-1$ and $\alpha, \beta \in \mathbb{N}_{0}^{d}$. These functions are, in fact, homogeneous orthogonal polynomials on $S^{d}$.

Theorem 4.2.4 Let $H$ be an $S$-symmetric weight function defined on $\mathbb{R}^{d+1}$. Then $Y_{\alpha}^{(1)}$ and $Y_{\beta}^{(2)}$ in (4.2.2) are homogeneous polynomials of degree $|\alpha|$ on $\mathbb{R}^{d+1}$, and they satisfy

$$
\int_{S^{d}} Y_{\alpha}^{(i)}(y) Y_{\beta}^{(j)}(y) H(y) \mathrm{d} \omega_{d}=\delta_{\alpha, \beta} \delta_{i, j}, \quad i, j=1,2
$$

where if $i=j=1$ then $|\alpha|=|\beta|=n$ and if $i=j=2$ then $|\alpha|=|\beta|=n-1$.
Proof Since both $W_{1}^{B}$ and $W_{2}^{B}$ are centrally symmetric, it follows from Theorem 3.3.11 that $P_{\alpha}$ and $Q_{\alpha}$ are sums of monomials of even degree if $|\alpha|$ is even and sums of monomials of odd degree if $|\alpha|$ is odd. This allows us to write, for example,

$$
P_{\alpha}(x)=\sum_{k=0}^{n} \sum_{|\gamma|=n-2 k} a_{\gamma} x^{\gamma}, \quad a_{\gamma} \in \mathbb{R}, \quad x \in B^{d}
$$

where $|\alpha|=n$, which implies that

$$
Y_{\alpha}^{(1)}(y)=r^{n} P_{\alpha}(x)=\sum_{k=0}^{n} r^{2 k} \sum_{|\gamma|=n-2 k} a_{\gamma} y^{\prime \gamma} .
$$

Since $r^{2}=y_{1}^{2}+\cdots+y_{d+1}^{2}$ and $y^{\prime}=\left(y_{1}, \ldots, y_{d}\right)$, this shows that $Y_{\alpha}^{(1)}(y)$ is a homogeneous polynomial of degree $n$ in $y$. Upon using $r x_{d+1}=y_{d+1}$, a similar proof shows that $Y_{\alpha}^{(2)}$ is homogeneous of degree $n$.

Since $Y_{\alpha}^{(1)}$, when restricted to $S^{d}$, is independent of $x_{d+1}$ and since $Y_{\alpha}^{(2)}$ contains a single factor $x_{d+1}$, it follows that $Y_{\alpha}^{(1)}$ and $Y_{\beta}^{(2)}$ are orthogonal with respect to $H(y) \mathrm{d} \omega_{d}$ on $S^{d}$ for any $\alpha$ and $\beta$. Since $H$ is even with respect to its last variable, it follows from Lemma 4.2.3 that

$$
\begin{aligned}
\int_{S^{d}} Y_{\alpha}^{(1)}(x) Y_{\beta}^{(1)}(x) H(x) \mathrm{d} \omega_{d} & =2 \int_{B^{d}} P_{\alpha}(x) P_{\beta}(x) \frac{H\left(x, \sqrt{1-\|x\|^{2}}\right)}{\sqrt{1-\|x\|^{2}}} \mathrm{~d} x \\
& =\int_{B^{d}} P_{\alpha}(x) P_{\beta}(x) W_{1}^{B}(x) \mathrm{d} x=\delta_{\alpha, \beta}
\end{aligned}
$$

and, similarly, using the fact that $x_{d+1}^{2}=1-\|x\|^{2}$, we see that the polynomials $Y_{\alpha}^{(2)}$ are orthonormal.

In particular, ordinary spherical harmonics (the case $H(y)=1$ ) are related to the orthogonal polynomials with respect to the radial weight functions $W_{0}(x)=$ $1 / \sqrt{1-\|x\|^{2}}$ and $W_{1}(x)=\sqrt{1-\|x\|^{2}}$ on $B^{d}$, both of which are special cases of the classical weight functions $W_{\mu}(x)=w_{\mu}\left(1-\|x\|^{2}\right)^{\mu-1 / 2}$; see Subsection 5.2. For $d=2$, the spherical harmonics on $S^{1}$ are given in polar coordinates $\left(y_{1}, y_{2}\right)=$ $r\left(x_{1}, x_{2}\right)=r(\cos \theta, \sin \theta)$ by the formulae $r^{n} \cos n \theta$ and $r^{n} \sin n \theta$, which can be written as

$$
Y_{n}^{(1)}\left(y_{1}, y_{2}\right)=r^{n} T_{n}\left(x_{1}\right) \quad \text { and } \quad Y_{n}^{(2)}\left(y_{1}, y_{2}\right)=r^{n} x_{2} U_{n-1}\left(x_{1}\right)
$$

where, with $t=\cos \theta, T_{n}(t)=\cos n \theta$ and $U_{n}(t)=\sin (n+1) \theta / \sin \theta$ are Chebyshev polynomials of the first and the second kind and are orthogonal with respect to $1 / \sqrt{1-t^{2}}$ and $\sqrt{1-t^{2}}$, respectively; see Subsection 1.4.3.

Theorem 4.2.4 shows that the orthogonal polynomials with respect to an $S$-symmetric weight function are homogeneous. This suggests the following definition.

Definition 4.2.5 For a given weight function $H$, denote by $\mathscr{H}_{n}^{d+1}(H)$ the space of homogeneous orthogonal polynomials of degree $n$ with respect to $H \mathrm{~d} \omega$ on $S^{d}$.

Using this definition, Theorem 4.2.4 can be restated as follows: the relation (4.2.2) defines a one-to-one correspondence between an orthonormal basis of $\mathscr{H}_{n}^{d+1}(H)$ and an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W_{1}^{B}\right) \oplus x_{d+1} \mathscr{V}_{n-1}^{d}\left(W_{2}^{B}\right)$. Consequently, the orthogonal structure on $S^{d}$ can be studied using the orthogonality structure on $B^{d}$.

Theorem 4.2.6 Let $H$ be an $S$-symmetric function on $\mathbb{R}^{d+1}$. For each $n \in \mathbb{N}_{0}$,

$$
\operatorname{dim} \mathscr{H}_{n}^{d+1}(H)=\binom{n+d}{d}-\binom{n+d-2}{d}=\operatorname{dim} \mathscr{P}_{n}^{d+1}-\operatorname{dim} \mathscr{P}_{n-2}^{d+1} .
$$

Proof From the orthogonality in Theorem 4.2.4, the polynomials in $\left\{Y_{\alpha}^{(1)}, Y_{\beta}^{(2)}\right\}$ are linearly independent. Hence, it follows that

$$
\operatorname{dim} \mathscr{H}_{n}^{d+1}(H)=r_{n}^{d}+r_{n-1}^{d}=\binom{n+d-1}{n}+\binom{n+d-2}{n-1}
$$

where we use the convention that $\binom{k}{j}=0$ if $j<0$. Using the identity $\binom{n+m}{n}-$ $\binom{n+m-1}{n}=\binom{n+m-1}{n-1}$, it is easy to verify that $\operatorname{dim} \mathscr{H}_{n}^{d+1}(H)$ is given by the formula stated in Proposition 4.1.2.

Theorem 4.2.7 Let $H$ be an $S$-symmetric function on $\mathbb{R}^{d+1}$. For each $n \in \mathbb{N}_{0}$,

$$
\mathscr{P}_{n}^{d+1}=\bigoplus_{k=0}^{[n / 2]}\|y\|^{2 k} \mathscr{H}_{n-2 k}^{d+1}(H)
$$

that is, if $P \in \mathscr{P}_{n}^{d+1}$ then there is a unique decomposition

$$
P(y)=\sum_{k=0}^{[n / 2]}\|y\|^{2 k} P_{n-2 k}(y), \quad P_{n-2 k} \in \mathscr{H}_{n-2 k}^{d+1}(H)
$$

Proof Since $P$ is homogeneous of degree $n$, we can write $P(y)=r^{n} P\left(x, x_{d+1}\right)$, using the notation in (4.2.1). Using $x_{d+1}^{2}=1-\|x\|^{2}$ whenever possible, we further write

$$
P(y)=r^{n} P(x)=r^{n}\left[p(x)+x_{d+1} q(x)\right], \quad x \in B^{d}
$$

where $p$ and $q$ are polynomials of degree at most $n$ and $n-1$, respectively. Moreover, if $n$ is even then $p$ is a sum of monomials of even degree and $q$ is a sum of monomials of odd degree; and if $n$ is odd, then $p$ is a sum of monomials of odd degree and $q$ is a sum of monomials of even degree. Since both $\left\{P_{\alpha}\right\}$ and $\left\{Q_{\alpha}\right\}$ form bases for $\Pi_{n}^{d}$ and since the weight functions $W_{1}^{B}$ and $W_{2}^{B}$ are centrally symmetric, we have the unique expansions

$$
p(x)=\sum_{k=0}^{[n / 2]} \sum_{|\alpha|=n-2 k} a_{\alpha} P_{\alpha}(x) \quad \text { and } \quad q(x)=\sum_{k=0}^{[(n-1) / 2]} \sum_{|\beta|=n-2 k-1} b_{\beta} Q_{\beta}(x) .
$$

Therefore, by the definitions of $Y_{\alpha}^{(1)}$ and $Y_{\beta}^{(2)}$,

$$
P(y)=\sum_{k=0}^{[n / 2]} r^{2 k} \sum_{|\alpha|=n-2 k} a_{\alpha} Y_{\alpha}^{(1)}(y)+y_{d+1} \sum_{k=0}^{[(n-1) / 2]} r^{2 k} \sum_{|\beta|=n-2 k-1} b_{\beta} Y_{\beta}^{(2)}(y)
$$

which is the desired decomposition. The uniqueness of the decomposition of $P(y)$ follows from the orthogonality in Theorem 4.2.4.

Let $H$ be an $S$-symmetric weight function and let $Y_{\alpha}^{(1)}$ and $Y_{\alpha}^{(2)}$ be orthonormal polynomials with respect to $H$ such that they form an orthonormal basis of $\mathscr{H}_{n}^{d+1}(H)$. For $f \in L^{2}\left(H, S^{d}\right)$, its Fourier orthogonal expansion is defined by

$$
f \sim \sum_{\alpha}\left[a_{\alpha}^{(1)}(f) Y_{\alpha}^{(1)}+a_{\alpha}^{(2)}(f) Y_{\alpha}^{(2)}\right]
$$

where $a_{\alpha}^{(i)}(f)=\int_{S^{d}} f(x) Y_{\alpha}^{(i)}(x) H(x) \mathrm{d} \omega$. We define the $n$th component by

$$
\begin{equation*}
P_{n}(f ; x)=\sum_{|\alpha|=n}\left[a_{\alpha}^{(1)}(f) Y_{\alpha}^{(1)}(x)+a_{\alpha}^{(2)}(f) Y_{\alpha}^{(2)}(x)\right] \tag{4.2.3}
\end{equation*}
$$

The expansion $f \sim \sum_{n=0}^{\infty} P_{n}(f)$ is also called the Laplace series. As in the case of orthogonal expansions for a weight function supported on a solid domain, the component $P_{n}(f ; x)$ can be viewed as the orthogonal projection of $f$ on the space
$\mathscr{H}_{n}^{d+1}(H)$ and, being so, it is independent of the choice of basis of $\mathscr{H}_{n}^{d+1}(H)$. Define

$$
\begin{equation*}
P_{n}(H ; x, y)=\sum_{|\alpha|=n}\left[Y_{\alpha}^{(1)}(x) Y_{\alpha}^{(1)}(y)+Y_{\alpha}^{(2)}(x) Y_{\alpha}^{(2)}(y)\right] \tag{4.2.4}
\end{equation*}
$$

this is the reproducing kernel of $\mathscr{H}_{n}^{d+1}(H)$ since it evidently satisfies

$$
\int_{S^{d}} P_{n}(H ; x, y) Y(y) H(y) \mathrm{d} \omega(y)=Y(x), \quad Y \in \mathscr{H}_{n}^{d+1}(H)
$$

which can be taken as the definition of $P_{n}(H ; x, y)$. For ordinary spherical harmonic polynomials, $P_{n}$ is a so-called zonal polynomial; see Section 4.1. The function $P_{n}(H)$ does not depend on the choice of a particular basis. It serves as an integral kernel for the component

$$
\begin{equation*}
S_{n}(f ; x)=\int_{S^{d}} f(y) P_{n}(H ; x, y) H(y) \mathrm{d} \omega(y) . \tag{4.2.5}
\end{equation*}
$$

As a consequence of Theorem 4.2.4, there is also a relation between the reproducing kernels of $\mathscr{H}_{n}^{d+1}(H)$ and $\mathscr{V}_{n}^{d}\left(W_{1}^{B}\right)$. Let us denote the reproducing kernel of $\mathscr{V}_{n}^{d}(W)$ by $\mathbf{P}_{n}(W ; x, y)$; see (3.6.2) for its definition.

Theorem 4.2.8 Let $H$ be an $S$-symmetric function and let $W_{1}^{B}$ be associated with $H$. Recall the notation (4.2.1). Then

$$
\begin{align*}
\mathbf{P}_{n}\left(W_{1}^{B} ; x, y\right)=\frac{1}{2} & {\left[P_{n}\left(H ;\left(x, x_{d+1}\right),\left(y, \sqrt{1-\|y\|^{2}}\right)\right)\right.} \\
& \left.+P_{n}\left(H ;\left(x, x_{d+1}\right),\left(y,-\sqrt{1-\|y\|^{2}}\right)\right)\right] \tag{4.2.6}
\end{align*}
$$

where $x_{d+1}=\sqrt{1-\|x\|}$ and $\|x\|$ is the Euclidean norm of $x$.
Proof From Theorem 4.2.4 and (4.2.4), we see that for $z=r\left(x, x_{d+1}\right) \in \mathbb{R}^{d+1}$ and $y \in B^{d}$ with $y_{d+1}=\sqrt{1-\|x\|^{2}}$,

$$
P_{n}\left(H ; z,\left(y, y_{d+1}\right)\right)=r^{n} \mathbf{P}_{n}\left(W_{1}^{B} ; x, y\right)+z_{d+1} y_{d+1} r^{n-1} \mathbf{P}_{n-1}\left(W_{2}^{B} ; x, y\right),
$$

from which the stated equation follows on using

$$
r^{n} \mathbf{P}_{n}\left(W_{1}^{B} ; x, y\right)=\frac{1}{2}\left[P_{n}\left(H ; z,\left(y, \sqrt{1-\|y\|^{2}}\right)\right)+P_{n}\left(H ; z,\left(y,-\sqrt{1-\|y\|^{2}}\right)\right)\right]
$$

with $r=1$.

In particular, as a consequence of the explicit formula of the zonal harmonic (4.1.6), we have the following corollary.

Corollary 4.2.9 Let $W_{0}(x):=1 / \sqrt{1-\|x\|^{2}}, x \in B^{d}$. The reproducing kernel $\mathbf{P}_{n}\left(W_{0} ; \cdot, \cdot\right)$ of $\mathscr{V}_{n}^{d}\left(W_{0}\right)$ satisfies

$$
\begin{aligned}
\mathbf{P}_{n}\left(W_{0} ; x, y\right)=\frac{n+\frac{d-1}{2}}{d-1} & {\left[C_{n}^{d / 2}\left(\langle x, y\rangle+\sqrt{1-\|x\|^{2}} \sqrt{1-\|y\|^{2}}\right)\right.} \\
& \left.+C_{n}^{d / 2}\left(\langle x, y\rangle-\sqrt{1-\|x\|^{2}} \sqrt{1-\|y\|^{2}}\right)\right]
\end{aligned}
$$

Moreover, by Theorem 4.2.4 and (4.2.2), the spherical harmonics in $\mathscr{H}_{n}^{d+1}$ that are even in $x_{d+1}$ form an orthogonal basis of $\mathscr{V}_{n}^{d}\left(W_{0}\right)$. In particular, an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W_{0}\right)$ can be deduced from the explicit basis given in Theorem 4.1.4. The weight function $W_{0}$, however, is a special case of the classical weight functions on the unit ball to be discussed in the next chapter.

### 4.3 Orthogonal Structures on $B^{d}$ and on $S^{d+m-1}$

We consider a relation between the orthogonal polynomials on the ball $B^{d}$ and those on the sphere $S^{d+m-1}$, where $m \geq 1$.

A function $f$ defined on $\mathbb{R}^{m}$ is called positively homogeneous of order $\sigma$ if $f(t x)=t^{\sigma} f(x)$ for $t>0$.

Definition 4.3.1 The weight function $H$ defined on $\mathbb{R}^{d+m}$ is called admissible if

$$
H(x)=H_{1}\left(\mathbf{x}_{1}\right) H_{2}\left(\mathbf{x}_{2}\right), \quad \mathbf{x}=\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \in \mathbb{R}^{d+m}, \quad \mathbf{x}_{1} \in \mathbb{R}^{d}, \quad \mathbf{x}_{2} \in \mathbb{R}^{m},
$$

where we assume that $H_{1}$ is a centrally symmetric function, and that $H_{2}$ is positively homogeneous of order $2 \tau$ and even in each of its variables.

Examples of admissible weight functions include $H(x)=c \prod_{i=1}^{d+m}\left|x_{i}\right|^{\kappa_{i}}$ for $\kappa_{i} \geq 0$, in which $H_{1}$ and $H_{2}$ are of the same form but with fewer variables, and $H(x)=c H_{1}\left(\mathbf{x}_{1}\right) \Pi\left|x_{i}^{2}-x_{j}^{2}\right|^{\beta_{i, j}}$, where $d+1 \leq i<j \leq d+m$ and $2 \tau=\sum_{i, j} \beta_{i j}$.

Associated with $H$, we define a weight function $W_{H}^{m}$ on $B^{d}$ by

$$
\begin{equation*}
W_{H}^{m}(x)=H_{1}(x)\left(1-\|x\|^{2}\right)^{\tau+(m-2) / 2}, \quad x \in B^{d} \tag{4.3.1}
\end{equation*}
$$

For convenience, we assume that $H$ has unit integral on $S^{d+m-1}$ and $W_{H}^{m}$ has unit integral on $B^{d}$. We show that the orthogonal polynomials with respect to $H$ and $W_{H}^{m}$ are related, using the following elementary lemma.

Lemma 4.3.2 Let $d$ and $m$ be positive integers and $m \geq 2$. Then

$$
\int_{S^{d+m-1}} f(y) \mathrm{d} \omega=\int_{B^{d}}\left(1-\|x\|^{2}\right)^{(m-2) / 2} \int_{S^{m-1}} f\left(x, \sqrt{1-\|x\|^{2}} \eta\right) \mathrm{d} \omega(\eta) \mathrm{d} x
$$

Proof Making the change of variables $y \mapsto\left(x, \sqrt{1-\|x\|^{2}} \eta\right), x \in B^{d}$ and $\eta \in S^{m-1}$, in the integral over $S^{d+m-1}$ shows that $\mathrm{d} \omega_{d+m}(y)$ $=\left(1-\|x\|^{2}\right)^{(m-2) / 2} \mathrm{~d} x \mathrm{~d} \omega_{m}(\eta)$.

When $m=1$, the lemma becomes, in a limiting sense, Lemma 4.2.3.
In the following we denote by $\left\{P_{\alpha}\left(W_{H}^{m}\right)\right\}$ a sequence of orthonormal polynomials with respect to $W_{H}^{m}$ on $B^{d}$. Since $H_{1}$, and thus $W_{H}^{m}$, is centrally symmetric, it follows from Theorem 3.3.11 that $P_{\alpha}\left(W_{H}^{m}\right)$ is a sum of monomials of even degree if $|\alpha|$ is even and a sum of monomials of odd degree if $|\alpha|$ is odd. These polynomials are related to homogeneous orthogonal polynomials with respect to $H$ on $S^{d+m-1}$.

Theorem 4.3.3 Let $H$ be an admissible weight function. Then the functions

$$
Y_{\alpha}(y)=\|y\|^{|\alpha|} P_{\alpha}\left(W_{H}^{m} ; \mathbf{x}_{1}\right), \quad y=r\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \in \mathbb{R}^{d+m}, \quad \mathbf{x}_{1} \in B^{d},
$$

are homogeneous polynomials in $y$ and are orthonormal with respect to $H(y) \mathrm{d} \omega$ on $S^{d+m-1}$.

Proof We first prove that $Y_{\alpha}$ is orthogonal to polynomials of lower degree. It is sufficient to prove that $Y_{\alpha}$ is orthogonal to $g_{\gamma}(y)=y^{\gamma}$ for $\gamma \in \mathbb{N}_{0}^{d+m}$ and $|\gamma| \leq$ $|\alpha|-1$. From Lemma 4.3.2,

$$
\begin{aligned}
& \int_{S^{d+m-1}} Y_{\alpha}(y) g_{\gamma}(y) H(y) \mathrm{d} \omega \\
& \quad=\int_{B^{d}} P_{\alpha}\left(W_{H}^{m} ; \mathbf{x}_{1}\right)\left[\int_{S^{m-1}} g_{\gamma}\left(\mathbf{x}_{1}, \sqrt{1-\left|\mathbf{x}_{1}\right|^{2}} \eta\right) H_{2}(\eta) \mathrm{d} \omega(\eta)\right] W_{H}^{m}\left(\mathbf{x}_{1}\right) \mathrm{d} \mathbf{x}_{1} .
\end{aligned}
$$

If $g_{\gamma}$ is odd with respect to at least one of its variables $y_{d+1}, \ldots, y_{d+m+1}$ then we can conclude, using the fact that $H_{2}$ is even in each of its variables, that the integral inside the square bracket is zero. Hence, $Y_{\alpha}$ is orthogonal to $g_{\gamma}$ in this case. If $g_{\gamma}$ is even in every variable of $y_{d+1}, \ldots, y_{d+m}$ then the function inside the square bracket will be a polynomial in $\mathbf{x}_{1}$ of degree at most $|\alpha|-1$, from which we conclude that $Y_{\alpha}$ is orthogonal to $g_{\gamma}$ by the orthogonality of $P_{\alpha}$ with respect to $W_{H}^{m}$ on $B^{d}$. Moreover,

$$
\int_{S^{d+m-1}} Y_{\alpha}(y) Y_{\beta}(y) H(y) \mathrm{d} \omega=\int_{B^{d}} P_{\alpha}\left(W_{H}^{m} ; \mathbf{x}_{1}\right) P_{\beta}\left(W_{H}^{m} ; \mathbf{x}_{1}\right) W_{H}^{m}\left(\mathbf{x}_{1}\right) \mathrm{d} \mathbf{x}_{1},
$$

which shows that $\left\{Y_{\alpha}\right\}$ is an orthonormal set. The fact that $Y_{\alpha}$ is homogeneous of degree $n$ in $y$ follows as in the proof of Theorem 4.2.4.

If in the limiting case $m=1$, the integral over $S^{m-1}$ is taken as point evaluations at 1 and -1 with weights $\frac{1}{2}$ for each point, then we recover a special case of Theorem 4.2.4. In this case $W_{H}^{m}(x)=H\left(x, \sqrt{1-\|x\|^{2}}\right) / \sqrt{1-\|x\|^{2}}$.

In the following we show that an orthogonal basis of $\mathscr{H}_{k}^{m+d}(H)$ can be derived from orthogonal polynomials on $B^{d}$ and on $S^{m}$. Let $H_{2}$ be defined as in Definition 4.3.1. Then, by Theorem 4.2.4, the space $\mathscr{H}_{k}^{m}\left(H_{2}\right)$ has an orthonormal basis $\left\{S_{\beta}^{k}\right\}$ such that each $S_{\beta}^{k}$ is homogeneous, and $S_{\beta}^{k}$ is even in each of its variables if $k$ is even and odd in each of its variables if $k$ is odd.

For $x \in \mathbb{R}^{d}$, we write $|x|:=x_{1}+\cdots+x_{d}$ in the following.
Theorem 4.3.4 Let $\left\{S_{\beta}^{k}\right\}$ be an orthonormal basis of $\mathscr{H}_{k}^{m}\left(H_{2}\right)$ as above, and let $\left\{P_{\alpha}^{n-k}\left(W_{H}^{m+2 k}\right)\right\}$ be an orthonormal basis for $\mathscr{V}_{n-k}^{d}\left(W_{H}^{m+2 k}\right)$ with respect to the weight function $W_{H}^{m+2 k}$ on $B^{d}$, where $0 \leq k \leq n$. Then the polynomials

$$
Y_{\alpha, \beta, k}^{n}(\mathbf{y})=r^{n} A_{m, k} P_{\alpha}^{n-k}\left(W_{H}^{m+2 k} ; \mathbf{y}_{1}^{\prime}\right) S_{\beta}^{k}\left(\mathbf{y}_{2}^{\prime}\right), \quad \mathbf{y}=r\left(\mathbf{y}_{1}^{\prime}, \mathbf{y}_{2}^{\prime}\right), r=\|\mathbf{y}\|
$$

where $\mathbf{y}_{1}^{\prime} \in B^{d}, \mathbf{y}_{2}^{\prime} \in B^{m}$ and $\left[A_{m, k}\right]^{-2}=\int_{B^{d}} W_{H}^{m}(\mathbf{x})\left(1-\|\mathbf{x}\|^{2}\right)^{k} d \mathbf{x}$, are homogeneous of degree $n$ in $\mathbf{y}$ and form an orthonormal basis for $\mathscr{H}_{n}^{d+m}(H)$.

Proof Since the last property of $S_{\beta}^{k}$ in Theorem 4.2.4 implies that it has the same parity as $n$, and $P_{\alpha}^{n-k}\left(W_{H}^{m+2 k}\right)$ has the same parity as $n-k$, the fact that $Y_{\alpha, \beta, k}^{n}$ is homogeneous of degree $n$ in $\mathbf{y}$ follows as in the proof of Theorem 4.3.3.

We prove that $Y_{\alpha, \beta, k}^{n}$ is orthogonal to all polynomials of lower degree. Again, it is sufficient to show that $Y_{\alpha, \beta, k}^{n}$ is orthogonal to $g_{\gamma}(\mathbf{y})=\mathbf{y}^{\gamma},|\gamma|_{1} \leq n-1$. Using the notation $\mathbf{y}=r\left(\mathbf{y}_{1}^{\prime}, \mathbf{y}_{2}^{\prime}\right)$, we write $g_{\gamma}$ as

$$
g_{\gamma}(\mathbf{y})=r^{|\gamma|_{1}} \mathbf{y}_{1}^{\prime \gamma_{1}} \mathbf{y}_{2}^{\prime} \gamma_{2}, \quad\left|\gamma_{1}\right|_{1}+\left|\gamma_{2}\right|_{1}=|\gamma|_{1} \leq n-1
$$

Using the fact $\left\|\mathbf{y}_{2}^{\prime}\right\|^{2}=1-\left\|\mathbf{y}_{1}^{\prime}\right\|^{2}$ and the integral formula in Lemma 4.3.2, we conclude that

$$
\begin{aligned}
& \int_{S^{d+m-1}} Y_{\alpha, \beta, k}^{n}(\mathbf{y}) g_{\gamma}(\mathbf{y}) H(\mathbf{y}) \mathrm{d} \omega_{d+m} \\
& =\left[A_{m, k}\right]^{-1} \int_{B^{d}} P_{\alpha}^{n-k}\left(W_{H}^{m+2 k} ; \mathbf{y}_{1}^{\prime}\right) \mathbf{y}_{1}^{\prime \gamma_{1}}\left(1-\left\|\mathbf{y}_{1}^{\prime}\right\|^{2}\right)^{\left(\left|\gamma_{2}\right|_{1}-k\right) / 2} \\
& \quad \times W_{H}^{m+2 k}\left(\mathbf{y}_{1}^{\prime}\right) \mathrm{d} \mathbf{y}_{1}^{\prime}\left(\int_{S^{m-1}} S_{\beta}^{k}(\eta) \eta^{\gamma_{2}} H_{2}(\eta) \mathrm{d} \omega_{m}(\eta)\right)
\end{aligned}
$$

where we have used the fact that $W_{H}^{m+2 k}(\mathbf{x})=W_{H}^{m}(\mathbf{x})\left(1-\|\mathbf{x}\|^{2}\right)^{k}$. We can show that this integral is zero by considering the following cases. If $\left|\gamma_{2}\right|_{1}<k$ then the integral in the square brackets is zero because of the orthogonality of $S_{\beta}^{k}$. If $\left|\gamma_{2}\right|_{1}$ $\geq k$ and $\left|\gamma_{2}\right|_{1}-k$ is an odd integer then $\left|\gamma_{2}\right|_{1}$ and $k$ have different parity; hence, since $S_{\beta}^{k}$ is homogeneous, a change of variable $\eta \mapsto-\eta$ leads to the conclusion that the integral in the square brackets is zero. If $\left|\gamma_{2}\right|_{1} \geq k$ and $\left|\gamma_{2}\right|_{1}-k$ is an even integer then $\mathbf{y}_{1}^{\prime \gamma_{1}}\left(1-\left\|\mathbf{y}_{1}^{\prime}\right\|^{2}\right)^{\left(\left|\gamma_{2}\right|_{1}-k\right) / 2}$ is a polynomial of degree $\left|\gamma_{1}\right|_{1}+\left|\gamma_{2}\right|_{1}-k \leq n-1-k$; hence, the integral is zero by the orthogonality of $P_{\alpha}^{n-k}\left(W_{H}^{m+2 k}\right)$. The same consideration also shows that the polynomial $Y_{\alpha, \beta, k}^{n}$ has norm 1 in $L^{2}\left(H, S^{d+m}\right)$, since $P_{\alpha}^{n-k}\left(W_{H}^{m+2 k}\right)$ and $S_{\beta}^{n}$ are normalized.

Finally, we show that $\left\{Y_{\alpha, \beta, k}^{n}\right\}$ forms a basis of $\mathscr{H}_{n}^{m+d}(H)$. By orthogonality, the elements of $\left\{Y_{\alpha, \beta, k}^{n}\right\}$ are linearly independent; since $\operatorname{dim} \mathscr{H}_{k}^{m}(H)=r_{k}^{m-1}+$ $r_{k-1}^{m-1}$, their cardinality is equal to

$$
\sum_{k=0}^{n} r_{n-k}^{d}\left(r_{k}^{m-1}+r_{k-1}^{m-1}\right)=\sum_{k=0}^{n} r_{n-k}^{d} r_{k}^{m-1}+\sum_{k=0}^{n-1} r_{n-1-k}^{d} r_{k}^{m-1}
$$

which is the same as the dimension of $\mathscr{H}_{n}^{m+d-1}(H)$, as can be verified by the combinatorial identity

$$
\begin{aligned}
\sum_{k=0}^{n} r_{n-k}^{d} r_{k}^{m-1} & =\sum_{k=0}^{n}\binom{n-k+d-1}{n-k}\binom{k+m-2}{k} \\
& =\binom{n+d+m-2}{n}=r_{n}^{d+m-1}
\end{aligned}
$$

This completes the proof.
There is also a relation between the reproducing kernels of $\mathscr{H}_{n}^{d+m+1}(H)$ and $\mathscr{V}_{n}^{d}\left(W_{H}^{m}\right)$, which we now establish.

Theorem 4.3.5 Let $H$ be an admissible weight function defined on $\mathbb{R}^{d+m+1}$ and $W_{H}^{m}$ be the associated weight function on $B^{d}$. Then

$$
\mathbf{P}_{n}\left(W_{H}^{m} ; \mathbf{x}_{1}, \mathbf{y}_{1}\right)=\int_{S^{m}} P_{n}\left(H ; x,\left(\mathbf{y}_{1}, \sqrt{1-\left\|\mathbf{y}_{1}\right\|^{2}} \eta\right)\right) H_{2}(\eta) \mathrm{d} \omega_{m}(\eta)
$$

where $x=\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \in S^{d+m}$ with $\mathbf{x}_{1} \in B^{d}, y=\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right) \in S^{d+m}$ with $\mathbf{y}_{1} \in B^{d}$ and $\mathbf{y}_{2}=\|y\| \eta \in B^{m+1}$ and $\eta \in S^{m}$.

Proof Since $P_{n}(H)$ is the reproducing kernel of $\mathscr{H}_{n}^{d+m+1}(H)$, we can write it in terms of the orthonormal basis $\left\{Y_{\alpha, \beta, k}^{n}\right\}$ in Theorem 4.3.4:

$$
P_{n}(H ; x, y)=\sum_{k} \sum_{\alpha} \sum_{\beta} Y_{\alpha, \beta, k}^{n}(x) Y_{\alpha, \beta, k}^{n}(y) .
$$

Integrating $P_{n}(H ; x, y)$ with respect to $H_{2}\left(\mathbf{y}_{2}\right)$ over $S^{m}$, we write $\left\|\mathbf{y}_{2}\right\|^{2}=1-\left\|\mathbf{y}_{1}\right\|^{2}$ and use the fact that $S_{\beta}$ is homogeneous and orthogonal with respect to $H_{2}\left(\mathbf{y}_{2}\right) \mathrm{d} \omega_{m}$ to conclude that the integral of $Y_{\alpha, \beta, k}^{n}$ on $S^{m}$ results in zero for all $k \neq 0$, while for $k=0$ we have that $\beta=0$ and $Y_{\alpha, 0,0}^{n}(y)$ are the polynomials $P_{\alpha}^{n}\left(W_{H}^{m} ; \mathbf{y}_{1}\right)$. Hence, we conclude that

$$
\begin{array}{r}
\int_{S^{m}} P_{n}\left(H ; x,\left(\mathbf{y}_{1}, \sqrt{1-\|y\|^{2}} \eta\right)\right) H_{2}(\eta) \mathrm{d} \omega_{m}(\eta) \\
\quad=\sum_{\alpha} P_{\alpha}^{n}\left(W_{H}^{m} ; \mathbf{x}_{1}\right) P_{\alpha}^{n}\left(W_{H}^{m} ; \mathbf{y}_{1}\right)=\mathbf{P}_{n}\left(W_{H}^{m} ; \mathbf{x}_{1}, \mathbf{y}_{1}\right)
\end{array}
$$

by the definition of the reproducing kernel.

In the case that $H, H_{1}$ and $H_{2}$ are all constants, $W_{H}^{m}(x)$ becomes the case $\mu=$ $\frac{m-1}{2}$ of the classical weight function $W_{\mu}$ on the ball $B^{d}$,

$$
\begin{equation*}
W_{\mu}(x):=\left(1-\|x\|^{2}\right)^{\mu-1 / 2}, \quad x \in B^{d} \tag{4.3.2}
\end{equation*}
$$

As a consequence of the general result in Theorem 4.3.3, we see that, for $m=1,2, \ldots$, the orthogonal polynomials in $\mathscr{V}_{n}^{d}\left(W_{(m-1) / 2}\right)$ can be identified with the spherical harmonics in $\mathscr{H}_{n}^{d+m}$. In particular, it is possible to deduce an orthogonal basis of $V_{n}^{d}\left(W_{(m-1) / 2}\right)$ from the basis of $\mathscr{H}_{n}^{d+m}$, which can be found from Theorem 4.1.4. Since the orthogonal polynomials for the classical weight function $W_{\mu}$ will be studied in the next chapter, we shall not derive this basis here. One consequence of this connection is the following corollary of Theorem 4.3.5 and the explicit formula of the zonal harmonic (4.1.6):

Corollary 4.3.6 For $m=1,2,3, \ldots$, the reproducing kernel of $\mathscr{V}_{n}^{d}\left(W_{\mu}\right)$ with $\mu=\frac{m}{2}$ satisfies

$$
\begin{aligned}
\mathbf{P}\left(W_{\mu} ; x, y\right)= & \frac{n+\lambda}{\lambda} c_{\mu} \int_{-1}^{1} C_{n}^{\lambda}\left(\langle x, y\rangle+\sqrt{1-\|x\|^{2}} \sqrt{1-\|y\|^{2}} t\right) \\
& \times\left(1-t^{2}\right)^{\mu-1} \mathrm{~d} t,
\end{aligned}
$$

where $\lambda=\mu+\frac{d-2}{2}$ and $c_{\mu}=\Gamma\left(\mu+\frac{1}{2}\right) /(\sqrt{\pi} \Gamma(\mu))$.
This formula holds for all $\mu>0$, as will be proved in Chapter 8 . When $\mu=0$, the reproducing kernel for $W_{0}$ is given in Corollary 4.2.9, which can be derived from the above corollary by taking the limit $\mu \rightarrow 0$.

### 4.4 Orthogonal Structures on the Simplex

In this section we consider the orthogonal polynomials on the simplex

$$
T^{d}:=\left\{x \in \mathbb{R}^{d}: x_{1} \geq 0, \ldots, x_{d} \geq 0,1-|x|_{1} \geq 0\right\}
$$

where $|x|_{1}=x_{1}+\cdots+x_{d}$. The structure of the orthogonal polynomials can be derived from that on the unit sphere or from that on the unit ball. The connection is based on the following lemma.

Lemma 4.4.1 Let $f\left(x_{1}^{2}, \ldots, x_{d}^{2}\right)$ be an integrable function defined on $B^{d}$. Then

$$
\int_{B^{d}} f\left(y_{1}^{2}, \ldots, y_{d}^{2}\right) \mathrm{d} y=\int_{T^{d}} f\left(x_{1}, \ldots, x_{d}\right) \frac{\mathrm{d} x}{\sqrt{x_{1} \cdots x_{d}}}
$$

Proof Since $f\left(x_{1}^{2}, \ldots, x_{d}^{2}\right)$ is an even function in each of its variables, the lefthand side of the stated formula can be written as $2^{d}$ times the integral over $B_{+}^{d}=$ $\left\{x \in B^{d}: x_{1} \geq 0, \ldots, x_{d} \geq 0\right\}$. It can be seen to be equal to the right-hand side
upon making the change of variables $y_{1}=x_{1}^{2}, \ldots, y_{d}=x_{d}^{2}$ in the integral over $B_{+}^{d}$, for which the Jacobian is $2^{-d}\left(y_{1}, \ldots, y_{d}\right)^{-1 / 2}$.

Definition 4.4.2 Let $W^{B}(x)=W\left(x_{1}^{2}, \ldots, x_{d}^{2}\right)$ be a weight function defined on $B^{d}$. Associated with $W^{B}$ define a weight function on $T^{d}$ by

$$
W^{T}(y)=W\left(y_{1}, \ldots, y_{d}\right) / \sqrt{y_{1} \cdots y_{d}}, \quad y=\left(y_{1}, \ldots, y_{d}\right) \in T^{d} .
$$

Evidently, the weight function $W^{B}$ is invariant under the group $\mathbb{Z}_{2}^{d}$, that is, invariant under sign changes. If a polynomial is invariant under $\mathbb{Z}_{2}^{d}$ then it is necessarily of even degree since it is even in each of its variables.

Definition 4.4.3 Define $\mathscr{V}_{2 n}^{d}\left(W^{B}, \mathbb{Z}_{2}^{d}\right)=\left\{P \in \mathscr{V}_{2 n}^{d}\left(W^{B}\right): P(x)=P(x w)\right.$, $w \in$ $\left.\mathbb{Z}_{2}^{d}\right\}$. Let $P_{\alpha}^{2 n}$ be the elements of $\mathscr{V}_{2 n}^{d}\left(W^{B}, \mathbb{Z}_{2}^{d}\right)$; define polynomials $R_{\alpha}^{n}$ by

$$
\begin{equation*}
P_{\alpha}^{2 n}(x)=R_{\alpha}^{n}\left(x_{1}^{2}, \ldots, x_{d}^{2}\right) \tag{4.4.1}
\end{equation*}
$$

Theorem 4.4.4 Let $W^{B}$ and $W^{T}$ be defined as above. The relation (4.4.1) defines a one-to-one correspondence between an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W^{T}\right)$ and an orthonormal basis of $\mathscr{V} 2 n\left(W^{B}, \mathbb{Z}_{2}^{d}\right)$.

Proof Assume that $\left\{R_{\alpha}\right\}_{|\alpha|=n}$ is a set of orthonormal polynomials in $\mathscr{V}_{n}^{d}\left(W^{T}\right)$. If $\beta \in \mathbb{N}_{0}^{d}$ has one odd component then the integral of $P_{\alpha}(x) x^{\beta}$ with respect to $W^{B}$ over $B^{d}$ is zero. If all components of $\beta$ are even and $|\beta|<2 n$ then it can be written as $\beta=2 \tau$ with $\tau \in \mathbb{N}_{0}^{d}$ and $|\tau| \leq n-1$. Using Lemma 4.4.1, we obtain

$$
\int_{B^{d}} P_{\alpha}(x) x^{\beta} W^{B}(x) \mathrm{d} x=\int_{T^{d}} R_{\alpha}(y) y^{\tau} W^{T}(y) \mathrm{d} y=0
$$

by the orthogonality of $R_{\alpha}$. This relation also shows that $R_{\alpha}$ is orthogonal to all polynomials of degree at most $n-1$, if $P_{\alpha}$ is an orthogonal polynomial in $\mathscr{V}_{n}^{d}\left(W^{B}, \mathbb{Z}_{2}^{d}\right)$. Moreover, Lemma 4.4.1 also shows that the $L^{2}\left(W^{B} ; B^{d}\right)$ norm of $P_{\alpha}$ is the same as the $L^{2}\left(W^{T} ; T^{d}\right)$ norm of $R_{\alpha}$.

The connection also extends to the reproducing kernels. Let us denote by $\mathbf{P}_{n}\left(W^{\Omega} ; \cdot, \cdot\right)$ the reproducing kernel of $\mathscr{V}_{n}^{d}\left(W^{\Omega}, \Omega^{d}\right)$ for $\Omega=B$ or $T$.

Theorem 4.4.5 For $n=0,1,2, \ldots$ and $x, y \in T^{d}$,

$$
\begin{equation*}
\mathbf{P}_{n}\left(W^{T} ; x, y\right)=2^{-d} \sum_{\varepsilon \in \mathbb{Z}_{2}^{d}} \mathbf{P}_{2 n}\left(W^{B} ; \sqrt{x}, \varepsilon \sqrt{y}\right), \tag{4.4.2}
\end{equation*}
$$

where $\sqrt{x}:=\left(\sqrt{x_{1}}, \ldots, \sqrt{x_{d}}\right)$ and $\varepsilon u:=\left(\varepsilon_{1} u_{1}, \ldots, \varepsilon_{d} u_{d}\right)$.

Proof Directly from the definition of the reproducing kernel, it is not difficult to see that

$$
\mathbf{P}(x, y):=2^{-d} \sum_{\varepsilon \in \mathbb{Z}_{2}^{d}} \mathbf{P}_{2 n}\left(W^{B} ; x, \varepsilon y\right), \quad x, y \in B^{d}
$$

is the the reproducing kernel of $\mathscr{V}_{2 n}^{d}\left(W^{B}, \mathbb{Z}_{2}^{d}\right)$ and, as such, can be written as

$$
\mathbf{P}(x, y)=\sum_{|\alpha|=2 n} P_{\alpha}^{2 n}\left(W^{B} ; x\right) P_{\alpha}^{2 n}\left(W^{B} ; y\right)
$$

in terms of an orthonormal basis of $\mathscr{V}_{2 n}^{d}\left(W^{B}, \mathbb{Z}_{2}^{d}\right)$. The polynomial $P_{\alpha}^{2 n}\left(W^{B} ; x\right)$ is necessarily even in each of its variables, so that (4.4.2) follows from Theorem 4.4.4 and the definition of the reproducing kernel with respect to $W^{T}$.

As a consequence of this theorem and Theorem 4.2.4, we also obtain a relation between the orthogonal polynomials on $T^{d}$ and the homogeneous orthogonal polynomials on $S^{d}$. Let $H(y)=W\left(y_{1}^{2}, \ldots, y_{d+1}^{2}\right)$ be a weight function defined on $\mathbb{R}^{d+1}$ and assume its restriction to $S^{d}$ is not zero. Then $H$ is an $S$-symmetric weight function; see Definition 4.2.1. Associated with $H$ define a weight function $W^{T}$ on the simplex $T^{d}$ by

$$
W_{H}^{T}(x)=2 W\left(x_{1}, \ldots, x_{d}, 1-|x|_{1}\right) \sqrt{x_{1} \cdots x_{d}\left(1-|x|_{1}\right)}, \quad x \in T^{d}
$$

Let $R_{\alpha}$ be an element of $\mathscr{V}_{n}^{d}\left(W_{H}^{T}\right)$. Using the coordinates $y=r\left(x, x_{d+1}\right)$ for $y \in$ $\mathbb{R}^{d+1}$, define

$$
\begin{equation*}
S_{\alpha}^{2 n}(y)=r^{2 n} R_{\alpha}^{n}\left(x_{1}^{2}, \ldots, x_{d}^{2}\right) \tag{4.4.3}
\end{equation*}
$$

By Theorems 4.2.4 and 4.4.4, we see that $S_{\alpha}^{2 n}$ is a homogeneous orthogonal polynomial in $\mathscr{H}_{2 n}^{d}(H)$ and is invariant under $\mathbb{Z}_{2}^{d+1}$. Denote the subspace of $\mathbb{Z}_{2}^{d+1}$ invariant elements of $\mathscr{H}_{2 n}^{d}(H)$ by $\mathscr{H}_{2 n}^{d}\left(H, \mathbb{Z}_{2}^{d+1}\right)$. Then $S_{\alpha}^{2 n}$ is an element of $\mathscr{H}_{2 n}^{d}\left(H, \mathbb{Z}_{2}^{d+1}\right)$, and we conclude:

Theorem 4.4.6 Let $H$ and $W_{H}^{T}$ be defined as above. The relation (4.4.3) defines a one-to-one correspondence between an orthonormal basis of $\mathscr{V}_{2 n}\left(W^{B}, \mathbb{Z}_{2}^{d}\right)$ and an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W^{T}\right)$.

As an immediate consequence of the above two theorems, we have
Corollary 4.4.7 Let $H$ and $W^{B}$ be defined as above. Then

$$
\operatorname{dim} \mathscr{V}_{2 n}^{d}\left(W^{B}, \mathbb{Z}_{2}^{d}\right)=\binom{n+d}{n} \quad \text { and } \quad \operatorname{dim} \mathscr{H}_{2 n}^{d}\left(H, \mathbb{Z}_{2}^{d+1}\right)=\binom{n+d-1}{n}
$$

Working on the simplex $T^{d}$, it is often convenient to use homogeneous coordinates $x=\left(x_{1}, \ldots, x_{d+1}\right)$ with $|x|_{1}=1$; that is, we identify $T^{d}$ with

$$
T_{\mathrm{hom}}^{d}:=\left\{x \in \mathbb{R}^{d+1}: x_{1} \geq 0, \ldots, x_{d+1} \geq 0,|x|_{1}=1\right\}
$$

in $\mathbb{R}^{d+1}$. This allows us to derive a homogeneous basis of orthogonal polynomials. Indeed, since $H$ is even in each of its variables, the space $\mathscr{H}_{2 n}^{d}\left(H, \mathbb{Z}_{2}^{d+1}\right)$ has a basis that is even in each of its variables and whose elements can be written in the form $S_{\alpha}^{n}\left(x_{1}^{2}, \ldots, x_{d+1}^{2}\right)$.

Proposition 4.4.8 Let $H$ be defined as above and $\left\{S_{\alpha}^{n}\left(x_{1}^{2}, \ldots, x_{d+1}^{2}\right):|\alpha|=\right.$ $\left.n, \alpha \in \mathbb{N}_{0}^{d}\right\}$ be an orthonormal homogeneous basis of $\mathscr{H}_{2 n}^{d}\left(H, \mathbb{Z}_{2}^{d+1}\right)$. Then $\left\{S_{\alpha}^{n}\left(x_{1}, \ldots, x_{d+1}\right):|\alpha|=n, \alpha \in \mathbb{N}_{0}^{d}\right\}$ forms an orthonormal homogeneous basis of $\mathscr{V}_{n}^{d}\left(W_{H}^{T}\right)$.

Proof It follows from Lemmas 4.2.3 and 4.4.1 that

$$
\begin{equation*}
\int_{S^{d}} f\left(y_{1}^{2}, \ldots, y_{d+1}^{2}\right) \mathrm{d} \omega=2 \int_{|x|_{1}=1} f\left(x_{1}, \ldots, x_{d+1}\right) \frac{\mathrm{d} x}{\sqrt{x_{1} \cdots x_{d+1}}}, \tag{4.4.4}
\end{equation*}
$$

where we use the homogeneous coordinates in the integral over $T^{d}$ and write the domain of integration as $\left\{|x|_{1}=1\right\}$ to make this clear. This formula can also be obtained by writing the integral over $S^{d}$ as $2^{d+1}$ times the integral over $S_{+}^{d}$ and then making the change of variables $x_{i} \mapsto y_{i}^{2}, 1 \leq i \leq d+1$. The change of variables gives the stated result.

For reproducing kernels, this leads to the following relation:

Theorem 4.4.9 For $n=0,1,2, \ldots$ and $x, y \in T_{\text {hom }}^{d}$,

$$
\begin{equation*}
\mathbf{P}_{n}\left(W^{T} ; x, y\right)=2^{-d-1} \sum_{\varepsilon \in \mathbb{Z}_{2}^{d+1}} P_{2 n}(H ; \sqrt{x}, \varepsilon \sqrt{y}) \tag{4.4.5}
\end{equation*}
$$

where $\sqrt{x}:=\left(\sqrt{x_{1}}, \ldots, \sqrt{x_{d+1}}\right)$ and $\varepsilon u:=\left(\varepsilon_{1} u_{1}, \ldots, \varepsilon_{d} u_{d+1}\right)$.
In particular, for $H(x)=1$ the weight function $W_{H}^{T}$ becomes

$$
W_{0}(x)=\frac{1}{\sqrt{x_{1} \ldots x_{d}\left(1-|x|_{1}\right)}}, \quad x \in T^{d}
$$

Moreover, by Definition 4.4 .2 this weight is also closely related to $W_{0}^{B}(x)=$ $1 / \sqrt{1-\|x\|^{2}}$ on the unit ball. In particular, it follows that the orthogonal polynomials with respect to $W_{0}$ on $T^{d}$ are equivalent to those spherical harmonics on $S^{d}$ that are even in every variable and, in turn, are related to the orthogonal polynomials with respect to $W_{0}^{B}$ that are even in every variable. Furthermore, from the explicit formula for the zonal harmonic (4.1.6) we can deduce the following corollary.

Corollary 4.4.10 For $W_{0}$ on $T^{d}$, the reproducing kernel $\mathbf{P}_{n}\left(W_{0} ; \cdot, \cdot\right)$ of $\mathscr{V}_{n}^{d}\left(W_{0}\right)$ satisfies, with $\lambda=(d-1) / 2$,

$$
\mathbf{P}_{n}\left(W_{0} ; x, y\right)=\frac{(2 n+\lambda)(\lambda)_{n}}{\lambda\left(\frac{1}{2}\right)_{n}} \frac{1}{2^{d+1}} \sum_{\varepsilon \in \mathbb{Z}_{2}^{d+1}} P_{n}^{\lambda-1 / 2,-1 / 2}\left(2 z(x, y, \boldsymbol{\varepsilon})^{2}-1\right)
$$

for $x, y \in T^{d}$, where $z(x, y, \varepsilon)=\sqrt{x_{1} y_{1}} \varepsilon_{1}+\cdots+\sqrt{x_{d+1} y_{d+1}} \varepsilon_{d+1}$ with $x_{d+1}=$ $1-|x|_{1}$ and $y_{d+1}=1-|y|$.

Proof Taking $W^{T}=W_{0}$ in (4.4.5) and using (4.1.6), we conclude that

$$
\mathbf{P}_{n}\left(W_{0} ; x, y\right)=\frac{2 n+\lambda}{\lambda} \frac{1}{2^{d+1}} \sum_{\varepsilon \in \mathbb{Z}_{2}^{d+1}} C_{2 n}^{\lambda}(z(x, y, \varepsilon)),
$$

which gives, by the relation $C_{2 n}^{\lambda}(t)=\frac{(\lambda)_{n}}{\left(\frac{1}{2}\right)_{n}} P_{n}^{(\lambda-1 / 2,-1 / 2)}\left(2 t^{2}-1\right)$, the stated formula.

### 4.5 Van der Corput-Schaake Inequality

Just as there are Bernstein inequalities relating polynomials of one variable and their derivatives, there is an inequality relating homogeneous polynomials and their gradients. The inequality will be needed in Chapter 6 . For $n=1,2, \ldots$ and $p \in \mathscr{P}_{n}^{d}$, we define a sup-norm on $\mathscr{P}_{n}^{d}$ by

$$
\|p\|_{S}:=\sup \{|p(x)|:\|x\|=1\}
$$

and a similar norm related to the gradient:

$$
\|p\|_{\partial}=\frac{1}{n} \sup \{|\langle u, \nabla p(x)\rangle|:\|x\|=1=\|u\|\}
$$

Because $\sum_{i=1}^{d} x_{i} \partial p(x) / \partial x_{i}=n p(x)$ it is clear that $\|p\|_{S} \leq\|p\|_{\partial}$. The remarkable fact, proven by van der Corput and Schaake [1935], is that equality always holds for real polynomials. Their method was to first prove it in $\mathbb{R}^{2}$ and then extend it to any $\mathbb{R}^{d}$. The $\mathbb{R}^{2}$ case depends on polar coordinates and simple properties of trigonometric polynomials. In this section all polynomials are real valued. The maximum number of sign changes of a homogeneous polynomial on $S^{1}$ provides a key device.

Lemma 4.5.1 Suppose that $p \in \mathscr{P}_{n}^{2}$; then $p$ can be written as

$$
c \prod_{j=1}^{n-2 m}\left\langle x, u^{j}\right\rangle \prod_{i=1}^{m}\left(\|x\|^{2}+\left\langle x, v^{i}\right\rangle^{2}\right)
$$

for some $m, c \in \mathbb{R}$ and $u^{1}, \ldots, u^{n-2 m} \in S^{1}, v^{1}, \ldots, v^{m} \in \mathbb{R}^{2}$. The trigonometric polynomial $\widetilde{p}(\theta)=p(\cos \theta, \sin \theta)$ has no more than $2 n$ sign changes in any interval $\theta_{0}<\theta<\theta_{0}+2 \pi$ when $\widetilde{p}\left(\theta_{0}\right) \neq 0$.

Proof By rotation of coordinates if necessary, we can assume that $p(1,0) \neq 0$; thus $\widetilde{p}(\theta)=(\sin \theta)^{n} g(\cot \theta)$ where $g$ is a polynomial of degree $n$. Hence $g(t)=$ $c_{0} \prod_{j=1}^{n-2 m}\left(t-r_{j}\right) \prod_{i=1}^{m}\left(t^{2}+b_{i} t+c_{i}\right)$ with real numbers $c_{0}, r_{j}, b_{i}, c_{i}$ and $b_{i}^{2}-4 c_{i}<0$ for each $i$ (and some $m$ ). This factorization implies the claimed expression for $p$ and also exhibits the possible sign changes of $\widetilde{p}$.

Theorem 4.5.2 Let $p\left(x_{1}, x_{2}\right) \in \mathscr{P}_{n}^{2}$ and $M=\sup |p(x)|$ for $x_{1}^{2}+x_{2}^{2}=1$; then $|\langle u, \nabla p(x)\rangle| \leq M n\|u\|\left(x_{1}^{2}+x_{2}^{2}\right)^{(n-1) / 2}$ for any $u \in R^{2}$.

Proof Since $\nabla p$ is homogeneous of degree $n-1$, it suffices to prove the claim for $\|x\|=1$. Accordingly, let $x_{0}=\left(\cos \theta_{0}, \sin \theta_{0}\right)$ for an arbitrary $\theta_{0} \in(-\pi, \pi]$ and make the change of variables

$$
\begin{aligned}
y & =\left(r \cos \left(\theta-\theta_{0}\right), r \sin \left(\theta-\theta_{0}\right)\right) \\
& =\left(x_{1} \cos \theta_{0}+x_{2} \sin \theta_{0},-x_{1} \sin \theta_{0}+x_{2} \cos \theta_{0}\right),
\end{aligned}
$$

where $x=(r \cos \theta, r \sin \theta)$. Clearly $\left(\frac{\partial p}{\partial y_{1}}\right)^{2}+\left(\frac{\partial p}{\partial y_{2}}\right)^{2}=\left(\frac{\partial p}{\partial x_{1}}\right)^{2}+\left(\frac{\partial p}{\partial x_{2}}\right)^{2}=\|\nabla p\|^{2}$, all terms being evaluated at the same point. Express $p$ in terms of $y_{1}, y_{2}$ as $\sum_{j=0}^{n} a_{j} y_{1}^{n-j} y_{2}^{j}$; then $\left(\partial p / \partial y_{1}\right)^{2}+\left(\partial p / \partial y_{2}\right)^{2}$ all terms being evaluated at $y=$ $(1,0)$, corresponding to $x=x_{0}$, equals $n^{2} a_{0}^{2}+a_{1}^{2}$. If $a_{1}=0$ then $\left\|\nabla p\left(x_{0}\right)\right\|^{2}=$ $n^{2} a_{0}^{2}=n^{2} p\left(x_{0}\right)^{2} \leq n^{2} M^{2}$, as required. Assume now that $a_{1} \neq 0$ and, by way of contradiction, assume that $n^{2} a_{0}^{2}+a_{1}^{2}>n^{2} M^{2}$. There is an angle $\phi \neq 0, \pi$ such that

$$
a_{0} \cos n \phi+\frac{a_{1}}{n} \sin n \phi=\sqrt{a_{0}^{2}+\frac{a_{1}^{2}}{n^{2}}} .
$$

Let $f(\theta)=a_{0} \cos n \theta+\left(a_{1} / n\right) \sin n \theta-\sum_{j=0}^{n} a_{j}(\cos \theta)^{n-j}(\sin \theta)^{j}$. Denote by $[x]$ the integer part of $x \in \mathbb{R}$. Because

$$
\begin{aligned}
& \cos n \theta=\cos ^{n} \theta+\sum_{1}^{[n / 2]}\binom{n}{2 j}(-1)^{j}(\cos \theta)^{n-2 j}(\sin \theta)^{2 j} \\
& \sin n \theta=n \cos ^{n-1} \theta \sin \theta+\sum_{1}^{[(n-1) / 2]}\binom{n}{2 j+1}(-1)^{j}(\cos \theta)^{n-1-2 j}(\sin \theta)^{2 j+1},
\end{aligned}
$$

it follows that $f(\theta)=(\sin \theta)^{2} g(\cos \theta, \sin \theta)$, where $g$ is a homogeneous polynomial of degree $n-2$. Consider the values

$$
f\left(\phi+\frac{j \pi}{n}\right)=(-1)^{j} \sqrt{a_{0}^{2}+\frac{a_{1}^{2}}{n^{2}}}-p\left(y^{j}\right)
$$

where $y^{j}=\left(\cos \phi_{j}, \sin \phi_{j}\right)$ and $\phi_{j}=\phi+j \pi / n-\theta_{0}, 0 \leq j \leq 2 n-1$. Since $\left|p\left(y^{j}\right)\right| \leq M$, we have $(-1)^{j} f(\phi+j \pi / n) \geq \sqrt{a_{0}^{2}+a_{1}^{2} / n^{2}}-M>0$. This implies that $g(\cos \theta, \sin \theta)$ changes $\operatorname{sign} 2 n$ times in the interval $\phi<\theta<\phi+2 \pi$. This
contradicts the fact that $g \in \mathscr{P}_{n-2}^{2}$ and can change its sign at most $2(n-2)$ times by the lemma. Thus $\sqrt{a_{0}^{2}+a_{1}^{2} / n^{2}} \leq M$.

Van der Corput and Schaake proved a stronger result: if $\sqrt{a_{0}^{2}+a_{1}^{2} / n^{2}}=M$ for some particular $x_{0}$ then $\left|a_{0}\right|=\left|p\left(x_{0}\right)\right|=M$ (so that $\|\nabla p\|$ is maximized at the same point as $|p|)$ or $\|\nabla p(x)\|$ is constant on the circle, and $p(\cos \theta, \sin \theta)=$ $M \cos n\left(\theta-\theta_{0}\right)$ for some $\theta_{0}$.

Theorem 4.5.3 Let $p \in \mathscr{P}_{n}^{d}$; then $|\langle u, \nabla p(x)\rangle| \leq\|p\| S\|u\|\|x\|^{n-1}$ for any $u \in \mathbb{R}^{d}$.

Proof For any $x_{0} \in \mathbb{R}^{d}$ with $\left\|x_{0}\right\|=1$ there is a plane $E$ through the origin containing both $x_{0}$ and $\nabla p\left(x_{0}\right)$ (it is unique, in general). By rotation of coordinates transform $x_{0}$ to $(1,0, \ldots)$ and $E$ to $\left\{\left(x_{1}, x_{2}, 0, \ldots\right)\right\}$. In this coordinate system $\nabla p\left(x_{0}\right)=\left(v_{1}, v_{2}, 0, \ldots\right)$ and, by Theorem 4.5.2, $\left(v_{1}^{2}+v_{2}^{2}\right)^{1 / 2} \leq n \sup \{|p(x)|:$ $\|x\|=1$ and $x \in E\} \leq n\|p\|_{S}$.

Corollary 4.5.4 For $p \in \mathscr{P}_{n}^{d}$ and $n \geq 1,\|p\|_{S}=\|p\|_{\partial}$.

There is another way of defining $\|p\|_{\partial}$.
Proposition 4.5.5 For $p \in \mathscr{P}_{n}^{d}$,

$$
\|p\|_{\partial}=\frac{1}{n!} \sup \left\{\prod_{j=1}^{n}\left|\left\langle y^{(j)}, \nabla\right\rangle p(x)\right|: x \in S^{d-1}, y^{(j)} \in S^{d-1} \text { for all } j\right\}
$$

Proof The claim is true for $n=1$. Assume that it is true for some $n$, and let $p \in$ $\mathscr{P}_{n+1}^{d}$; for any $y^{(n+1)} \in S^{d-1}$ the function $g(x)=\left\langle y^{(n+1)}, \nabla\right\rangle p(x)$ is homogeneous of degree $n$. Thus

$$
\begin{aligned}
& \sup \left\{\left|\left\langle y^{(n+1)}, \nabla\right\rangle p(x)\right|: x \in S^{d-1}\right\}=\|g\|_{\partial} \\
& \quad=\frac{1}{n!} \sup \left\{\prod_{j=1}^{n}\left\langle y^{(j)}, \nabla\right\rangle g(x): x \in S^{d-1}, y^{(j)} \in S^{d-1} \text { for all } j\right\},
\end{aligned}
$$

by the inductive hypothesis. But

$$
\|p\|_{\partial}=\frac{1}{n+1} \sup \left\{\left|\left\langle y^{(n+1)}, \nabla\right\rangle p(x)\right|: x, y^{(n+1)} \in S^{d-1}\right\}
$$

and this proves the claim for $n+1$.

### 4.6 Notes

There are several books that have sections on classical spherical harmonics. See, for example, Dunkl and Ramirez [1971], Stein and Weiss [1971], Helgason [1984], Axler, Bourdon and Ramey [1992], Groemer [1996] and Müller [1997]. Two recent books that contain the development of spherical harmonics and their applications are Atkinson and Han [2012], which includes application in the numerical analysis of partial differential equations, and Dai and Xu [2013], which addresses approximation theory and harmonic analysis on the sphere. The Jacobi polynomials appear as spherical harmonics with an invariant property in Braaksma and Meulenbeld [1968] and Dijksma and Koornwinder [1971].

A study of orthogonal structures on the sphere and on the ball was carried out in Xu [1998a, 2001a]. The relation between the reproducing kernels of spherical harmonics and of orthogonal polynomials on the unit ball can be used to relate the behavior of the Fourier orthogonal expansions on the sphere and those on the ball, as will be discussed in Chapter 9. The relation between orthogonal polynomials with respect to $1 / \sqrt{1-\|x\|^{2}}$ on $B^{d}$ and ordinary spherical harmonics on $S^{d}$, and more generally $W_{\mu}$ with $\mu=(m-1) / 2$ on $B^{d}$ and spherical harmonics on $S^{d+m}$, is observed in the explicit formulae for the biorthogonal polynomials (see Section 5.2) in the work of Hermite, Didon, Appell and Kampé de Fériet; see Chapter XII, Vol. II, of Erdélyi et al. [1953].

The relation between the orthogonal structures on the sphere, ball and simplex was studied in Xu [1998c]. The relation between the reproducing kernels will be used in Chapter 8 to derive a compact formula for the Jacobi weight on the ball and on the simplex. These relations have implications for other topics, such as cubature formulae and approximations on these domains; see Xu [2006c].

# Examples of Orthogonal Polynomials in Several Variables 

In this chapter we present a number of examples of orthogonal polynomials in several variables. Most of these polynomials, but not all, are separable in the sense that they are given in terms of the classical orthogonal polynomials of one variable. Many of our examples are extensions of orthogonal polynomials in two variables to more than two variables. We concentrate mostly on basic results in this chapter and discuss, for example, only classical results on regular domains, leaving further results to later chapters when they can be developed and often extended in more general settings.

One essential difference between orthogonal polynomials in one variable and in several variables is that the bases of $\mathscr{V}_{n}^{d}$ are not unique for $d \geq 2$. For $d=1$, there is essentially one element in $\mathscr{V}_{n}^{1}$ since it is one dimensional. For $d \geq 2$, there can be infinitely many different bases. Besides orthonormal bases, several other types of base are worth mentioning. One is the monic orthogonal basis defined by

$$
\begin{equation*}
Q_{\alpha}(x)=x^{\alpha}+R_{\alpha}(x), \quad|\alpha|=n, \quad R_{\alpha} \in \Pi_{n-1}^{d} \tag{5.0.1}
\end{equation*}
$$

that is, each $Q_{\alpha}$ of degree $n$ contains exactly one monomial of degree $n$. Because the elements of a basis are not necessarily orthogonal, it is sometimes useful to find a biorthogonal basis, that is, another basis $P_{\alpha}$ of $\mathscr{V}_{n}^{d}$ such that $\left\langle Q_{\alpha}, P_{\beta}\right\rangle=0$ whenever $\alpha \neq \beta$. The relations between various orthogonal bases were discussed in Section 3.2.

### 5.1 Orthogonal Polynomials for Simple Weight Functions

In this section we consider weight functions in several variables that arise from weight functions of one variable and whose orthogonal polynomials can thus be easily constructed. We consider two cases: one is the product weight function and the other is the radial weight function.

### 5.1.1 Product weight functions

For $1 \leq j \leq d$, let $w_{j}$ be a weight function on a subset $I_{j}$ of $\mathbb{R}$ and let $\left\{p_{j, n}\right\}_{n=0}^{\infty}$ be a sequence of polynomials that are orthogonal with respect to $w_{j}$. Let $W$ be the product weight function

$$
W(x):=w_{1}\left(x_{1}\right) \cdots w_{d}\left(x_{d}\right), \quad x \in I_{1} \times \cdots \times I_{d} .
$$

The product structure implies immediately that

$$
P_{\alpha}(x):=p_{1, \alpha_{1}}\left(x_{1}\right) \cdots p_{d, \alpha_{d}}\left(x_{d}\right), \quad \alpha \in \mathbb{N}_{0}^{d}
$$

is an orthogonal polynomial of degree $|\alpha|$ with respect to $W$ on $I_{1} \times \cdots \times I_{d}$. Furthermore, denote by $\mathscr{V}_{n}^{d}(W)$ the space of orthogonal polynomials with respect to $W$. We immediately have the following:

Theorem 5.1.1 For $n=0,1,2, \ldots$, the set $\left\{P_{\alpha}:|\alpha|=n\right\}$ is a mutually orthogonal basis of $\mathscr{V}_{n}^{d}(W)$.

If the polynomials $p_{j, n}$ are orthonormal with respect to $w_{j}$ for each $j$ then the polynomials $P_{\alpha}$ are also orthonormal with respect to $W$. Furthermore, the polynomial $P_{\alpha}$ is also a constant multiple of monic orthogonal polynomials. In fact, a monic orthogonal basis, up to a constant multiple, is also an orthonormal basis only when the weight function is of product type. As an example we consider the multiple Jacobi weight function

$$
\begin{equation*}
W_{\mathbf{a}, \mathbf{b}}(x)=\prod_{i=1}^{d}\left(1-x_{i}\right)^{a_{i}}\left(1+x_{i}\right)^{b_{i}} \tag{5.1.1}
\end{equation*}
$$

on the domain $[-1,1]^{d}$. An orthogonal basis $P_{\alpha}$ for the space $\mathscr{V}_{n}^{d}\left(W_{\mathbf{a}, \mathbf{b}}\right)$ is given in terms of the Jacobi polynomials $P_{\alpha_{j}}^{\left(a_{j}, b_{j}\right)}$ by

$$
\begin{equation*}
P_{\alpha}\left(W_{\mathbf{a}, \mathbf{b}} ; x\right)=P_{\alpha_{1}}^{\left(a_{1}, b_{1}\right)}\left(x_{1}\right) \cdots P_{\alpha_{d}}^{\left(a_{d}, b_{d}\right)}\left(x_{d}\right), \quad|\alpha|=n, \tag{5.1.2}
\end{equation*}
$$

where, to emphasize the dependence of the polynomials $P_{\alpha}$ on the weight function, we include $W_{\mathbf{a}, \mathbf{b}}$ in the notation.

The product Hermite and Laguerre polynomials are two other examples. They are given in later subsections.

### 5.1.2 Rotation-invariant weight functions

A rotation-invariant weight function $W$ on $\mathbb{R}^{d}$ is a function of $\|x\|$, also called a radial function. Let $w$ be a weight function defined on $[0, \infty)$ such that it is determined by its moments. We consider the rotation-invariant weight function

$$
W_{\mathrm{rad}}(x)=w(\|x\|), \quad x \in \mathbb{R}^{d} .
$$

An orthogonal basis for $\mathscr{V}_{n}^{d}(W)$ can be constructed from the spherical harmonics and orthogonal polynomials of one variable.

For $0 \leq j \leq n / 2$, let $\left\{Y_{v}^{n-2 j}: 1 \leq v \leq a_{n-2 j}^{d}\right\}$ denote an orthonormal basis for the space $\mathscr{H}_{n-2 j}^{d}$ of spherical harmonics, where $a_{n}^{d}=\operatorname{dim} \mathscr{H}_{n}^{d}$. Fix $j$ and $n$ with $0 \leq j \leq n / 2$, and let

$$
w_{j, n}(t):=|t|^{2 n-4 j+d-1} w(|t|), \quad t \in \mathbb{R}
$$

Denote by $p_{m}^{(2 n-4 j+d-1)}$ the polynomials orthogonal with respect to $w_{j, n}$.
Theorem 5.1.2 For $0 \leq j \leq n / 2$ and $1 \leq v \leq a_{n-2 j}^{d}$, define

$$
\begin{equation*}
P_{j, v}^{n}(x):=p_{2 j}^{(2 n-4 j+d-1)}(\|x\|) Y_{v}^{n-2 j}(x) \tag{5.1.3}
\end{equation*}
$$

Then the $P_{j, v}^{n}$ form an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W_{\mathrm{rad}}\right)$.
Proof Since the weight function $|t|^{2 n-4 j+d-1} w(|t|)$ is an even function, the polynomial $p_{2 j}^{(2 n-4 j+d-1)}(t)$ is also even, so that $P_{j, v}(x)$ is indeed a polynomial of degree $n$ in $x$. To prove the orthogonality, we use an integral with polar coordinates,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} f(x) \mathrm{d} x=\int_{0}^{\infty} r^{d-1} \int_{S^{d-1}} f\left(r x^{\prime}\right) \mathrm{d} \omega\left(x^{\prime}\right) \mathrm{d} r \tag{5.1.4}
\end{equation*}
$$

Since $Y_{v}^{n-2 j}(x)=r^{n-2 j} Y_{v}^{n-2 j}\left(x^{\prime}\right)$, it follows from the orthonormality of the $Y_{v}^{n-2 j}$ that

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} P_{j, v}^{n}(x) P_{j^{\prime}, v^{\prime}}^{m}(x) W_{\mathrm{rad}}(x) \mathrm{d} x=\delta_{n-2 j, m-2 j^{\prime}} \delta_{v, v^{\prime}} \sigma_{d-1} \\
& \quad \times \int_{0}^{\infty} r^{2 n-4 j+d-1} p_{2 j}^{(2 n-4 j+d-1)}(r) p_{2 j^{\prime}}^{(2 n-4 j+d-1)}(r) w(r) \mathrm{d} r .
\end{aligned}
$$

The last integral is 0 if $j \neq j^{\prime}$ by the orthogonality with respect to $w_{j, n}$. This establishes the orthogonality of the $P_{j, v}^{n}$. To show that they form a basis of $\mathscr{V}_{n}^{d}\left(W_{\text {rad }}\right)$, we need to show that

$$
\sum_{0 \leq j \leq n / 2} \operatorname{dim} \mathscr{H}_{n-2 j}^{d}=\operatorname{dim} \mathscr{V}_{n}^{d}\left(W_{\mathrm{rad}}\right)=\operatorname{dim} \mathscr{P}_{n}^{d}
$$

which, however, follows directly from Theorem 4.2.7.

### 5.1.3 Multiple Hermite polynomials on $\mathbb{R}^{d}$

The multiple Hermite polynomials on $\mathbb{R}^{d}$ are polynomials orthogonal with respect to the classical weight function

$$
W^{H}(x)=\mathrm{e}^{-\|x\|^{2}}, \quad x \in \mathbb{R}^{d} .
$$

The normalization constant of $W^{H}$ is $\pi^{-d / 2}$, determined by using (5.1.4):

$$
\int_{\mathbb{R}^{d}} \mathrm{e}^{-\|x\|^{2}} \mathrm{~d} x=\prod_{i=1}^{d} \int_{\mathbb{R}} \mathrm{e}^{-x_{i}^{2}} \mathrm{~d} x_{i}=\pi^{d / 2}
$$

The Hermite weight function is both a product function and a rotationally invariant function. The space $\mathscr{V}_{n}^{d}\left(W^{H}\right)$ of orthogonal polynomials has, therefore, two explicit mutually orthogonal bases.

First orthonormal basis Since $W^{H}$ is a product of Hermite weight functions of one variable, the multiple Hermite polynomials defined by

$$
\begin{equation*}
P_{\alpha}\left(W^{H} ; x\right)=H_{\alpha_{1}}\left(x_{1}\right) \cdots H_{\alpha_{d}}\left(x_{d}\right), \quad|\alpha|=n \tag{5.1.5}
\end{equation*}
$$

form a mutually orthogonal basis for $\mathscr{V}_{n}^{d}$ with respect to $W^{H}$, as shown in Theorem 5.1.1. If we replace $H_{\alpha_{i}}$ by the orthonormal Hermite polynomials, then the basis becomes orthonormal.

Second orthonormal basis Since $W^{H}$ is rotationally invariant, it has a basis given by

$$
\begin{equation*}
P_{j, v}\left(W^{H} ; x\right)=\left[h_{j, n}^{H}\right]^{-1} L_{j}^{n-2 j+(d-2) / 2}\left(\|x\|^{2}\right) Y_{v}^{n-2 j}(x), \tag{5.1.6}
\end{equation*}
$$

where $L_{j}^{a}$ is a Laguerre polynomial and the constant $h_{j, n}^{H}$ is given by the formula

$$
\left[h_{j, n}^{H}\right]^{2}=\left(\frac{d}{2}\right)_{n-2 j} /(2 j)!.
$$

That the $P_{j, v}$ are mutually orthogonal follows from Theorem 5.1.2, since, by the orthogonality of the $L_{m}^{\alpha}$, the polynomials $L_{m}^{n-2 j+(d-2) / 2}\left(t^{2}\right)$ can be seen to be orthogonal with respect to $|t|^{2 n-2 j+d-1} \mathrm{e}^{-t^{2}}$ upon making the change of variable $t \mapsto \sqrt{t}$. Since the $Y_{v}^{n-2 j}$ are orthonormal with respect to $\mathrm{d} \omega / \sigma_{d-1}$, the normalization constant is derived from

$$
\left(h_{j, n}^{H}\right)^{2}=\frac{\sigma_{d-1}}{\pi^{d / 2}} \int_{0}^{\infty}\left(L_{j}^{n-2 j+(d-2) / 2}(t)\right)^{2} \mathrm{e}^{-t} t^{n-2 j+(d-2) / 2} \mathrm{~d} t
$$

and the $L^{2}$ norm of the Laguerre polynomials.
The orthogonal polynomials in $\mathscr{V}_{n}^{d}\left(W^{H}\right)$ are eigenfunctions of a second-order differential operator: for $n=0,1,2 \ldots$,

$$
\begin{equation*}
\left(\Delta-2 \sum_{i=1}^{d} x_{i} \frac{\partial}{\partial x_{i}}\right) P=-2 n P \quad \forall P \in \mathscr{V}_{n}^{d}\left(W^{H}\right) \tag{5.1.7}
\end{equation*}
$$

This fact follows easily from the product structure of the basis (5.1.5) and the differential equation satisfied by the Hermite polynomials (Subsection 1.4.1).

### 5.1.4 Multiple Laguerre polynomials on $\mathbb{R}_{+}^{d}$

These are orthogonal polynomials with respect to the weight function

$$
W_{\kappa}^{L}(x)=x_{1}^{\kappa_{1}} \cdots x_{d}^{\kappa_{d}} \mathrm{e}^{-|x|}, \quad \kappa_{i}>-1, \quad x \in \mathbb{R}_{+}^{d},
$$

which is a product of Laguerre weight functions in one variable. The normalization constant is $\int_{\mathbb{R}_{+}^{d}} W_{\kappa}^{L}(x) \mathrm{d} x=\prod_{i=1}^{d} \Gamma\left(\kappa_{i}+1\right)$.

The multiple Laguerre polynomials defined by

$$
\begin{equation*}
P_{\alpha}\left(W_{\kappa}^{L} ; x\right)=L_{\alpha_{1}}^{\kappa_{1}}\left(x_{1}\right) \cdots L_{\alpha_{d}}^{\kappa_{d}}\left(x_{d}\right), \quad|\alpha|=n \tag{5.1.8}
\end{equation*}
$$

are polynomials that are orthogonal with respect to $W_{\kappa}^{L}$ and, as shown in Theorem 5.1.1, the set $\left\{P_{\alpha}\left(W_{\kappa}^{L}\right):|\alpha|=n\right\}$ is a mutually orthogonal basis for $\mathscr{V}_{n}^{d}\left(W_{\kappa}^{L}\right)$, and it becomes an orthonormal basis if we replace $L_{\alpha_{i}}$ by the orthonormal Laguerre polynomials.

The orthogonal polynomials in $\mathscr{V}_{n}^{d}\left(W_{\kappa}^{L}\right)$ are eigenfunctions of a second-order differential operator. For $n=0,1,2, \ldots$,

$$
\begin{equation*}
\sum_{i=1}^{d} x_{i} \frac{\partial^{2} P}{\partial x_{i}^{2}}+\sum_{i=1}^{d}\left(\kappa_{i}+1-x_{i}\right) \frac{\partial P}{\partial x_{i}}=-n P \tag{5.1.9}
\end{equation*}
$$

This fact follows from the product nature of (5.1.8) and the differential equation satisfied by the Laguerre polynomials (Subsection 1.4.2).

### 5.2 Classical Orthogonal Polynomials on the Unit Ball

The classical orthogonal polynomials on the unit ball $B^{d}$ of $\mathbb{R}^{d}$ are defined with respect to the weight function

$$
\begin{equation*}
W_{\mu}^{B}(x)=\left(1-\|x\|^{2}\right)^{\mu-1 / 2}, \quad \mu>-\frac{1}{2}, \quad x \in B^{d} . \tag{5.2.1}
\end{equation*}
$$

The normalization constant of $W_{\mu}^{B}$ is given by

$$
w_{\mu}^{B}=\left(\int_{B^{d}} W_{\mu}^{B}(x) \mathrm{d} x\right)^{-1}=\frac{2}{\sigma_{d-1}} \frac{\Gamma\left(\mu+\frac{d+1}{2}\right)}{\Gamma\left(\mu+\frac{1}{2}\right) \Gamma\left(\frac{d}{2}\right)}=\frac{\Gamma\left(\mu+\frac{d+1}{2}\right)}{\pi^{d / 2} \Gamma\left(\mu+\frac{1}{2}\right)} .
$$

The value of $w_{\mu}^{B}$ can be verified by the use of the polar coordinates $x=r x^{\prime}$, $x^{\prime} \in S^{d-1}$, which leads to the formula

$$
\begin{equation*}
\int_{B^{d}} f(x) \mathrm{d} x=\int_{0}^{1} r^{d-1} \int_{S^{d-1}} f\left(r x^{\prime}\right) \mathrm{d} \omega\left(x^{\prime}\right) \mathrm{d} r \tag{5.2.2}
\end{equation*}
$$

and a beta integral. The polynomials $P$ in $\mathscr{V}_{n}^{d}$ with respect to $W_{\mu}^{B}$ are eigenfunctions of the second-order differential operator $\mathscr{D}_{\mu}$, that is,

$$
\begin{equation*}
\mathscr{D}_{\mu} P=-(n+d)(n+2 \mu-1) P, \tag{5.2.3}
\end{equation*}
$$

where

$$
\mathscr{D}_{\mu}:=\Delta-\sum_{j=1}^{d} \frac{\partial}{\partial x_{j}} x_{j}\left((2 \mu-1)+\sum_{i=1}^{d} x_{i} \frac{\partial}{\partial x_{i}}\right)
$$

This fact will be proved in Subsection 8.1.1. In the following we will give several explicit bases of $\mathscr{V}_{n}^{d}$ with respect to $W_{\mu}^{B}$. They all satisfy the differential equation (5.2.3).

### 5.2.1 Orthonormal bases

We give two explicit orthonormal bases in this subsection.
First orthonormal basis Since the weight function $W_{\mu}^{B}$ is rotationally invariant, it has a basis given explicitly in terms of spherical polar coordinates, as in (5.1.3).

Proposition 5.2.1 For $0 \leq j \leq \frac{n}{2}$ and $\left\{Y_{v}^{n-2 j}: 1 \leq v \leq a_{n-2 j}^{d}\right\}$ an orthonormal basis of $\mathscr{H}_{n-2 j}^{d}$, the polynomials

$$
\begin{equation*}
P_{j, v}^{n}\left(W_{\mu}^{B} ; x\right)=\left(h_{j, n}\right)^{-1} P_{j}^{(\mu-1 / 2, n-2 j+(d-2) / 2)}\left(2\|x\|^{2}-1\right) Y_{v}^{n-2 j}(x), \tag{5.2.4}
\end{equation*}
$$

(cf. (5.1.2)) form an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W_{\mu}^{B}\right)$; the constant is given by

$$
\left(h_{j, n}\right)^{2}=\frac{\left(\mu+\frac{1}{2}\right)_{j}\left(\frac{d}{2}\right)_{n-j}\left(n-j+\mu+\frac{d-1}{2}\right)}{j!\left(\mu+\frac{d+1}{2}\right)_{n-j}\left(n+\mu+\frac{d-1}{2}\right)} .
$$

Proof The orthogonality of the $P_{j, i}^{n}$ follows easily from Theorem 5.1.2 and the orthogonality of the Jacobi polynomials (Subsection 1.4.4). The constant, using (5.2.2) and the orthonormality of the $Y_{v}^{n-2 j}$, comes from

$$
\begin{aligned}
\left(h_{j, n}^{B}\right)^{2}=w_{\mu}^{B} \sigma_{d-1} \int_{0}^{1} & {\left[P_{j}^{(\mu-1 / 2, n-2 j+(d-2) / 2)}\left(2 r^{2}-1\right)\right]^{2} } \\
& \times r^{2 n-4 j+d-1}\left(1-r^{2}\right)^{\mu-1 / 2} \mathrm{~d} r,
\end{aligned}
$$

which can be evaluated, upon changing the variable $2 r^{2}-1$ to $t$, from the $L^{2}$ norm of the Jacobi polynomial $P_{n}^{(a, b)}(t)$ and the properties of the Pochhammer symbol.

Second orthonormal basis We need the following notation. Associated with $x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$, for each $j$ define by $\mathbf{x}_{j}$ a truncation of $x$, namely

$$
\mathbf{x}_{0}=0, \quad \mathbf{x}_{j}=\left(x_{1}, \ldots, x_{j}\right), \quad 1 \leq j \leq d
$$

Note that $\mathbf{x}_{d}=x$. Associated with $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$, define

$$
\alpha^{j}:=\left(\alpha_{j}, \ldots, \alpha_{d}\right), \quad 1 \leq j \leq d, \quad \text { and } \quad \alpha^{d+1}:=0 .
$$

Recall that $C_{k}^{\lambda}$ denotes the Gegenbauer polynomial associated with the weight function $\left(1-x^{2}\right)^{\lambda-1 / 2}$ on $[-1,1]$; see Subsection 1.4.3.

Proposition 5.2.2 Let $\mu>0$. For $\alpha \in \mathbb{N}_{0}^{d}$, the polynomials $P_{\alpha}$ given by

$$
P_{\alpha}\left(W_{\mu}^{B} ; x\right)=\left(h_{\alpha}\right)^{-1} \prod_{j=1}^{d}\left(1-\left\|\mathbf{x}_{j-1}\right\|^{2}\right)^{\alpha_{j} / 2} C_{\alpha_{j}}^{\lambda_{j}}\left(\frac{x_{j}}{\sqrt{1-\left\|\mathbf{x}_{j-1}\right\|^{2}}}\right)
$$

where $\lambda_{j}=\mu+\left|\alpha^{j+1}\right|+\frac{d-j}{2}$, form an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W_{\mu}^{B}\right)$; the constants $h_{\alpha}$ are defined by

$$
\left(h_{\alpha}\right)^{2}=\frac{\left(\mu+\frac{d}{2}\right)_{|\alpha|}}{\left(\mu+\frac{d+1}{2}\right)_{|\alpha|}} \prod_{j=1}^{d} \frac{\left(\mu+\frac{d-j}{2}\right)_{\left|\alpha^{j}\right|}\left(2 \mu+2\left|\alpha^{j+1}\right|+d-j\right)_{\alpha_{j}}}{\left(\mu+\frac{d-j+1}{2}\right)_{\left|\alpha^{j}\right|} \alpha_{j}!} .
$$

If $\mu=0$, the basis comes from $\lim _{\mu \rightarrow 0} \mu^{-1} C_{n}^{\mu}(x)=\frac{2}{n} T_{n}(x)$ and the constant needs to be modified accordingly.

Proof The orthonormality and the normalization constants can both be verified by the use of the formula

$$
\int_{B^{d}} f(x) \mathrm{d} x=\int_{B^{d-1}} \int_{-1}^{1} f\left(\mathbf{x}_{d-1}, \sqrt{1-\left\|\mathbf{x}_{d-1}\right\|^{2}} y\right) \mathrm{d} y \sqrt{1-\left\|\mathbf{x}_{d-1}\right\|^{2}} \mathrm{~d} \mathbf{x}_{d-1}
$$

which follows from the simple change of variable $x_{d} \mapsto y \sqrt{1-\left\|\mathbf{x}_{d-1}\right\|^{2}}$. Using this formula repeatedly to reduce the number of iterations of the integral, that is, by reducing the dimension $d$ by 1 at each step, we end up with

$$
\begin{aligned}
w_{\mu}^{B} & \int_{B^{d}} P_{\alpha}\left(W_{\mu}^{B} ; x\right) P_{\beta}\left(W_{\mu}^{B} ; x\right) W_{\mu}^{B}(x) \mathrm{d} x \\
& =\left(h_{\alpha}\right)^{-2} w_{\mu}^{B} \prod_{j=1}^{d} \int_{-1}^{1}\left(C_{\alpha_{j}}^{\mu+\left|\alpha^{j+1}\right|+(d-j) / 2}(t)\right)^{2} \\
& \times\left(1-t^{2}\right)^{\mu+\left|\alpha^{j+1}\right|+(d-j-1) / 2} \mathrm{~d} t \delta_{\alpha, \beta},
\end{aligned}
$$

where the last integral can be evaluated by using the normalization constant of the Gegenbauer polynomials.

### 5.2.2 Appell's monic orthogonal and biorthogonal polynomials

The definition of these polynomials can be traced back to the work of Hermite, Didon, Appell, and Kampé de Fériet; see Appell and de Fériet [1926] and Chapter XII, Vol. II, of Erdélyi et al. [1953]. There are two families of these polynomials.

Monic orthogonal Appell polynomials $V_{\alpha}$ The first family of polynomials, $V_{\alpha}$, is defined by the generating function

$$
\begin{equation*}
\left(1-2\langle a, x\rangle+\|a\|^{2}\right)^{-\mu-(d-1) / 2}=\sum_{\alpha \in \mathbb{N}_{0}^{d}} a^{\alpha} V_{\alpha}(x), \tag{5.2.5}
\end{equation*}
$$

where $a \in B^{d}$. We prove two properties of $V_{\alpha}$ in the following.

Proposition 5.2.3 The polynomials $V_{\alpha}$ are orthogonal with respect to $W_{\mu}^{B}$ on $B^{d}$.

Proof From the generating function of the Gegenbauer polynomials and (5.2.5),

$$
\left(1-2\langle a, x\rangle+\|a\|^{2}\right)^{-\mu-(d-1) / 2}=\sum_{n=0}^{\infty}\|a\|^{n} C_{n}^{\mu+(d-1) / 2}(\langle a /\|a\|, x\rangle) .
$$

Replacing $a$ by at and comparing the coefficients of $t^{n}$ gives

$$
\|a\|^{n} C_{n}^{\mu+(d-1) / 2}(\langle a /\|a\|, x\rangle)=\sum_{|\alpha|=n} a^{\alpha} V_{\alpha}(x) .
$$

Hence, in order to prove that $V_{\alpha}$ is orthogonal to polynomials of lower degree, it is sufficient to prove that

$$
\int_{B^{d}}\|a\|^{n} C_{n}^{\mu+(d-1) / 2}(\langle a /\|a\|, x\rangle) x^{\beta} W_{\mu}^{B}(x) \mathrm{d} x=0
$$

for all monomials $x^{\beta}$ with $|\beta| \leq n-1$. Since $W_{\mu}^{B}$ is rotation invariant, we can assume that $a=(0, \ldots, 0, c)$ without loss of generality, which leads to $C_{n}^{\mu+(d-1) / 2}(\langle a /\|a\|, x\rangle)=C_{n}^{\mu+(d-1) / 2}\left(x_{d}\right)$; making the change of variables $x_{i}=$ $y_{i} \sqrt{1-x_{d}^{2}}$ for $i=1, \ldots, d-1$, the above integral is equal to

$$
\begin{aligned}
& \int_{-1}^{1} C_{n}^{\mu+(d-1) / 2}\left(x_{d}\right) x_{d}^{\beta_{d}}\left(1-x_{d}^{2}\right)^{\mu+\left(|\beta|-\beta_{d}\right) / 2+(d-2) / 2} \mathrm{~d} x_{d} \\
& \quad \times \int_{B^{d-1}} y_{1}^{\beta_{1}} \cdots y_{d-1}^{\beta_{d-1}}\left(1-\|y\|^{2}\right)^{\mu-1 / 2} \mathrm{~d} y .
\end{aligned}
$$

If any $\beta_{i}$ for $1 \leq i \leq d-1$ is odd then the second integral is zero. If all $\beta_{i}$ for $1 \leq$ $i \leq d-1$ are even then $x_{d}^{\beta_{d}}\left(1-x_{d}^{2}\right)^{|\beta| / 2-\beta_{d} / 2}$ is a polynomial of degree $|\beta| \leq n-1$; hence, the first integral is equal to zero by the orthogonality of the Gegenbauer polynomials.

Proposition 5.2.4 The polynomials $V_{\alpha}$ are constant multiples of monic orthogonal polynomials; more precisely,

$$
V_{\alpha}(x)=\frac{2^{|\alpha|}}{\alpha!}\left(\mu+\frac{d-1}{2}\right)_{|\alpha|} x^{\alpha}+R_{\alpha}(x), \quad R_{\alpha} \in \Pi_{n-1}^{d}
$$

Proof Let $\lambda=\mu+(d-1) / 2$ in this proof. We use the multinomial and negative binomial formulae to expand the generating function as follows:

$$
\begin{aligned}
\left(1-2\langle a, x\rangle+\|a\|^{2}\right)^{-\lambda} & =\left[1-a_{1}\left(2 x_{1}-a_{1}\right)-\cdots-a_{d}\left(2 x_{d}-a_{d}\right)\right]^{-\lambda} \\
& =\sum_{\beta} \frac{(\lambda)_{|\beta|}}{\beta!} a^{\beta}\left(2 x_{1}-a_{1}\right)^{\beta_{1}} \cdots\left(2 x_{d}-a_{d}\right)^{\beta_{d}} \\
& =\sum_{\beta} \frac{(\lambda)_{|\beta|}}{\beta!} \sum_{\gamma} \frac{\left(-\beta_{1}\right)_{\gamma_{1}} \cdots\left(-\beta_{d}\right)_{\gamma_{d}}}{\gamma!} 2^{|\beta|-|\gamma|} x^{\beta-\gamma} a^{\gamma+\beta} .
\end{aligned}
$$

Therefore, upon making the change in summation indices $\beta_{i}+\gamma_{i}=\alpha_{i}$ and comparing the coefficients of $a^{\alpha}$ on both sides, we obtain the following explicit formula for $V_{\alpha}(x)$ :

$$
V_{\alpha}(x)=2^{|\alpha|} x^{\alpha} \sum_{\gamma} \frac{(\lambda)_{|\alpha|-|\gamma|}\left(-\alpha_{1}+\gamma_{1}\right)_{\gamma_{1}} \cdots\left(-\alpha_{d}+\gamma_{d}\right)_{\gamma_{d}}}{(\alpha-\gamma)!\gamma!} 2^{-2|\gamma|} x^{-2 \gamma}
$$

from which the fact that $V_{\alpha}$ is a constant multiple of a monic orthogonal polynomial is evident.

Moreover, using the formulae

$$
(\lambda)_{m-k}=\frac{(-1)^{k}(\lambda)_{m}}{(1-\lambda-m)_{k}} \quad \text { and } \quad \frac{(-m+k)_{k}}{(m-k)!}=\frac{(-1)^{k}(-m)_{2 k}}{m!}
$$

as well as

$$
2^{-2 k}(-m)_{2 k}=\left(-\frac{m}{2}\right)_{k}\left(\frac{1-m}{2}\right)_{k}
$$

which can all be verified directly from the expression for the Pochhammer symbol $(a)_{b}$, given in Definition 1.1.3, we can rewrite the formula as

$$
\begin{aligned}
V_{\alpha}(x)= & \frac{2^{|\alpha|} x^{\alpha}}{\alpha!}\left(\mu+\frac{d-1}{2}\right)_{|\alpha|} \\
& \times F_{B}\left(-\frac{\alpha}{2}, \frac{\mathbf{1}-\alpha}{2} ;-|\alpha|-\mu-\frac{d-3}{2} ; \frac{1}{x_{1}^{2}}, \ldots, \frac{1}{x_{d}^{2}}\right),
\end{aligned}
$$

where $1-\alpha=\left(1-\alpha_{1}, \ldots, 1-\alpha_{d}\right)$ and $F_{B}$ is the Lauricella hypergeometric series of $d$ variables defined in Section 1.2.

Biorthogonal Appell polynomials $U_{\alpha}$ The second family of polynomials, $U_{\alpha}$, can be defined by the generating function

$$
\begin{equation*}
\left[(1-\langle a, x\rangle)^{2}+\|a\|^{2}\left(1-\|x\|^{2}\right)\right]^{-\mu}=\sum_{\alpha \in \mathbb{N}_{0}^{d}} a^{\alpha} U_{\alpha}(x) \tag{5.2.6}
\end{equation*}
$$

An alternative definition is given by the following Rodrigues-type formula.

Proposition 5.2.5 The polynomials $U_{\alpha}$ satisfy

$$
\begin{aligned}
U_{\alpha}(x)= & \frac{(-1)^{|\alpha|}(2 \mu)_{|\alpha|}}{2^{|\alpha|}\left(\mu+\frac{1}{2}\right)_{|\alpha|} \alpha!} \\
& \times\left(1-\|x\|^{2}\right)^{-\mu+1 / 2} \frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{d}^{\alpha_{d}}}\left(1-\|x\|^{2}\right)^{|\alpha|+\mu-1 / 2} .
\end{aligned}
$$

Proof Let $\langle a, \nabla\rangle=\sum_{i=1}^{d} a_{i} \partial / \partial x_{i}$, where $\nabla$ denotes the gradient operator. The following formula can be easily verified by induction:

$$
\langle a, \nabla\rangle^{n}\left(1-\|x\|^{2}\right)^{b}=\sum_{0 \leq j \leq n / 2} \frac{n!2^{n-2 j}(-b)_{n-j}}{j!(n-2 j)!}\langle a, x\rangle^{n-2 j}\left(1-\|x\|^{2}\right)^{b-n+j}\|a\|^{2 j}
$$

Putting $b=n+\mu-\frac{1}{2}$ and multiplying the above formula by $\left(1-\|x\|^{2}\right)^{-\mu+1 / 2}$ gives

$$
\begin{aligned}
&\left(1-\|x\|^{2}\right)^{-\mu+1 / 2}\langle a, \nabla\rangle^{n}\left(1-\|x\|^{2}\right)^{n+\mu-1 / 2} \\
&=\sum_{0 \leq j \leq n / 2}(-1)^{n-j} \frac{n!2^{n-2 j}\left(j+\mu+\frac{1}{2}\right)_{n-j}}{j!(n-2 j)!}\langle a, x\rangle^{n-2 j}\|a\|^{2 j}\left(1-\|x\|^{2}\right)^{j}
\end{aligned}
$$

where we have used $\left(-n-\mu+\frac{1}{2}\right)_{n-j}=(-1)^{n-j}\left(j+\mu+\frac{1}{2}\right)_{n-j}$. However, expanding the generating function shows that it is equal to

$$
\begin{aligned}
(1 & -\langle a, x\rangle)^{-2 \mu}\left(1+\frac{\|a\|^{2}\left(1-\|x\|^{2}\right)}{(1-\langle a, x\rangle)^{2}}\right)^{-\mu} \\
& =\sum_{i=0}^{\infty} \sum_{j=0}^{\infty}(-1)^{j} \frac{(\mu)_{j}(2 \mu+2 j)_{i}}{i!j!}\|a\|^{2 j}\langle a, x\rangle^{i}\left(1-\|x\|^{2}\right)^{j}
\end{aligned}
$$

Making use of the formula

$$
(\mu)_{j}(2 \mu+2 j)_{i}=\frac{(\mu)_{j}(2 \mu)_{i+2 j}}{(2 \mu)_{2 j}}=\frac{(2 \mu)_{i+2 j}}{2^{2 j}\left(\mu+\frac{1}{2}\right)_{j}}
$$

and setting $i+2 j=n$, we obtain

$$
\begin{aligned}
& {\left[(1-\langle a, x\rangle)^{2}+\|a\|^{2}\left(1-\|x\|^{2}\right)\right]^{-\mu}} \\
& \quad=\sum_{n=0}^{\infty}\left(\frac{(2 \mu)_{n}(-1)^{n}}{n!\left(\mu+\frac{1}{2}\right)_{n} 2^{n}}\right. \\
& \left.\quad \times \sum_{0 \leq j \leq n / 2}(-1)^{n-j} \frac{n!2^{n-2 j}\left(j+\mu+\frac{1}{2}\right)_{n-j}}{j!(n-2 j)!}\langle a, x\rangle^{n-2 j}\|a\|^{2 j}\left(1-\|x\|^{2}\right)^{j}\right)
\end{aligned}
$$

Comparing these formulae gives

$$
\begin{aligned}
& {\left[(1-\langle a, x\rangle)^{2}+\|a\|^{2}\left(1-\|x\|^{2}\right)\right]^{-\mu}} \\
& \quad=\sum_{n=0}^{\infty} \frac{(2 \mu)_{n}(-1)^{n}}{n!\left(\mu+\frac{1}{2}\right)_{n} 2^{n}}\left(1-\|x\|^{2}\right)^{-\mu+1 / 2}\langle a, \nabla\rangle^{n}\left(1-\|x\|^{2}\right)^{n+\mu-1 / 2} .
\end{aligned}
$$

Consequently, comparing the coefficients of $a^{\alpha}$ in the above formula and in (5.2.6) finishes the proof.

The most important property of the polynomials $U_{\alpha}$ is that they are biorthogonal to $V_{\alpha}$. More precisely, the following result holds.

Proposition 5.2.6 The polynomials $\left\{U_{\alpha}\right\}$ and $\left\{V_{\alpha}\right\}$ are biorthogonal:

$$
w_{\mu}^{B} \int_{B^{d}} V_{\alpha}(x) U_{\beta}(x) W_{\mu}^{B}(x) \mathrm{d} x=\frac{\mu+\frac{d-1}{2}}{|\alpha|+\mu+\frac{d-1}{2}} \frac{(2 \mu)_{|\alpha|}}{\alpha!} \delta_{\alpha, \beta} .
$$

Proof Since the set $\left\{V_{\alpha}\right\}$ forms an orthogonal basis, we only need to consider the case $|\beta| \geq|\alpha|$, which will also show that $\left\{U_{\beta}\right\}$ is an orthogonal basis. Using the Rodrigues formula and integration by parts,

$$
\begin{aligned}
& w_{\mu}^{B} \int_{B^{d}} V_{\alpha}(x) U_{\beta}(x) W_{\mu}^{B}(x) \mathrm{d} x \\
& \quad=w_{\mu}^{B} \frac{(2 \mu)_{|\alpha|}}{2^{|\alpha|}\left(\mu+\frac{1}{2}\right)_{|\alpha|} \alpha!} \int_{B^{d}}\left[\frac{\partial^{|\beta|}}{\partial x_{1}^{\beta_{1}} \cdots \partial x_{d}^{\beta_{d}}} V_{\alpha}(x)\right]\left(1-\|x\|^{2}\right)^{|\alpha|+\mu-1 / 2} \mathrm{~d} x .
\end{aligned}
$$

However, since $V_{\alpha}$ is a constant multiple of a monic orthogonal polynomial and $|\beta| \geq|\alpha|$,

$$
\frac{\partial^{|\beta|}}{\partial x_{1}^{\beta_{1}} \cdots \partial x_{d}^{\beta_{d}}} V_{\alpha}(x)=2^{|\alpha|}\left(\mu+\frac{d-1}{2}\right)_{|\alpha|} \delta_{\alpha, \beta},
$$

from which we can invoke the formula for the normalization constant $w_{\mu}^{B}$ of $W_{\mu}^{B}$ to conclude that

$$
\int_{B^{d}} V_{\alpha}(x) U_{\beta}(x) W_{\mu}^{B}(x) \mathrm{d} x=\frac{w_{\mu}^{B}}{w_{|\alpha|+\mu}} \frac{(2 \mu)_{|\alpha|}\left(\mu+\frac{d-1}{2}\right)_{|\alpha|}}{\left(\mu+\frac{1}{2}\right)_{|\alpha|} \alpha!} \delta_{\alpha, \beta} .
$$

The constant can be simplifed using the formula for $w_{\mu}^{B}$.
We note that the biorthogonality also shows that $U_{\alpha}$ is an orthogonal polynomial with respect to $W_{\mu}^{B}$. However, $U_{\alpha}$ is not a monic orthogonal polynomial. To see what $U_{\alpha}$ is, we derive an explicit formula for it.

Proposition 5.2.7 The polynomial $U_{\alpha}$ is given by

$$
U_{\alpha}(x)=\frac{(2 \mu)_{|\alpha|}}{\alpha!} \sum_{\beta} \frac{(-1)^{|\beta|}\left(-\alpha_{1}\right)_{2 \beta_{1}} \cdots\left(-\alpha_{d}\right)_{2 \beta_{d}}}{2^{2|\beta|} \beta!\left(\mu+\frac{1}{2}\right)_{|\beta|}} x^{\alpha-2 \beta}\left(1-\|x\|^{2}\right)^{|\beta|}
$$

Proof Let $\phi: \mathbb{R} \mapsto \mathbb{R}$ be a real differentiable function. Using the chain rule and induction gives

$$
\frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}} \phi\left(x^{2}\right)=\sum_{j=0}^{[n / 2]}(2 x)^{n-2 j} \frac{(-n)_{2 j}}{j!} \phi^{(n-j)}\left(x^{2}\right),
$$

where $\phi^{(m)}$ denotes the $m$ th derivative of $\phi$. Hence, for a function $\Phi: \mathbb{R}^{d} \rightarrow \mathbb{R}$, we have

$$
\begin{aligned}
& \frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{d}^{\alpha_{d}}} \Phi\left(x_{1}^{2}, \ldots, x_{d}^{2}\right) \\
& \quad=2^{|\alpha|} \sum_{\beta} \frac{\left(-\alpha_{1}\right)_{2 \beta_{1}} \ldots\left(-\alpha_{d}\right)_{2 \beta_{d}}}{2^{2|\beta|} \beta!} x^{\alpha-2 \beta}\left(\partial^{\alpha-\beta} \Phi\right)\left(x_{1}^{2}, \ldots, x_{d}^{2}\right),
\end{aligned}
$$

where $\partial^{\alpha-\beta} \Phi$ denotes the partial derivative of $(|\alpha|-|\beta|)$ th order of $\Phi$. In particular, applying the formula to $\Phi(x)=\left(1-x_{1}-\cdots-x_{d}\right)^{|\alpha|+\mu-1 / 2}$ gives

$$
\begin{aligned}
\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{d}^{\alpha_{d}}} & \left(1-\|x\|^{2}\right)^{|\alpha|+\mu-1 / 2} \\
= & (-1)^{|\alpha|} 2^{|\alpha|}\left(\mu+\frac{1}{2}\right)_{|\alpha|}\left(1-\|x\|^{2}\right)^{\mu-1 / 2} \\
& \times \sum_{\beta} \frac{(-1)^{|\beta|}\left(-\alpha_{1}\right)_{2 \beta_{1}} \ldots\left(-\alpha_{d}\right)_{2 \beta_{d}}}{2^{2|\beta|} \left\lvert\, \beta!\left(\mu+\frac{1}{2}\right)_{|\beta|}^{\alpha-2 \beta}\right.} x^{\left(1-\|x\|^{2}\right)^{|\beta|}} .
\end{aligned}
$$

The stated formula follows from the Rodrigues-type formula for $U_{\alpha}$.

Using the definition of the Lauricella hypergeometric series $F_{B}$ (see Subsection 1.2.1), we can rewrite the above formula as

$$
U_{\alpha}(x)=\frac{(2 \mu)_{|\alpha|} x^{\alpha}}{\alpha!} F_{B}\left(-\frac{\alpha}{2}, \frac{\mathbf{1 - \alpha}}{2} ; \mu+\frac{1}{2} ; \frac{1-\|x\|^{2}}{x_{1}^{2}}, \ldots, \frac{1-\|x\|^{2}}{x_{d}^{2}}\right) .
$$

There are a great number of formulae for both Appell polynomials, $V_{\alpha}$ and $U_{\alpha}$; we refer to Appell and de Fériet [1926] and Erdélyi et al. [1953].

### 5.2.3 Reproducing kernel with respect to $W_{\mu}^{B}$ on $B^{d}$

Let $\mathbf{P}_{n}\left(W_{\mu}^{B} ; \cdot, \cdot\right)$ denote the reproducing kernel of $\mathscr{V}_{n}^{d}\left(W_{\mu}^{B}\right)$ as defined in (3.6.2). This kernel satisfies a remarkable and concise formula.

Theorem 5.2.8 For $\mu>0, x, y \in B^{d}$,

$$
\begin{align*}
\mathbf{P}_{n}\left(W_{\mu}^{B} ; x, y\right)= & c_{\mu} \frac{n+\lambda}{\lambda} \int_{-1}^{1} C_{n}^{\lambda}\left(\langle x, y\rangle+t \sqrt{1-\|x\|^{2}} \sqrt{1-\|y\|^{2}}\right) \\
& \times\left(1-t^{2}\right)^{\mu-1} \mathrm{~d} t \tag{5.2.7}
\end{align*}
$$

where $\lambda=\mu+\frac{d-1}{2}$ and $c_{\mu}=\Gamma\left(\mu+\frac{1}{2}\right) /[\sqrt{\pi} \Gamma(\mu)]$.
In the case $\mu=m / 2$ and $m=1,2,3, \ldots$ this expression was established in Corollary 4.3.6. For $\mu>0$, the proof will appear as a special case of a more
general result in Theorem 8.1.16. When $\mu=0$, the formula for $\mathbf{P}\left(W_{0} ; x, y\right)$ is found in Corollary 4.2.9.

It is worth mentioning that the kernel $\mathbf{P}_{n}\left(W_{\mu}^{B} ; x, y\right)$ is rotation invariant, in the sense that $\mathbf{P}_{n}\left(W_{\mu}^{B} ; x, y\right)=\mathbf{P}_{n}\left(W_{\mu}^{B} ; x \sigma, y \sigma\right)$ for each rotation $\sigma$; this is obviously a consequence of the rotation invariance of $W_{\mu}^{B}$.

For the constant weight $W_{1 / 2}(x)=1$, there is another formula for the reproducing kernel. Let $\mathbf{P}(x, y)=\mathbf{P}_{n}\left(W_{1 / 2} ; x, y\right)$.

Theorem 5.2.9 For $n=1,2,3, \ldots$,

$$
\begin{equation*}
\mathbf{P}_{n}(x, y)=\frac{n+\frac{d}{2}}{\frac{d}{2}} \int_{S^{d-1}} C_{n}^{d / 2}(\langle x, \xi\rangle) C_{n}^{d / 2}(\langle\xi, y\rangle) \mathrm{d} \omega(\xi) \tag{5.2.8}
\end{equation*}
$$

Proof Using the explicit orthonormal basis of $P_{j}^{n}:=P_{j, \beta}^{n}\left(W_{1 / 2}\right)$ in Proposition 5.2.1, with $\mu=\frac{1}{2}$, we obtain on the one hand

$$
\begin{equation*}
\mathbf{P}_{n}(x, y)=\sum_{0 \leq 2 j \leq n} \sum_{\beta} P_{j, \beta}^{n}(x) P_{j, \beta}^{n}(y) . \tag{5.2.9}
\end{equation*}
$$

On the other hand, by (5.2.7) we have for $\xi \in S^{d-1}$

$$
\begin{equation*}
\mathbf{P}_{n}(x, \xi)=\frac{n+\frac{d}{2}}{\frac{d}{2}} C_{n}^{d / 2}(\langle x, \xi\rangle), \quad \xi \in S^{d-1}, \quad x \in B^{d} \tag{5.2.10}
\end{equation*}
$$

Furthermore, when restricted to $S^{d-1}, P_{j, \beta}^{n}$ becomes a spherical harmonic,

$$
P_{j, \beta}^{n}(\xi)=H_{n} Y_{j, n-2 k}(\xi), \quad \xi \in S^{d-1}
$$

where, using the fact that $P_{k}^{(0, b)}(1)=1$, we see that the formula

$$
H_{n}=\left(h_{j, n}\right)^{-1} P_{j}^{(0, n-2 j+(d-2) / 2)}(1)=\sqrt{\frac{n+\frac{d}{2}}{\frac{d}{2}}}
$$

is independent of $j$. Consequently, integrating over $S^{d-1}$ we obtain

$$
\sigma_{d}^{-1} \int_{S^{d-1}} P_{j, \beta}^{n}(\xi) P_{j^{\prime}, \beta^{\prime}}^{n}(\xi) \mathrm{d} \omega(\xi)=H_{n}^{2} \delta_{j, j^{\prime}} \delta_{\beta, \beta^{\prime}}=\frac{n+\frac{d}{2}}{\frac{d}{2}} \delta_{j, j^{\prime}} \delta_{\beta, \beta^{\prime}}
$$

Multiplying the above equation by $P_{j, \beta}^{n}(x)$ and $P_{j^{\prime}, \beta}^{n}(y)$ and summing over all $j, j^{\prime}, \beta, \beta^{\prime}$, the right-hand side becomes $\mathbf{P}_{n}(x, y)$, by (5.2.9), whereas the lefthand side becomes, by (5.2.9) and (5.2.10), the right-hand side of (5.2.8). This completes the proof.

### 5.3 Classical Orthogonal Polynomials on the Simplex

Let $T^{d}$ denote the simplex in the Euclidean space $\mathbb{R}^{d}$,

$$
T^{d}=\left\{x \in \mathbb{R}^{d}: x_{1} \geq 0, \ldots, x_{d} \geq 0,1-x_{1}-\cdots-x_{d} \geq 0\right\} .
$$

For $d=2$, the region $T^{2}$ is the triangle with vertices at $(0,0),(0,1)$ and $(1,0)$. The classical orthogonal polynomials on $T^{d}$ are orthogonal with respect to the weight function

$$
\begin{equation*}
W_{\kappa}^{T}(x)=x_{1}^{\kappa_{1}-1 / 2} \cdots x_{d}^{\kappa_{d}-1 / 2}(1-|x|)^{\kappa_{d+1}-1 / 2}, \quad \kappa_{i}>-\frac{1}{2}, \tag{5.3.1}
\end{equation*}
$$

where $x \in T^{d}$ and $|x|=x_{1}+\cdots+x_{d}$ is the usual $\ell^{1}$ norm for $x \in T^{d}$. Upon using the formula

$$
\begin{equation*}
\int_{T^{d}} f(x) \mathrm{d} x=\int_{T^{d-1}} \int_{0}^{1} f\left(\mathbf{x}_{d-1},\left(1-\left|\mathbf{x}_{d-1}\right|\right) y\right) \mathrm{d} y\left(1-\left|\mathbf{x}_{d-1}\right|\right) \mathrm{d} \mathbf{x}_{d-1} \tag{5.3.2}
\end{equation*}
$$

which follows from the change of variables $x_{d} \mapsto y\left(1-\left|\mathbf{x}_{d-1}\right|\right)$, we see that the normalization constant $w_{\kappa}^{T}$ of $W_{\kappa}^{T}$ is given by the Dirichlet integral

$$
\begin{align*}
\left(w_{\kappa}^{T}\right)^{-1} & =\int_{T^{d}} x_{1}^{\kappa_{1}-1 / 2} \cdots x_{d}^{\kappa_{d}-1 / 2}(1-|x|)^{\kappa_{d+1}-1 / 2} \mathrm{~d} x \\
& =\frac{\Gamma\left(\kappa_{1}+\frac{1}{2}\right) \cdots \Gamma\left(\kappa_{d+1}+\frac{1}{2}\right)}{\Gamma\left(|\kappa|+\frac{d+1}{2}\right)}, \tag{5.3.3}
\end{align*}
$$

where $|\kappa|=\kappa_{1}+\cdots+\kappa_{d+1}$. The orthogonal polynomials in $\mathscr{V}_{n}^{d}\left(W_{\kappa}^{T}\right)$ are eigenfunctions of a second-order differential operator. For $n=0,1,2, \ldots$,

$$
\begin{align*}
& \sum_{i=1}^{d} x_{i}\left(1-x_{i}\right) \frac{\partial^{2} P}{\partial x_{i}^{2}}-2 \sum_{1 \leq i<j \leq d} x_{i} x_{j} \frac{\partial^{2} P}{\partial x_{i} \partial x_{j}} \\
& \quad+\sum_{i=1}^{d}\left[\left(\kappa_{i}+\frac{1}{2}\right)-\left(|\kappa|+\frac{d+1}{2}\right) x_{i}\right] \frac{\partial P}{\partial x_{i}}=\lambda_{n} P, \tag{5.3.4}
\end{align*}
$$

where $\lambda_{n}=-n\left(n+|\kappa|+\frac{d-1}{2}\right)$ and $\kappa_{i}>-\frac{1}{2}$ for $1 \leq i \leq d+1$. The proof of equation (5.3.4) will be given in Subsection 8.2.1. For this weight function, we give three explicit orthogonal bases.

An orthonormal basis To state this basis we use the notation of $\mathbf{x}_{j}$ and $\alpha^{j}$ as in the second orthonormal basis on $B^{d}$ (Subsection 5.2.1). For $\kappa=\left(\kappa_{1}, \ldots, \kappa_{d+1}\right)$ and $0 \leq j \leq d+1$, let $\kappa^{j}:=\left(\kappa_{j}, \ldots, \kappa_{d+1}\right)$.

Proposition 5.3.1 For $\alpha \in \mathbb{N}_{0}^{d}$ and $|\alpha|=n$, the polynomials

$$
P_{\alpha}\left(W_{\kappa}^{T} ; x\right)=\left(h_{\alpha}\right)^{-1} \prod_{j=1}^{d}\left(1-\left|\mathbf{x}_{j-1}\right|\right)^{\alpha_{j}} P_{\alpha_{j}}^{\left(a_{j}, b_{j}\right)}\left(\frac{2 x_{j}}{1-\left|\mathbf{x}_{j-1}\right|}-1\right),
$$

where $a_{j}=2\left|\alpha^{j+1}\right|+\left|\kappa^{j+1}\right|+\frac{d-j-1}{2}$ and $b_{j}=\kappa_{j}-\frac{1}{2}$, form an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W_{\kappa}^{T}\right)$, in which the constant is given by

$$
\left(h_{\alpha}\right)^{2}=\frac{1}{\left(|\kappa|+\frac{d+1}{2}\right)_{2|\alpha|}} \prod_{j=1}^{d} \frac{\left(a_{j}+b_{j}+1\right)_{2 \alpha_{j}}\left(a_{j}+1\right)_{\alpha_{j}}\left(b_{j}+1\right)_{\alpha_{j}}}{\left(a_{j}+b_{j}+1\right)_{\alpha_{j}} \alpha_{j}!} .
$$

Proof Using the second expression of the Jacobi polynomial as a hypergeometric function in Proposition 1.4.14, we see that $P_{\alpha}\left(W_{\kappa}^{T} ; x\right)$ is indeed a polynomial of degree $|\alpha|$ in $x$. To verify the orthogonality and the value of the constant we use the formula (5.3.2), which allows us to reduce the integral over $T^{d}$ to a multiple of $d$ integrals of one variable, so that the orthogonality will follow from that of the Jacobi polynomials. Indeed, using the formula (5.3.2) repeatedly gives

$$
\begin{aligned}
& w_{\kappa}^{T} \int_{T^{d}} P_{\alpha}\left(W_{\kappa}^{T} ; x\right) P_{\beta}\left(W_{\kappa}^{T} ; x\right) W_{\kappa}^{T}(x) \mathrm{d} x \\
& \quad=w_{\kappa}^{T}\left(h_{\alpha}\right)^{-2} \prod_{j=1}^{d} \int_{0}^{1}\left[P_{\alpha_{j}}^{\left(a_{j}, b_{j}\right)}(2 t-1)\right]^{2}(1-t)^{a_{j}} t^{b_{j}} \mathrm{~d} t \delta_{\alpha, \beta} .
\end{aligned}
$$

Hence, using the norm for the Jacobi polynomials, we obtain that

$$
\left[h_{\alpha}\right]^{2}=w_{\kappa}^{T} \prod_{j=1}^{d} \frac{\Gamma\left(a_{j}+1\right) \Gamma\left(b_{j}+1\right)}{\Gamma\left(a_{j}+b_{j}+2\right)} \frac{\left(a_{j}+1\right)_{\alpha_{j}}\left(b_{j}+1\right)_{\alpha_{j}}\left(a_{j}+b_{j}+\alpha_{j}+1\right)}{\left(a_{j}+b_{j}+2\right)_{\alpha_{j}}\left(a_{j}+b_{j}+2 \alpha_{j}+1\right) \alpha_{j}!}
$$

which simplifies, using $a_{d}=\kappa_{d+1}, a_{j-1}+1=a_{j}+b_{j}+2 \alpha_{j}+2$, and $a_{1}+b_{1}+$ $2 \alpha_{1}+2=|\kappa|+2|\alpha|+\frac{d+1}{2}$, to the stated formula.

Next we give two bases that are biorthogonal, each of which has its own distinguished feature. The first is the monic orthogonal basis and the second is given by the Rodrigues formulas.

Monic orthogonal basis For $\alpha \in \mathbb{N}_{0}^{d}$ and $|\alpha|=n$, we define

$$
V_{\alpha}^{T}(x)=\sum_{0 \leq \beta \leq \alpha}(-1)^{n+|\beta|} \prod_{i=1}^{d}\binom{\alpha_{i}}{\beta_{i}} \frac{\left(\kappa_{i}+\frac{1}{2}\right)_{\alpha_{i}}}{\left(\kappa_{i}+\frac{1}{2}\right)_{\beta_{i}}} \frac{\left(|\kappa|+\frac{d-1}{2}\right)_{n+|\beta|}}{\left(|\kappa|+\frac{d-1}{2}\right)_{n+|\alpha|}} x^{\beta},
$$

where $\beta \leq \alpha$ means $\beta_{1} \leq \alpha_{1}, \ldots, \beta_{d} \leq \alpha_{d}$.
Proposition 5.3.2 For $V_{\alpha}^{T}$ as defined above, the set $\left\{V_{\alpha}^{T}:|\alpha|=n\right\}$ forms a monic orthogonal basis of $\mathscr{V}_{n}^{d}$ with respect to $W_{\kappa}^{T}$.

Proof The fact that $V_{\alpha}^{T}(x)$ equals $x^{\alpha}$ plus a polynomial of lower degree is evident. We will prove that $V_{\alpha}^{T}$ is orthogonal to polynomials of lower degree with respect to $W_{\kappa}^{T}$, for which a different basis for the space $\Pi_{n}^{d}$ is used. Let

$$
X_{\gamma}(x)=x_{1}^{\gamma_{1}} \cdots x_{d}^{\gamma_{d}}(1-|x|)^{\gamma_{d+1}}
$$

where $\gamma \in \mathbb{N}_{0}^{d+1}$. Then the $X_{\gamma}$ with $|\gamma|=n$ form a basis of $\Pi_{n}^{d}$; that is,

$$
\Pi_{n}^{d}=\operatorname{span}\left\{x^{\alpha}: \alpha \in \mathbb{N}_{0}^{d},|\alpha| \leq n\right\}=\operatorname{span}\left\{X_{\gamma}: \gamma \in \mathbb{N}_{0}^{d+1},|\gamma|=n\right\}
$$

This can be seen easily from applying the binomial theorem to $(1-|x|)^{\gamma_{d+1}}$. Thus, to prove the orthogonality of $V_{\alpha}^{T}$ it is sufficient to show that $V_{\alpha}^{T}$ is orthogonal to $X_{\gamma}$ for all $\gamma \in \mathbb{N}_{0}^{d+1}$ satisfying $|\gamma|=n-1$. Using (5.3.3) and the formula for $V_{\alpha}^{T}$, it follows for $|\gamma|=n-1$ and $|\alpha|=n$ that

$$
\begin{aligned}
& w_{\kappa}^{T} \int_{T^{d}} V_{\alpha}^{T}(x) X_{\gamma}(x) W_{\kappa}^{T}(x) \mathrm{d} x \\
& \quad=\sum_{\beta \leq \alpha}\left((-1)^{n+|\beta|} \prod_{i=1}^{d}\binom{\alpha_{i}}{\beta_{i}} \frac{\left(\kappa_{i}+\frac{1}{2}\right)_{\alpha_{i}}}{\left(\kappa_{i}+\frac{1}{2}\right)_{\beta_{i}}} \frac{\left(|\kappa|+\frac{d-1}{2}\right)_{n+|\beta|}}{\left(|\kappa|+\frac{d-1}{2}\right)_{n+|\alpha|}}\right. \\
& \left.\quad \times \frac{\prod_{i=1}^{d} \Gamma\left(\beta_{i}+\gamma_{i}+\kappa_{i}+\frac{1}{2}\right) \Gamma\left(\gamma_{d+1}+\kappa_{d+1}+\frac{1}{2}\right)}{\Gamma\left(|\gamma|+|\beta|+|\kappa|+\frac{d+1}{2}\right)}\right) \\
& =(-1)^{n} \frac{\prod_{i=1}^{d} \Gamma\left(\alpha_{i}+\kappa_{i}+\frac{1}{2}\right) \Gamma\left(\gamma_{i}+1\right) \Gamma\left(\gamma_{d+1}+\kappa_{d+1}+\frac{1}{2}\right)}{\Gamma\left(2 n+|\kappa|+\frac{d+1}{2}\right)} \\
& \quad \times \prod_{i=1}^{d} \sum_{\beta_{i}=0}^{\alpha_{i}}(-1)^{\beta_{i}}\binom{\alpha_{i}}{\beta_{i}}\binom{\beta_{i}+\gamma_{i}+\kappa_{i}-\frac{1}{2}}{\gamma_{i}} .
\end{aligned}
$$

A Chu-Vandermonde sum shows that, for $m, n \in \mathbb{N}$ and $a \in \mathbb{R}$,

$$
\begin{aligned}
\sum_{k=0}^{n}(-1)^{k}\binom{n}{k}\binom{a+k}{m} & =\frac{(-1)^{m}(-a)_{m}}{m!}{ }_{2} F_{1}\binom{-n, 1+a}{1+a-m} \\
& =\frac{(-1)^{m}(-a)_{m}(-m)_{n}}{m!(1+a-m)_{n}}=\frac{(-m)_{n}}{m!(1+a)_{n-m}} .
\end{aligned}
$$

In particular, the sum becomes zero, because of the factor $(-m)_{n}$, if $m<n$. Since $|\gamma|=n-1$, there is at least one $i$ for which $\gamma_{i}<\alpha_{i}$; consequently, with $n=\alpha_{i}$, $m=\gamma_{i}$ and $a=\gamma_{i}+\kappa_{i}-\frac{1}{2}$, we conclude that $V_{\alpha}^{T}$ is orthogonal to $X_{\gamma}$.

Further results on $V_{\alpha}^{T}$, including a generating function and its $L^{2}$ norm, will be given in Subsection 8.2.3.

Rodrigues formula and biorthogonal basis It is easy to state another basis, $U_{\alpha}^{T}$, that is biorthogonal to the basis $V_{\alpha}^{T}$. Indeed, we can define $U_{\alpha}^{T}$ by

$$
\begin{aligned}
U_{\alpha}^{T}(x)= & x_{1}^{-\kappa_{1}+1 / 2} \cdots x_{d}^{-\kappa_{d}+1 / 2}(1-|x|)^{-\kappa_{d+1}+1 / 2} \\
& \times \frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{d}^{\alpha_{d}}} x_{1}^{\alpha_{1}+\kappa_{1}-1 / 2} \cdots x_{d}^{\alpha_{d}+\kappa_{d}-1 / 2}(1-|x|)^{|\alpha|+\kappa_{d+1}-1 / 2}
\end{aligned}
$$

These are analogues of the Rodrigues formula for orthogonal polynomials on the simplex. For $d=2$ and up to a constant multiple, the $U_{\alpha}$ are also called Appell
polynomials; see Appell and de Fériet [1926] and Chapter XII, Vol. II, of Erdélyi et al. [1953].

Proposition 5.3.3 The polynomials $U_{\alpha}^{T}$ are orthogonal polynomials and they are biorthogonal to the polynomials $V_{\alpha}^{T}$ :

$$
\int_{T^{d}} V_{\beta}^{T}(x) U_{\alpha}^{T}(x) W_{\kappa}^{T}(x) \mathrm{d} x=\frac{\prod_{i=1}^{d}\left(\kappa_{i}+\frac{1}{2}\right)_{\alpha_{i}}\left(\kappa_{d+1}+\frac{1}{2}\right)_{|\alpha|}}{\left(|\kappa|+\frac{d+1}{2}\right)_{|\alpha|}} \alpha!\delta_{\alpha, \beta}
$$

Proof It is evident from the definition that $U_{\alpha}^{T}$ is a polynomial of degree $n$. Integrating by parts leads to

$$
\begin{aligned}
& w_{\kappa}^{T} \int_{T^{d}} V_{\beta}^{T}(x) U_{\alpha}^{T}(x) W_{\kappa}^{T}(x) \mathrm{d} x \\
& \quad=w_{\kappa}^{T} \int_{T^{d}}\left(\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \ldots \partial x_{d}^{\alpha_{d}}} V_{\beta}(x)\right) \prod_{i=1}^{d} x_{i}^{\alpha_{i}+\kappa_{i}-1 / 2}(1-|x|)^{|\alpha|+\kappa_{d+1}-1 / 2} \mathrm{~d} x .
\end{aligned}
$$

Since $V_{\beta}^{T}$ is an orthogonal polynomial with respect to $W_{\kappa}^{T}$, the integral on the left-hand side is zero for $|\beta|>|\alpha|$. For $|\beta| \leq|\alpha|$ the fact that $V_{\beta}^{T}$ is a monic orthogonal polynomial gives

$$
\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{d}^{\alpha_{d}}} V_{\beta}^{T}(x)=\alpha!\delta_{\alpha, \beta}
$$

from which the stated formula follows. The fact that the $U_{\alpha}^{T}$ are biorthogonal to $V_{\beta}^{T}$ shows that they are orthogonal polynomials with respect to $W_{\kappa}^{T}$.

Reproducing kernel with respect to $W_{\kappa}$ on $T^{d}$ Let $\mathbf{P}_{n}\left(W_{\kappa}^{T} ; \cdot, \cdot\right)$ denote the reproducing kernel of $\mathscr{V}_{n}^{d}\left(W_{\kappa}\right)$ as defined in (3.6.2). This kernel satisfies a remarkable and concise formula.

Theorem 5.3.4 For $\kappa_{i}>0,1 \leq i \leq d, x, y \in T^{d}$, and $\lambda_{k}:=|\kappa|+\frac{d-1}{2}$,

$$
\begin{align*}
\mathbf{P}_{n}\left(W_{\kappa}^{T} ; x, y\right)= & \frac{\left(2 n+\lambda_{\kappa}\right)\left(\lambda_{\kappa}\right)_{n}}{\lambda_{\kappa}\left(\frac{1}{2}\right)_{n}} c_{\kappa}  \tag{5.3.5}\\
& \times \int_{[-1,1]^{d+1}} P_{n}^{\left(\lambda_{\kappa}-1 / 2,-1 / 2\right)}\left(2 z(x, y, t)^{2}-1\right) \prod_{i=1}^{d+1}\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t
\end{align*}
$$

where $z(x, y, t)=\sqrt{x_{1} y_{1}} t_{1}+\cdots+\sqrt{x_{d} y_{d}} t_{d}+\sqrt{1-|x|} \sqrt{1-|y|} t_{d+1}$ and $\left[c_{\kappa}\right]^{-1}=$ $\int_{[-1,1]^{d+1}} \prod_{i=1}^{d+1}\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t$. If some $\kappa_{i}=0$ then the formula holds under the limit relation (1.5.1).

This theorem will be proved in Subsection 8.2.2. We note that when $\kappa=0$ we have the limiting case $\mathbf{P}\left(W_{0} ; x, y\right)$, which was given in Corollary 4.4.10.

### 5.4 Orthogonal Polynomials via Symmetric Functions

We now present a non-classical example, two families of orthogonal polynomials derived from symmetric polynomials.

### 5.4.1 Two general families of orthogonal polynomials

These orthogonal polynomials are derived from symmetric and antisymmetric polynomials. Although they are orthogonal with respect to unusual measures, they share an interesting property, that of having the largest number of distinct common zeros, which will be discussed in the next subsection.

We recall some basic facts about symmetric polynomials. A polynomial $f \in \Pi^{d}$ is called symmetric if $f$ is invariant under any permutation of its variables. The elementary symmetric polynomials in $\Pi_{k}^{d}$ are given by

$$
e_{k}=e_{k}\left(x_{1}, \ldots, x_{d}\right)=\sum_{1 \leq i_{1}<\ldots<i_{k} \leq d} x_{i_{1}} \ldots x_{i_{k}}, \quad k=1,2, \ldots, d,
$$

and they satisfy the generating function

$$
\prod_{i=1}^{d}\left(1+r x_{i}\right)=\sum_{k=0}^{d} e_{k}\left(x_{1}, \ldots, x_{d}\right) r^{k} .
$$

The polynomials $e_{k}$ form a linear basis for the subspace of symmetric polynomials. Hence, any symmetric polynomial $f$ can be uniquely represented in terms of elementary symmetric polynomials. Consider the mapping

$$
\begin{equation*}
u: x=\left(x_{1}, \ldots, x_{d}\right) \mapsto\left(e_{1}(x), \ldots, e_{d}(x)\right) \tag{5.4.1}
\end{equation*}
$$

where the $e_{i}$ are elementary symmetric polynomials in $x$, which is one-to-one on the region $S=\left\{x \in \mathbb{R}^{d}: x_{1}<x_{2}<\cdots<x_{d}\right\}$; denote the image of $S$ by $R$, that is,

$$
\begin{equation*}
R=\left\{u \in \mathbb{R}^{d}: u=u(x), x_{1}<x_{2}<\cdots<x_{d}, x \in \mathbb{R}^{d}\right\} . \tag{5.4.2}
\end{equation*}
$$

Let $D(x)$ denote the Jacobian of this mapping. We claim that

$$
\begin{equation*}
D(x)=\operatorname{det}\left[\left(\frac{\partial e_{i}}{\partial x_{j}}\right)_{i, j}\right]=\prod_{1 \leq i<j \leq d}\left(x_{i}-x_{j}\right) . \tag{5.4.3}
\end{equation*}
$$

To prove this equation we use the following identities, which follow from the definition of the elementary symmetric functions:

$$
\frac{\partial e_{k}}{\partial x_{j}}=e_{k-1}\left(x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{d}\right)
$$

and

$$
\begin{aligned}
& e_{k-1}\left(x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{d}\right)-e_{k-1}\left(x_{2}, \ldots, x_{d}\right) \\
& \quad=\left(x_{1}-x_{j}\right) e_{k-2}\left(x_{2}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{d}\right) .
\end{aligned}
$$

Subtracting the first column from the other columns in the determinant, using the above two identities and taking out the factors, we obtain

$$
D(x)=\prod_{i=2}^{d}\left(x_{1}-x_{i}\right) D\left(x_{2}, \ldots, x_{d-1}\right)
$$

from which the formula (5.4.3) follows.
Since the square of the Jacobian is a symmetric polynomial in $x$, under the mapping (5.4.1), it becomes a polynomial in $u$, which we denote by $\Delta(u)$, that is,

$$
\Delta(u)=\prod_{1 \leq i<j \leq d}\left(x_{i}-x_{j}\right)^{2}, \quad u \in R .
$$

Let $\mathrm{d} \mu$ be a nonnegative measure on $\mathbb{R}$. Define a measure $v$ on $R$ as the image of the product measure $\mathrm{d} \mu(x)=\mathrm{d} \mu\left(x_{1}\right) \cdots \mathrm{d} \mu\left(x_{d}\right)$ under the mapping (5.4.1), that is,

$$
\mathrm{d} v(u)=\mathrm{d} \mu\left(x_{1}\right) \cdots \mathrm{d} \mu\left(x_{d}\right), \quad u \in R
$$

Our examples are orthogonal polynomials with respect to the measures

$$
[\Delta(u)]^{1 / 2} \mathrm{~d} v \quad \text { and } \quad[\Delta(u)]^{-1 / 2} \mathrm{~d} v
$$

denoted by $P_{\alpha}^{n, 1 / 2}$ and $P_{\alpha}^{n,-1 / 2}$, respectively.
The explicit formulae for these polynomials are given below. Let $\left\{p_{n}\right\}$ be orthonormal polynomials with respect to $\mathrm{d} \mu$ on $\mathbb{R}$. For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right), n \geq$ $\alpha_{1} \geq \cdots \geq \alpha_{d} \geq 0$ and $n \in \mathbb{N}_{0}$, set

$$
\begin{equation*}
P_{\alpha}^{n,-1 / 2}(u)=\sum_{\beta \in S_{d}} p_{\alpha_{1}}\left(x_{\beta_{1}}\right) \cdots p_{\alpha_{d}}\left(x_{\beta_{d}}\right), \quad u \in R \tag{5.4.4}
\end{equation*}
$$

where $S_{d}$ denotes the symmetric group on $d$ objects, so that the summation is performed over all permutations $\beta$ of $\{1,2, \ldots, d\}$. By the fundamental theorem on symmetric functions, $P_{\alpha}^{n,-1 / 2}$ is a polynomial in $u$ of degree $n$.

We now define the second set of orthogonal polynomials. For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$, $0 \leq \alpha_{1} \leq \cdots \leq \alpha_{d}=n$ and $n \in \mathbb{N}_{0}$, set

$$
\begin{equation*}
P_{\alpha}^{n, 1 / 2}(u)=\frac{E_{\alpha}^{n}(x)}{D(x)}, \quad \text { where } \quad E_{\alpha}^{n}(x)=\operatorname{det}\left(p_{\alpha_{i}+d-i}\left(x_{j}\right)\right)_{i, j=1}^{d} \tag{5.4.5}
\end{equation*}
$$

Since $E_{\alpha}^{n}(x)$ vanishes for $x_{i}=x_{j}, i \neq j$, and since $D(x)=\prod_{1 \leq i<j \leq d}\left(x_{i}-x_{j}\right)$ is a factor of $E_{\alpha}^{n}(x)$, permutation of the variables in $E_{\alpha}^{n}$ and $D$ can only change the signs. This happens to both $E_{\alpha}^{n}$ and $D$, so $E_{\alpha}^{n} / D$ is a symmetric polynomial. Since the polynomial $D$ is of degree $d-1$ in each of its variables $x_{i}$ and the polynomial $E_{\alpha}^{n}$ is of degree $n+d-1$ in $x_{i}$, it follows that $E_{\alpha}^{n} / D$ is a symmetric polynomial of degree $n$ in $x_{i}$ or, equivalently, a polynomial in $u$ of degree $n$.

Let us now verify that the systems $\left\{P_{\alpha}^{n,-1 / 2}\right\}$ and $\left\{P_{\alpha}^{n, 1 / 2}\right\}$ are orthogonal on $R$ with respect to $\Delta^{-1 / 2} \mathrm{~d} v$ and $\Delta^{1 / 2} \mathrm{~d} v$, respectively. For any polynomial $f$ in $u$, that is, for any symmetric polynomial in $x$, changing variables gives

$$
\int_{R} f(u)[\Delta(u)]^{-1 / 2} \mathrm{~d} v(u)=\int_{S} f(u(x)) \mathrm{d} \mu(x)=\frac{1}{d!} \int_{\mathbb{R}^{d}} f(u(x)) \mathrm{d} \mu(x),
$$

and, similarly,

$$
\int_{R} f(u)[\Delta(u)]^{1 / 2} \mathrm{~d} v(u)=\int_{S} f(u(x)) \Delta^{2}(x) \mathrm{d} \mu(x) .
$$

In particular, it follows that

$$
\begin{aligned}
& \int_{R} P_{\alpha}^{n,-1 / 2}(u) P_{\beta}^{m,-1 / 2}(u)[\Delta(u)]^{-1 / 2} \mathrm{~d} v(u) \\
& \quad=\frac{1}{d!} \int_{\mathbb{R}^{d}} P_{\alpha}^{n,-1 / 2}(u(x)) P_{\beta}^{m,-1 / 2}(u(x)) \mathrm{d} \mu(x) .
\end{aligned}
$$

From the last expression and (5.4.4) we see that the polynomials of the system $\left\{P_{\alpha}^{n,-1 / 2}\right\}$ are mutually orthogonal: the above integral is nonzero only when $n=m$ and $\alpha=\beta$. Moreover, if $\alpha_{1}^{\prime}, \ldots, \alpha_{d^{\prime}}^{\prime}, 1 \leq d^{\prime} \leq d$, are the distinct elements in $\alpha$, and $m_{i}$ is the number of occurrences of $\alpha_{i}^{\prime}$, then

$$
\int_{R}\left[P_{\alpha}^{n,-1 / 2}(u)\right]^{2}[\Delta(u)]^{-1 / 2} \mathrm{~d} v(u)=m_{1}!\cdots m_{d^{\prime}}!
$$

Hence, $\left\{1 / \sqrt{m_{1}!\cdots m_{d^{\prime}}}!P_{\alpha}^{n,-1 / 2}\right\}$ forms an orthonormal family on $R$.
Similarly, for the system $\left\{P_{\alpha}^{n, 1 / 2}\right\}$,

$$
\begin{aligned}
\int_{R} P_{\alpha}^{n, 1 / 2}(u) P_{\beta}^{m, 1 / 2}(u)[\Delta(u)]^{1 / 2} \mathrm{~d} v(u) & =\int_{S} E_{\alpha}^{n}(x) E_{\beta}^{m}(x) \mathrm{d} \mu(x) \\
& =\frac{1}{d!} \int_{\mathbb{R}^{d}} E_{\alpha}^{n}(x) E_{\beta}^{m}(x) \mathrm{d} \mu(x)
\end{aligned}
$$

from which we can proceed as above. The system $\left\{P_{\alpha}^{n, 1 / 2}\right\}$ is orthonormal.
In the case $d=2$, the mapping (5.4.1) takes the form

$$
u=\left(u_{1}, u_{2}\right): \quad u_{1}=x+y, \quad u_{2}=x y,
$$

and the function $\Delta$ takes the form $\Delta\left(u_{1}, u_{2}\right)=(x-y)^{2}=u_{1}^{2}-4 u_{2}$. The orthogonal polynomials (5.4.4) are exactly the Koornwinder polynomials, discussed in Section 2.7, on the domain bounded by two lines and a parabola.

### 5.4.2 Common zeros and Gaussian cubature formulae

The orthogonal polynomials with respect to $\Delta^{ \pm 1 / 2}$ have the maximal number of common zeros. Let $\mathbb{P}_{n}^{( \pm 1 / 2)}$ denote orthogonal bases of degree $n$ with respect to $[\Delta(u)]^{ \pm 1 / 2} \mathrm{~d} v$, respectively.

Theorem 5.4.1 The orthogonal polynomials in $\mathbb{P}_{n}^{(1 / 2)}$ or $\mathbb{P}_{n}^{(-1 / 2)}$ with respect to the measures $[\Delta(u)]^{1 / 2} \mathrm{~d} v$ or $[\Delta(u)]^{-1 / 2} \mathrm{~d} v$, respectively, have $\operatorname{dim} \Pi_{n}^{d}$ common zeros.

Proof Let $p_{n}(x)$ be orthonormal polynomials with respect to $\mathrm{d} \mu(x)$ on $\mathbb{R}$, as in Subsection 5.4.1. Let $\left\{x_{k, n}\right\}_{k=1}^{n}$ be the zeros of $p_{n}$, ordered by $x_{1, n}<\cdots<x_{n, n}$. From the formula (5.4.4) it follows that $P_{\alpha}^{n,-1 / 2}$ vanishes on all $u_{\alpha, n}$, which is the image of $\left(x_{\alpha_{1}, n}, \ldots, x_{\alpha_{d}, n}\right)$ under the map (5.4.1), where the $x_{\alpha_{i}, n}$ are the zeros of $p_{n}$. Using the symmetric mapping (5.4.1) and taking into account the restriction $x_{1} \leq x_{2} \leq \cdots \leq x_{d}$ in the definition of $R$, we see that the number of distinct common zeros of $\mathbb{P}_{n}^{(-1 / 2)}$ is equal to the cardinality of the set $\left\{\gamma \in \mathbb{N}^{d}: 0 \leq \gamma_{d} \leq \cdots \leq \gamma_{1} \leq n-1\right\}$. Denote the cardinality by $N_{n-1, d}$. It follows by setting $\gamma_{d}=k$ that

$$
N_{n-1, d}=\sum_{k=0}^{n-1} \#\left\{\gamma \in \mathbb{N}^{d}: \gamma_{1} \leq \cdots \leq \gamma_{d-1} \leq k\right\}=\sum_{k=0}^{n-1} N_{k, d-1}
$$

which is the same as the equation $\operatorname{dim} \Pi_{n-1}^{d}=\sum r_{k}^{d}$, and induction shows that $N_{n, d}=\operatorname{dim} \Pi_{n-1}^{d}$. Therefore, $\mathbb{P}_{n}^{(-1 / 2)}$ has $\operatorname{dim} \Pi_{n-1}^{d}$ distinct common zeros.

Similarly, let $t_{k, n+d-1}$ be the zeros of the orthogonal polynomial $p_{n+d-1}$. From the formula (5.4.5) it follows that $P_{\alpha}^{n, 1 / 2}$ vanishes on all $u_{\gamma, n}$, which are the images of $\left(t_{\gamma_{1}, n+d-1}, \ldots, t_{\gamma_{d}, n+d-1}\right)$ under the mappings (5.4.1). The number of distinct common zeros of $\mathbb{P}_{n}^{1 / 2}$ is equal to the cardinality of the set $\left\{\gamma \in \mathbb{N}^{d}: 0 \leq\right.$ $\left.\gamma_{d}<\cdots<\gamma_{1} \leq n+d-2\right\}$, which is easily seen to be equal to the cardinality of the set defined in the previous paragraph. Hence, $\mathbb{P}_{n}^{(1 / 2)}$ has dim $\Pi_{n-1}^{d}$ distinct common zeros.

Together with Theorem 3.8.4, this shows that Gaussian cubature formulae exist for all weight functions $\Delta(u)^{ \pm 1 / 2} \mathrm{~d} v$. Moreover, we can write down the cubature formulae explicitly. Let us recall from Subsection 5.4.1 that $p_{n}$ is the $n$th orthogonal polynomial with respect to $\mathrm{d} \mu$ on $\mathbb{R}$ and that the set $\left\{x_{k, n}\right\}_{k=1}^{n}$ contains the zeros of $p_{n}$. The Gaussian quadrature formula with respect to $\mathrm{d} \mu$ takes the form

$$
\begin{equation*}
\int_{\mathbb{R}} f(x) \mathrm{d} \mu=\sum_{k=1}^{n} f\left(x_{k, n}\right) \lambda_{k, n}, \quad f \in \Pi_{2 n-1}^{d} \tag{5.4.6}
\end{equation*}
$$

Let $u_{\gamma, n}$ denote the image of $x_{\gamma, n}=\left(x_{\gamma_{1}, n}, \ldots, x_{\gamma_{d}, n}\right)$ under the map (5.4.1).
Theorem 5.4.2 Using the notation in Subsection 5.4.1, both the measures $[\Delta(u)]^{1 / 2} \mathrm{~d} v$ and $[\Delta(u)]^{-1 / 2} \mathrm{~d} v$ admit Gaussian cubature formulae. Moreover, the formulae of degree $2 n-1$ take the form

$$
\int_{R} f(u)[\Delta(u)]^{-1 / 2} \mathrm{~d} v(u)=\sum_{\gamma_{1}=1}^{n} \sum_{\gamma_{2}=1}^{\gamma_{1}} \cdots \sum_{\gamma_{d}=1}^{\gamma_{d-1}} \Lambda_{\gamma, n}^{-1 / 2} f\left(u_{\gamma, n}\right)
$$

and

$$
\int_{R} f(u)[\Delta(u)]^{1 / 2} \mathrm{~d} v(u)=\sum_{\gamma_{1}=1}^{n+d-1} \sum_{\gamma_{2}=1}^{\gamma_{1}-1} \cdots \sum_{\gamma_{d}=1}^{\gamma_{d-1}-1} \Lambda_{\gamma, n}^{1 / 2} f\left(u_{\gamma, n+d-1}\right),
$$

where

$$
\Lambda_{\gamma, n}^{-1 / 2}=\frac{\lambda_{\gamma_{1}, n}^{m_{1}} \cdots \lambda_{\gamma_{d^{\prime}}, n}^{m_{d^{\prime}}}}{m_{1}!\cdots m_{d^{\prime}}!} \quad \text { and } \quad \Lambda_{\gamma, n}^{1 / 2}=J\left(x_{\gamma, n}\right)^{2} \lambda_{\gamma_{1}, n} \cdots \lambda_{\gamma_{d}, n}
$$

and where, for a given multi-index $\gamma \in \mathbb{N}_{0}^{d}, \gamma^{\prime}{ }_{1}, \ldots, \gamma^{\prime}{ }_{d^{\prime}}$ are its distinct elements and $m_{1}, \ldots, m_{d^{\prime}}$ their respective multiplicities.

Proof We need only determine the weights $\left\{\Lambda_{\alpha, n}^{1 / 2}\right\}$ and $\left\{\Lambda_{\alpha, n}^{-1 / 2}\right\}$ in the two formulae.

First notice that by changing variables the first cubature formula can be rewritten as

$$
\frac{1}{d!} \int_{\mathbb{R}^{d}} f(x) \mathrm{d} \mu(x)=\sum_{\gamma_{1}=1}^{n} \sum_{\gamma_{2}=1}^{\gamma_{1}} \cdots \sum_{\gamma_{d}=1}^{\gamma_{d-1}} \Lambda_{\gamma, n}^{-1 / 2} f\left(x_{\gamma, n}\right)
$$

which is exact for symmetric polynomials $f$ whose degree in each variable is at most $2 n-1$. Let $\ell_{k, n}$ be the polynomial of degree $n-1$ uniquely determined by $\ell_{k, n}\left(x_{j, n}\right)=\delta_{k, j}, 1 \leq j \leq n$. Let

$$
f(x)=\sum_{\beta \in S_{d}} \ell_{\alpha_{1}, n}\left(x_{\beta_{1}}\right) \cdots \ell_{\alpha_{d}, n}\left(x_{\beta_{d}}\right),
$$

which is symmetric with degree $n-1$ in each of its variables. There are $d$ ! summands in the definition of $f$. On the one hand we can write the integration on the left-hand side of the first cubature formula as a sum of products of one-variable integrals. Using (5.4.6) the integral is equal to $\lambda_{\alpha_{1}, n} \cdots \lambda_{\alpha_{d}, n}$. On the other hand, the right-hand side of the first cubature formula equals $m_{1}!\cdots m_{d^{\prime}}!\Lambda_{\alpha, n}^{-1 / 2}$, since only those terms with $\gamma=\alpha$ count.

In the same way as above, the second cubature formula can be rewritten as

$$
\frac{1}{d!} \int_{\mathbb{R}^{d}} f(x) J(x)^{2} \mathrm{~d} \mu(x)=\sum_{\gamma_{1}=1}^{n+d-1} \sum_{\gamma_{2}=1}^{\gamma_{1}-1} \cdots \sum_{\gamma_{d}=1}^{\gamma_{d-1}-1} \Lambda_{\gamma, n}^{1 / 2} f\left(x_{\gamma, n}\right),
$$

which is exact for symmetric polynomials $f$ whose degree in each variable is at most $n-1$. Now let

$$
f(x)=\left[\operatorname{det}\left(\ell_{\alpha_{i}}\left(x_{j}\right)\right)_{i, j=1}^{d}\right]^{2} / D(x)^{2}
$$

which is a symmetric polynomial with degree $2 n-1$ in each of its variables. Clearly, the right-hand side of the second cubature formula is simply $\Lambda_{\alpha, n}^{1 / 2} / D\left(x_{\alpha, n}\right)^{2}$, while, using the Lagrange expansion of a determinant,

$$
\operatorname{det}\left(\ell_{\alpha_{i}}\left(x_{j}\right)\right)_{i, j=1}^{d}=\sum_{\beta \in S_{d}} \operatorname{sign}(\beta) \ell_{\alpha_{1}}\left(x_{\beta_{1}}\right) \cdots \ell_{\alpha_{d}}\left(x_{\beta_{d}}\right),
$$

we see that the left-hand side of the formula is equal to $\lambda_{\alpha_{1}, n}^{2} \ldots \lambda_{\alpha_{d}, n}^{2}$, which proves the theorem.

### 5.5 Chebyshev Polynomials of Type $\mathscr{A}_{d}$

The Chebyshev polynomials of type $\mathscr{A}_{d}$ are orthogonal polynomials derived from orthogonal exponential functions that are invariant under the reflection group $\mathscr{A}_{d}$, just as the Chebyshev polynomials are derived from $\mathrm{e}^{i \theta} \pm \mathrm{e}^{-i \theta}$, which is invariant or skew-invariant under $\mathbb{Z}_{2}$. They are the $d$-variable extension of the second family of Koornwinder polynomials, discussed in Section 2.9.

The space $\mathbb{R}^{d}$ can be identified with the hyperplane

$$
\mathbb{R}_{H}^{d+1}:=\left\{\mathbf{t} \in \mathbb{R}^{d+1}: t_{1}+\cdots+t_{d+1}=0\right\} \subset \mathbb{R}^{d+1}
$$

In this section we shall adopt the convention of using a bold letter, such as $\mathbf{t}=\left(t_{1}, \ldots, t_{d+1}\right)$, to denote the homogeneous coordinates in $\mathbb{R}_{H}^{d+1}$ that satisfy $t_{1}+\cdots+t_{d+1}=0$. The root lattice of the group $\mathscr{A}_{d}$ is generated by reflections $\sigma_{i j}$, defined by, in homogeneous coordinates,

$$
\mathbf{t} \sigma_{i j}:=\mathbf{t}-2 \frac{\left\langle\mathbf{t}, \mathbf{e}_{i, j}\right\rangle}{\left\langle\mathbf{e}_{i, j}, \mathbf{e}_{i, j}\right\rangle} \mathbf{e}_{i, j}=\mathbf{t}-\left(t_{i}-t_{j}\right) \mathbf{e}_{i, j}, \quad \text { where } \mathbf{e}_{i, j}:=e_{i}-e_{j}
$$

This group can be identified with the symmetric group of $d+1$ elements. The fundamental domain $\Omega$ of $\mathscr{A}_{d}$ is defined by

$$
\Omega=\left\{\mathbf{t} \in \mathbb{R}_{H}^{d+1}:-1 \leq t_{i}-t_{j} \leq 1,1 \leq i<j \leq d+1\right\}
$$

which is the domain that tiles $\mathbb{R}_{H}^{d+1}$ under $A_{d}$ in the sense that

$$
\begin{equation*}
\sum_{\mathbf{k} \in \mathbb{Z}_{H}^{d+1}} \chi_{\Omega}(\mathbf{t}+\mathbf{k})=1, \quad \text { for almost all } \mathbf{t} \in \mathbb{R}_{H}^{d+1} \tag{5.5.1}
\end{equation*}
$$

The dual lattice of $\mathbb{Z}_{H}^{d+1}$ is given by $\{\mathbf{k} /(d+1): \mathbf{k} \in \mathbb{H}\}$, where

$$
\mathbb{H}:=\left\{\mathbf{k} \in \mathbb{Z}^{d+1} \cap \mathbb{R}_{H}^{d+1}: k_{1} \equiv \cdots \equiv k_{d+1} \quad \bmod d+1\right\}
$$

There is a close relation between tiling and exponential functions. We define the exponential functions

$$
\phi_{\mathbf{k}}(\mathbf{t}):=\exp \left(\frac{2 \pi \mathrm{i}}{d+1} \mathbf{k}^{\mathrm{T}} \mathbf{t}\right), \quad \mathbf{k} \in \mathbb{H} .
$$

It is easy to see that these functions are periodic in the sense that $\phi_{\mathbf{k}}(\mathbf{t})=\phi_{\mathbf{k}}(\mathbf{t}+\mathbf{j})$ $\forall \mathbf{j} \in \mathbb{Z}^{d+1} \cap \mathbb{R}_{H}^{d+1}$. Furthermore, they are orthogonal:

$$
\begin{equation*}
\frac{1}{\sqrt{d+1}} \int_{\Omega} \phi_{\mathbf{k}}(\mathbf{t}) \overline{\phi_{\mathbf{j}}(\mathbf{t})} \mathrm{d} \mathbf{t}=\delta_{\mathbf{k}, \mathbf{j}} \tag{5.5.2}
\end{equation*}
$$

This orthogonality can be deduced by taking the Fourier transform of (5.5.1) and using the Poisson summation formula. For $d=2$ the orthogonality is verified directly in Proposition 2.9.1. However, the choice of $\Omega$ is different from that of Section 2.9, which is the reason for the different normalization of the integral over $\Omega$.

Define the invariant operator $\mathscr{P}^{+}$and the skew-invariant operator $\mathscr{P}^{-}$by

$$
\mathscr{P}^{ \pm} f(\mathbf{t}):=\frac{1}{(d+1)!}\left[\sum_{\sigma \in \mathscr{A}^{+}} f(\mathbf{t} \sigma) \pm \sum_{\sigma \in \mathscr{A}^{-}} f(\mathbf{t} \sigma)\right]
$$

where $\mathscr{A}^{+}\left(\mathscr{A}^{-}\right)$contains even (odd) elements in $\mathscr{A}_{d}$. The invariant and skewinvariant functions defined by, respectively,

$$
\mathrm{TC}_{\mathbf{k}}(\mathbf{t}):=\mathscr{P}^{+} \phi_{\mathbf{k}}(\mathbf{t}), \quad \mathbf{k} \in \Lambda, \quad \text { and } \quad \mathrm{TS}_{\mathbf{k}}(\mathbf{t}):=\frac{1}{\mathrm{i}} \mathscr{P}^{-} \phi_{\mathbf{k}}(\mathbf{t}), \quad \mathbf{k} \in \Lambda^{0},
$$

are analogues of cosine and sine functions; here

$$
\begin{aligned}
\Lambda & :=\left\{\mathbf{k} \in \mathbb{H}: k_{1} \geq k_{2} \geq \cdots \geq k_{d+1}\right\}, \\
\Lambda^{0} & :=\left\{\mathbf{k} \in \mathbb{H}: k_{1}>k_{2}>\cdots>k_{d+1}\right\} .
\end{aligned}
$$

The fundamental domain $\Omega$ of the $\mathscr{A}_{d}$ lattice is the union of congruent simplexes under the action of the group $\mathscr{A}_{d}$. We fix one simplex as

$$
\triangle:=\left\{\mathbf{t} \in \mathbb{R}_{H}^{d+1}: 0 \leq t_{i}-t_{j} \leq 1,1 \leq i \leq j \leq d+1\right\}
$$

and define an inner product on $\triangle$ by

$$
\langle f, g\rangle_{\triangle}:=\frac{1}{|\triangle|} \int_{\triangle} f(\mathbf{t}) \overline{g(\mathbf{t})} \mathrm{d} \mathbf{t}=\frac{(d+1)!}{\sqrt{d+1}} \int_{\triangle} f(\mathbf{t}) \overline{g(\mathbf{t})} \mathrm{d} \mathbf{t} .
$$

Proposition 5.5.1 For $\mathbf{k}, \mathbf{j} \in \Lambda$, we have

$$
\left\langle\mathrm{TC}_{\mathbf{k}}, \mathrm{TC}_{\mathbf{j}}\right\rangle_{\triangle}=\frac{\delta_{\mathbf{k}, \mathbf{j}}}{\left|\mathbf{k} \mathscr{A}_{d}\right|} \quad \text { and } \quad\left\langle\mathrm{TS}_{\mathbf{k}}, \mathrm{TS}_{\mathbf{j}}\right\rangle_{\triangle}=\frac{\delta_{\mathbf{k}, \mathbf{j}}}{(d+1)!}, \quad \mathbf{k}, \mathbf{j} \in \Lambda^{0},
$$

where $\left|\mathbf{k} \mathscr{A}_{d}\right|$ denotes the cardinality of the orbit $\mathbf{k} \mathscr{A}_{d}:=\left\{\mathbf{k} \sigma: \sigma \in A_{d}\right\}$.
Proof Both these relations follow from the fact that if $f(\mathbf{t}) \overline{g(\mathbf{t})}$ is invariant under $\mathscr{A}_{d}$ then

$$
\frac{1}{\sqrt{d+1}} \int_{\Omega} f(\mathbf{t}) \overline{g(\mathbf{t})} \mathrm{d} \mathbf{t}=\langle f, g\rangle_{\triangle}
$$

and from the orthogonality of $\phi_{\mathbf{k}}(\mathbf{t})$ over $\Omega$.
The Chebyshev polynomials of type $\mathscr{A}_{d}$ are images of the generalized cosine and sine functions under the change of variables $\mathbf{t} \mapsto z$, where $z_{1}, \ldots, z_{d}$ denote the first $d$ elementary symmetric functions of $\mathrm{e}^{2 \pi i t_{1}}, \ldots, \mathrm{e}^{2 \pi \mathrm{i}_{d+1}}$ and are defined by

$$
\begin{equation*}
z_{k}:=\binom{d+1}{k}^{-1} \sum_{\substack{J \subset \mathbb{N}_{d+1} \\|J|=k}} \mathrm{e}^{2 \pi \mathrm{i} \sum_{j \in J} t_{j}} \tag{5.5.3}
\end{equation*}
$$

where $\mathbb{N}_{d+1}=\{1,2, \ldots, d+1\}$. Let $\mathbf{v}^{k}:=\left(\{d+1-k\}^{k},\{-k\}^{d+1-k}\right)$ with $\{t\}^{k}$ means that $t$ is repeated $k$ times. Then $\mathbf{v}^{k} /(d+1), k=1,2, \ldots, d$, are vertices of the simplex $\triangle$ and $z_{\mathbf{k}}$ equals $\mathrm{TC}_{\mathbf{v}^{k}}(\mathbf{t})$, as can be seen from $\left(\mathbf{v}_{k}\right)^{\mathrm{T}} \mathbf{t}=(d+1)\left(t_{1}+\cdots+t_{k}\right)$, by the homogeneity of $\mathbf{t}$. Thus $\mathrm{TC}_{\mathbf{k}}$ is a symmetric polynomial in $\mathrm{e}^{2 \pi \mathrm{i} t_{1}}, \ldots, \mathrm{e}^{2 \pi \mathrm{i}_{d+1}}$ and hence a polynomial in $z_{1}, \ldots, z_{d}$. For $\mathrm{TS}_{\mathbf{k}}$ we need the following lemma:

## Lemma 5.5.2 Let

$$
\mathbf{v}^{\circ}:=\left(\frac{d(d+1)}{2}, \frac{(d-2)(d+1)}{2}, \ldots, \frac{(2-d)(d+1)}{2}, \frac{-d(d+1)}{2}\right)
$$

Then

$$
\begin{equation*}
\mathrm{TS}_{\mathbf{v}^{\circ}}(\mathbf{t})=\frac{(2 \mathrm{i})^{d(d+1) / 2}}{(d+1)!} \prod_{1 \leq \mu<v \leq d+1} \sin \pi\left(t_{\mu}-t_{v}\right) \tag{5.5.4}
\end{equation*}
$$

Proof Let $\beta:=(d, d-1, \ldots, 1,0) \in \mathbb{N}_{0}^{d+1}$. Then

$$
\exp \left(\frac{2 \pi \mathrm{i}}{d+1} \mathbf{v}^{\circ} \cdot \mathbf{t}\right)=\exp \left[-\pi \mathrm{i} d\left(t_{1}+\cdots+t_{d+1}\right)\right] \exp (2 \pi \mathrm{i} \beta \cdot \mathbf{t})=\exp (2 \pi \mathrm{i} \beta \cdot \mathbf{t})
$$

Using the Vandermonde determinant (see, for example, p. 40 of Macdonald [1992]),

$$
\sum_{\sigma \in S_{d+1}} \rho(\sigma) \sigma\left(x^{\beta}\right)=\operatorname{det}\left(x_{i}^{d+1-j}\right)_{1 \leq i, j \leq d+1}=\prod_{1 \leq i<j \leq d+1}\left(x_{i}-x_{j}\right)
$$

and setting $x_{j}=\mathrm{e}^{2 \pi i t_{j}}$, we obtain

$$
\begin{aligned}
\mathrm{TS}_{\mathbf{v}^{\circ}}(\mathbf{t})=\frac{1}{|\mathscr{G}|} \sum_{\sigma \in \mathscr{G}} \rho(\sigma) \exp \left(\frac{2 \pi \mathrm{i}}{d+1} \mathbf{v}^{\circ} \cdot \mathbf{t}\right) & =\frac{1}{(d+1)!} \prod_{1 \leq \mu<v \leq d+1}\left(\mathrm{e}^{2 \mathrm{i} \pi t_{\mu}}-\mathrm{e}^{2 \mathrm{i} \pi t_{v}}\right) \\
& =\frac{1}{(d+1)!} \prod_{1 \leq \mu<v \leq d+1}\left(\mathrm{e}^{\mathrm{i} \pi t_{\mu-v}}-\mathrm{e}^{\mathrm{i} \pi t_{v-\mu}}\right)
\end{aligned}
$$

where the second equality follows from $t_{1}+\cdots+t_{d+1}=0$; from this we have (5.5.4).

The same argument that proves (5.5.4) also shows that

$$
\mathrm{TS}_{\mathbf{k}+\mathbf{v}^{\circ}}(\mathbf{t})=\operatorname{det}\left(x_{i}^{\lambda_{j}+\beta}\right)_{1 \leq i, j \leq d+1} \quad \forall \mathbf{k} \in \Lambda
$$

where $x_{i}=\mathrm{e}^{2 \pi \mathrm{i} i_{i}}$ and $\lambda:=\left(k_{1}-k_{d+1}, k_{2}-k_{d+1}, \ldots, k_{d}-k_{d+1}, 0\right)$. Since $\lambda \in \Lambda$ is a partition, $\mathrm{TS}_{\mathbf{k}+\mathbf{v}^{\circ}}(\mathbf{t})$ is divisible by $\mathrm{TS}_{\mathbf{v}^{\circ}}$ in the ring $\mathbb{Z}\left[x_{1}, \ldots, x_{d}\right]$ (cf. p. 40 of Macdonald [1995]) and the quotient

$$
s_{\lambda}\left(x_{1}, \ldots, x_{d}\right)=\mathrm{TS}_{\mathbf{k}+\mathbf{v}^{\circ}}(\mathbf{t}) / \mathrm{TS}_{\mathbf{v}^{\circ}}(\mathbf{t})
$$

is a symmetric polynomial in $x_{1}, \ldots, x_{d}$, which is the Schur function in the variables $x_{1}, \ldots, x_{d}$ corresponding to the partition $\lambda$. In particular, $s_{\lambda}$ is a polynomial in the elementary symmetric polynomials $z_{1}, \ldots, z_{d}$; more precisely, it is a polynomial in $z$ of degree $\left(k_{1}-k_{d+1}\right) /(d+1)$, as shown by formula (3.5) in Macdonald [1995]. This is our analogue of the Chebyshev polynomials of the second kind.

Definition 5.5.3 Define the index mapping $\alpha: \Lambda \rightarrow \mathbb{N}_{0}^{d}$ by

$$
\begin{equation*}
\alpha_{i}=\alpha_{i}(\mathbf{k}):=\frac{k_{i}-k_{i+1}}{d+1}, \quad 1 \leq i \leq d \tag{5.5.5}
\end{equation*}
$$

Under the change of variables $\mathbf{t} \mapsto z=\left(z_{1}, \ldots, z_{k}\right)$ in (5.5.3), define

$$
T_{\alpha}(z):=\mathrm{TC}_{\mathbf{k}}(\mathbf{t}) \quad \text { and } \quad U_{\alpha}(z):=\frac{\mathrm{TS}_{\mathbf{k}+\mathbf{v}^{\circ}}(\mathbf{t})}{\mathrm{TS}_{\mathbf{v}^{\circ}}(\mathbf{t})}, \quad \alpha \in \mathbb{N}_{0}^{d}
$$

The polynomials $T_{\alpha}(z)$ and $U_{\alpha}(z)$ are called the Chebyshev polynomials type $\mathscr{A}_{d}$, of the first and the second kind, respectively.

The polynomials $T_{\alpha}$ and $U_{\alpha}$ are of degree $|\alpha|$ in $z$. They are analogues of the classical Chebyshev polynomials of the first kind and the second kind, respectively. In particular, we shall show that they are respectively orthogonal on the domain $\triangle^{*}$, the image of $\triangle$ under $\mathbf{t} \mapsto z$. We need the Jacobian of the change of variables. Let us define

$$
w(x)=w(x(\mathbf{t})):=\prod_{1 \leq \mu<v \leq d+1} \sin ^{2} \pi\left(t_{\mu}-t_{v}\right)
$$

under this change of variables.
Lemma 5.5.4 The Jacobian of the change of variables $\mathbf{t} \mapsto x$ is given by

$$
\operatorname{det} \frac{\partial\left(z_{1}, z_{2}, \ldots, z_{d}\right)}{\partial\left(t_{1}, t_{2}, \ldots, t_{d}\right)}=\prod_{k=1}^{d} \frac{2 \pi \mathrm{i}}{\binom{d+1}{k}} \prod_{1 \leq \mu<v \leq d+1}\left|\sin \pi\left(t_{\mu}-t_{v}\right)\right| .
$$

Proof Regarding $t_{1}, t_{2}, \ldots, t_{d+1}$ as independent variables, one sees that

$$
\frac{\partial z_{k}}{\partial t_{j}}=\frac{2 \pi \mathrm{i}}{\binom{d+1}{k}} \sum_{j \in I \subseteq \mathbb{N}_{d+1},|I|=k} \mathrm{e}^{2 \pi \mathrm{i} \sum_{v \in I} t_{v}}
$$

For each fixed $j$, let $\mathbb{N}_{m}^{(j)}$ denote the set of $\mathbb{N}_{m} \subset\{j\}$ and split $I \subset \mathbb{N}_{d+1}$ into two parts, one containing $\{j, d+1\}$ and the other not. We then obtain, after canceling the common factor,

$$
\begin{aligned}
\frac{\partial z_{k}}{\partial t_{j}}-\frac{\partial z_{k}}{\partial t_{d+1}} & =\frac{2 \pi \mathrm{i}}{\binom{d+1}{k}}\left(\sum_{j \in I \subseteq \mathbb{N}_{d+1}^{\{d+1\}},|I|=k}-\sum_{d+1 \in I \subseteq \mathbb{N}_{d+1}^{\{j\}},|I|=k}\right) \mathrm{e}^{2 \pi \mathrm{i} \sum_{v \in I} t_{v}} \\
& =\frac{2 \pi \mathrm{i}}{\binom{d+1}{k}}\left(\mathrm{e}^{2 \pi \mathrm{i} t_{j}}-\mathrm{e}^{2 \pi \mathrm{i} \mathrm{i}_{d+1}}\right) \sum_{I \subseteq \mathbb{N}_{d}^{\{j\}},|I|=k-1} \mathrm{e}^{2 \pi \mathrm{i} \sum_{v \in I} t_{v}}
\end{aligned}
$$

Hence, setting $f_{j, k}^{d}:=\sum_{I \subseteq \mathbb{N}_{d}^{\{j\}},|I|=k-1} \mathrm{e}^{2 \pi \mathrm{i} \sum_{v \in I} t_{v}}$ and defining the matrix $F_{d}:=$ $\left(f_{j, k}^{d}\right)_{1 \leq j, k \leq d}$, we have

$$
\operatorname{det} \frac{\partial\left(z_{1}, z_{2}, \ldots, z_{d}\right)}{\partial\left(t_{1}, t_{2}, \ldots, t_{d}\right)}=\prod_{k=1}^{d} \frac{2 \pi \mathrm{i}}{\binom{d+1}{k}} \prod_{j=1}^{d}\left(\mathrm{e}^{2 \pi \mathrm{it} t_{j}}-\mathrm{e}^{2 \pi \mathrm{i} t_{d+1}}\right) \operatorname{det} F_{d} .
$$

By definition $f_{j, 1}^{d}=1$; splitting $\mathbb{N}^{\{j\}}$ into a part containing $d$ and a part not containing $d$, it follows that

$$
\begin{aligned}
f_{j, k}^{d}-f_{d, k}^{d} & =\left(\mathrm{e}^{2 \pi \mathrm{i} t_{d}}-\mathrm{e}^{2 \pi \mathrm{i} t_{j}}\right) \sum_{I \subseteq \mathbb{N}_{d}^{\{j, d\}},|I|=k-2} \mathrm{e}^{2 \pi \mathrm{i} \sum_{v \in I} t_{v}} \\
& =\left(\mathrm{e}^{2 \pi \mathrm{i} \mathrm{t}_{d}}-\mathrm{e}^{2 \pi \mathrm{i} t_{j}}\right) f_{j, k-1}^{d-1},
\end{aligned}
$$

which allows us to use induction and show that

$$
\begin{aligned}
\operatorname{det} F_{d} & =\prod_{1 \leq \mu<d-1}\left(\mathrm{e}^{2 \pi \mathrm{i} t_{\mu}}-\mathrm{e}^{2 \pi \mathrm{i} t_{d}}\right) \operatorname{det} F_{d-1}=\cdots \\
& =\prod_{1 \leq \mu<v \leq d}\left(\mathrm{e}^{2 \pi \mathrm{i} t_{\mu}}-\mathrm{e}^{2 \pi \mathrm{i} t_{v}}\right)
\end{aligned}
$$

The use of (5.5.4) now proves the lemma.
From the homogeneity of $\mathbf{t}$, the $z_{k}$ in (5.5.3) satisfy $z_{k}=\overline{z_{d+1-k}}$. Hence, we can define real coordinates $x_{1}, \ldots, x_{d}$ by

$$
x_{k}=\frac{z_{k}+z_{d+1-k}}{2}, \quad x_{d+1-k}=\frac{z_{k}-z_{d+1-k}}{2 \mathrm{i}} \quad \text { for } \quad 1 \leq k \leq\left\lfloor\frac{d}{2}\right\rfloor,
$$

and we define $x_{(d+1) / 2}=\frac{1}{\sqrt{2}} z_{(d+1) / 2}$ when $d$ is odd. Instead of making the change of variables $\mathbf{t} \mapsto z$, we consider $\mathbf{t} \mapsto x$ of $\mathbb{R}_{H}^{d+1} \mapsto \mathbb{R}^{d}$. The image of the simplex $\triangle$ under this mapping is

$$
\Delta^{*}:=\left\{x=x(\mathbf{t}) \in \mathbb{R}^{d}: \mathbf{t} \in \mathbb{R}_{H}^{d+1}, \prod_{1 \leq i<j \leq d+1} \sin \pi\left(t_{i}-t_{j}\right) \geq 0\right\}
$$

For $d=2$, this is the second family of Koornwinder polynomials, presented in Section 2.9 , and $\triangle^{*}$ is the region bounded by the hypercycloid.

The Chebyshev polynomials are orthogonal with respect to the weight functions $W_{-1 / 2}$ and $W_{1 / 2}$, respectively, on $\triangle^{*}$, where

$$
W_{\alpha}(z):=\prod_{1 \leq \mu<v \leq d+1}\left|\sin \pi\left(t_{\mu}-t_{v}\right)\right|^{2 \alpha}
$$

We will need the cases $\alpha=-\frac{1}{2}$ and $\alpha=\frac{1}{2}$ of the weighted inner product

$$
\langle f, g\rangle_{W_{\alpha}}:=c_{\alpha} \int_{\Delta^{*}} f(z) \overline{g(z)} W_{\alpha}(z) \mathrm{d} z,
$$

where $c_{\alpha}$ is a normalization constant, $c_{\alpha}:=1 / \int_{\Delta^{*}} W_{\alpha}(z) \mathrm{d} z$.
The orthogonality of $T_{\kappa}$ and $U_{\kappa}$, respectively, then follows from the orthogonality of $T C_{k}$ and $T S_{k}$ with the change of variables. More precisely, Proposition 5.5.1 leads to the following theorem:

Theorem 5.5.5 The polynomials $T_{\alpha}$ and $U_{\alpha}$ are orthogonal polynomials with respect to $W_{-1 / 2}$ and $W_{1 / 2}$, respectively, and

$$
\left\langle T_{\alpha}, T_{\beta}\right\rangle_{W_{-1 / 2}}=\frac{\delta_{\alpha, \beta}}{\left|\mathbf{k} \mathscr{A}_{d}\right|} \quad \text { and } \quad\left\langle U_{\alpha}, U_{\beta}\right\rangle_{W_{1 / 2}}=\frac{\delta_{\alpha, \beta}}{(d+1)!}
$$

for $\alpha, \beta \in \mathbb{N}_{0}^{d}$, where $\mathbf{k}$ is defined by $\alpha=\alpha(\mathbf{k})$.
Both $T_{\alpha}(z)$ and $U_{\alpha}(z)$ are polynomials of degree $|\alpha|=\alpha_{1}+\cdots+\alpha_{d}$ in $z$. Moreover, they both satisfy a simple recursion relation.

Theorem 5.5.6 Let $P_{\alpha}$ denote either $T_{\alpha}$ or $U_{\alpha}$. Then

$$
\begin{equation*}
\overline{P_{\alpha}(z)}=P_{\alpha_{d}, \alpha_{d-1}, \ldots, \alpha_{1}}(z), \quad \alpha \in \mathbb{N}_{0}^{d} \tag{5.5.6}
\end{equation*}
$$

and $P_{\alpha}$ satisfies the recursion relation

$$
\begin{equation*}
\binom{d+1}{i} z_{i} P_{\alpha}(z)=\sum_{\mathbf{j} \in \mathbf{v}^{i} \mathscr{A}_{d}} P_{\alpha+\alpha(\mathbf{j})}(z), \quad \alpha \in \mathbb{N}_{0}^{d} \tag{5.5.7}
\end{equation*}
$$

in which the components of $\alpha(\mathbf{j}), \mathbf{j} \in \mathbf{v}^{i} \mathscr{A}_{d}$, have values in $\{-1,0,1\}, U_{\alpha}(z)=0$ whenever $\alpha$ has a component $\alpha_{i}=-1$ and

$$
\begin{array}{lll}
T_{0}(z)=1, & T_{\varepsilon_{k}}(z)=z_{k}, & 1 \leq k \leq d \\
U_{0}(z)=1, & U_{\varepsilon_{k}}(z)=\binom{d+1}{k} z_{k}, & 1 \leq k \leq d
\end{array}
$$

Proof The relation (5.5.6) follows readily from the fact that $-\left(k_{i}-k_{j}\right)=k_{j}-k_{i}$ and (5.5.5). For a proof of the recursion relations we need

$$
\begin{align*}
& \mathrm{TC}_{\mathbf{j}}(\mathbf{t}) \mathrm{TC}_{\mathbf{k}}(\mathbf{t})=\frac{1}{\left|\mathscr{A}_{d}\right|} \sum_{\sigma \in \mathscr{A}_{d}} \mathrm{TC}_{\mathbf{k}+\mathbf{j} \sigma}(\mathbf{t}), \quad \mathbf{j}, \mathbf{k} \in \Lambda,  \tag{5.5.8}\\
& \mathrm{TC}_{\mathbf{j}}(\mathbf{t}) \mathrm{TS}_{\mathbf{k}}(\mathbf{t})=\frac{1}{\left|\mathscr{A}_{d}\right|} \sum_{\sigma \in \mathscr{A}_{d}} \mathrm{TS}_{\mathbf{k}+\mathbf{j} \sigma}(\mathbf{t}), \quad \mathbf{j}, \mathbf{k} \in \Lambda, \tag{5.5.9}
\end{align*}
$$

which follow, using simple computation, from the definitions of $T C_{k}$ and $T S_{k}$. The relation (5.5.7) follows immediately from (5.5.8) and (5.5.9). Further, using (5.5.9) it is not difficult to verify that

$$
z_{k} \mathrm{TS}_{\mathbf{v}^{\circ}}(\mathbf{t})=\frac{k!(d+1-k)!}{(d+1)!} \mathrm{TS}_{\mathbf{v}^{\circ}+\mathbf{v}^{k}}(\mathbf{t}), \quad 1 \leq k \leq d
$$

from which the values of $P_{0}$ and $P_{\varepsilon_{k}}$ are obtained readily. If $\alpha$ has a component $\alpha_{i}=-1$ then, by (5.5.5), $k_{i}(\alpha)=k_{i+1}(\alpha)-(d+1)$. A quick computation shows that then $k_{i}(\alpha)+v_{i}^{\circ}=k_{i+1}(\alpha)+v_{i+1}^{\circ}$, which implies that $\mathbf{k}+\mathbf{v}^{\circ} \in \partial \Lambda$, so that $\mathrm{TS}_{\mathbf{k}+\mathbf{v}^{\circ}}(\mathbf{t})=0$ and $U_{\alpha}(z)=0$.

By (5.5.6) together with $z_{k}=z_{d-k+1}$ we can derive a sequence of real orthogonal polynomials from either $\left\{T_{\alpha}\right\}$ or $\left\{U_{\alpha}\right\}$.

### 5.6 Sobolev Orthogonal Polynomials on the Unit Ball

Sobolev orthogonal polynomials are orthogonal with respect to an inner product that involves derivatives. In this section we consider two types of Sobolev orthogonal polynomials on the unit ball $B^{d}$.

### 5.6.1 Sobolev orthogonal polynomials defined via the gradient operator

In this subsection we consider the inner product defined by

$$
\begin{equation*}
\langle f, g\rangle_{\nabla}:=\frac{\lambda}{\sigma_{d}} \int_{B^{d}} \nabla f(x) \cdot \nabla g(x) \mathrm{d} x+\frac{1}{\sigma_{d}} \int_{S^{d-1}} f(x) g(x) \mathrm{d} \omega(x), \tag{5.6.1}
\end{equation*}
$$

where $\lambda$ is a fixed positive number and $x \cdot y$ stands for the inner product of vectors $x$ and $y$. Since the positive definiteness of the bilinear form (5.6.1) can be easily verified, it is an inner product and consequently polynomials orthogonal with respect to $\langle f, g\rangle_{\nabla}$ exist. Let $\mathscr{V}_{n}^{d}(\nabla)$ denote the space of orthogonal polynomials of degree $n$ with respect to (5.6.1).

In analogy to (5.2.4), a basis of $\mathscr{V}_{n}^{d}(\nabla)$ can be given in terms of polynomials of the form

$$
\begin{equation*}
Q_{j, v}^{n}(x):=q_{j}\left(2\|x\|^{2}-1\right) Y_{v}^{n-2 j}(x), \quad 0 \leq 2 j \leq n \tag{5.6.2}
\end{equation*}
$$

where $\left\{Y_{v}^{n-2 j}: 0 \leq v \leq a_{n-2 j}^{d}\right\}$, with $a_{m}^{d}:=\operatorname{dim} \mathscr{H}_{m}^{d}$, is an orthonormal basis of $\mathscr{H}_{n-2 j}^{d}$ and $q_{j}$ is a polynomial of degree $j$ in one variable. We need the following lemma.

Lemma 5.6.1 Let $Q_{j, v}^{n}$ be defined as above. Then

$$
\Delta\left[\left(1-\|x\|^{2}\right) Q_{j, v}^{n}(x)\right]=4\left(\mathscr{J}_{\beta} q_{j}\right)\left(2 r^{2}-1\right) Y_{v}^{n-2 j}(x)
$$

where $\Delta$ is the Laplacian operator, $\beta=n-2 j+\frac{d-2}{2}$ and

$$
\left(\mathscr{J}_{\beta} q_{j}\right)(s)=\left(1-s^{2}\right) q_{j}^{\prime \prime}(s)+[\beta-1-(\beta+3) s] q_{j}^{\prime}(s)-(\beta+1) q_{j}(s) .
$$

Proof Using spherical polar coordinates, it follows from (4.1.4) and (4.1.5) that

$$
\begin{aligned}
\Delta\left[\left(1-\|x\|^{2}\right) Q_{j, v}^{n}(x)\right]= & \Delta\left[\left(1-r^{2}\right) q_{j}\left(2 r^{2}-1\right) r^{n-2 j} Y_{v}^{n-2 j}\left(x^{\prime}\right)\right] \\
= & 4 r^{n-2 j}\left[4 r^{2}\left(1-r^{2}\right) q_{j}^{\prime \prime}\left(2 r^{2}-1\right)\right. \\
& +2\left((\beta+1)-(\beta+3) r^{2}\right) q_{j}^{\prime}\left(2 r^{2}-1\right) \\
& \left.-(\beta+1) q_{j}\left(2 r^{2}-1\right)\right] Y_{v}^{n-2 j}\left(x^{\prime}\right)
\end{aligned}
$$

Setting $s \mapsto 2 r^{2}-1$ gives the stated result.

It is interesting that $\lambda$ does not appear in the $Q_{j, v}^{n}$.

Theorem 5.6.2 For $0 \leq j \leq n / 2$, let $\left\{Y_{v}^{n-2 j}: 1 \leq v \leq a_{n-2 j}^{d}\right\}$ be an orthonormal basis of $\mathscr{H}_{n-2 j}^{d}$. Then a mutually orthogonal basis $\left\{Q_{j, v}^{n}: 0 \leq j \leq \frac{n}{2}, 1 \leq v \leq\right.$ $\left.a_{n-2 j}^{d}\right\}$ for $\mathscr{V}_{n}^{d}(\nabla)$ is given by

$$
\begin{align*}
& Q_{0, v}^{n}(x)=Y_{v}^{n}(x), \\
& Q_{j, v}^{n}(x)=\left(1-\|x\|^{2}\right) P_{j-1}^{(1, n-2 j+(d-2) / 2)}\left(2\|x\|^{2}-1\right) Y_{v}^{n-2 j}(x) \tag{5.6.3}
\end{align*}
$$

for $0<j \leq n / 2$. Furthermore, the norms of these polynomials are

$$
\begin{equation*}
\left\langle Q_{0, v}^{n}, Q_{0, v}^{n}\right\rangle_{\nabla}=n \lambda+1, \quad\left\langle Q_{j, v}^{n}, Q_{j, v}^{n}\right\rangle_{\nabla}=\frac{2 j^{2}}{n+\frac{d-2}{2}} \lambda \tag{5.6.4}
\end{equation*}
$$

Proof As in Proposition 5.2.1, we only need to prove the orthogonality. We start with Green's identity

$$
\int_{B^{d}} \nabla f(x) \cdot \nabla g(x) \mathrm{d} x=\int_{S^{d}-1} f(x) \frac{\mathrm{d}}{\mathrm{~d} r} g(x) \mathrm{d} \omega-\int_{B^{d}} f(x) \Delta g(x) \mathrm{d} x,
$$

where $\mathrm{d} / \mathrm{d} r$ is the normal derivative, which coincides with the derivative in the radial direction. The above identity can be used to rewrite the inner product $\langle\cdot, \cdot\rangle_{\nabla}$ as

$$
\langle f, g\rangle_{\nabla}=\frac{1}{\sigma_{d}} \int_{S^{d-1}} f(x)\left[\lambda \frac{\mathrm{d}}{\mathrm{~d} r} g(x)+g(x)\right] \mathrm{d} \omega-\frac{\lambda}{\sigma_{d}} \int_{B^{d}} f(x) \Delta g(x) \mathrm{d} x
$$

First we consider the case $j=0$, that is, the orthogonality of $Q_{0, v}^{n}=Y_{v}^{n}$. Setting $j=0$ in (5.2.4) shows that $Y_{v}^{n}$ is an orthogonal polynomial in $\mathscr{V}_{n}^{d}\left(W_{\mu}^{B}\right)$. Since $\left.Q_{j, v}^{n}(x)\right|_{r=1}=0$,

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} r} Q_{j, v}^{n}(x)\right|_{r=1}=-2 P_{j-1}^{(1, n-2 j+(d-2) / 2)}(1) Y_{v}^{n-2 j}\left(x^{\prime}\right)
$$

and $\Delta Q_{j, v}^{m} \in \Pi_{m-2}^{d}$, it follows from the above expression for $\langle f, g\rangle_{\nabla}$ that, for $m<n, j>0$ and $0 \leq \mu \leq \sigma_{m-2 j}$,

$$
\left\langle Q_{0, v}^{n}, Q_{j, \mu}^{m}\right\rangle_{\nabla}=-2 P_{j-1}^{(1, n-2 j+(d-2) / 2)}(1) \frac{\lambda}{\sigma_{d}} \int_{S^{d-1}} Y_{v}^{n}\left(x^{\prime}\right) Y_{\mu}^{m}\left(x^{\prime}\right) \mathrm{d} \omega\left(x^{\prime}\right)=0 .
$$

Furthermore, using the fact that $\left.(\mathrm{d} / \mathrm{d} r) Y_{v}^{n}(x)\right|_{r=1}=n Y_{v}^{n}\left(x^{\prime}\right)$, the same consideration shows that

$$
\left\langle Q_{0, v}^{n}, Q_{0, v}^{m}\right\rangle_{\nabla}=(\lambda n+1) \frac{1}{\sigma_{d}} \int_{S^{d-1}}\left[Y_{v}^{n}\left(x^{\prime}\right)\right]^{2} \mathrm{~d} \omega\left(x^{\prime}\right) \delta_{n, m}=(\lambda n+1) \delta_{n, m}
$$

Next we consider $Q_{j, v}^{n}$ for $j \geq 1$. In this case $\left.Q_{j, v}^{n}(x)\right|_{r=1}=0$ since it contains the factor $1-\|x\|^{2}$, which is zero on $S^{d-1}$. Consequently, the first term in

$$
\begin{aligned}
\left\langle Q_{j, v}^{n}, Q_{l, \mu}^{m}\right\rangle_{\nabla}= & \frac{1}{\sigma_{d}} \int_{S^{d-1}} Q_{j, v}^{n}\left(x^{\prime}\right)\left(\lambda \frac{\mathrm{d}}{\mathrm{~d} r} Q_{l, \mu}^{m}+Q_{l, \mu}^{m}\right)\left(x^{\prime}\right) \mathrm{d} \omega\left(x^{\prime}\right) \\
& -\frac{\lambda}{\omega_{d}} \int_{B^{d}} Q_{j, v}^{n}(x) \Delta Q_{l, \mu}^{m}(x) \mathrm{d} x
\end{aligned}
$$

is zero. For the second term, we use Lemma 5.6.1 to derive a formula for $\Delta Q_{j, v}^{n}$. The formula in the lemma gives

$$
\Delta Q_{j, v}^{n}(x)=4\left(\mathscr{J}_{\beta} P_{j-1}^{(1, \beta)}\right)\left(2 r^{2}-1\right) Y_{v}^{n-2 j}(x), \quad \beta=n-2 j+\frac{d-2}{2} .
$$

On the other hand, the differential equation satisfied by the Jacobi polynomial becomes, for $P_{j-1}^{(1, \beta)}$,

$$
\left(1-s^{2}\right) y^{\prime \prime}-[1-\beta+(3+\beta) s] y^{\prime}+(j-1)(j+\beta+1) y=0
$$

which implies that $\left(\mathscr{J}_{\beta} P_{j-1}^{(1, \beta)}\right)(s)=-j(j+\beta) P_{j-1}^{(1, \beta)}(s)$. Consequently, denoting by $P_{j, v}^{n}\left(W_{\mu}^{B} ; x\right)$ the polynomials in (5.2.4) without their normalization constant, we obtain

$$
\begin{align*}
\Delta Q_{j, v}^{n}(x) & =-4 j(j+\beta) P_{j-1}^{(1, \beta)}\left(2 r^{2}-1\right) Y_{v}^{n-2 j}(x) \\
& =-4 j\left(n-j+\frac{d-2}{2}\right) P_{j-1, v}^{n-2}\left(W_{1} ; x\right) . \tag{5.6.5}
\end{align*}
$$

Hence, using the fact that $Q_{l, \mu}^{m}(x)=\left(1-\|x\|^{2}\right) P_{l-1, \mu}^{m-2}\left(W_{3 / 2} ; x\right)$, we derive from (5.6.5) that

$$
\begin{aligned}
& \int_{B^{d}} Q_{l, \mu}^{m}(x) \Delta Q_{j, v}^{n}(x) \mathrm{d} x \\
& \quad=-4 j\left(n-j+\frac{d-2}{2}\right) \int_{B^{d}} P_{l-1, \mu}^{m-2}\left(W_{3 / 2} ; x\right) P_{j-1, v}^{n-2}\left(W_{3 / 2} ; x\right)\left(1-\|x\|^{2}\right) \mathrm{d} x \\
& \quad=-4 j\left(n-j+\frac{d-2}{2}\right) \int_{B^{d}}\left[P_{j-1, v}^{n-2}\left(W_{3 / 2} ; x\right)\right]^{2}\left(1-\|x\|^{2}\right) \mathrm{d} x \delta_{n, m} \delta_{j, l} \delta_{v, \mu} .
\end{aligned}
$$

Using the norm of $P_{j, v}^{n}\left(W_{\mu}^{B} ; x\right)$ computed in the proof of Proposition 5.2.1, we can then verify (5.6.4) for $j \geq 1$.

From the explicit form of the basis (5.6.3) it follows that $Q_{j, v}^{n}$ is related to polynomials orthogonal with respect to $W_{3 / 2}(x)=1-\|x\|^{2}$. In fact, we have

$$
Q_{j, v}^{n}(x)=\left(1-\|x\|^{2}\right) P_{j-1, v}^{n-2}\left(W_{3 / 2} ; x\right), \quad j \geq 1
$$

which has already been used in the above proof. An immediate consequence is the following corollary.

Corollary 5.6.3 For $n \geq 1$,

$$
\mathscr{V}_{n}^{d}(\nabla)=\mathscr{H}_{n}^{d} \oplus\left(1-\|x\|^{2}\right) \mathscr{V}_{n-2}^{d}\left(W_{3 / 2}\right)
$$

Recall that the classical orthogonal polynomials in $\mathscr{V}_{n}^{d}\left(W_{\mu}^{B}\right)$ are eigenfunctions of a second-order differential operator $\mathscr{D}_{\mu}$ for $\mu>-\frac{1}{2}$; see (5.2.3). Usng the relation (5.6.5), we can deduce the following result.

Corollary 5.6.4 The polynomials $P$ in $\mathscr{V}_{n}^{d}(\nabla)$ are eigenfunctions of $D_{-1 / 2}$, and

$$
\mathscr{D}_{-1 / 2} P=-(n+d)(n-2) \Delta P \quad \forall P \in \mathscr{V}_{n}^{d}(\nabla) .
$$

### 5.6.2 Sobolev orthogonal polynomials defined via the Laplacian operator

We consider the inner product defined by

$$
\langle f, g\rangle_{\Delta}:=a_{d} \int_{B^{d}} \Delta\left[\left(1-\|x\|^{2}\right) f(x)\right] \Delta\left[\left(1-\|x\|^{2}\right) g(x)\right] \mathrm{d} x
$$

where $a_{d}=\left(4 d \sigma_{d-1}\right)^{-1}$ so that $\langle 1,1\rangle_{\Delta}=1$. To see that it is an inner product, we need to show only that $\langle f, f\rangle_{\Delta}>0$ if $f \neq 0$. However, if $\Delta\left(1-\|x\|^{2}\right) f(x)=0$ then $\left(1-\|x\|^{2}\right) f(x)$ is a solution of the Dirichlet problem with zero boundary condition for the Laplace operator on the unit ball, so that by the uniqueness of the Dirichlet problem $f$ must be the zero function. Let $\mathscr{V}_{n}^{d}(\Delta)$ denote the space of orthogonal polynomials of degree $n$ with respect to (5.6.1).

As in the case of $\langle\cdot, \cdot\rangle$, a basis of $\mathscr{V}_{n}^{d}(\Delta)$ can be given in terms of polynomials of the form

$$
\begin{equation*}
R_{j, v}^{n}(x):=q_{j}\left(2\|x\|^{2}-1\right) Y_{v}^{n-2 j}(x), \quad 0 \leq 2 j \leq n \tag{5.6.6}
\end{equation*}
$$

where $\left\{Y_{v}^{n-2 j}: 0 \leq v \leq a_{n-2 j}^{d}\right\}$, with $a_{m}^{d}:=\operatorname{dim} \mathscr{H}_{m}^{d}$, is an orthonormal basis of $\mathscr{H}_{n-2 j}^{d}$ and $q_{j}$ is a polynomial of degree $j$ in one variable. We need the following lemma, in which $\mathscr{J}_{\beta}$ is defined as in Lemma 5.6.1.

Lemma 5.6.5 Let $\beta>-1$. The polynomials $p_{j}^{\beta}$ defined by

$$
p_{0}^{\beta}(s)=1, \quad p_{j}^{\beta}(s)=(1-s) P_{j-1}^{(2, \beta)}(s), \quad j \geq 1
$$

are orthogonal with respect to the inner product $(f, g)_{\beta}$ defined by

$$
(f, g)_{\beta}:=\int_{-1}^{1}\left(\mathscr{J}_{\beta} f\right)(s)\left(\mathscr{J}_{\beta} g\right)(s)(1+s)^{\beta} \mathrm{d} s, \quad \beta>-1 .
$$

Proof The three-term relation of the Jacobi polynomials gives

$$
(1-s) P_{j-1}^{(2, \beta)}(s)=\frac{2}{2 j+\beta+1}\left[(j+1) P_{j-1}^{(1, \beta)}(s)-j P_{j}^{(1, \beta)}(s)\right]
$$

and the differential equation satisfied by $P_{j-1}^{(1, \beta)}$ is

$$
\left(1-s^{2}\right) y^{\prime \prime}+[-1+\beta-(3+\beta) s] y^{\prime}+(j-1)(j+\beta+1) y=0 .
$$

Using these two facts, we easily deduce that

$$
\begin{aligned}
& \frac{1}{2}(2 j+\beta+1) \mathscr{J}_{\beta}\left[(1-s) P_{j-1}^{(2, \beta)}(s)\right]=(j+1) \mathscr{J}_{\beta} P_{j-1}^{(1, \beta)}(s)-j \mathscr{J}_{\beta} P_{j-1}^{(1, \beta)}(s) \\
& =(j+1)\left([-(j-1)(j+\beta+1)-(\beta+1)] P_{j-1}^{(1, \beta)}(s)\right. \\
& \left.\quad-j[-j(j+\beta+2)-(\beta+1)] P_{j}^{(1, \beta)}(s)\right) \\
& \quad=-j(j+1)\left[(j+\beta) P_{j-1}^{(1, \beta)}(s)-(j+\beta+1) P_{j}^{(1, \beta)}(s)\right] .
\end{aligned}
$$

We need one more formula for the Jacobi polynomials (p. 782, formula (22.7.8) in Abramowitz and Stegun [1970]):

$$
(2 j+\beta+1) P_{j}^{(0, \beta)}(s)=(j+\beta+1) P_{j}^{(1, \beta)}(s)-(j+\beta) P_{j-1}^{(1, \beta)}(s),
$$

which implies immediately that

$$
\mathscr{J}_{\beta}\left[(1-s) P_{j-1}^{(2, \beta)}(s)\right]=2 j(j+1) P_{j}^{(0, \beta)}(s) .
$$

Hence, for $j, j^{\prime} \geq 1$, we conclude that

$$
\begin{aligned}
\left(p_{j}^{\beta}, p_{j^{\prime}}^{\beta}\right)_{\beta} & =\int_{-1}^{1} \mathscr{J}_{\beta}\left[(1-s) P_{j-1}^{(2, \beta)}(s)\right] \mathscr{J}_{\beta}\left[(1-s) P_{j^{\prime}-1}^{(2, \beta)}(s)\right](1+s)^{\beta} \mathrm{d} s \\
& =4 j(j+1) j^{\prime}\left(j^{\prime}+1\right) \int_{-1}^{1} P_{j}^{(0, \beta)}(s) P_{j^{\prime}}^{(0, \beta)}(s)(1+s)^{\beta} \mathrm{d} s=0
\end{aligned}
$$

whenever $j \neq j^{\prime}$. Furthermore, for $j \geq 1$ we have

$$
\left(p_{0}^{\beta}, p_{j}^{\beta}\right)_{\beta}=-2 j(j+1)(\beta+1) \int_{-1}^{1} P_{j}^{(0, \beta)}(s)(1+s)^{\beta} \mathrm{d} s=0
$$

since $\left(\mathscr{J}_{\beta} p_{0}^{\beta}\right)(s)=\left(\mathscr{J}_{\beta} 1\right)(s)=-(\beta+1)$.
Theorem 5.6.6 A mutually orthogonal basis for $\mathscr{V}_{n}^{d}(\Delta)$ is given by

$$
\begin{align*}
& R_{0, v}^{n}(x)=Y_{v}^{n}(x), \\
& R_{j, v}^{n}(x)=\left(1-\|x\|^{2}\right) P_{j-1}^{(2, n-2 j+(d-2) / 2)} Y_{v}^{n-2 j}(x), \quad 1 \leq j \leq \frac{n}{2}, \tag{5.6.7}
\end{align*}
$$

where $\left\{Y_{v}^{n-2 j}: 1 \leq v \leq \sigma_{n-2 j}\right\}$ is an orthonormal basis of $\mathscr{H}_{n-2 j}^{d}$. Furthermore

$$
\begin{equation*}
\left\langle R_{0, v}^{n}, R_{0, v}^{n}\right\rangle_{\Delta}=\frac{2 n+d}{d}, \quad\left\langle R_{j, v}^{n}, R_{j, v}^{n}\right\rangle_{\Delta}=\frac{8 j^{2}(j+1)^{2}}{d\left(n+\frac{d}{2}\right)} . \tag{5.6.8}
\end{equation*}
$$

Proof First we show that $R_{j, v}^{n} \in \mathscr{V}_{n}^{d}(\Delta)$. Let $p_{j}^{\beta}$ be defined as in the previous lemma. Set $q_{j}:=p_{j}^{\beta_{n-2 j}}$ with $\beta_{k}=k+(d-2) / 2$. Using (5.2.2), Lemma 5.6.1 and the orthonormality of $Y_{v}^{n-2 j}$, we obtain

$$
\begin{aligned}
\left\langle R_{j, v}^{n}, R_{j^{\prime}, v^{\prime}}^{\prime^{\prime}}\right\rangle_{\Delta}= & \delta_{v, v^{\prime}} \delta_{n-2 j, n^{\prime}-2 j^{\prime}} \frac{1}{4 d} \int_{0}^{1} r^{d+2(n-2 j)-1} 4^{2} \\
& \left.\times\left(\mathscr{J}_{\beta_{n-2 j}} q_{j}\right)\left(2 r^{2}-1\right)\right]^{2}\left(\mathscr{J}_{\beta_{n^{\prime}-2 j^{\prime}}} q_{j^{\prime}}\right)\left(2 r^{2}-1\right) \mathrm{d} r .
\end{aligned}
$$

The change of variable $r \mapsto \sqrt{\frac{1}{2}(1+s)}$ shows then that

$$
\begin{equation*}
\left\langle R_{j, v}^{n}, R_{j^{\prime}, v^{\prime}}^{n^{\prime}}\right\rangle_{\Delta}=\delta_{v, v^{\prime}} \delta_{n-2 j, n^{\prime}-2 j^{\prime}} \frac{1}{2^{\beta_{n-2 j} d}}\left(q_{j}, q_{j^{\prime}}\right)_{\beta_{n-2 j}}, \tag{5.6.9}
\end{equation*}
$$

which proves the orthogonality by Lemma 5.6.5. To compute the norm of $Q_{0, v}^{n}$ we use the fact that

$$
\Delta\left[\left(1-\|x\|^{2}\right) Y_{v}^{n-2 j}(x)\right]=-2 d Y_{v}^{n}(x)-4\langle x, \nabla\rangle Y_{v}^{n}=-2(d+2 n) Y_{v}^{n}(x)
$$

by Euler's formula on homogeneous polynomials, which shows that

$$
\left\langle Q_{0, v}^{n}, Q_{0, v}^{n}\right\rangle_{\Delta}=\frac{(2 n+d)^{2}}{\omega_{d-1} d} \int_{0}^{1} r^{d-1+2 n} \mathrm{~d} r \int_{S^{d-1}}\left[Y_{v}^{n}(x)\right]^{2} \mathrm{~d} x=\frac{2 n+d}{d} .
$$

Furthermore, using equation (5.6.9), the proof of Lemma 5.6.5 shows that

$$
\begin{aligned}
\left\langle Q_{j, v}^{n}, Q_{j, v}^{n}\right\rangle_{\Delta} & =\frac{1}{2^{\beta_{j}} d}\left(p_{j}, p_{j^{\prime}}\right)_{\beta_{j}} \\
& =\frac{4 j^{2}(j+1)^{2}}{2^{\beta_{j}} d} \int_{-1}^{1}\left[P_{j}^{\left(0, \beta_{j}\right)}(s)\right]^{2}(1+s)^{\beta_{j}} \mathrm{~d} s \\
& =\frac{8 j^{2}(j+1)^{2}}{\left(\beta_{j}+2 j+1\right) d}=\frac{8 j^{2}(j+1)^{2}}{\left(n+\frac{d}{2}\right) d}
\end{aligned}
$$

using the expression for the norm of the Jacobi polynomial.

From the explicit formula for the basis (5.6.7) it follows that $R_{j, v}^{n}$ is related to the polynomials orthogonal with respect to $W_{5 / 2}(x)=\left(1-\|x\|^{2}\right)^{2}$ on $B^{d}$. In fact we have

$$
R_{j, v}^{n}(x)=\left(1-\|x\|^{2}\right) P_{j-1, v}^{n-2}\left(W_{5 / 2} ; x\right), \quad j \geq 1
$$

which leads to the following corollary.

Corollary 5.6.7 For $n \geq 1$,

$$
\mathscr{V}_{n}^{d}(\Delta)=\mathscr{H}_{n}^{d} \oplus\left(1-\|x\|^{2}\right) \mathscr{V}_{n-2}^{d}\left(W_{5 / 2}\right) .
$$

This corollary should be compared with Corollary 5.6.3. The polynomials in $\mathscr{V}_{n}^{d}(\Delta)$, however, are not all eigenfunctions of a second-order differential operator.

### 5.7 Notes

By the classical orthogonal polynomials we mean the polynomials that are orthogonal with respect to the Jacobi weight functions on the cube, ball or simplex in $\mathbb{R}^{d}$, the Laguerre weight function on $\mathbb{R}_{+}^{d}$, and the Hermite weight on $\mathbb{R}^{d}$. These polynomials are among the first that were studied.

The study of the Hermite polynomials of several variables was begun by Hermite. He was followed by many other authors; see Appell and de Fériet [1926] and Chapter XII, Vol. II, of Erdélyi et al. [1953]. Analogues of the Hermite polynomials $W_{H}$ can be defined more generally for the weight function

$$
\begin{equation*}
W(x)=(\operatorname{det} A)^{1 / 2} \pi^{-d / 2} \exp \left(-x^{\mathrm{T}} A x\right) \tag{5.7.1}
\end{equation*}
$$

where $A$ is a positive definite matrix. Since $A$ is positive definite it can be written as $A=B^{\mathrm{T}} B$. Thus the orthogonal polynomials for $W$ in (5.7.1) can be derived from the Hermite polynomials for $W_{H}$ by a change of variables. One interesting result for such generalized Hermite polynomials is that two families of generalized Hermite polynomials, defined with respect to the matrices $A$ and $A^{-1}$, can be biorthogonal.

For the history of the orthogonal polynomials $V_{\alpha}$ and $U_{\alpha}$ on $B^{d}$, we refer to Chapter XII, Vol. II of Erdélyi et al. [1953]. These polynomials were studied in detail in Appell and de Fériet [1926]. They are sometimes used to derive explicit formulae for Fourier expansions. Rosier [1995] used them to study Radon transforms. Orthogonal bases for ridge polynomials were discussed in Xu [2000b], together with a Funk-Hecke type formula for orthogonal polynomials. Compact formulae (5.2.7) for the reproducing kernels were proved in Xu [1999a] and used to study expansion problems. The formula (5.2.8) was proved in Petrushev [1999] in the context of approximation by ridge functions and in Xu [2007] in connection with Radon transforms. The orthogonal polynomials for the unit weight function on $B^{d}$ were used in Maiorov [1999] to study questions related to neural networks.

The orthogonal polynomials $U_{\alpha}$ on $T^{d}$ were defined in Appell and de Fériet [1926] for $d=2$. The polynomials $V_{\alpha}$ on $T^{d}$ are extensions of those for the unit weight function on $T^{d}$ defined in Grundmann and Möller [1978]. The formula (5.3.5) for the reproducing kernel appeared in Xu [1998d]. A product formula for orthogonal polynomials on the simplex was established in Koornwinder and Schwartz [1997]. The orthogonal polynomials on the simplex also appeared in the work of Griffiths [1979], Griffiths and Spanò [2011, 2013] and Rosengren [1998, 1999]. A basis for the orthogonal polynomials on the simplex can be given in terms of Bernstein polynomials, as shown in Farouki, Goodman and Sauer [2003] and Waldron [2006]. Further properties of the Rodrigues formulae on the simplex were given in Aktaş and Xu [2013]. A probability interpretation of these and other related polynomials was given in Griffiths and Spanò [2011].

The orthogonal polynomials defined via symmetric functions were studied in Berens, Schmid and Xu [1995b]. The family of Gaussian cubature formulae based on their common zeros is the first family for all $n$ and in all dimensions to be discovered. The polynomials $E_{\alpha}^{n}(x)$ were studied in Karlin and McGregor [1962, 1975].

The Chebyshev polynomials of type $\mathscr{A}_{d}$ were studied systematically by Beerends [1991]. They are generalizations of the Koornwinder polynomials for $d=2$ and of the partial results in Eier and Lidl [1974, 1982], Dunn and Lidl [1982], Ricci [1978] and Barcry [1984]. We have followed the presentation in Li and Xu [2010], who studied these polynomials from the point of view of tiling and discrete Fourier analysis and also studied their common zeros. It turned out that the set of orthogonal polynomials $\left\{U_{\alpha}:|\alpha|=n\right\}$ of degree $n$ has $\operatorname{dim} \Pi_{n-1}^{d}$ distinct real common zeros in $\triangle^{*}$, so that the Gaussian cubature formulae exist for $W_{1 / 2}$ on $\triangle^{*}$ by Theorem 3.8.4. Gaussian cubature, however, does not exist for $W_{-1 / 2}$. For further results and references, we refer to Beerends [1991] and Li and Xu [2010].

The symmetric orthogonal polynomials associated with $\mathscr{A}_{d}$ are related to the $B C_{n}$-type orthogonal polynomials in several variables; see, for example, Vretare [1984], Beerends and Opdam [1993] and van Diejen [1999]. They are special cases of the Jacobi polynomials for root systems studied in Opdam [1988]. The Chebyshev polynomials in the form of symmetric trigonometric orthogonal polynomials have also been studied recently for compact simple Lie groups; see Nesterenko, Patera, Szajewska and Tereszkiewicz [2010] and Moody and Patera [2011], and the references therein, but only a root system of the $\mathscr{A}_{d}$ type leads to a full basis of algebraic orthogonal polynomials.

For the Sobolev orthogonal polynomials on the unit ball, the orthogonal basis for the inner product $\langle\cdot, \cdot\rangle_{\triangle}$ was constructed in Xu [2006b], in response to a problem in the numerical solution of a Poisson equation on the disk raised by Atkinson and Hansen [2005]. The orthogonal basis for $\langle\cdot, \cdot\rangle_{\nabla}$ was constructed in Xu [2008], in which an orthogonal basis was also constructed for a second inner product defined via the gradient,

$$
\langle f, g\rangle_{\nabla, \mathrm{II}}:=\frac{\lambda}{\sigma_{d}} \int_{B^{d}} \nabla f(x) \cdot \nabla g(x) \mathrm{d} x+f(0) g(0) .
$$

As shown in Corollary 5.6.4, orthogonal polynomials with respect to $\langle\cdot, \cdot\rangle_{\nabla}$ are eigenfunctions of the differential operator $\mathscr{D}_{\mu}$ in the limiting case $\mu=-\frac{1}{2}$. Eigenfunctions of $\mathscr{D}_{\mu}$ for further singular cases, $\mu=-\frac{3}{2},-\frac{5}{2}, \ldots$, were studied in Piñar and Xu [2009].

Despite extensive research into the Sobolev orthogonal polynomials in one variable, study of the Sobolev polynomials in several variables started only recently. We refer to Lee and Littlejohn [2005], Bracciali, Delgado, Fernández, Pérez and Piñar [2010], Aktaş and Xu [2013], and Pérez, Piñar and Xu [2013].

Besides the unit ball, the only other case that has been studied carefully is that of the simplex. Let $\mathscr{D}_{\kappa}$ denote the differential operator on the right-hand side of (5.3.4). Then the orthogonal polynomials in $\mathscr{V}_{n}^{d}\left(W_{\kappa}\right)$ on the simplex are eigenfunctions of $\mathscr{D}_{\kappa}$ for $\kappa_{i}-\frac{1}{2}, 1 \leq i \leq d$. The limiting cases where some, or all, $\kappa_{i}=-1$ are studied in Aktaş and Xu [2013]. In each case a complete basis was found for the differential equation and an inner product of the Sobolev type was constructed such that the eigenfunctions are orthogonal with respect to the inner product.

## 6

## Root Systems and Coxeter Groups

There is a far reaching extension of classical orthogonal polynomials that uses finite reflection groups. This chapter presents the part of the theory needed for our analysis. We refer to the books by Coxeter [1973], Grove and Benson [1985] and Humphreys [1990] for the algebraic structure theorems. We will begin with the orthogonal groups, definitions of reflections and root systems and descriptions of the infinite families of finite reflection groups. A key part of the chapter is the definition and fundamental theorems for the differential-difference (Dunkl) operators.

### 6.1 Introduction and Overview

For $x, y \in \mathbb{R}^{d}$ the inner product is $\langle x, y\rangle=\sum_{j=1}^{d} x_{j} y_{j}$ and the norm is $\|x\|=$ $\langle x, x\rangle^{1 / 2}$. A matrix $w=\left(w_{i j}\right)_{i, j=1}^{d}$ is called orthogonal if $w w^{T}=I_{d}$, where $w^{T}$ denotes the transpose of $w$ and $I_{d}$ is the $d \times d$ identity matrix. Equivalent conditions for orthogonality are the following:

1. $w$ is invertible and $w^{-1}=w^{\mathrm{T}}$;
2. for each $x \in \mathbb{R}^{d},\|x\|=\|x w\|$;
3. for each $x, y \in \mathbb{R}^{d},\langle x, y\rangle=\langle x w, y w\rangle$;
4. the rows of $w$ form an orthonormal basis for $\mathbb{R}^{d}$.

The set of orthogonal matrices is closed under multiplication and inverses (by condition (2), for example) and forms the orthogonal group, denoted $O(d)$. Condition (4) shows that $O(d)$ is a closed bounded subset of all $d \times d$ matrices and hence is a compact group. If $w \in O(d)$ then $\operatorname{det} w= \pm 1$. The subgroup $S O(d)=\{w \in O(d): \operatorname{det} w=1\}$ is called the special orthogonal group.

Definition 6.1.1 The right regular representation of $O(d)$ is the homomorphism $w \mapsto R(w)$ of linear maps of $\Pi^{d}$ to itself (endomorphisms), given by $R(w) p(x)=$ $p(x w)$ for all $x \in \mathbb{R}^{d}, p \in \Pi^{d}$.

Further, $R(w)$ is an automorphism of $\mathscr{P}_{n}^{d}$ for each $n, w \in O(d)$. Note that $R\left(w_{1} w_{2}\right)=R\left(w_{1}\right) R\left(w_{2}\right)$ (by the homomorphism property of $R$ ). The Laplacian $\Delta$ commutes with each $w \in O(d)$, that is, $\Delta(R(w) p)(x)=(\Delta p)(x w)$ for any $x \in \mathbb{R}^{d}$. In the present context the basic tool for constructing orthogonal transformations is the reflection.

Definition 6.1.2 For a nonzero $u \in \mathbb{R}^{d}$, the reflection along $u$, denoted by $\sigma_{u}$, is defined by

$$
x \sigma_{u}=x-2 \frac{\langle x, u\rangle}{\|u\|^{2}} u
$$

Writing $\sigma_{u}=I_{d}-2\left(u u^{\mathrm{T}}\right)^{-1} u^{\mathrm{T}} u$ shows that $\sigma_{u}=\sigma_{u}^{\mathrm{T}}$ and $\sigma_{u} \sigma_{u}=I_{d}$ (note that $u u^{\mathrm{T}}=\|u\|^{2}$ while $u^{\mathrm{T}} u$ is a matrix). The matrix entries of $\sigma_{u}$ are $\left(\sigma_{u}\right)_{i j}=\delta_{i j}-$ $2 u_{i} u_{j} /\|u\|^{2}$. It is clear that $x \sigma_{u}=x$ exactly when $\langle x, u\rangle=0$, that is, the invariant set for $\sigma_{u}$ is the hyperplane $u^{\perp}=\{x:\langle x, u\rangle=0\}$. Also, $u \sigma_{u}=-u$ and any nonzero multiple of $u$ determines the same reflection. Since $\sigma_{u}$ has one eigenvector for the eigenvalue -1 and $d-1$ independent eigenvectors for the eigenvalue +1 (any basis for $u^{\perp}$ ), it follows that $\operatorname{det} \sigma_{u}=-1$.

Proposition 6.1.3 Suppose that $x^{(i)}, y^{(i)} \in \mathbb{R}^{d},\left\|x^{(i)}\right\|^{2}=\left\|y^{(i)}\right\|^{2}=1$ for $i=1,2$, and $\left\langle x^{(1)}, y^{(1)}\right\rangle=\left\langle x^{(2)}, y^{(2)}\right\rangle$; then there is a product $w$ of reflections such that $x^{(1)} w=x^{(2)}$ and $y^{(1)} w=y^{(2)}$.

Proof If $x^{(1)}=x^{(2)}$ then put $y^{(3)}=y^{(1)}$, else let $u=x^{(1)}-x^{(2)} \neq 0$, so that $x^{(1)} \sigma_{u}=x^{(2)}$, and let $y^{(3)}=y^{(1)} \sigma_{u}$. If $y^{(3)}=y^{(2)}$ then the construction is finished. Otherwise, let $v=y^{(3)}-y^{(2)}$; then $y^{(3)} \sigma_{v}=y^{(2)}$ and $x^{(2)} \sigma_{v}=x^{(2)}$ since $\left\langle x^{(2)}, v\right\rangle=$ $\left\langle x^{(2)}, y^{(3)}\right\rangle-\left\langle x^{(2)}, y^{(2)}\right\rangle=\left\langle x^{(1)}, y^{(1)}\right\rangle-\left\langle x^{(2)}, y^{(2)}\right\rangle=0$. One of $\sigma_{u}, \sigma_{v}$ and $\sigma_{u} \sigma_{v}$ is the desired product.

The following is crucial for analyzing groups generated by reflections.
Proposition 6.1.4 Suppose that $u, v$ are linearly independent in $\mathbb{R}^{d}$, and set $\cos \theta=\langle u, v\rangle /(\|u\|\|v\|)$; then $\sigma_{u} \sigma_{v}$ is a plane rotation in $\operatorname{span}\{u, v\}$ through an angle $2 \theta$.

Proof Assume that $\|u\|=\|v\|=1$; thus $\cos \theta=\langle u, v\rangle$ and $\|v-\langle u, v\rangle u\|=\sin \theta$, where $0<\theta<\pi$. Let $v^{\prime}=(\sin \theta)^{-1}(v-\langle u, v\rangle u)$, so that $\left\{u, v^{\prime}\right\}$ is an orthonormal basis for span $\{u, v\}$. With respect to this basis $\sigma_{u}, \sigma_{v}$, and $\sigma_{u} \sigma_{v}$ have the matrix representations

$$
\begin{aligned}
\sigma_{u} & =\left[\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right], \\
\sigma_{v} & =\left[\begin{array}{cc}
-\cos 2 \theta & -\sin 2 \theta \\
-\sin 2 \theta & \cos 2 \theta
\end{array}\right], \\
\sigma_{u} \sigma_{v} & =\left[\begin{array}{cc}
\cos 2 \theta & \sin 2 \theta \\
-\sin 2 \theta & \cos 2 \theta
\end{array}\right],
\end{aligned}
$$

and $\sigma_{u} \sigma_{v}$ is a rotation.
For two nonzero vectors $u, v$, denote $\cos \measuredangle(u, v)=\langle u, v\rangle /(\|u\|\|v\|)$. Consequently, for a given $m=1,2,3, \ldots,\left(\sigma_{u} \sigma_{v}\right)^{m}=I_{d}$ if and only if $\cos \measuredangle(u, v)=$ $\cos (\pi j / m)$ for some integer $j$. Since $\left(\sigma_{u} \sigma_{v}\right)^{-1}=\sigma_{v} \sigma_{u}$ for any two reflections $\sigma_{u}$ and $\sigma_{v}$ we see that $\sigma_{u}$ and $\sigma_{v}$ commute if and only if $\langle u, v\rangle=0$. The conjugate of a reflection is also a reflection:

Lemma 6.1.5 Let $u \in \mathbb{R}^{d}, u \neq 0$, and let $w \in O(d)$; then $w^{-1} \sigma_{u} w=\sigma_{u w}$.
Proof For $x \in \mathbb{R}^{d}$,

$$
x w^{-1} \sigma_{u} w=x-\frac{2\left\langle x w^{-1}, u\right\rangle}{\|u\|^{2}} u w=x-\frac{2\langle x, u w\rangle}{\|u\|^{2}} u w .
$$

### 6.2 Root Systems

The idea of a root system seems very simple, yet in fact it is a remarkably deep concept, with many ramifications in algebra and analysis.

Definition 6.2.1 A root system is a finite set $R$ of nonzero vectors in $\mathbb{R}^{d}$ such that $u, v \in R$ implies that $u \sigma_{v} \in R$. If, additionally, $u, v \in R$ and $v=c u$ for some scalar $c \in \mathbb{R}$ implies that $c= \pm 1$ then $R$ is said to be reduced.

Clearly $u \in R$ implies that $-u=u \sigma_{u} \in R$ for any root system. The set $\left\{u^{\perp}: u \in R\right\}$ is a finite set of hyperplanes; thus there exists $u_{0} \in \mathbb{R}^{d}$ such that $\left\langle u, u_{0}\right\rangle \neq 0$ for all $u \in R$. With respect to $u_{0}$ define the set of positive roots

$$
R_{+}=\left\{u \in R:\left\langle u, u_{0}\right\rangle>0\right\},
$$

so that $R=R_{+} \cup\left(-R_{+}\right)$.
Definition 6.2.2 The Coxeter group $W=W(R)$ generated by the root system $R$ is the subgroup of $O(d)$ generated by $\left\{\sigma_{u}: u \in R\right\}$.

Note that for the purpose of studying the group $W$ one can replace $R$ by a reduced root system (for example $\{u /\|u\|: u \in R\}$ ). There is a very useful polynomial associated with $R$.

Definition 6.2.3 For any reduced root system $R$, the discriminant, or alternating polynomial, is given by

$$
a_{R}(x)=\prod_{u \in R_{+}}\langle x, u\rangle .
$$

Theorem 6.2.4 For $v \in R$ and $w \in W(R)$,

$$
a_{R}\left(x \sigma_{v}\right)=-a_{R}(x) \quad \text { and } \quad a_{R}(x w)=\operatorname{det} w a_{R}(x) .
$$

Proof Assume that $v \in R_{+}$; by definition $R_{+} \backslash\{v\}$ is a disjoint union $E_{1} \cup E_{2}$, where $E_{1}=\left\{u \in R_{+}: u \sigma_{v}=u\right\}$ and $u \in E_{2}$ implies that $u \sigma_{v}=c_{u} u^{\prime}$ for some $u^{\prime} \in$ $E_{2}$ and $u^{\prime} \neq u$ and $c_{u}= \pm 1$. Thus $u^{\prime} \sigma_{v}=c_{u} u$ and so $\langle x, u\rangle\left\langle x, u^{\prime}\right\rangle$ is invariant under $\sigma_{v}$ (note that $\left\langle x \sigma_{v}, u\right\rangle=\left\langle x, u \sigma_{v}\right\rangle$ because $\sigma_{v}^{\mathrm{T}}=\sigma_{v}$ ). Then $a_{R}\left(x \sigma_{v}\right)=\langle x,-v\rangle \pi_{1} \pi_{2}$, where $\pi_{1}=\prod_{u \in E_{1}}\langle x, u\rangle$ and $\pi_{2}=\prod_{u \in E_{2}}\left\langle x, u \sigma_{v}\right\rangle$. The second product is a permutation having an even number of sign changes of $\prod_{u \in E_{2}}\langle x, u\rangle$. This shows that $a_{R}\left(x \sigma_{v}\right)=-a_{R}(x)$. Let $w=\sigma_{u_{1}} \sigma_{u_{2}} \cdots \sigma_{u_{n}}$ be a product of $n$ reflections, where $u_{1}, \ldots, u_{n} \in R_{+}$; then $a_{R}(x w)=(-1)^{n} a_{R}(x)$. Obviously det $w=(-1)^{n}$.

There is an amusing connection with harmonic polynomials: a product $\prod_{\nu \in E}\langle x, v\rangle$ is harmonic exactly when the elements of $E$ are nonzero multiples of some system $R_{+}$of positive roots.

Lemma 6.2.5 Suppose that $u$ is a nonzero vector in $\mathbb{R}^{d}$ and $p(x)$ is a polynomial such that $p\left(x \sigma_{u}\right)=-p(x)$ for all $x \in \mathbb{R}^{d}$; then $p(x)$ is divisible by $\langle x, u\rangle$.

Proof The divisibility property is invariant under $O(d)$, so one can assume that $u=(1,0, \ldots, 0)$. Any polynomial $p$ can be written as $\sum_{j=0}^{n} x_{1}^{j} p_{j}\left(x_{2}, \ldots, x_{d}\right)$; then $p\left(x \sigma_{u}\right)=\sum_{j=0}^{n}\left(-x_{1}\right)^{j} p_{j}\left(x_{2}, \ldots, x_{d}\right)$. Thus $p\left(x \sigma_{u}\right)=-p(x)$ implies that $p_{j}=0$ unless $j$ is odd.

Theorem 6.2.6 Suppose $E$ is a finite set of nonzero vectors in $\mathbb{R}^{d}$; then $\Delta \prod_{v \in E}\langle x, v\rangle=0$ if and only if there are scalars $c_{v}, v \in E$ such that $\left\{c_{v} v: v \in E\right\}$ $=R_{+}$for some reduced root system and such that no vector in $E$ is a scalar multiple of another vector in $E$.

Proof First we show $\Delta a_{R}=0$ for any reduced root system. The polynomial $p=$ $\Delta a_{R}$ satisfies $p\left(x \sigma_{u}\right)=-p(x)$ for any $u \in R_{+}$because $\Delta$ commutes with $R\left(\sigma_{u}\right)$. By Lemma 6.2.5 $p(x)$ is divisible by $\langle x, u\rangle$, but $\operatorname{deg} p \leq \operatorname{deg} a_{R}-2$ and thus $p=0$.

Now suppose that $\Delta p=0$ for $p(x)=\prod_{v \in E}\langle x, v\rangle$, for a set $E$. Assume that $\|v\|=1$ for every $v \in E$. Let $u$ be an arbitrary element of $E$. Without loss of generality assume that $u=(1,0, \ldots, 0)$ and expand $p(x)$ as $\sum_{j=0}^{n} x_{1}^{j} p_{j}\left(x_{2}, \ldots, x_{d}\right)$ for some $n$. Then $\Delta p(x)=\sum_{j=0}^{n} x_{1}^{j}\left[\Delta p_{j}+(j+2)(j+1) p_{j+2}\right]$. Since $p$ is a multiple of $\langle x, u\rangle, p_{0}=0$. This implies that $p_{2 j}=0$ for each $j=0,1,2, \ldots$ and thus that
$p(x) /\langle x, u\rangle$ is even in $x_{1}$. Further, $p_{1} \neq 0$ or else $p=0$; thus $x_{1}=\langle x, u\rangle$ is not a repeated factor of $p$. The product $\Pi\{\langle x, v\rangle: v \in E, v \neq u\}$ is invariant under $\sigma_{u}$. This shows that the set $\left\{v \sigma_{u}: v \in E\right\}$ has the same elements as $\{ \pm v: v \in E\}$ up to multiplication of each by $\pm 1$. Hence $E \cup(-E)$ satisfies the definition of a root system.

Theorem 6.2.7 For any root system $R$, the group $W(R)$ is finite; if also $R$ is reduced then the set of reflections contained in $W(R)$ is exactly $\left\{\sigma_{u}: u \in R_{+}\right\}$.

Proof Let $E=\operatorname{span}(R)$ have dimension $r$, so that $W$ can be considered as a subgroup of $O(r)$ and every element of $E^{\perp}$ is invariant under $W$. The definition of a root system shows that $u w \in R$ for every $u \in R$ and $w \in W$. Since $R$ contains a basis for $E$, this shows that any basis element $v$ of $E$ has a finite orbit $\{v w: w \in W\}$, hence $W$ is finite. If $w=\sigma_{v} \in W$ is a reflection then $\operatorname{det} w=-1$ and so $a_{R}(x w)=-a_{R}(x)$. By Lemma 6.2.5, $a_{R}(x)$ is divisible by $\langle x, v\rangle$. But linear factors are irreducible and the unique factorization theorem shows that some multiple of $v$ is an element of $R$.

Groups of the type $W(R)$ are called finite reflection groups or Coxeter groups. The dimension of $\operatorname{span}(R)$ is called the rank of $R$. If $R$ can be expressed as a disjoint union of non-empty sets $R_{1} \cup R_{2}$ with $\langle u, v\rangle=0$ for every $u \in R_{1}, v \in R_{2}$ then each $R_{i}(i=1,2)$ is itself a root system and $W(R)=W\left(R_{1}\right) \times W\left(R_{2}\right)$, a direct product. Further, $W\left(R_{1}\right)$ and $W\left(R_{2}\right)$ act on the orthogonal subspaces $\operatorname{span}\left(R_{1}\right)$ and $\operatorname{span}\left(R_{2}\right)$, respectively. In this case the root system $R$ and the reflection group $W(R)$ are called decomposable. Otherwise the system and group are indecomposable on irreducible. There is a complete classification of indecomposable finite reflection groups. Some more concepts are now needed for the discussion.

Assume that the rank of $R$ is $d$, that is, $\operatorname{span}(R)=\mathbb{R}^{d}$. The set of hyperplanes $H=\left\{v^{\perp}: v \in R_{+}\right\}$divides $\mathbb{R}^{d}$ into connected open components called chambers. A theorem states that the order of the group equals the number of chambers. Recall that the positive roots are defined in terms of some vector $u_{0} \in \mathbb{R}^{d}$. The connected component of the complement of $H$ which contains $u_{0}$ is called the fundamental chamber. The roots corresponding to the bounding hyperplanes of this chamber are called simple roots, and they form a basis of $\mathbb{R}^{d}$. The ("simple") reflections corresponding to the simple roots are denoted $s_{i}, i=1, \ldots, d$. Let $m_{i j}$ be the order of $s_{i} s_{j}$ (clearly $m_{i i}=1$ and $m_{i j}=2$ if and only if $s_{i} s_{j}=s_{i} s_{j}$, for $i \neq j$ ). The following is the fundamental theorem in this topic, proved by H. S. M. Coxeter; see Coxeter and Moser [1965, p. 122].

Theorem 6.2.8 The group $W(R)$ is isomorphic to the abstract group generated by $\left\{s_{i}: 1 \leq i \leq d\right\}$ subject to the relations $\left(s_{i} s_{j}\right)^{m_{i j}}=1$.

The Coxeter diagram is a graphical way of displaying the above relations: it is a graph with $d$ nodes corresponding to simple reflections; nodes $i$ and $j$ are joined with an edge when $m_{i j}>2$; an edge is labeled by $m_{i j}$ when $m_{i j}>3$. The root system is indecomposable if and only if the Coxeter diagram is connected. We proceed to the description of the infinite families of indecomposable root systems and two exceptional cases. The systems are named by a letter and a subscript indicating the rank. It is convenient to introduce the standard basis vectors $\varepsilon_{i}=$ $(0, \ldots, 0, \stackrel{i}{1}, 0, \ldots, 0)$ for $\mathbb{R}^{d}, 1 \leq i \leq d$; the superscript $i$ above the element ' l ' indicates that it occurs in the $i$ th position.

### 6.2.1 Type $A_{d-1}$

For a type $A_{d-1}$ system, the roots are given by $R=\left\{v_{(i, j)}=\varepsilon_{i}-\varepsilon_{j}: i \neq j\right\} \subset$ $\mathbb{R}^{d}$. The span is exactly $(1,1, \ldots, 1)^{\perp}$ and thus the rank is $d-1$. The reflection $\sigma_{i j}=\sigma_{v_{(i, j)}}$ interchanges the components $x_{i}$ and $x_{j}$ of each $x \in \mathbb{R}^{d}$ and is called a transposition, often denoted by $(i, j)$. Thus $W(R)$ is exactly the symmetric or permutation group $S_{d}$ on $d$ objects. Choose $u_{0}=(d, d-1, \ldots, 1)$; then $R_{+}=\left\{v_{(i, j)}=\varepsilon_{i}-\varepsilon_{j}: i>j\right\}$ and the simple roots are $\left\{\varepsilon_{i}-\varepsilon_{i+1}: 1 \leq i \leq d-1\right\}$. The corresponding reflections are the adjacent transpositions $(i, i+1)$. The general fact about reflection groups, that simple reflections generate $W(R)$, specializes to the well-known statement that adjacent transpositions generate the symmetric group. Since $(i, i+1)(i+1, i+2)$ is a permutation of period 3, the structure constants satisfy $m_{i, i+1}=3$ and $m_{i j}<3$ otherwise. The Coxeter diagram is


It is clear that for any two roots $u, v$ there is a permutation $w \in W(R)$ such that $u w=v$; hence any two reflections are conjugate in the group, $w^{-1} \sigma_{u} w=\sigma_{u w}$. The alternating polynomial is

$$
a_{R}(x)=\prod_{u \in R_{+}}\langle x, u\rangle=\prod_{1 \leq i<j \leq d}\left(x_{i}-x_{j}\right) .
$$

The fundamental chamber is $\left\{x: x_{1}>x_{2}>\cdots>x_{d}\right\}$; if desired, the chambers can be restricted to $\operatorname{span}(R)=\left\{x: \sum_{i=1}^{d} x_{i}=0\right\}$.

### 6.2.2 Type $B_{d}$

The root system for a type $B_{d}$ system is $R=\left\{v_{(i, j)}=\varepsilon_{i}-\varepsilon_{j}: i \neq j\right\} \cup\left\{u_{(i, j)}=\right.$ $\left.\operatorname{sign}(j-i)\left(\varepsilon_{i}+\varepsilon_{j}\right): i \neq j\right\} \cup\left\{ \pm \varepsilon_{i}\right\}$. The reflections corresponding to the three different sets of roots are

$$
\begin{aligned}
x \sigma_{i j} & =\left(x_{1}, \ldots, x_{j}^{i}, \ldots, x_{i}, \ldots\right), \\
x \tau_{i j} & =\left(x_{1}, \ldots,-i_{j}^{i}, \ldots,-x_{i}, \ldots\right), \\
x \sigma_{i} & =\left(x_{1}, \ldots,-x_{i}, \ldots\right),
\end{aligned}
$$

for $v_{(i, j)}, u_{(i, j)}$ and $\varepsilon_{i}$ respectively. The group $W(R)$ is denoted $W_{d}$; it is the full symmetry group of the hyperoctahedron $\left\{ \pm \varepsilon_{1}, \pm \varepsilon_{2}, \ldots, \pm \varepsilon_{d}\right\} \subset \mathbb{R}^{d}$ (also of the hypercube) and is thus called the hyperoctahedral group. Its elements are exactly the $d \times d$ permutation matrices with entries $\pm 1$ (that is, each row and each column has exactly one nonzero element $\pm 1$ ). With the same $u_{0}=$ $(d, d-1, \ldots, 1)$ as in the previous subsection, the positive root system is $R_{+}=$ $\left\{\varepsilon_{i}-\varepsilon_{j}, \varepsilon_{i}+\varepsilon_{j}: i<j\right\} \cup\left\{\varepsilon_{i}: 1 \leq i \leq d\right\}$ and the simple roots are to be found in $\left\{\varepsilon_{i}-\varepsilon_{i+1}: i<d\right\} \cup\left\{\varepsilon_{d}\right\}$. The order of $\sigma_{d-1, d} \sigma_{d}$ is 4 . The Coxeter diagram is


This group has two conjugacy classes of reflections, $\left\{\sigma_{i j}, \tau_{i j}: i<j\right\}$ and $\left\{\sigma_{i}\right.$ : $1 \leq i \leq d\}$. The alternating polynomial is

$$
a_{R}(x)=\prod_{i=1}^{d} x_{i} \prod_{1 \leq i<j \leq d}\left(x_{i}^{2}-x_{j}^{2}\right) .
$$

The fundamental chamber is $\left\{x: x_{1}>x_{2}>\cdots>x_{d}>0\right\}$.

### 6.2.3 Type $I_{2}(\mathrm{~m})$

The type $I_{2}(m)$ systems are dihedral and correspond to symmetry groups of regular $m$-gons in $\mathbb{R}^{2}$ for $m \geq 3$. Using a complex coordinate system $z=x_{1}+\mathrm{i} x_{2}$ and $\bar{z}=x_{1}-\mathrm{i} x_{2}$, a rotation through the angle $\theta$ can be expressed as $z \mapsto z e^{\mathrm{i} \theta}$, and the reflection along $(\sin \phi,-\cos \phi)$ is $z \mapsto \bar{z} \mathrm{e}^{2 \mathrm{i} \phi}$. Now let $\omega=\mathrm{e}^{2 \pi \mathrm{i} / m}$; then the reflection along

$$
v_{(j)}=\left(\sin \frac{\pi j}{m},-\cos \frac{\pi j}{m}\right)
$$

corresponds to $\sigma_{j}: z \mapsto \bar{z} \omega^{j}$ for $1 \leq j \leq 2 m$; note that $v_{(m+j)}=-v_{(j)}$. Choose

$$
u_{0}=\left(\cos \frac{\pi}{2 m}, \sin \frac{\pi}{2 m}\right)
$$

then the positive roots are $\left\{v_{(j)}: 1 \leq j \leq m\right\}$ and the simple roots are $v_{(1)}, v_{(m)}$. Then $\sigma_{m} \sigma_{1}$ maps $z$ to $z \omega$ and has period $m$. The Coxeter diagram is $\circ \stackrel{m}{\circ}$. A simple calculation shows that $\sigma_{j} \sigma_{n} \sigma_{j}=\sigma_{2 j-n}$ for any $n, j$; thus there are two conjugacy classes of reflections $\left\{\sigma_{2 i}\right\},\left\{\sigma_{2 i+1}\right\}$ when $m$ is even but only one class when $m$ is odd. There are three special cases for $m: I_{2}(3)$ is isomorphic to $A_{2}$;
$I_{2}(4)=B_{2}$; and $I_{2}(6)$ is called $G_{2}$ in the context of Weyl groups. To compute the alternating polynomial, note that

$$
x_{1} \sin \frac{\pi j}{m}-x_{2} \cos \frac{\pi j}{m}=\frac{1}{2}\left[\exp \left(\mathrm{i} \pi\left(\frac{1}{2}-\frac{j}{m}\right)\right)\right]\left(z-\bar{z} \omega^{j}\right)
$$

for each $j=1, \ldots, m$; thus

$$
a_{R}(x)=2^{-m \mathrm{i}^{-1}}\left(z^{m}-\bar{z}^{m}\right)
$$

The fundamental chamber is $\{(r \cos \theta, r \sin \theta): r>0,0<\theta<\pi / m\}$.

### 6.2.4 Type $D_{d}$

For our purposes, the type $D_{d}$ system can be considered as a special case of the system for type $B_{d}, d \geq 4$. The root system is a subset of that for $B_{d}$, namely $R=\left\{\varepsilon_{i}-\varepsilon_{j}: i \neq j\right\} \cup\left\{\operatorname{sign}(j-i)\left(\varepsilon_{i}+\varepsilon_{j}\right): i \neq j\right\}$. The associated group is the subgroup of $W_{d}$ of elements with an even number of sign changes (equivalently, the subgroup fixing the polynomial $\prod_{j=1}^{d} x_{j}$ ). The simple roots are $\left\{\varepsilon_{i}-\varepsilon_{i+1}: i<d\right\} \cup\left\{\varepsilon_{d-1}+\varepsilon_{d}\right\}$ and the Coxeter diagram is


The alternating polynomial is

$$
a_{R}(x)=\prod_{1 \leq i<j \leq d}\left(x_{i}^{2}-x_{j}^{2}\right)
$$

and the fundamental chamber is $\left\{x: x_{1}>x_{2}>\cdots>\left|x_{d}\right|>0\right\}$.

### 6.2.5 Type $\mathrm{H}_{3}$

The type $H_{3}$ system generates the symmetry group of the regular dodecahedron and of the regular icosahedron. The algebraic number (the "golden ratio") $\tau=\frac{1}{2}(1+\sqrt{5})$, which satisfies $\tau^{2}=\tau+1$, is crucial here. Note that $\tau^{-1}=$ $\tau-1=\frac{1}{2}(\sqrt{5}-1)$. For the choice $u_{0}=(3,2 \tau, \tau)$ the positive root system is $R_{+}=\left\{(2,0,0),(0,2,0),(0,0,2),\left(\tau, \pm \tau^{-1}, \pm 1\right),\left( \pm 1, \tau, \pm \tau^{-1}\right),\left(\tau^{-1}, \pm 1, \tau\right)\right.$, $\left.\left(-\tau^{-1}, 1, \tau\right),\left(\tau^{-1}, 1,-\tau\right)\right\}$, where the choices of signs in $\pm$ are independent of each other. The full root system $R=R_{+} \cup\left(-R_{+}\right)$is called the icosidodecahedron as a configuration in $\mathbb{R}^{3}$. Thus there are 15 reflections in the group $W(R)$. It is the symmetry group of the icosahedron $Q_{12}=\{(0, \pm \tau, \pm 1),( \pm 1,0, \pm \tau),( \pm \tau, \pm 1,0)\}$ (which has 12 vertices and 20 triangular faces) and of the dodecahedron $Q_{20}=\left\{\left(0, \pm \tau^{-1}, \pm \tau\right)\right.$, $\left.\left( \pm \tau, 0, \pm \tau^{-1}\right),\left( \pm \tau^{-1}, \pm \tau, 0\right),( \pm 1, \pm 1, \pm 1)\right\}$ (which has 20 vertices and 12 pentagonal faces); see Coxeter [1973] for the details.

To understand the geometry of this group, consider the spherical Coxeter complex of $R$, namely the great circles on the unit sphere which are intersections
with the planes $\left\{v^{\perp}: v \in R_{+}\right\}$. There are fivefold intersections at the vertices of the icosahedron (so the subgroup of $W(R)$ fixing such a vertex, the so-called stabilizer, is of the type $I_{2}(5)$ ), and there are threefold intersections at the vertices of the dodecahedron (with stabilizer group $I_{2}(3)$ ). The fundamental chamber meets the sphere in a spherical triangle with vertices at $(\tau+2)^{-1 / 2}(\tau, 1,0)$, $3^{-1 / 2}(1,1,1), 2^{-1}\left(1, \tau, \tau^{-1}\right)$ and the simple roots are $v_{1}=\left(\tau,-\tau^{-1},-1\right), v_{2}=$ $\left(-1, \tau,-\tau^{-1}\right)$ and $v_{3}=\left(\tau^{-1},-1, \tau\right)$. The angles between the simple roots are calculated as $\cos \measuredangle\left(v_{1}, v_{2}\right)=-\frac{1}{2}=\cos \frac{2}{3} \pi, \cos \measuredangle\left(v_{1}, v_{3}\right)=0, \cos \measuredangle\left(v_{2}, v_{3}\right)=-\frac{1}{2} \tau=$ $\cos \frac{4}{5} \pi$. Thus the Coxeter diagram is $0 — \longrightarrow_{0}^{5}$. The alternating polynomial can be expanded, by computer algebra for instance, but we do not need to write it down here.

### 6.2.6 Type $F_{4}$

For a type $F_{4}$ system the Coxeter diagram is $W_{4}$ as a subgroup (of index 3). One conjugacy class of roots consists of $R_{1}=$ $\left\{\varepsilon_{i}-\varepsilon_{j}: i \neq j\right\} \cup\left\{\operatorname{sign}(j-i)\left(\varepsilon_{i}+\varepsilon_{j}\right): i \neq j\right\}$ and the other class is $R_{2}=\left\{ \pm 2 \varepsilon_{i}\right.$ : $1 \leq i \leq 4\} \cup\left\{ \pm \varepsilon_{1} \pm \varepsilon_{2} \pm \varepsilon_{3} \pm \varepsilon_{4}\right\}$. Then $R=R_{1} \cup R_{2}$ and there are 24 positive roots. With the orthogonal coordinates $y_{1}=\left(-x_{1}+x_{2}\right) / \sqrt{2}, y_{2}=\left(x_{1}+x_{2}\right) / \sqrt{2}$, $y_{3}=\left(-x_{3}+x_{4}\right) / \sqrt{2}, y_{4}=\left(x_{3}+x_{4}\right) / \sqrt{2}$, the alternating polynomial is

$$
a_{R}(x)=2^{6} \prod_{1 \leq i<j \leq 4}\left(x_{i}^{2}-x_{j}^{2}\right)\left(y_{i}^{2}-y_{j}^{2}\right)
$$

### 6.2.7 Other types

There is a four-dimensional version of the icosahedron corresponding to the root system $H_{4}$, with diagram 600 cell (Coxeter [1973]) and was called the hecatonicosahedroidal group by Grove [1974]. In addition there are the exceptional Weyl groups $E_{6}, E_{7}, E_{8}$, but they will not be studied in this book.

### 6.2.8 Miscellaneous results

For any root system, the subgroup generated by a subset of simple reflections (the result of deleting one or more nodes from the Coxeter diagram) is called a parabolic subgroup of $W(R)$. For example, the parabolic subgroups of the type $A_{d-1}$ diagram are Young subgroups, with $S_{m} \times S_{d-m}$ maximal for each $d$ with $1 \leq m \leq d$. Removing one interior node from the $B_{d}$ diagram results in a subgroup of the form $S_{m} \times W_{d-m}$.

As mentioned before, the number of chambers of the Coxeter complex (the complement of $\left\{v^{\perp}: v \in R_{+}\right\}$) equals the order of the group $W(R)$. For each
chamber $C$ there is a unique $w \in W(R)$ such that $C_{0} w=C$, where $C_{0}$ is the fundamental chamber. Thus for each $v \in R$ there exists $w \in W(R)$ such that $v w$ is a simple root, assuming that $R$ is reduced, and so each $\sigma_{v}$ is conjugate to a simple reflection. (Any chamber could be chosen as the fundamental chamber and its walls would then determine a set of simple roots.) It is also true that the positive roots when expressed as linear combinations of the simple roots (recall that they form a basis for span $(R)$ ) have all coefficients nonnegative.

The number of conjugacy classes of reflections equals the number $c$ of connected components of the Coxeter diagram after all edges with an even label have been removed. Also, the quotient $G=W / W^{\prime}$ of $W$ by the commutator subgroup $W^{\prime}$, that is, the maximal abelian image, is $\mathbb{Z}_{2}^{c}$. The argument is easy: $G$ is the group subject to the same relations but now with commuting generators. Denote these generators by $s_{1}^{\prime}, s_{2}^{\prime}, \ldots$, so that $\left(s_{i}^{\prime}\right)^{2}=1$ and $G$ is a direct product of $\mathbb{Z}_{2}$ factors. Consider two reflections $s_{1}, s_{2}$ linked by an edge with an odd label $2 m+1$ (recall that the label " 3 " is to be understood when no label is indicated); this means that $\left(s_{1} s_{2}\right)^{2 m+1}=1$ and thus $s_{2}=w^{-1} s_{1} w$ with $w=\left(s_{2} s_{1}\right)^{m}$; also $\left(s_{1}^{\prime}\right)^{2 m+1}\left(s_{2}^{\prime}\right)^{2 m+1}=$ $s_{1}^{\prime} s_{2}^{\prime}=1$. This implies that $s_{1}^{\prime}=s_{2}^{\prime}$ and thus that $s_{1}, s_{2}$ are conjugate in $W$. Relations of the form $\left(s_{2} s_{3}\right)^{2 m}=1$ have no effect on $s_{2}^{\prime}, s_{3}^{\prime}$. Thus simple reflections in different parts of the modified diagram have different images in $G$ and cannot be conjugate in $W$. By the above remarks it suffices to consider the conjugacy classes of simple reflections.

There is a length function on $W(R)$ : for any $w$ in the group it equals both the number of factors in the shortest product $w=s_{i_{1}} s_{i_{2}} \cdots s_{i_{m}}$ in terms of simple reflections and the number of positive roots made negative by $w$, that is, $\left|R_{+} w \cap\left(-R_{+}\right)\right|$. For the group $S_{d}$ it is the number of adjacent transpositions required to express a permutation; it is also the number of inversions in a permutation considered as a listing of the numbers $1,2, \ldots, d$. For example, the permutation $(4,1,3,2)$ has length $3+0+1+0=4$ (the first entry is larger than the three following entries, and so on), and $(1,2,3,4),(4,3,2,1)$ have lengths 0 and 6 respectively.

### 6.3 Invariant Polynomials

Any subgroup of $O(d)$ has representations on the spaces of homogeneous polynomials $\mathscr{P}_{n}^{d}$ of any given degree $n$. These representations are defined as $w \mapsto R(w)$ where $R(w) p(x)=p(x w)$; sometimes this equation is written as $w p(x)$, when there is no danger of confusion. The effect on the gradient is as follows: let $\nabla p(x)$ denote the row vector $\left(\partial p / \partial x_{1} \quad \cdots \quad \partial p / \partial x_{d}\right)$; then

$$
\nabla[R(w) p](x)=\left(\begin{array}{lll}
\frac{\partial p(x w)}{\partial x_{1}} & \ldots & \frac{\partial p(x w)}{\partial x_{d}}
\end{array}\right) w^{\mathrm{T}}=R(w) \nabla p(x) w^{\mathrm{T}} .
$$

Definition 6.3.1 For a finite subgroup $W$ of $O(d)$, let $\Pi^{W}$ denote the space of $W$-invariant polynomials $\left\{p \in \Pi^{d}: R(w) p=p\right.$ for all $\left.w \in W\right\}$ and set $\mathscr{P}_{n}^{W}=\mathscr{P}_{n}^{d} \cap \Pi^{W}$, the space of invariant homogeneous polynomials of degree $n=0,1,2, \ldots$

There is an obvious projection onto the space of invariants:

$$
\pi_{w} p=\frac{1}{|W|} \sum_{w \in W} R(w) p
$$

When $W$ is a finite reflection group, $\Pi^{W}$ has a uniquely elegant structure; there is a set of algebraically independent homogeneous generators whose degrees are fundamental constants associated with $W$. The following statement is known as Chevalley's theorem.

Theorem 6.3.2 Suppose that $R$ is a root system in $\mathbb{R}^{d}$ and that $W=W(R)$; then there exist d algebraically independent $W$-invariant homogeneous polynomials $\left\{q_{j}: 1 \leq j \leq d\right\}$ of degrees $n_{j}$, such that $\Pi^{W}$ is the ring of polynomials generated by $\left\{q_{j}\right\},|W|=n_{1} n_{2} \cdots n_{d}$ and the number of reflections in $W$ is $\sum_{j=1}^{d}\left(n_{j}-1\right)$.

Corollary 6.3.3 The Poincaré series for $W$ has the factorization

$$
\sum_{n=0}^{\infty}\left(\operatorname{dim} \mathscr{P}_{n}^{W}\right) t^{n}=\prod_{j=1}^{d}\left(1-t^{n_{j}}\right)^{-1}
$$

Proof The algebraic independence means that the set of homogeneous polynomials $\left\{q_{1}^{m_{1}} q_{2}^{m_{2}} \cdots q_{d}^{m_{d}}: \sum_{j=1}^{d} n_{j} m_{j}=k\right\}$ is linearly independent for any $k=0,1,2, \ldots$; thus it is a basis for $\mathscr{P}_{k}^{W}$. The cardinality of the set equals the coefficient of $t^{k}$ in the product.

It suffices to study the invariants of indecomposable root systems; note that if dimspan $(R)=m<d$ then the orthogonal complement of the span provides $d-m$ invariants (the coordinate functions) of degree 1 . When the rank of $R$ is $d$ and $R$ is indecomposable, the group $W(R)$ is irreducibly represented on $\mathbb{R}^{d}$; this is called the reflection representation. The numbers $\left\{n_{j}: 1 \leq j \leq d\right\}$ are called the fundamental degrees of $W(R)$ in this situation. The coefficient of $t^{k}$ in the product $\prod_{j=1}^{d}\left[1+\left(n_{j}-1\right) t\right]$ is the number of elements of $W(R)$ whose fixed-point set is of codimension $k$ (according to a theorem of Shephard and Todd [1954]).

Lemma 6.3.4 If the rank of a root system $R$ is $d$ then the lowest degree of a nonconstant invariant polynomial is 2 , and if $R$ is indecomposable then there are no proper invariant subspaces of $\mathbb{R}^{d}$.

Proof Identify $\mathbb{R}^{d}$ with $\mathscr{P}_{1}^{d}$, and suppose that $E$ is an invariant subspace. Any polynomial in $E$ has the form $p(x)=\langle x, u\rangle$ for some $u \in \mathbb{R}^{d}$. By assumption
$R\left(\sigma_{v}\right) p(x)=\left\langle x \sigma_{v}, u\right\rangle=\left\langle x, u \sigma_{v}\right\rangle \in E$ for any $v \in R$; thus $p(x)-R\left(\sigma_{v}\right) p(x)=$ $\left\langle x, u-u \sigma_{v}\right\rangle \in E$ and $\left\langle x, u-u \sigma_{v}\right\rangle=2\langle x, v\rangle\langle u, v\rangle /\|v\|^{2}$. If $p$ is $W$-invariant then this implies that $\langle u, v\rangle=0$ for all $v \in R$, but $\operatorname{span}(R)=\mathbb{R}^{d}$ and so $u=0$.

However, if $R$ is indecomposable and $u \neq 0$ then there exists $v \in R$ with $\langle u, v\rangle \neq$ 0 and the equation for $\left\langle x, u-u \sigma_{v}\right\rangle$ shows that $\langle x, v\rangle \in E$. Let

$$
R_{1}=\left\{v_{1} \in R:\left\langle x, v_{1}\right\rangle \in E\right\}
$$

Any root $v_{2} \in R$ satisfies either $v_{2} \in R_{1}$ or $\left\langle v_{2}, v_{1}\right\rangle=0$ for any $v_{1} \in R_{1}$. By definition $R_{1}=R$ and $E=\mathscr{P}_{1}^{d}$.

Clearly $q(x)=\sum_{j=1}^{d} x_{j}^{2}$ is invariant for any subgroup of $O(d)$. Here is another general theorem about the fundamental invariants.

Theorem 6.3.5 Let $\left\{q_{j}: 1 \leq j \leq d\right\}$ be fundamental invariants for the root system $R$, and let $J(x)$ be the Jacobian matrix $\left(\partial q_{i}(x) / \partial x_{j}\right)_{i, j=1}^{d}$; then $\operatorname{det} J(x)=$ $c a_{R}(x)$ (see Definition 6.2.3) for some scalar multiple $c$.

Proof The algebraic independence implies that $\operatorname{det} J \neq 0$. For any invariant $q$ and $v \in R, \nabla q\left(x \sigma_{v}\right)=\nabla q(x) \sigma_{v}$; thus any row in $J\left(x \sigma_{v}\right)$ equals the corresponding row of $J(x)$ multiplied by $\sigma_{v}$. Now $\operatorname{det} J\left(x \sigma_{v}\right)=\operatorname{det} J(x) \operatorname{det} \sigma_{v}=-\operatorname{det} J(x)$, and so $\operatorname{det} J(x)$ has the alternating property. By Lemma 6.2 .5 , $\operatorname{det} J$ is a multiple of $a_{R}$. Further, $\operatorname{det} J$ is a homogeneous polynomial of degree $\sum_{j=1}^{d}\left(n_{j}-1\right)$, which equals the number of reflections in $W(R)$, the degree of $a_{R}$.

### 6.3.1 Type $A_{d-1}$ invariants

The type $A_{d-1}$ invariants are of course the classical symmetric polynomials. The fundamental invariants are usually taken to be the elementary symmetric polynomials $e_{1}, e_{2}, \ldots, e_{d}$, defined by $\sum_{j=0}^{d} e_{j}(x) t^{j}=\prod_{i=1}^{d}\left(1+t x_{i}\right)$. Restricted to the span $(1,1, \ldots, 1)^{\perp}$ of the root system $e_{1}=0$, the fundamental degrees of the group are $2,3, \ldots, d$; by way of verification note that the product of the degrees is $d$ ! and the sum $\sum_{j=2}^{d}(j-1)=\frac{1}{2} d(d-1)$, the number of transpositions. In this case $\operatorname{det} J(x)=\prod_{i<j}\left(x_{i}-x_{j}\right)$, the Vandermonde determinant. To see this, argue by induction on $d$; (this is trivial for $d=1$ ). Let $e_{i}^{\prime}$ denote the elementary symmetric function of degree $i$ in $\left(\begin{array}{llll}x_{1} & x_{2} & \cdots & x_{d-1}\end{array}\right)$; then $e_{i}=e_{i}^{\prime}+x_{d} e_{i-1}^{\prime}$. The $i$ th row of $J(x)$ is

$$
\left(\begin{array}{llll}
\cdots & \frac{\partial}{\partial x_{j}} e_{i}^{\prime}+x_{d} \frac{\partial}{\partial x_{j}} e_{i-1}^{\prime} & \cdots & e_{i-1}^{\prime}
\end{array}\right)
$$

The first row is $\left(\begin{array}{lll}1 & \cdots\end{array}\right)$ and the terms $e_{d}^{\prime}$ in the last row are 0 . Now subtract $x_{d}$ times the first row from the second row, subtract $x_{d}$ times the resulting second row
from the third row and so on. The resulting matrix has $i$ th row (for $1 \leq i \leq d-1$ with $e_{0}^{\prime}=1$ ) equal to

$$
\left(\begin{array}{llll}
\cdots & \frac{\partial}{\partial x_{j}} e_{i}^{\prime} & \cdots & \sum_{j=0}^{i-1} e_{i-1-j}^{\prime}\left(-x_{d}\right)^{j}
\end{array}\right),
$$

and last row equal to $\left(\begin{array}{llll}0 & \cdots & 0 & \sum_{j=0}^{d-1} e_{d-1-j}^{\prime}\left(-x_{d}\right)^{j}\end{array}\right)$. The last entry is $\prod_{j=1}^{d-1}\left(x_{j}-x_{d}\right)$, and the proof is complete by induction.

### 6.3.2 Type $B_{d}$ invariants

The type $B_{d}$ invariants are generated by the elementary symmetric functions $q_{j}$ in the squares of $x_{i}$, that is, $\sum_{j=0}^{d} q_{j}(x) t^{j}=\prod_{i=1}^{d}\left(1+t x_{i}^{2}\right)$. The fundamental degrees are $2,4,6, \ldots, 2 d$, the order of the group is $2^{d} d!$ and the number of reflections is $\sum_{j=1}^{d}(2 j-1)=d^{2}$. Also, $\operatorname{det} J(x)=2^{d} \prod_{j=1}^{d} x_{j} \prod_{i<j}\left(x_{i}^{2}-x_{j}^{2}\right)$. To see this, note that $\partial / \partial x_{i}=2 x_{i} \partial / \partial\left(x_{i}^{2}\right)$ for each $i$, and use the result for $A_{d-1}$.

### 6.3.3 Type $D_{d}$ invariants

The system with type $D_{d}$ invariants has all but one of the fundamental invariants of the type $B_{d}$ system, namely $q_{1}, q_{2}, \ldots, q_{d-1}$, and it also has $e_{d}=x_{1} \cdots x_{d}$. The fundamental degrees are $2,4,6, \ldots, 2 d-2, d$, the order of the group is $2^{d-1} d$ ! and the number of reflections is $\sum_{j=1}^{d-1}(2 j-1)+(d-1)=d^{2}-d$.

### 6.3.4 Type $I_{2}(m)$ invariants

For a system with type $I_{2}(m)$ invariants, in complex coordinates $Z$ and $\bar{z}$ for $\mathbb{R}^{2}$, where $z=x_{1}+\mathrm{i} x_{2}$, the fundamental invariants are $z \bar{z}$ and $z^{m}+\bar{z}^{m}$. The fundamental degrees are 2 and $m$, the order of the group is $2 m$ and the number of reflections is $m$.

### 6.3.5 Type $H_{3}$ invariants

The fundamental invariants for a type $H_{3}$ system are

$$
\begin{aligned}
& q_{1}(x)=\sum_{j=1}^{3} x_{j}^{2}, \\
& q_{2}(x)=\prod\left\{\langle x, u\rangle: u \in Q_{12},\langle(3,2 \tau, \tau), u\rangle>0\right\}, \\
& q_{3}(x)=\prod\left\{\langle x, u\rangle: u \in Q_{20},\langle(3,2 \tau, \tau), u\rangle>0\right\} .
\end{aligned}
$$

That is, the invariants $q_{2}, q_{3}$ are products of inner products with half the vertices of the icosahedron $Q_{12}$ or of the dodecahedron $Q_{20}$, respectively. The same argument used for the alternating polynomial $a_{R}$ shows that the products of $q_{2}\left(x \sigma_{v}\right)$ and $q_{3}\left(x \sigma_{v}\right)$ for any $v \in R$ have the same factors as $q_{2}(x), q_{3}(x)$ (respectively) with an even number of sign changes. By direct verification, $q_{2}$ is not a multiple of $q_{1}$ and
$q_{3}$ is not a polynomial in $q_{1}$ and $q_{2}$. Thus the fundamental degrees are $2,6,10$, the order of the group is 120 and there are $2+6+10-3=15$ reflections.

### 6.3.6 Type $F_{4}$ invariants

For a type $F_{4}$ system, using the notation from type $B_{4}$ (in which $q_{i}(x)$ denotes the elementary symmetric function of degree $i$ in $x_{1}^{2}, \ldots, x_{4}^{2}$ ), a set of fundamental invariants is given by

$$
\begin{aligned}
& g_{1}=q_{1} \\
& g_{2}=6 q_{3}-q_{1} q_{2} \\
& g_{3}=24 q_{4}+2 q_{2}^{2}-q_{1}^{2} q_{2} \\
& g_{4}=288 q_{2} q_{4}-8 q_{2}^{3}-27 q_{1}^{3} q_{3}+12 q_{1}^{2} q_{2}^{2}
\end{aligned}
$$

These formulae are based on the paper by Ignatenko [1984]. The fundamental degrees are $2,6,8,12$ and the order of the group is 1152 .

### 6.4 Differential-Difference Operators

Keeping in mind the goal of studying orthogonal polynomials for weights which are invariant under some finite reflection group, we now consider invariant differential operators. This rather quickly leads to difficulties: it may be hard to construct a sufficient number of such operators for an arbitrary group (although this will be remedied), but the biggest problem is that they do not map polynomials to polynomials unless the polynomials are themselves invariant. So, to deal with arbitrary polynomials a new class of operators is needed. There are two main concepts: first, the reflection operator $p \mapsto\left[p(x)-p\left(x \sigma_{v}\right)\right] /\langle x, v\rangle$ for a given nonzero $v \in \mathbb{R}^{d}$, the numerator of which is divisible by $\langle x, v\rangle$ because it has the alternating property for $\sigma_{v}$ (see Lemma 6.2.5); second, the reflection operators corresponding to the positive roots of some root system need to be assembled in a way which incorporates parameters and mimics the properties of derivatives. It turns out that this is possible to a large extent, except for the customary product rule, and the number of independent parameters equals the number of conjugacy classes of reflections.

Fix a reduced root system $R$, with positive roots $R_{+}$and associated reflection group $W=W(R)$. The parameters are specified in the form of a multiplicity function (the terminology comes from analysis on homogeneous spaces formed from compact Lie groups).

Definition 6.4.1 A multiplicity function is a function $v \mapsto \kappa_{v}$ defined on a root system with the property that $\kappa_{u}=\kappa_{v}$ whenever $\sigma_{u}$ is conjugate to $\sigma_{v}$ in $W$, that is, when there exists $w \in W$ such that $u w=v$. The values can be numbers or formal parameters ("transcendental extensions" of $\mathbb{Q}$ ).

Definition 6.4.2 The first-order differential-difference operators $\mathscr{D}_{i}$ are defined, in coordinate form for $1 \leq i \leq d$ and in coordinate-free form for $u \in \mathbb{R}^{d}$ by, for $p \in \Pi^{d}$,

$$
\begin{aligned}
& \mathscr{D}_{i} p(x)=\frac{\partial p(x)}{\partial x_{i}}+\sum_{v \in R_{+}} \kappa_{v} \frac{p(x)-p\left(x \sigma_{v}\right)}{\langle x, v\rangle} v_{i}, \\
& \mathscr{D}_{u} p(x)=\langle u, \nabla p(x)\rangle+\sum_{v \in R_{+}} \kappa_{v} \frac{p(x)-p\left(x \sigma_{v}\right)}{\langle x, v\rangle}\langle u, v\rangle .
\end{aligned}
$$

Clearly, $\mathscr{D}_{i}=\mathscr{D}_{\varepsilon_{i}}$ and $\mathscr{D}_{u}$ maps $\mathscr{P}_{n}^{d}$ into $\mathscr{P}_{n-1}^{d}$ for $n \geq 1$; that is, $\mathscr{D}_{u}$ is a homogeneous operator of degree -1 . Under the action of $W, \mathscr{D}_{u}$ transforms like the directional derivative.

Proposition 6.4.3 For $u \in \mathbb{R}^{d}$ and $w \in W, \mathscr{D}_{u} R(w) p=R(w) \mathscr{D}_{u w} p$ for $p \in \Pi^{d}$.

Proof It is convenient to express $\mathscr{D}_{u}$ as a sum over $R$ and to divide by 2 ; thus

$$
\begin{aligned}
\mathscr{D}_{u} R(w) p(x) & =\langle u w, \nabla p(x w)\rangle+\frac{1}{2} \sum_{v \in R} \kappa_{v} \frac{p(x w)-p\left(x \sigma_{v} w\right)}{\langle x, v\rangle}\langle u, v\rangle \\
& =\langle u w, \nabla p(x w)\rangle+\frac{1}{2} \sum_{v \in R} \kappa_{v} \frac{p(x w)-p\left(x w \sigma_{v w}\right)}{\langle x w, v w\rangle}\langle u w, v w\rangle \\
& =\langle u w, \nabla p(x w)\rangle+\frac{1}{2} \sum_{z \in R} \kappa_{z w^{-1}} \frac{p(x w)-p\left(x w \sigma_{z}\right)}{\langle x w, z\rangle}\langle u w, z\rangle \\
& =R(w) \mathscr{D}_{u w} p(x) .
\end{aligned}
$$

In the third line we changed the summation variable from $v$ to $z$ and then used the property of $\kappa$ from Definition 6.4.1 giving $\kappa_{z w^{-1}}=\kappa_{z}$.

The important aspect of differential-difference operators is their commutativity. Some lemmas will be established before the main proof. An auxiliary operator is convenient.

Definition 6.4.4 For $v \in \mathbb{R}^{d}$ and $v \neq 0$ define the operator $\rho_{v}$ by

$$
\rho_{v} f(x)=\frac{f(x)-f\left(x \sigma_{v}\right)}{\langle x, v\rangle} .
$$

Lemma 6.4.5 For $u, v \in \mathbb{R}^{d}$ and $v \neq 0$,

$$
\langle u, \nabla\rangle \rho_{v} f(x)-\rho_{v}\langle u, \nabla\rangle f(x)=\frac{\langle u, v\rangle}{\langle x, v\rangle}\left(\frac{2\left\langle v, \nabla f\left(x \sigma_{v}\right)\right\rangle}{\langle v, v\rangle}-\frac{f(x)-f\left(x \sigma_{v}\right)}{\langle x, v\rangle}\right) .
$$

Proof Recall that $\left\langle u, \nabla R\left(\sigma_{v}\right) f\right\rangle=\left\langle u \sigma_{v}, R\left(\sigma_{v}\right) \nabla f\right\rangle$; thus

$$
\begin{aligned}
\langle u, \nabla\rangle \rho_{v} f(x)= & \frac{\langle u, \nabla f(x)\rangle-\left\langle u \sigma_{v}, \nabla f\left(x \sigma_{v}\right)\right\rangle}{\langle x, v\rangle} \\
& -\frac{\langle u, v\rangle\left[f(x)-f\left(x \sigma_{v}\right)\right]}{\langle x, v\rangle^{2}}
\end{aligned}
$$

and

$$
\rho_{v}\langle u, \nabla\rangle f(x)=\frac{\langle u, \nabla f(x)\rangle-\left\langle u, \nabla f\left(x \sigma_{v}\right)\right\rangle}{\langle x, v\rangle} .
$$

Subtracting the second quantity from the first gives the claimed equation since $u-u \sigma_{v}=(2\langle u, v\rangle /\langle v, v\rangle) v$.

In the proof below that $\mathscr{D}_{u} \mathscr{D}_{z}=\mathscr{D}_{z} \mathscr{D}_{u}$, Lemma 6.4.5 takes care of the interaction between differentiation and differencing. The next lemma handles the difference parts. Note that the product of two reflections is either the identity or a plane rotation (the plane being the span of the corresponding roots).

Lemma 6.4.6 Suppose that $B(x, y)$ is a bilinear form on $\mathbb{R}^{d}$ such that $B\left(x \sigma_{v}, y \sigma_{v}\right)=B(y, x)$ whenever $v \in \operatorname{span}(x, y)$, and let $w$ be a plane rotation in $W$; then

$$
\begin{aligned}
\sum\left\{\frac{\kappa_{u} \kappa_{v} B(u, v)}{\langle x, u\rangle\langle x, v\rangle}: u, v \in R_{+}, \sigma_{u} \sigma_{v}=w\right\} & =0, \quad x \in \mathbb{R}^{d}, \\
\sum\left\{\kappa_{u} \kappa_{v} B(u, v) \rho_{u} \rho_{v}: u, v \in R_{+}, \sigma_{u} \sigma_{v}=w\right\} & =0,
\end{aligned}
$$

where the two equations refer to rational functions and operators, respectively.
Proof Let $E$ be the plane of $w$ (the orthogonal complement of $E$ is pointwise fixed under $w$ ); thus $\sigma_{u} \sigma_{v}=w$ implies that $u, v \in E$. Let $R_{0}=R_{+} \cap E$ and let $W_{0}=W\left(R_{0}\right)$, the reflection group generated by $R_{0}$. Because $W_{0}$ is a dihedral group, $\sigma_{v} w \sigma_{v}=w^{-1}$ for any $v \in R_{0}$. Denote the first sum above by $s(x)$. We will show that $s$ is $W_{0}$-invariant. Fix $z \in R_{0}$; it suffices to show that $s\left(x \sigma_{z}\right)=s(x)$. Consider the effect of $\sigma_{z}$ on $R_{0}$ : the map $\sigma_{v} \rightarrow \sigma_{z} \sigma_{v} \sigma_{z}$ is an involution and so define $\tau v=\varepsilon(v) v \sigma_{z}$ for $v \in R_{0}$, where $\tau v \in R_{0}$ and $\varepsilon(v)= \pm 1$. Then $\sigma_{z} \sigma_{v} \sigma_{z}=\sigma_{\tau v}$, also $\tau^{2} v=v$ and $\varepsilon(\tau v)=\varepsilon(v)$. Then

$$
\begin{aligned}
s\left(x \sigma_{z}\right) & =\sum\left\{\frac{\kappa_{u} \kappa_{v} B(u, v)}{\left\langle x \sigma_{z}, u\right\rangle\left\langle x \sigma_{z}, v\right\rangle}: u, v \in R_{0}, \sigma_{u} \sigma_{v}=w\right\} \\
& =\sum\left\{\frac{\kappa_{\tau u} \kappa_{\tau v} B(\tau u, \tau v)}{\left\langle x \sigma_{z}, \tau u\right\rangle\left\langle x \sigma_{z}, \tau v\right\rangle}: u, v \in R_{0}, \sigma_{\tau u} \sigma_{\tau v}=w\right\} \\
& =\sum\left\{\frac{\kappa_{u} \kappa_{v} B\left(\varepsilon(u) u \sigma_{z}, \varepsilon(v) v \sigma_{z}\right)}{\langle x, \varepsilon(u) u\rangle\langle x, \varepsilon(v) v\rangle}: u, v \in R_{0}, \sigma_{z} \sigma_{u} \sigma_{v} \sigma_{z}=w\right\} \\
& =\sum\left\{\frac{\kappa_{u} \kappa_{v} B(v, u)}{\langle x, u\rangle\langle x, v\rangle}: u, v \in R_{0}, \sigma_{u} \sigma_{v}=\sigma_{z} w \sigma_{z}=w^{-1}\right\} \\
& =s(x) .
\end{aligned}
$$

The second line follows by a change in summation variables and the third line uses the multiplicity function property that $\kappa_{\tau u}=\kappa_{u}$ because $\sigma_{\tau u}=\sigma_{z} \sigma_{u} \sigma_{z}$ and also $\left\langle x \sigma_{z}, \tau u\right\rangle=\left\langle x,(\tau u) \sigma_{z}\right\rangle$; the fourth line uses the assumption about the form $B$ and also $\left(\sigma_{u} \sigma_{v}\right)^{-1}=\sigma_{v} \sigma_{u}$. Now let $q(x)=s(x) \prod_{v \in R_{0}}\langle x, v\rangle$; then $q(x)$ is a polynomial of degree $\left|R_{0}\right|-2$ and it has the alternating property for $W_{0}$. Thus $q(x)=0$.

Let $f(x)$ be an arbitrary polynomial and, summing over $u, v \in R_{0}, \sigma_{u} \sigma_{v}=w$, consider

$$
\begin{aligned}
& \sum \kappa_{u} \kappa_{v} B(u, v) \rho_{u} \rho_{v} f(x) \\
& \quad=\sum \kappa_{u} \kappa_{v} B(u, v)\left(\frac{f(x)-f\left(x \sigma_{v}\right)}{\langle x, u\rangle\langle x, v\rangle}-\frac{f\left(x \sigma_{u}\right)-f(x w)}{\langle x, u\rangle\left\langle x, v \sigma_{u}\right\rangle}\right) .
\end{aligned}
$$

The coefficient of $f(x)$ in the sum is 0 by the first part of the lemma. For a fixed $z \in R_{0}$ the term $f\left(x \sigma_{z}\right)$ appears twice, for the case $\sigma_{u} \sigma_{z}=w$ with coefficient $\kappa_{u} \kappa_{z} B(u, z) /(\langle x, u\rangle\langle x, z\rangle)$ and for the case $\sigma_{z} \sigma_{v}=w$ with coefficient $\kappa_{z} \kappa_{v} B(z, v) /\left(\langle x, z\rangle\left\langle x, v \sigma_{z}\right\rangle\right)$. But $\sigma_{v}=\sigma_{z} \sigma_{u} \sigma_{z}$ and thus $v=\tau u$ (using the notation of the previous paragraph), and so the second coefficient equals

$$
\frac{\kappa_{z} \kappa_{u} B(z, \tau u)}{\langle x, z\rangle\langle x, \varepsilon(u) u\rangle}=\frac{\kappa_{z} \kappa_{u} B\left((\tau u) \sigma_{z}, z \sigma_{z}\right)}{\langle x, z\rangle\langle x, \varepsilon(u) u\rangle}=\frac{\kappa_{z} \kappa_{u} B(\varepsilon(u) u,-z)}{\langle x, z\rangle\langle x, \varepsilon(u) u\rangle},
$$

which cancels out the first coefficient. To calculate the coefficient of $f(x w)$ we note that, for any $z \in R_{0}, \sigma_{z} \sigma_{v}=w$ if and only if $\sigma_{\tau v} \sigma_{z}=w$; thus

$$
\frac{\kappa_{z} \kappa_{v} B(z, v)}{\langle x, z\rangle\left\langle x, v \sigma_{z}\right\rangle}=\frac{\kappa_{z} \kappa_{\tau v} B\left(z,(\tau v) \sigma_{z}\right)}{\langle x, z\rangle\langle x, \tau v\rangle}=\frac{\kappa_{z} \kappa_{\tau v} B(\tau v,-z)}{\langle x, z\rangle\langle x, \tau v\rangle},
$$

which shows that the coefficient is $-s(x)$ and hence 0 .

Corollary 6.4.7 Under the same hypotheses,

$$
\sum\left\{\kappa_{u} \kappa_{v} B(u, v) \rho_{u} \rho_{v}: u, v \in R_{+}\right\}=0
$$

Proof Decompose the sum into parts $\sigma_{u} \sigma_{v}=w$ for rotations $w \in W$ and a part $\sigma_{u} \sigma_{v}=1$ (that is, $u=v$ ). Each rotation contributes 0 by the lemma, and $\rho_{u}^{2}=0$ for each $u$ because $\rho_{u} f\left(x \sigma_{u}\right)=\rho_{u} f(x)$ for any polynomial $f$.

Theorem 6.4.8 For $t, u \in \mathbb{R}^{d}, \mathscr{D}_{t} \mathscr{D}_{u}=\mathscr{D}_{u} \mathscr{D}_{t}$.

Proof For any polynomial $f$, the action of the commutator can be expressed as follows:

$$
\begin{aligned}
\left(\mathscr{D}_{t} \mathscr{D}_{u}\right. & \left.-\mathscr{D}_{u} \mathscr{D}_{t}\right) f \\
= & (\langle t, \nabla\rangle\langle u, \nabla\rangle-\langle u, \nabla\rangle\langle t, \nabla\rangle) f \\
& +\sum_{v \in R_{+}} \kappa_{v}\left[\langle u, v\rangle\left(\langle t, \nabla\rangle \rho_{v}-\rho_{v}\langle t, \nabla\rangle\right)-\langle t, v\rangle\left(\langle u, \nabla\rangle \rho_{v}-\rho_{v}\langle u, \nabla\rangle\right)\right] f \\
& +\sum_{v, z \in R_{+}} \kappa_{v} \kappa_{z}(\langle t, v\rangle\langle u, z\rangle-\langle u, v\rangle\langle t, z\rangle) \rho_{v} \rho_{z} f .
\end{aligned}
$$

The first line of the right-hand side is trivially zero, the second line vanishes by Lemma 6.4.5 and the third line vanishes by Lemma 6.4.6 applied to the bilinear form $B(x, y)=\langle t, x\rangle\langle u, y\rangle-\langle u, x\rangle\langle t, y\rangle$. To see that $B$ satisfies the hypothesis, let $v=a x+b y$ with $a, b \in \mathbb{R}$ and $v \neq 0$; then $B(v, y)=a B(x, y), B(x, v)=b B(x, y)$ and

$$
\begin{aligned}
B\left(x \sigma_{v}, y \sigma_{v}\right) & =B(x, y)\left(1-\frac{2 a\langle x, v\rangle}{\langle v, v\rangle}-\frac{2 b\langle y, v\rangle}{\langle v, v\rangle}\right) \\
& =B(x, y)(1-2)=B(y, x)
\end{aligned}
$$

The norm $\|x\|^{2}$ is invariant for every reflection group. The corresponding invariant operator is called the $h$-Laplacian (the prefix $h$ refers to the weight function $\prod_{v \in R_{+}}|\langle x, v\rangle|^{\kappa_{v}}$, discussed later on in this book) and is defined as $\Delta_{h}=\sum_{i=1}^{d} \mathscr{D}_{i}^{2}$. The definition is independent of the choice of orthogonal basis; this is a consequence of the following formulation (recall that $\varepsilon_{i}$ denotes the $i$ th unit basis vector).

Theorem 6.4.9 For any polynomial $f(x)$,

$$
\sum_{i=1}^{d} \mathscr{D}_{i}^{2} f(x)=\Delta f(x)+\sum_{v \in R_{+}} \kappa_{v}\left(\frac{2\langle v, \nabla f(x)\rangle}{\langle v, x\rangle}-\|v\|^{2} \frac{f(x)-f\left(x \sigma_{v}\right)}{\langle v, x\rangle^{2}}\right) .
$$

Proof Write $\partial_{i}$ for $\partial / \partial x_{i}$; then

$$
\mathscr{D}_{i}^{2} f(x)=\partial_{i}^{2} f(x)+\sum_{v \in R_{+}} \kappa_{v} v_{i}\left(\partial_{i} \rho_{v}+\rho_{v} \partial_{i}\right) f(x)+\sum_{u, v \in R_{+}} \kappa_{u} \kappa_{v} u_{i} v_{i} \rho_{u} \rho_{v} f(x) .
$$

The middle term equals

$$
\sum_{v \in R_{+}} \kappa_{v} v_{i}\left(\frac{2 \partial_{i} f(x)}{\langle v, x\rangle}-v_{i} \frac{f(x)-f\left(x \sigma_{v}\right)}{\langle v, x\rangle^{2}}-\frac{\left\langle\varepsilon_{i}+\varepsilon_{i} \sigma_{v}, \nabla f\left(x \sigma_{v}\right)\right\rangle}{\langle v, x\rangle}\right) .
$$

Summing the first two parts of this term over $1 \leq i \leq d$ clearly yields the reflection part (the sum over $R_{+}$) of the claim. Since $v \sigma_{v}=-v$, the third part sums to $\sum_{v \in R_{+}} \kappa_{v}\left\langle v+v \sigma_{v}, \nabla f\left(x \sigma_{v}\right)\right\rangle /\langle v, x\rangle=0$.

Finally, the double sum that is the last term in $\mathscr{D}_{i}^{2} f(x)$ produces $\sum_{u, v \in R_{+}} \kappa_{u} \kappa_{v}\langle u, v\rangle \rho_{u} \rho_{v} f(x)$, which vanishes by Lemma 6.4.6 applied to the bilinear form $B(x, y)=\langle x, y\rangle$.

The product rule for $\mathscr{D}_{u}$ is more complicated than that for differentiation. We begin with a case involving a first-degree factor.

Proposition 6.4.10 Let $t, u \in \mathbb{R}^{d}$; then

$$
\mathscr{D}_{u}(\langle\cdot, t\rangle f)(x)-\langle x, t\rangle \mathscr{D}_{u} f(x)=\langle u, t\rangle f(x)+2 \sum_{v \in R_{+}} \kappa_{v} \frac{\langle u, v\rangle\langle t, v\rangle}{\|v\|^{2}} f\left(x \sigma_{v}\right) .
$$

Proof This is a routine calculation which uses the relation $\langle x, t\rangle-\left\langle x \sigma_{v}, t\right\rangle=$ $2\langle x, v\rangle\langle v, t\rangle /\|v\|^{2}$.

Proposition 6.4.11 If $W$ acts irreducibly on $\mathbb{R}^{d}\left(\operatorname{span}(R)=\mathbb{R}^{d}\right.$ and $R$ is indecomposable) then $\mathscr{D}_{u}\langle x, t\rangle=\left(1+\frac{2}{d} \sum_{v \in R_{+}} \kappa_{v}\right)\langle u, t\rangle$ for any $t, u \in \mathbb{R}^{d}$.

Proof From the product rule it suffices to consider the bilinear form $B(t, u)=$ $\sum_{v \in R_{+}} \kappa_{v}\langle u, v\rangle\langle t, v\rangle /\|v\|^{2}$. This is clearly symmetric and invariant under $W$, since $B\left(t \sigma_{v}, u \sigma_{v}\right)=B(t, u)$ for each $v \in R_{+}$. Suppose that positive values are chosen for $\kappa_{v}$; then the form can be diagonalized so that $B(t, u)=$ $\sum_{i=1}^{d} \lambda_{i}\left\langle t, \varepsilon_{i}^{\prime}\right\rangle\left\langle u, \varepsilon_{i}^{\prime}\right\rangle$ for some orthonormal basis $\left\{\varepsilon_{i}^{\prime}\right\}$ of $\mathbb{R}^{d}$ and numbers $\lambda_{i}$. But the subspace $\left\{x: B(x, x)=\lambda_{1}\langle x, x\rangle\right\}$ is $W$-invariant since it includes $\varepsilon_{1}^{\prime}$; by the irreducibility assumption it must be the whole of $\mathbb{R}^{d}$. Thus $B(t, u)=\lambda_{1}\langle t, u\rangle$ for any $t, u \in \mathbb{R}^{d}$. To evaluate the constant, consider $\sum_{i=1}^{d} B\left(\varepsilon_{i}, \varepsilon_{i}\right)=d \lambda_{1}=$ $\sum_{i=1}^{d} \sum_{v \in R_{+}} \kappa_{v} v_{i}^{2} /\|v\|^{2}=\sum_{v \in R_{+}} \kappa_{v}$.

Here is a more general product rule, which is especially useful when one of the polynomials is $W$-invariant.

Proposition 6.4.12 For polynomials $f, g$ and $u \in \mathbb{R}^{d}$,

$$
\begin{aligned}
\mathscr{D}_{u}(f g)(x)= & g(x) \mathscr{D}_{u} f(x)+f(x)\langle u, \nabla g(x)\rangle \\
& +\sum_{v \in R_{+}} \kappa_{v} f\left(x \sigma_{v}\right)\langle u, v\rangle \frac{g(x)-g\left(x \sigma_{v}\right)}{\langle v, x\rangle} .
\end{aligned}
$$

For conciseness in certain proofs, the gradient corresponding to $\mathscr{D}_{u}$ is useful: let $\nabla_{\kappa} f(x)=\left(\mathscr{D}_{i} f(x)\right)_{i=1}^{d}$, considered as a row vector. Then $\nabla_{\kappa} R(w) f(x)=$ $\nabla_{\kappa} f(x w) w^{-1}$ for $w \in W$, and $\mathscr{D}_{u} f=\left\langle u, \nabla_{\kappa} f\right\rangle$.

### 6.5 The Intertwining Operator

There are classical fractional integral transforms which map one family of orthogonal polynomials onto another. Some of these transforms can be interpreted as special cases of the intertwining operator for differential-difference operators. Such an object should be a linear map $V$ on polynomials with at least the property
that $\mathscr{D}_{i} V p(x)=V\left(\partial / \partial x_{i}\right) p(x)$ for each $i$; it turns out that it is uniquely defined by the additional assumptions $V 1=1$ and $V \mathscr{P}_{n}^{d} \subset \mathscr{P}_{n}^{d}$, that is, homogeneous polynomials are preserved. It is easy to see that the formal inverse always exists, that is, an operator $T$ such that $T \mathscr{D}_{i}=\left(\partial / \partial x_{i}\right) T$.

Heuristically, let $T p(x)=\left.\exp \left(\sum_{i=1}^{d} x_{i} \mathscr{D}_{i}^{(y)}\right) p(y)\right|_{y=0}$. Now apply the formal series to a polynomial, where $\mathscr{D}_{i}^{(y)}$ acts on $y$; then set $y=0$, obtaining a polynomial in $x$. Here is the precise definition.

Definition 6.5.1 For $n=0,1,2, \ldots$ define $T$ on $\mathscr{P}_{n}^{d}$ by

$$
T p(x)=\frac{1}{n!}\left(\sum_{i=1}^{d} x_{i} \mathscr{D}_{i}^{(y)}\right)^{n} p(y)
$$

for $p \in \mathscr{P}_{n}^{d}$. Then $T$ is extended to $\Pi^{d}$ by linearity.
Of course, the commutativity of $\left\{\mathscr{D}_{i}\right\}$ allows us to write down the $n$th power and to prove the intertwining property.

Proposition 6.5.2 For any polynomial $p$ and $1 \leq i \leq d$,

$$
\frac{\partial}{\partial x_{i}} T p(x)=T \mathscr{D}_{i} p(x) .
$$

Proof It suffices to let $p \in \mathscr{P}_{n}^{d}$. Then

$$
\frac{\partial}{\partial x_{i}} T p(x)=\frac{n}{n!} \mathscr{D}_{i}^{(y)}\left(\sum_{j=1}^{d} x_{j} \mathscr{D}_{j}^{(y)}\right)^{n-1} p(y)=T \mathscr{D}_{i} p(x),
$$

because $\mathscr{D}_{i}^{(y)}$ commutes with multiplication by $x_{j}$.
Note that the existence of $T$ has been proven for any multiplicity function, but nothing has been shown about the existence of an inverse. The situation where $T$ has a nontrivial kernel was studied by Dunkl, de Jeu and Opdam [1994]. The $\kappa_{v}$ values which occur are called singular values; they are related to the structure of the group $W$ and involve certain negative rational numbers. We will show that the inverse exists whenever $\kappa_{v} \geq 0$ (in fact, for values corresponding to integrable weight functions). The construction depends on a detailed analysis of the operator $\sum_{j=1}^{d} x_{j} \mathscr{D}_{j}=\left\langle x, \nabla_{\kappa}\right\rangle$. A certain amount of algebra and group theory will be required, but nothing really more complicated than the concepts of group algebra and some matrix theory. The following is a routine calculation.

Proposition 6.5.3 For any smooth function $f$ on $\mathbb{R}^{d}$,

$$
\sum_{j=1}^{d} x_{j} \mathscr{D}_{j} f(x)=\sum_{j=1}^{d} x_{j} \frac{\partial}{\partial x_{j}} f(x)+\sum_{v \in R_{+}} \kappa_{v}\left[f(x)-f\left(x \sigma_{v}\right)\right] .
$$

Note that if $f \in \mathscr{P}_{n}^{d}$ then $\sum_{j=1}^{d} x_{j} \mathscr{D}_{j} f(x)=\left(n+\sum_{v} \kappa_{v}\right) f(x)-\sum_{v} \kappa_{v} f\left(x \sigma_{v}\right)$. We will construct functions $c_{n}(w)$ on $W$ with the property that

$$
\sum_{w \in W} c_{n}(w)\left\langle x w, \nabla_{\kappa} f(x w)\right\rangle=f(x)
$$

for $n \geq 1$. This requires the use of (matrix) exponentials in the group algebra.
Let $\mathbb{K}$ be some extension field of the rational numbers $\mathbb{Q}$ containing at least $\left\{\kappa_{v}\right\}$; then $\mathbb{K} W$ is the algebra $\left\{\sum_{w} a(w) w: a(w) \in \mathbb{K}\right\}$ with the multiplication rule $\sum_{w} a(w) w \sum_{w^{\prime}} b\left(w^{\prime}\right) w^{\prime}=\sum_{w}\left(\sum_{z} a(z) b\left(z^{-1} w\right)\right) w$. The center of $\mathbb{K} W$ is the span of the conjugacy classes $\xi$ (a conjugacy class is a subset of $W$ with the following property: $w, w^{\prime} \in \xi$ if and only if there exists $z \in W$ such that $w^{\prime}=z^{-1} w z$ ). We use $\xi$ as the name of both the subset of $W$ and the element of $\mathbb{K} W$. Since $z^{-1} \sigma_{v} z=\sigma_{v z}$ for $v \in R_{+}$, the reflections are in conjugacy classes by themselves. Label them $\xi_{1}, \xi_{2}, \ldots, \xi_{r}$ (recall that $r$ is the number of connected components of the Coxeter diagram after all edges with an even label have been removed); further, let $\kappa_{i}^{\prime}=\kappa_{v}$ for any $v$ with $\sigma_{v} \in \xi_{i}, 1 \leq i \leq r$.

The group algebra $\mathbb{K} W$ can be interpreted as an algebra of $|W| \times|W|$ matrices $\sum_{w} a(w) M(w)$, where $M(w)$ is a permutation matrix with $M(w)_{y, z}=1$ if $y^{-1} z=w$, else $M(w)_{y, z}=0$, for $y, z \in W$. On the one hand, a class $\xi_{i}$ corresponds to $\sum\left\{M\left(\sigma_{v}\right): \sigma_{v} \in \xi_{i}\right\}$, which has integer entries; thus all eigenvalues of $\xi_{i}$ are algebraic integers (that is, the zeros of monic polynomials with integer coefficients). On the other hand, $\xi_{i}$ is a (real) symmetric matrix and can be diagonalized. Thus there is an orthogonal change of basis of the underlying vector space, and $\mathbb{R}^{|W|}=\bigoplus_{\lambda} E_{\lambda}$ where $\xi_{i}$ acts as $\lambda 1$ on each eigenspace $E_{\lambda}$. Since each $\sigma_{v}$ commutes with $\xi_{i}$, the transformed matrices for $\sigma_{v}$ have a corresponding block structure (and we have $\sigma_{v} E_{\lambda}=E_{\lambda}$, equality as spaces). Further, since all the group elements commute with $\xi_{i}$, the projections of $\sigma_{v}$ onto $E_{\lambda}$ for $\sigma_{v} \in \xi_{i}$ are all conjugate to each other. Hence each projection has the same multiplicities of its eigenvalues, say 1 with multiplicity $n_{0}$ and -1 with multiplicity $n_{1}$ (the projections are certainly involutions); thus $\lambda\left(n_{0}+n_{1}\right)=\left|\xi_{i}\right|\left(n_{0}-n_{1}\right)$, taking the trace of the projection of $\xi_{i}$ to $E_{\lambda}$. This shows that $\lambda$ is rational, satisfies $|\lambda| \leq\left|\xi_{i}\right|$ and is an algebraic integer, and so all the eigenvalues of $\xi_{i}$ are integers in the interval $\left[-\left|\xi_{i}\right|,\left|\xi_{i}\right|\right]$. Note that this is equivalent to the eigenvalues of $\Sigma\left\{1-\sigma: \sigma \in \xi_{i}\right\}=\left|\xi_{i}\right| 1-\xi_{i}$ being integers in $\left[0,2\left|\xi_{i}\right|\right]$.

Definition 6.5.4 For $s \in \mathbb{R}$ and $1 \leq i \leq r$, the functions $q_{i}(w ; s)$ are defined by

$$
\exp \left[s\left(\left|\xi_{i}\right| 1-\xi_{i}\right)\right]=\sum_{w \in W} q_{i}(w ; s) w
$$

Proposition 6.5.5 For $1 \leq i \leq r$ and $w \in W$ :
(i) $q_{i}(1 ; 0)=1$ and $q_{i}(w ; 0)=0$ for $w \neq 1$;
(ii) $s<0$ implies $q_{i}(w ; s) \geq 0$;
(iii) $q_{i}(w ; s)$ is a linear combination of the members of $\left\{\mathrm{e}^{s \lambda}: \lambda\right.$ is an eigenvalue of $\left.\left|\xi_{i}\right| 1-\xi_{i}\right\}$;
(iv) $\partial q_{i}(w ; s) / \partial s=\sum_{\sigma \in \xi_{i}}\left[q_{i}(w ; s)-q_{i}(w \sigma ; s)\right]$;
(v) $\sum_{w} q_{i}(w ; s)=1$.

Proof The values $q_{i}(w ; 0)$ are determined by $\exp (0)=1 \in \mathbb{Q} W$. For $s<0$, $\sum_{w} q_{i}(w ; s) w=\exp \left(s\left|\xi_{i}\right|\right) \exp \left(-s \xi_{i}\right)$. The matrix for $-s \xi_{i}$ has all entries nonnegative, and the product of any two conjugacy classes is a nonnegative integer linear combination of other classes; thus $q_{i}(w ; s) \geq 0$. Part (iii) is a standard linear algebra result (and recall that $\xi_{i}$ corresponds to a self-adjoint matrix). For part (iv),

$$
\begin{aligned}
\frac{\partial}{\partial s} \sum_{w} q_{i}(w ; s) w & =\left(\exp \left[s\left(\left|\xi_{i}\right| 1-\xi_{i}\right)\right]\right)\left(\left|\xi_{i}\right| 1-\xi_{i}\right) \\
& =\sum_{w} \sum_{\sigma \in \xi_{i}}\left[q_{i}(w ; s) w-q_{i}(w ; s) w \sigma\right] \\
& =\sum_{\sigma \in \xi_{i}} \sum_{w}\left[q_{i}(w ; s) w-q_{i}(w \sigma ; s) w\right]
\end{aligned}
$$

replacing $w$ by $w \sigma$ in the last sum. Finally, the trivial homomorphism $w \mapsto 1$ extended to $\mathbb{K} W$ maps $\left|\xi_{i}\right| 1-\xi_{i}$ to 0 , and $\exp (0)=1$.

The classes of reflections are combined in the following.
Definition 6.5.6 The functions $q_{\kappa}(w ; s)$ are given by

$$
\sum_{w \in W} q_{\kappa}(w ; s) w=\prod_{i=1}^{r}\left(\sum_{w} q_{i}\left(w ; s \kappa_{i}^{\prime}\right) w\right) .
$$

Since the classes $\xi_{i}$ are in the center of $\mathbb{K} W$, this is a product of commuting factors. Proposition 6.5 .5 shows that $q_{\kappa}(w ; s)$ is a linear combination of products of terms like $\exp \left(\kappa_{i}^{\prime} \lambda s\right)$, where $\lambda$ is an integer and $0 \leq \lambda \leq 2\left|\xi_{i}\right|$. Also,

$$
\sum_{w \in W} q_{\kappa}(w ; s) w=\exp \left(s \sum_{v \in R_{+}} \kappa_{v}\left(1-\sigma_{v}\right)\right)
$$

and

$$
\frac{\partial}{\partial s} q_{\kappa}(w ; s)=\sum_{v \in R_{+}} \kappa_{v}\left[q_{\kappa}(w ; s)-q_{\kappa}\left(w \sigma_{v} ; s\right)\right]
$$

Definition 6.5.7 For $\kappa_{v} \geq 0, n \geq 1$ and $w \in W$, set

$$
c_{n}(w)=\int_{-\infty}^{0} q_{\kappa}(w ; s) \mathrm{e}^{n s} \mathrm{~d} s
$$

Proposition 6.5.8 With the hypotheses of Definition 6.5 .7 we have
(i) $c_{n}(w) \geq 0$;
(ii) $n c_{n}(w)+\sum_{v \in R_{+}} \kappa_{v}\left[c_{n}(w)-c_{n}\left(w \sigma_{v}\right)\right]=\delta_{1, w} \quad(1$ if $w=1$, else 0$)$;
(iii) $\sum_{w \in W} c_{n}(w)=1 / n$.

Proof The positivity follows from that of $q_{\kappa}(w ; s)$. Multiply both sides of the differential relation just before Definition 6.5 .7 by e ${ }^{n s}$ and integrate by parts over $-\infty<s \leq 0$, obtaining

$$
q_{\kappa}(w ; 0)-\lim _{s \rightarrow-\infty} \mathrm{e}^{n s} q_{\kappa}(w ; s)-n c_{n}(w)=\sum_{v \in R_{+}} \kappa_{v}\left[c_{n}(w)-c_{n}\left(w \sigma_{v}\right)\right] .
$$

Since $q_{\kappa}(w ; s)$ is a sum of terms $\mathrm{e}^{\lambda s}$ with $\lambda \geq 0$ and $n \geq 1$, the integral for $c_{n}$ is absolutely convergent and the above limit is zero. From Proposition 6.5.5 $q_{\kappa}(w ; 0)=1$ if $w=1$, else $q_{\kappa}(W ; 0)$ is 0 . Finally, $\sum_{w} c_{n}(w)=$ $\int_{-\infty}^{0} \sum_{w} q_{\kappa}(w ; s) \mathrm{e}^{n s} \mathrm{~d} s=\int_{-\infty}^{0} \mathrm{e}^{n s} \mathrm{~d} s=1 / n$ (Proposition 6.5.5, part (v)).

Proposition 6.5.9 For $n \geq 1$ let $f \in \mathscr{P}_{n}^{d}$; then

$$
\sum_{w \in W} c_{n}(w)\left\langle x w, \nabla_{\kappa} f(x w)\right\rangle=f(x) .
$$

Proof Indeed,

$$
\begin{aligned}
& \sum_{w \in W} c_{n}(w)\left\langle x w, \nabla_{\kappa} f(x w)\right\rangle \\
& \quad=\sum_{w \in W} c_{n}(w)\left(n f(x w)+\sum_{v \in R_{+}} \kappa_{v}\left[f(x w)-f\left(x w \sigma_{v}\right)\right]\right) \\
& =\sum_{w \in W} c_{n}(w) n f(x w)+\sum_{v \in R_{+}} \kappa_{v} \sum_{w \in W} f(x w)\left[c_{n}(w)-c_{n}\left(w \sigma_{v}\right)\right] \\
& \quad=\sum_{w \in W} q_{\kappa}(w ; 0) f(x w)=f(x) .
\end{aligned}
$$

The last line uses (ii) in Proposition 6.5.8.
Corollary 6.5.10 For any polynomial $f \in \Pi^{d}$,

$$
\sum_{w \in W} \int_{-\infty}^{0} q_{\kappa}(w ; s)\left\langle x w, \nabla_{\kappa} f\left(\mathrm{e}^{s} x w\right)\right\rangle \mathrm{e}^{s} \mathrm{~d} s=f(x)-f(0)
$$

Proof Express $f$ as a sum of homogeneous components; if $g$ is homogeneous of degree $n$ then $\nabla_{\kappa} g\left(\mathrm{e}^{s} x w\right)=\mathrm{e}^{(n-1) s} \nabla_{\kappa} g(x w)$.

The above results can be phrased in the language of forms.
Definition 6.5.11 An $\mathbb{R}^{d}$-valued polynomial $\mathbf{f}(x)=\left(f_{i}(x)\right)_{i=1}^{d}$ (with each $f_{i} \in$ $\Pi^{d}$ ) is a $\kappa$-closed 1 -form if $\mathscr{D}_{i} f_{j}=\mathscr{D}_{j} f_{i}$ for each $i, j$ or a $\kappa$-exact 1 -form if there exists $g \in \Pi^{d}$ such that $\mathbf{f}=\nabla_{\kappa} g$.

The commutativity of $\left\{\mathscr{D}_{i}\right\}$ shows that each $\kappa$-exact 1 -form is $\kappa$-closed. The corollary shows that $g$ is determined up to a constant by $\nabla_{\kappa} g$. The construction of
the intertwining operator depends on the fact that $\kappa$-closed 1 -forms are $\kappa$-exact. This will be proven using the functions $c_{n}(w)$.

Lemma 6.5.12 If $\mathbf{f}$ is a $\kappa$-closed 1 -form and $u \in \mathbb{R}^{d}$ then

$$
\mathscr{D}_{u}\langle x, \mathbf{f}(x)\rangle=\left(1+\sum_{i=1}^{d} x_{i} \frac{\partial}{\partial x_{i}}\right)\langle u, \mathbf{f}(x)\rangle+\sum_{v \in R_{+}} \kappa_{v}\left\langle u, \mathbf{f}(x)-\mathbf{f}\left(x \sigma_{v}\right) \sigma_{v}\right\rangle .
$$

Proof Apply the product rule (Proposition 6.4.10) to $x_{i} f_{i}(x)$ to obtain

$$
\begin{aligned}
\mathscr{D}_{u}\langle x, \mathbf{f}(x)\rangle= & \sum_{i=1}^{d}\left(x_{i} \mathscr{D}_{u} f_{i}(x)+u_{i} f_{i}(x)\right)+2 \sum_{v \in R_{+}} \kappa_{v} \frac{\langle u, v\rangle\left\langle v, \mathbf{f}\left(x \sigma_{v}\right)\right\rangle}{\|v\|^{2}} \\
= & \langle u, \mathbf{f}(x)\rangle+2 \sum_{v \in R_{+}} \kappa_{v} \frac{\langle u, v\rangle\left\langle v, \mathbf{f}\left(x \sigma_{v}\right)\right\rangle}{\|v\|^{2}}+\sum_{i, j=1}^{d} x_{i} u_{j} \mathscr{D}_{i} f_{j}(x) \\
= & \left(1+\sum_{i=1}^{d} x_{i} \frac{\partial}{\partial x_{i}}\right)\langle u, \mathbf{f}(x)\rangle+2 \sum_{v \in R_{+}} \kappa_{v} \frac{\langle u, v\rangle\left\langle v, \mathbf{f}\left(x \sigma_{v}\right)\right\rangle}{\|v\|^{2}} \\
& +\sum_{v \in R_{+}} \kappa_{v}\left\langle u, \mathbf{f}(x)-\mathbf{f}\left(x \sigma_{v}\right)\right\rangle .
\end{aligned}
$$

In the third line we replaced $\mathscr{D}_{j} f_{i}$ by $\mathscr{D}_{i} f_{j}$ (employing the $\kappa$-closed hypothesis). The use of Proposition 6.5.3 produces the fourth line. The terms involving $\mathbf{f}\left(x \sigma_{v}\right)$ add up to $\sum_{v \in R_{+}} \kappa_{v}\left\langle u,-\mathbf{f}\left(x \sigma_{v}\right) \sigma_{v}\right\rangle$.

Theorem 6.5.13 Suppose that $\mathbf{f}$ is a homogeneous $\kappa$-closed 1 -form with each $f_{i} \in \mathscr{P}_{n}^{d}$ for $n \geq 0$; then the homogeneous polynomial defined by

$$
F(x)=\sum_{w \in W} c_{n+1}(w)\langle x w, \mathbf{f}(x w)\rangle
$$

satisfies $\nabla_{\kappa} F=\mathbf{f}$, and $\mathbf{f}$ is $\kappa$-exact.
Proof We will show that $\mathscr{D}_{u} F(x)=\langle u, \mathbf{f}(x)\rangle$ for any $u \in \mathbb{R}^{d}$. Note that

$$
\mathscr{D}_{u}[R(w)\langle x, \mathbf{f}(x)\rangle]=R(w)\left[\mathscr{D}_{u w}\langle x, \mathbf{f}(x)\rangle\right] ;
$$

thus

$$
\begin{aligned}
& \sum_{w \in W} c_{n+1}(w) \mathscr{D}_{u}[\langle x w, \mathbf{f}(x w)\rangle] \\
& \quad=\sum_{w \in W} c_{n+1}(w)\left((n+1)\langle u w, \mathbf{f}(x w)\rangle+\sum_{v \in R_{+}} \kappa_{v}\left\langle u w, \mathbf{f}(x w)-\mathbf{f}\left(x w \sigma_{v}\right) \sigma_{v}\right\rangle\right) \\
& \quad=\sum_{w \in W}\langle u w, \mathbf{f}(x w)\rangle\left(c_{n+1}(w)(n+1)+\sum_{v \in R_{+}} \kappa_{v}\left[c_{n+1}(w)-c_{n+1}\left(w \sigma_{v}\right)\right]\right) \\
& \quad=\sum_{w \in W}\langle u w, \mathbf{f}(x w)\rangle q_{\kappa}(w ; 0)=\langle u, \mathbf{f}(x)\rangle .
\end{aligned}
$$

The second line comes from the lemma, then in the sum involving $\mathbf{f}\left(x w \sigma_{v}\right)$ the summation variable $w$ is replaced by $w \sigma_{v}$.

Corollary 6.5.14 For any $\kappa$-closed 1 -form $\mathbf{f}$ the polynomial $F$ defined by

$$
F(x)=\sum_{w \in W} \int_{-\infty}^{0} q_{\kappa}(w ; s)\left\langle x w, \mathbf{f}\left(\mathrm{e}^{s} x w\right)\right\rangle \mathrm{e}^{s} \mathrm{~d} s
$$

satisfies $\nabla_{\kappa} F=\mathbf{f}$, and $\mathbf{f}$ is $\kappa$-exact.
In the following we recall the notation $\partial_{i} f(x)=\partial f(x) / \partial x_{i} ; \partial_{i} f(x w)$ denotes the $i$ th derivative evaluated at $x w$.

Definition 6.5.15 The operators $V_{n}: \mathscr{P}_{n}^{d} \rightarrow \mathscr{P}_{n}^{d}$ are defined inductively by $V_{0}(a)=a$ for any constant $a \in \mathbb{R}$ and

$$
V_{n} f(x)=\sum_{w \in W} c_{n}(w)\left(\sum_{i=1}^{d}(x w)_{i} V_{n-1}\left[\partial_{i} f(x w)\right]\right), \quad n \geq 1, \quad f \in \mathscr{P}_{n}^{d}
$$

Theorem 6.5.16 For $f \in \mathscr{P}_{n}^{d}, n \geq 1$ and $1 \leq i \leq d$, $\mathscr{D}_{i} V_{n} f=V_{n-1} \partial_{i} f$; the operators $V_{n}$ are uniquely defined by these conditions and $V_{0} 1=1$.

Proof Clearly $\mathscr{D}_{i} V_{0} a=0$. Suppose that the statement is true for $n-1$; then $\mathbf{g}=$ $\left(V_{n-1} \partial_{i} f\right)_{i=1}^{d}$ is a $\kappa$-closed 1-form, homogeneous of degree $n-1$ because $\mathscr{D}_{j} g_{i}=$ $V_{n-2} \partial_{j} \partial_{i} f=\mathscr{D}_{i} g_{j}$. Hence the polynomial

$$
F(x)=\sum_{w \in W} c_{n}(w)\langle x w, \mathbf{g}(x w)\rangle
$$

is homogeneous of degree $n$ and satisfies $\mathscr{D}_{i} F=g_{i}=V_{n-1} \partial_{i} f$ for each $i$, by Theorem 6.5.13. The uniqueness property is also proved inductively: suppose that $V_{n-1}$ is uniquely determined; then by Proposition 6.5 .9 there is a unique homogeneous polynomial $F$ such that $\mathscr{D}_{i} F=V_{n-1} \partial_{i} f$ for each $i$.

Definition 6.5.17 The intertwining operator $V$ is defined on $\Pi^{d}$ as the linear extension of the formal sum $\bigoplus_{n=0}^{\infty} V_{n}$; that is, if $f=\sum_{n=0}^{m} f_{n}$ with $f_{n} \in \mathscr{P}_{n}^{d}$ then $V f=\sum_{n=0}^{m} V_{n} f_{n}$.

The operator $V$, as expected, commutes with each $R(w)$.
Proposition 6.5.18 Let $f \in \Pi^{d}$ and $w \in W$; then $V R(w) f=R(w) V f$.
Proof For any $u \in \mathbb{R}^{d}, \mathscr{D}_{u} V f(x)=V\langle u, \nabla f(x)\rangle$. Substitute $u w$ for $u$ and $x w$ for $x$ to obtain on the one hand

$$
\begin{aligned}
R(w)\left(\mathscr{D}_{u w} V f\right)(x) & =V\langle u w, \nabla f(x w)\rangle \\
& =V\langle u w, \nabla[R(w) f](x) w\rangle \\
& =V\langle u, \nabla[R(w) f](x)\rangle \\
& =\mathscr{D}_{u} V[R(w) f](x) ;
\end{aligned}
$$

on the other hand, $\mathscr{D}_{u}[R(w) V f](x)=R(w)\left(\mathscr{D}_{u w} V f\right)(x)$. Therefore

$$
\nabla_{\kappa}[R(w) V f]=\nabla_{\kappa}[V R(w) f],
$$

which shows that $V R(w) f-R(w) V f$ is a constant by Proposition 6.5.9. In the homogeneous decomposition of $f$, the constant term is clearly invariant under $V$ and $R(w)$; thus $V R(w) f=R(w) V f$.

The inductive type of definition used for $V$ suggests that there are boundedness properties which involve similarly defined norms. The following can be considered as an analogue of power series with summable coefficients.

Definition 6.5.19 For $f \in \Pi^{d}$ let $\|f\|_{A}=\sum_{n=0}^{\infty}\left\|f_{n}\right\|_{S}$, where $f=\sum_{n=0}^{\infty} f_{n}$ with each $f_{n} \in \mathscr{P}_{n}^{d}$ and $\|g\|_{S}=\sup _{\|x\|=1}|g(x)|$. Let $A\left(B^{d}\right)$ be the closure of $\Pi^{d}$ in the $A$-norm.

Clearly $A\left(B^{d}\right)$ is a commutative Banach algebra under pointwise operations and is contained in $C\left(B^{d}\right) \cap C^{\infty}(\{x:\|x\|<1\})$. Also, $\|f\|_{S} \leq\|f\|_{A}$. We will show that $V$ is bounded in the $A$-norm. The van der Corput-Schaake inequality (see Theorem 4.5.3) motivates the definition of a gradient-type norm associated with $\nabla_{\kappa}$.

Definition 6.5.20 Suppose that $f \in \mathscr{P}_{n}^{d}$; for $n=0$ let $\|f\|_{\kappa}=f$, and for $n \geq 1$ let

$$
\|f\|_{\kappa}=\frac{1}{n!} \sup \left\{\left|\prod_{i=1}^{n}\left\langle y^{(i)}, \nabla_{\kappa}\right\rangle f(x)\right|: y^{(1)}, \ldots, y^{(n)} \in S^{d-1}\right\} .
$$

Proposition 6.5.21 For $n \geq 0$ and $f \in \mathscr{P}_{n}^{d},\|f\|_{S} \leq\|f\|_{\kappa}$.
Proof Proceeding inductively, suppose that the statement is true for $\mathscr{P}_{n-1}^{d}$ and $n \geq 1$. Let $x \in S^{d-1}$ and, by Proposition 6.5.9, let

$$
f(x)=\sum_{w \in W} c_{n}(w)\left\langle x w, \nabla_{\kappa} f(x w)\right\rangle .
$$

Thus $|f(x)| \leq \sum_{w} c_{n}(w)\left|\left\langle x w, \nabla_{\kappa} f(x w)\right\rangle\right| ; c_{n}(w) \geq 0$ by Proposition 6.5.8. For each $w,\left|\left\langle x w, \nabla_{\kappa} f(x w)\right\rangle\right| \leq \sup _{\|u\|=1}\left|\left\langle u, \nabla_{\kappa} f(x w)\right\rangle\right|$. But, for given $u$ and $w$, let $g(x)=\left\langle u, \nabla_{\kappa} f(x w)\right\rangle=\left\langle u w^{-1}, \nabla_{\kappa} R(w) f(x)\right\rangle \in \mathscr{P}_{n-1}^{d}$, and the inductive hypothesis implies that

$$
\begin{aligned}
|g(x)| \leq & \frac{1}{(n-1)!} \sup \left\{\left|\prod_{i=1}^{n-1}\left\langle y^{(i)}, \nabla_{\kappa}\right\rangle g(x)\right|: y^{(1)}, \ldots, y^{(n-1)} \in S^{d-1}\right\} \\
= & \frac{1}{(n-1)!} \sup \left\{\left|\prod_{i=1}^{n-1}\left\langle y^{(i)}, \nabla_{\kappa}\right\rangle\left\langle u w^{-1}, \nabla_{\kappa}\right\rangle R(w) f(x)\right|:\right. \\
& \left.y^{(1)}, \ldots, y^{(n-1)} \in S^{d-1}\right\} \\
\leq & n\|R(w) f\|_{\kappa}=n\|f\|_{\kappa} .
\end{aligned}
$$

Note that $\|R(w) f\|_{\kappa}=\|f\|_{\kappa}$ for any $w \in W$, because

$$
\nabla_{\kappa} R(w) f(x)=R(w) \nabla_{\kappa} f(x) w^{-1}
$$

Thus $|f(x)| \leq \sum_{w} c_{n}(w) n\|f\|_{\kappa}$ and $\sum_{w} c_{n}(w)=1 / n$ by Proposition 6.5.8.
The norm $\|f\|_{\partial}$ was defined in van der Corput and Schaake [1935]; it is the same as $\|f\|_{\kappa}$ but with all parameters 0 .

Proposition 6.5.22 For $n \geq 0$ and $f \in \mathscr{P}_{n}^{d},\|V f\|_{\kappa}=\|f\|_{\partial}$.
Proof For any $y^{(1)}, \ldots, y^{(n)} \in S^{d-1}$,

$$
\prod_{i=1}^{n}\left\langle y^{(i)}, \nabla_{\kappa}\right\rangle V f(x)=V \prod_{i=1}^{n}\left\langle y^{(i)}, \nabla\right\rangle f(x)=\prod_{i=1}^{n}\left\langle y^{(i)}, \nabla\right\rangle f(x)
$$

the last equation follows from $V 1=1$. Taking the supremum over $\left\{y^{(i)}\right\}$ shows that $\|V f\|_{\kappa}=\|f\|_{\partial}$.

Corollary 6.5.23 For $f \in \Pi^{d}$ and $x \in B^{d}$, we have $|V f(x)| \leq\|f\|_{A}$ and $\|V f\|_{A} \leq$ $\|f\|_{A}$.

Proof Write $f=\sum_{n=0}^{\infty} f_{n}$ with $f_{n} \in \mathscr{P}_{n}^{d}$; then $\left\|V f_{n}\right\|_{\kappa}=\left\|f_{n}\right\|_{\partial}=\left\|f_{n}\right\|_{S}$ by Theorem 4.5.3 and $\left|V f_{n}(x)\right| \leq\left\|V f_{n}\right\|_{\kappa}$ for $\|x\| \leq 1$ and each $n \geq 0$. Thus $\left\|V f_{n}\right\|_{S} \leq$ $\left\|f_{n}\right\|_{S}$ and $\|V f\|_{A} \leq\|f\|_{A}$.

It was originally conjectured that a stronger bound held: namely, $|V f(x)| \leq$ $\sup \{|f(y)|: y \in \operatorname{co}(x W)\}$, where $\operatorname{co}(x W)$ is the convex hull of $\{x w: w \in W\}$. This was later proven by Rösler [1999].

### 6.6 The $\kappa$-Analogue of the Exponential

For $x, y \in \mathbb{C}^{d}$ the function $\exp (\langle x, y\rangle)$ has important applications, such as its use in Fourier transforms and as a reproducing kernel for polynomials (Taylor's theorem
in disguise): for $f \in \Pi^{d}$, the formal series $\left.\exp \left(\sum_{i=1}^{d} x_{i} \partial / \partial y_{i}\right) f(y)\right|_{y=0}=f(x)$. Also $\left(\partial / \partial x_{i}\right) \exp (\langle x, y\rangle)=y_{i} \exp (\langle x, y\rangle)$ for each $i$. There is an analogous function for the differential-difference operators. In this section $\kappa_{v} \geq 0$ is assumed throughout. A superscript such as $(x)$ on an operator refers to the $\mathbb{R}^{d}$ variable on which it acts.

Definition 6.6.1 For $x, y \in \mathbb{R}^{d}$ let $K(x, y)=V^{(x)} \exp (\langle x, y\rangle)$ and $K_{n}(x, y)=$ $(1 / n!) V^{(x)}\left(\langle x, y\rangle^{n}\right)$ for $n \geq 0$.

It is clear that for each $y \in \mathbb{R}^{d}$ the function $f_{y}(x)=\exp (\langle x, y\rangle)$ is in $A\left(B^{d}\right)$ and that $\left\|f_{y}\right\|_{A}=\exp (\|y\|)$; thus the sum $K(x, y)=\sum_{n=0}^{\infty} K_{n}(x, y)$ converges absolutely, and uniformly on closed bounded sets. Here are the important properties of $K_{n}(x, y)$. Of course, $K_{0}(x, y)=1$.

Proposition 6.6.2 For $n \geq 1$ and $x, y \in \mathbb{R}^{d}$ :
(i) $K_{n}(x, y)=\sum_{w \in W} c_{n}(w)\langle x w, y\rangle K_{n-1}(x w, y)$;
(ii) $\left|K_{n}(x, y)\right| \leq \frac{1}{n!} \max _{w \in W}|\langle x w, y\rangle|^{n}$;
(iii) $K_{n}(x w, y w)=K_{n}(x, y)$ for any $w \in W$;
(iv) $K_{n}(y, x)=K_{n}(x, y)$;
(v) $\mathscr{D}_{u}^{(x)} K_{n}(x, y)=\langle u, y\rangle K_{n-1}(x, y)$ for any $u \in \mathbb{R}^{d}$.

Proof Fix $y \in \mathbb{R}^{d}$ and let $g_{y}(x)=\langle x, y\rangle^{n}$. By the construction of $V$ we have

$$
K_{n}(x, y)=\frac{1}{n!} V g_{y}(x)=\frac{1}{n!} \sum_{w \in W} c_{n}(w) \sum_{i=1}^{d}(x w)_{i} V \partial_{i} g_{y}(x w)
$$

and $\partial_{i} g_{y}(x)=n y_{i}\langle x, y\rangle^{n-1}$; thus $V \partial_{i} g_{y}(x w)=n(n-1)!y_{i} K_{n-1}(x w, y)$, implying part (i). Part (ii) is proved inductively using part (i) and the facts that $c_{n}(w) \geq 0$ and $\sum_{w} c_{n}(w)=1 / n$.

For part (iii),

$$
K_{n}(x w, y w)=\frac{1}{n!} R(w) V g_{y w}(x)=\frac{1}{n!} V R(w) g_{y w}(x)
$$

and $R(w) g_{y w}(x)=\langle x w, y w\rangle^{n}=\langle x, y\rangle^{n}$, hence $K_{n}(x w, y w)=K_{n}(x, y)$.
Suppose that $K_{n-1}(y, x)=K_{n-1}(x, y)$ for all $x, y$; then, by (i) and (iii),

$$
\begin{aligned}
K_{n}(y, x) & =\sum_{w \in W} c_{n}(w)\langle y w, x\rangle K_{n-1}(y w, x) \\
& =\sum_{w \in W} c_{n}(w)\left\langle x w^{-1}, y\right\rangle K_{n-1}\left(x w^{-1}, y\right) \\
& =\sum_{w \in W} c_{n}\left(w^{-1}\right)\langle x w, y\rangle K_{n-1}(x w, y) \\
& =K_{n}(x, y)
\end{aligned}
$$

Note that $\sum_{w} q_{\kappa}(w ; s) w=\exp \left(s \sum_{v \in R_{+}}\left(1-\sigma_{v}\right)\right)$ is in the center of the group algebra $\mathbb{K} W$ and is mapped onto itself under the transformation $w \rightarrow w^{-1}$ (because each $\left.\sigma_{v}^{-1}=\sigma_{v}\right)$; hence $q_{\kappa}\left(w^{-1} ; s\right)=q_{\kappa}(w ; s)$ for each $w, s$, which implies that $c_{n}\left(w^{-1}\right)=c_{n}(w)$.

Let $u \in \mathbb{R}^{d}$; then

$$
\mathscr{D}_{u}^{(x)} K_{n}(x, y)=\frac{1}{n!} \mathscr{D}_{u} V g_{y}(x)=\frac{1}{n!} V\langle u, \nabla\rangle g_{y}(x)
$$

by the intertwining of $V$, so that

$$
\mathscr{D}_{u}^{(x)} K_{n}(x, y)=\frac{n}{n!}\langle u, y\rangle V^{(x)}\left(\langle x, y\rangle^{n-1}\right)=\langle u, y\rangle K_{n-1}(x, y) .
$$

Corollary 6.6.3 For $x, y, u \in \mathbb{R}^{d}$ the following hold:
(i) $|K(x, y)| \leq \exp \left(\max _{w \in W}|\langle x w, y\rangle|\right)$;
(ii) $K(x, 0)=K(0, y)=1$;
(iii) $\mathscr{D}_{u}^{(x)} K(x, y)=\langle u, y\rangle K(x, y)$.

Observe that part (iii) of the corollary can be given an inductive proof:

$$
\begin{aligned}
K_{n}(x w, y w) & =\sum_{z \in W} c_{n}(z)\langle x w z, y w\rangle K_{n-1}(x w z, y w) \\
& =\sum_{z \in W} c_{n}(z)\left\langle x w z w^{-1}, y\right\rangle K_{n-1}\left(x w z w^{-1}, y\right) \\
& =\sum_{z \in W} c_{n}\left(w^{-1} z w\right)\langle x z, y\rangle K_{n-1}(x z, y),
\end{aligned}
$$

and $c_{n}\left(w^{-1} z w\right)=c_{n}(z)$ because $\sum_{w} q_{\kappa}(w ; s) w$ is in the center of $\mathbb{K} W$.
The projection of $K(x, y)$ onto invariants is called the $\kappa$-Bessel function for the particular root system and multiplicity function.

Definition 6.6.4 For $x, y \in \mathbb{R}^{d}$ let

$$
K_{W}(x, y)=\frac{1}{|W|} \sum_{w \in W} K(x, y w)
$$

Thus $K_{W}(x, 0)=1$ and $K_{W}(x w, y)=K_{W}(x, y w)=K_{W}(x, y)$ for each $w \in W$. The name "Bessel" stems from the particular case $W=\mathbb{Z}_{2}$, where $K_{W}$ is expressed as a classical Bessel function.

### 6.7 Invariant Differential Operators

This section deals with the large class of differential-difference operators of arbitrary degree as well as with the method for finding certain commutative sets of differential operators which are related to the multiplicity function $\kappa_{v}$. Since the
operators $\mathscr{D}_{u}$ commute, they generate a commutative algebra of polynomials in $\left\{\mathscr{D}_{i}: 1 \leq i \leq d\right\}$ (see Definition 6.4.2 for $\mathscr{D}_{u}$ and $\mathscr{D}_{i}$ ).

Definition 6.7.1 For $p \in \Pi^{d}$ set $p(\mathscr{D})=p\left(\mathscr{D}_{1}, \mathscr{D}_{2}, \ldots, \mathscr{D}_{d}\right)$; that is, each $x_{i}$ is replaced by $\mathscr{D}_{i}$.

For example, the polynomial $\|x\|^{2}$ corresponds to $\Delta_{h}$. The action of $W$ on these operators is dual to its action on polynomials.

Proposition 6.7.2 Let $p \in \Pi^{d}$ and $w \in W$; then

$$
p(\mathscr{D}) R(w)=R(w)\left[R\left(w^{-1}\right) p(\mathscr{D})\right] .
$$

If $p \in \Pi^{W}$, the algebra of invariant polynomials, then $p(\mathscr{D}) R(w)=R(w) p(\mathscr{D})$.
Proof Each polynomial is a sum of terms such as $q(x)=\prod_{i=1}^{n}\left\langle u^{(i)}, x\right\rangle$, with each $u^{(i)} \in \mathbb{R}^{d}$. By Proposition 6.4.3, $q(\mathscr{D}) R(w)=R(w) \prod_{i=1}^{n}\left\langle u^{(i)} w, \nabla_{\kappa}\right\rangle$. Also, $R\left(w^{-1}\right) q(x)=\prod_{i=1}^{n}\left\langle u^{(i)}, x w^{-1}\right\rangle=\prod_{i=1}^{n}\left\langle u^{(i)} w, x\right\rangle$. This shows that $q(\mathscr{D}) R(w)=$ $R(w)\left[R\left(w^{-1}\right) q(\mathscr{D})\right]$. If a polynomial $p$ is invariant then $R\left(w^{-1}\right) p=p$, which implies that $p(\mathscr{D}) R(w)=R(w) p(\mathscr{D})$.

The effect of $p(\mathscr{D})$ on $K(x, y)$ is easy to calculate:

$$
p\left(\mathscr{D}^{(x)}\right) K(x, y)=p(y) K(x, y), \quad x, y \in \mathbb{R}^{d} .
$$

The invariant polynomials for several reflection groups were described in Subsections 4.3.1-4.3.6. The motivation for the rest of this section comes from the observation that $\Delta_{h}$ restricted to $\Pi^{W}$ acts as a differential operator:

$$
\Delta_{h} p(x)=\Delta p(x)+\sum_{v \in R_{+}} \kappa_{v} \frac{2\langle v, \nabla p(x)\rangle}{\langle v, x\rangle}, \quad \text { for } p \in \Pi^{W}
$$

It turns out that this holds for any operator $q(\mathscr{D})$ with $q \in \Pi^{W}$. However, explicit forms such as that for $\Delta_{h}$ are not easily obtainable (one reason is that there are many different invariants for different groups; only $\|x\|^{2}$ is invariant for each group). Heckman [1991a] proved this differential operator result. Some background is needed to present the theorem. The basic problem is that of characterizing differential operators among all linear operators on polynomials.

Definition 6.7.3 Let $\mathscr{L}\left(\Pi^{d}\right)$ be the set of linear transformations of $\Pi^{d} \rightarrow \Pi^{d}$ ("endomorphisms"). For $n \geq 0$ let $\mathscr{L}_{\partial, n}\left(\Pi^{d}\right)=\operatorname{span}\left\{a(x) \partial^{\alpha}: a \in \Pi^{d}, \alpha \in\right.$ $\left.\mathbb{N}_{0}^{d},|\alpha| \leq n\right\}$, where $\partial^{\alpha}=\partial_{1}^{\alpha_{1}} \cdots \partial_{d}^{\alpha_{d}}$, the space of differential operators of degree $\leq n$ with polynomial coefficients. Further, let $\mathscr{L}_{\partial}\left(\Pi^{d}\right)=\bigcup_{n=0}^{\infty} \mathscr{L}_{\partial, n}\left(\Pi^{d}\right)$.

Definition 6.7.4 For $S, T \in \mathscr{L}\left(\Pi^{d}\right)$ define an operator $a d(S) T \in \mathscr{L}\left(\Pi^{d}\right)$ by

$$
a d(S) T f=(S T-T S) f \quad \text { for } f \in \Pi^{d}
$$

The name $a d$ refers to the adjoint map from Lie algebra theory. The elements of $\mathscr{L}_{\partial, 0}$ are just multiplier operators on $\Pi^{d}: f \mapsto p f$ for a polynomial $p \in \Pi^{d}$; we use the same symbol $(p)$ for this operator. The characterization of $\mathscr{L}_{\partial}\left(\Pi^{d}\right)$ involves the action of $a d(p)$ for arbitrary $p \in \Pi^{d}$.

Proposition 6.7.5 If $T \in \mathscr{L}\left(\Pi^{d}\right)$ and ad $\left(x_{i}\right) T=0$ for each ithen $T \in \mathscr{L} \mathcal{L}_{\partial, 0}\left(\Pi^{d}\right)$ and $T f=(T 1) f$ for each $f \in \Pi^{d}$.

Proof By the hypothesis, $x_{i} T f(x)=T\left(x_{i} f\right)(x)$ for each $i$ and $f \in \Pi^{d}$. The set $E=\left\{f \in \Pi^{d}: T f=(T 1) f\right\}$ is a linear space, contains 1 and is closed under multiplication by each $x_{i}$; hence $E=\Pi^{d}$.

The usual product rule holds for $a d$ : for $S, T_{1}, T_{2} \in \mathscr{L}\left(\Pi^{d}\right)$, a trivial verification shows that

$$
\operatorname{ad}(S) T_{1} T_{2}=\left[\operatorname{ad}(S) T_{1}\right] T_{2}+T_{1}\left[\operatorname{ad}(S) T_{2}\right] .
$$

There is a commutation fact:

$$
S_{1} S_{2}=S_{2} S_{1} \quad \text { implies that } \quad \operatorname{ad}\left(S_{1}\right) \operatorname{ad}\left(S_{2}\right)=\operatorname{ad}\left(S_{2}\right) \operatorname{ad}\left(S_{1}\right) .
$$

This holds because both sides of the second equation applied to $T$ equal $S_{1} S_{2} T-$ $S_{1} T S_{2}-S_{2} T S_{1}+T S_{2} S_{1}$. In particular, $\operatorname{ad}(p) \operatorname{ad}(q)=a d(q) a d(p)$ for multipliers $p, q \in \Pi^{d}$. For any $p \in \Pi^{d}, a d(p) \partial_{i}=-\partial_{i} p \in \mathscr{L}_{\partial, 0}\left(\Pi^{d}\right)$, a multiplier.

It is not as yet proven that $\mathscr{L}_{\partial}\left(\Pi^{d}\right)$ is an algebra; this is a consequence of the following.

Proposition 6.7.6 Suppose that $m, n \geq 0$ and $\alpha, \beta \in \mathbb{N}_{0}^{d}$, with $|\alpha|=m,|\beta|=n$ and $p, q \in \Pi^{d}$; then $p \partial^{\alpha} q \partial^{\beta}=p q \partial^{\alpha+\beta}+T$, with $T \in \mathscr{L}_{\partial, m+n-1}\left(\Pi^{d}\right)$.

Proof Proceed inductively with the degree-1 factors of $\partial^{\alpha}$; a typical step uses $\partial_{i} q S=q \partial_{i} S+\left(\partial_{i} q\right) S$ for some operator $S$.

Corollary 6.7.7 Suppose that $n \geq 1$ and $T \in \mathscr{L}_{\partial, n}\left(\Pi^{d}\right)$; then $\operatorname{ad}(p) T \in$ $\mathscr{L}_{\partial, n-1}\left(\Pi^{d}\right)$ and $\operatorname{ad}(p)^{n+1} T=0$, for any $p \in \Pi^{d}$.

In fact Corollary 6.7.7 contains the characterization announced previously. The effect of $a d\left(x_{i}\right)$ on operators of the form $q \partial^{\alpha}$ can be calculated explicitly.

Lemma 6.7.8 Suppose that $\alpha \in \mathbb{N}_{0}^{d}, q \in \Pi^{d}$ and $1 \leq i \leq d$; then

$$
a d\left(x_{i}\right) q \partial^{\alpha}=\left(-\alpha_{i}\right) q \partial_{1}^{\alpha_{1}} \cdots \partial_{i}^{\alpha_{i}-1} \cdots \partial_{d}^{\alpha_{d}} .
$$

Proof Since $x_{i}$ commutes with $q$ and $\partial_{j}^{\alpha_{j}}$ for $j \neq i$, it suffices to find $\operatorname{ad}\left(x_{i}\right) \partial_{i}^{\alpha_{i}}$. Indeed, by the Leibniz rule, $x_{i} \partial_{i}^{\alpha_{i}} f-\partial_{i}^{\alpha_{i}}\left(x_{i} f\right)=-\sum_{j=1}^{\alpha_{i}}\binom{\alpha_{i}}{j} \partial_{i}^{j}\left(x_{i}\right) \partial_{i}^{\alpha_{i}-j}(f)=$ $-\alpha_{i} \partial_{i}^{\alpha_{i}-1}(f)$ for any $f \in \Pi^{d}$.

Theorem 6.7.9 For $n \geq 1, T \in \mathscr{L}\left(\Pi^{d}\right)$ the following are equivalent:
(i) $T \in \mathscr{L}_{\partial, n}\left(\Pi^{d}\right)$;
(ii) $\operatorname{ad}(p)^{n+1} T=0$ for each $p \in \Pi^{d}$;
(iii) $a d\left(x_{1}\right)^{\alpha_{1}} a d\left(x_{2}\right)^{\alpha_{2}} \cdots a d\left(x_{d}\right)^{\alpha_{d}} T=0$ for each $\alpha \in \mathbb{N}_{0}^{d}$ with $|\alpha|=n+1$.

Proof We will show that (i) $\Rightarrow$ (ii) $\Rightarrow$ (iii) $\Rightarrow$ (i). The part (i) $\Rightarrow$ (ii) is already proven. Suppose now that (ii) holds; for any $y \in \mathbb{R}^{d}$ let $p=\sum_{i=1}^{d} y_{i} x_{i}$. The multinomial theorem applies to the expansion of $\left(\sum_{i=1}^{d} y_{i} a d\left(x_{i}\right)\right)^{n+1}$ because the terms commute with each other. Thus

$$
0=a d(p)^{n+1} T=\sum_{|\alpha|=n+1}\binom{|\alpha|}{\alpha} y^{\alpha} a d\left(x_{1}\right)^{\alpha_{1}} a d\left(x_{2}\right)^{\alpha_{2}} \cdots a d\left(x_{d}\right)^{\alpha_{d}} T
$$

Considering this as a polynomial identity in the variable $y$, we deduce that each coefficient is zero. Thus (ii) $\Rightarrow$ (iii).

Suppose that (iii) holds. Proposition 6.7 .5 shows that (i) is true for $n=0$. Proceed by induction and suppose that (iii) implies (i) for $n-1$. Note that Lemma 6.7.8 shows that there is a biorthogonality relation

$$
\operatorname{ad}\left(x_{1}\right)^{\alpha_{1}} a d\left(x_{2}\right)^{\alpha_{2}} \cdots a d\left(x_{d}\right)^{\alpha_{d}}\left(q \partial^{\beta}\right)=\prod_{i=1}^{d}\left(-\beta_{i}\right)_{\alpha_{i}} q \partial^{\beta-\alpha}
$$

where $\partial^{\beta-\alpha}=\prod_{i=1}^{d} \partial_{i}^{\beta_{i}-\alpha_{i}}$ and negative powers of $\partial_{i}$ are considered to be zero (of course, the Pochhammer symbol $\left(-\beta_{i}\right)_{\alpha_{i}}=0$ for $\alpha_{i}>\beta_{i}$ ). For each $\alpha \in \mathbb{N}_{0}^{d}$ with $|\alpha|=n$, let

$$
S_{\alpha}=(-1)^{n} \prod_{i=1}^{d}\left(\alpha_{i}!\right)^{-1} a d\left(x_{1}\right)^{\alpha_{1}} a d\left(x_{2}\right)^{\alpha_{2}} \cdots a d\left(x_{d}\right)^{\alpha_{d}} T .
$$

By hypothesis, $a d\left(x_{i}\right) S_{\alpha}=0$ for each $i$ and, by Proposition 6.7.5, $S_{\alpha}$ is a multiplier, say, $q_{\alpha} \in \Pi^{d}$. Now let $T_{n}=\sum_{|\alpha|=n} q_{\alpha} \partial^{\alpha}$. By construction and the biorthogonality relation, we have

$$
a d\left(x_{1}\right)^{\alpha_{1}} a d\left(x_{2}\right)^{\alpha_{2}} \cdots a d\left(x_{d}\right)^{\alpha_{d}}\left(T-T_{n}\right)=0
$$

for any $\alpha \in \mathbb{N}_{0}^{d}$ with $|\alpha|=n$. By the inductive hypothesis, $T-T_{n} \in \mathscr{L}_{\partial, n-1}\left(\Pi^{d}\right)$; thus $T \in \mathscr{L}_{\partial, n}\left(\Pi^{d}\right)$ and (i) is true.

We now apply this theorem to polynomials in $\left\{q_{j}: 1 \leq j \leq d\right\}$, the fundamental invariant polynomials of $W$ (see Chevalley's theorem 6.3.2). Let $\mathscr{L}_{\partial}\left(\Pi^{W}\right)$ denote the algebra generated by $\left\{\partial / \partial q_{i}: 1 \leq i \leq d\right\} \cup \Pi^{W}$, where the latter are considered as multipliers.

Theorem 6.7.10 Let $p \in \Pi^{W}$; then the restriction of $p(\mathscr{D})$ to $\Pi^{W}$ coincides with an operator $D_{p} \in \mathscr{L}_{\partial}\left(\Pi^{W}\right)$. The correspondence $p \rightarrow D_{p}$ is an algebra homomorphism.

Proof By the previous theorem we need to show that there is a number $n$ such that $\operatorname{ad}(g)^{n+1} p(\mathscr{D}) f=0$ for each $f, g \in \Pi^{W}$. Let $n$ be the degree of $p$ as a polynomial in $x$; then $p$ is a sum of terms such as $\prod_{i=1}^{m}\left\langle u^{(i)}, x\right\rangle$ with $u^{(i)} \in \mathbb{R}^{d}$ and $m \leq n$. By the multinomial Leibniz rule,

$$
\begin{aligned}
& \operatorname{ad}(g)^{n+1} \prod_{i=1}^{m}\left\langle u^{(i)}, \nabla_{\kappa}\right\rangle \\
& \quad=\sum\left\{\binom{n+1}{\beta} \prod_{i=1}^{m}\left(\operatorname{ad}(g)^{\beta_{i}}\left\langle u^{(i)}, \nabla_{\kappa}\right\rangle\right): \beta \in \mathbb{N}_{0}^{m},|\beta|=n+1\right\} .
\end{aligned}
$$

For any $\beta$ in the sum there must be at least one index $i$ with $\beta_{i} \geq 2$, since $n+1>m$. But if $g \in \Pi^{W}$ and $q \in \Pi^{d}$ then $\left\langle u, \nabla_{\kappa}\right\rangle(g q)=\mathscr{D}_{u}(g q)=g \mathscr{D}_{u} q+q\langle u, \nabla\rangle g$; that is, $a d(g)\left\langle u, \nabla_{\kappa}\right\rangle$ is the same as multiplication by $\langle u, \nabla\rangle g$ and $\operatorname{ad}(g)^{2}\left\langle u, \nabla_{\kappa}\right\rangle=$ 0 . Thus $D_{p} \in \mathscr{L}_{\partial}\left(\Pi^{W}\right)$. Furthermore, if $p_{1}, p_{2} \in \Pi^{W}$ then the restriction of $p_{1}(\mathscr{D}) p_{2}(\mathscr{D})$ to $\Pi^{W}$ is clearly the product of the respective restrictions, so that $D_{p_{1} p_{2}}=D_{p_{1}} D_{p_{2}}$.

This shows that $D_{p}$ is a sum of terms such as

$$
f\left(q_{1}, q_{2}, \ldots, q_{d}\right) \prod_{i=1}^{d}\left(\frac{\partial}{\partial q_{i}}\right)^{\alpha_{i}}
$$

with $\alpha \in \mathbb{N}_{0}^{d}$ and $|\alpha| \leq n$. This can be expressed in terms of $x$. Recall the Jacobian matrix $J(x)=\left(\partial q_{i}(x) / \partial x_{j}\right)_{i, j=1}^{d}$ with $\operatorname{det} J(x)=c a_{R}(x)$, a scalar multiple of the alternating polynomial $a_{R}(x)$ (see Theorem 6.3.5). The inverse of $J(x)$ exists for each $x$ such that $\langle x, v\rangle \neq 0$ for each $v \in R_{+}$, and the entries are rational functions whose denominators are products of factors $\langle x, v\rangle$. Since $\partial / \partial q_{j}=\sum_{i=1}^{d}\left(J(x)^{-1}\right)_{i, j} \partial / \partial x_{i}$, we see that each $D_{p}$ can be expressed as a differential operator on $x \in \mathbb{R}^{d}$ with rational coefficients (and singularities on $\{x$ : $\left.\prod_{v \in R_{+}}\langle x, v\rangle=0\right\}$, the union of the reflecting hyperplanes). This is obvious for $\Delta_{h}$.

The $\kappa$-Bessel function is an eigenfunction of each $D_{p}, p \in \Pi^{W}$; this implies that the correspondence $p \rightarrow D_{p}$ is one to one.

Proposition 6.7.11 For $x, y \in \mathbb{R}^{d}$, if $p \in \Pi^{W}$ then

$$
D_{p}^{(x)} K_{W}(x, y)=p(y) K_{W}(x, y)
$$

Proof It is clear that $K_{W}$ is the absolutely convergent sum over $n \geq 0$ of the sequence $|W|^{-1} \sum_{w \in W} K_{n}(x, y w)$ and that $p\left(\mathscr{D}^{(x)}\right)$ can be applied term by term. Indeed,

$$
\begin{aligned}
D_{p}^{(x)} K_{W}(x, y) & =p\left(\mathscr{D}^{(x)}\right) K_{W}(x, y)=\frac{1}{|W|} \sum_{w \in W} p\left(\mathscr{D}^{(x)}\right) K(x, y w) \\
& =\frac{1}{|W|} \sum_{w \in W} p(y w) K(x, y w)=\frac{1}{|W|} p(y) \sum_{w \in W} K(x, y w) \\
& =p(y) K_{W}(x, y) .
\end{aligned}
$$

The third equals sign uses (iii) in Corollary 6.6.3.

Opdam [1991] established the existence of $K_{W}$ as the unique real-entire joint eigenfunction of all invariant differential operators commuting with $D_{p} p(x)=$ $\|x\|^{2}$, that is, the differential part of $\Delta_{h}$, the eigenvalues specified in Proposition 6.7.11.

### 6.8 Notes

The fundamental characterization of reflection groups in terms of generators and relations was established by Coxeter [1935]. Chevalley [1955] proved that the ring of invariants of a finite reflection group is a polynomial ring (that is, it is isomorphic to the ordinary algebra of polynomials in $d$ variables). It is an "heuristic feeling" of the authors that this is the underlying reason why reflection groups and orthogonal polynomials go together. For background information, geometric applications and proofs of theorems about reflection groups omitted in the present book, the reader is referred to Coxeter and Moser [1965], Grove and Benson [1985] and Humphreys [1990].

Historically, one of the first results that involved reflection-invariant operators and spherical harmonics appeared in Laporte [1948] (our theorem 6.2.6 for the case $\mathbb{R}^{3}$ ).

Differential-difference operators, intertwining operators and $\kappa$-exponential functions were developed in a series of papers by Dunkl [1988, 1989a, 1990, 1991]. The construction of the differential-difference operators came as a result of several years of research aimed at understanding the structure of non-invariant orthogonal polynomials with respect to invariant weight functions. Differential operators do not suffice, owing to their singularities on the reflecting hyperplanes.

Subsequently to Dunkl's 1989 paper, Heckman [1991a] constructed operators of a trigonometric type, associated with Weyl groups. There are similar operators in which elliptic functions replace the linear denominators (Buchstaber, Felder and Veselov [1994]). Rösler [1999] showed that the intertwining operator can be expressed as an integral transform with positive kernel; this was an existence proof, so the finding of explicit forms is, as of the time of writing, an open problem. In some simple cases, however, an explicit form is known; see the next chapter and its notes.

## 7

## Spherical Harmonics Associated with Reflection Groups

In this chapter we study orthogonal polynomials on spheres associated with weight functions that are invariant under reflection groups. A theory of homogeneous orthogonal polynomials in this setting, called $h$-harmonics, can be developed in almost complete analogy to that for the ordinary spherical harmonics. The results include several inner products under which orthogonality holds, explicit expressions for the reproducing kernels given in terms of the intertwining operator and an integration which shows that the average of the intertwining operator over the sphere removes the action of the operator. As examples, we discuss the $h$-harmonics associated with $\mathbb{Z}_{2}^{d}$ and those in two variables associated with dihedral groups. Finally, we discuss the analogues of the Fourier transform associated with reflection groups.

## 7.1 h-Harmonic Polynomials

We use the notation of the previous chapter and start with definitions.

Definition 7.1.1 Let $R_{+}$be the system of positive roots of a reflection group $W$ acting in $\mathbb{R}^{d}$. Let $\kappa$ be a multiplicity function as in Definition 6.4.1. Associated with $R_{+}$and $\kappa$ we define invariant weight functions

$$
h_{\kappa}(x):=\prod_{v \in R_{+}}|\langle v, x\rangle|^{\kappa_{v}}, \quad x \in \mathbb{R}^{d} .
$$

Throughout this chapter we use the notation $\gamma_{\kappa}$ and $\lambda_{\kappa}$ as follows:

$$
\begin{equation*}
\gamma_{\kappa}:=\sum_{v \in R_{+}} \kappa_{v} \quad \text { and } \quad \lambda_{\kappa}:=\gamma_{\kappa}+\frac{d-2}{2} . \tag{7.1.1}
\end{equation*}
$$

Sometimes we will write $\gamma$ for $\gamma_{\kappa}$ and $\lambda$ for $\lambda_{\kappa}$, and particularly in the proof sections when no confusion is likely. Note that the weight function $h_{\kappa}$ is positively homogeneous of degree $\gamma_{\kappa}$.

Recall that the operators $\mathscr{D}_{i}, 1 \leq i \leq d$, from Definition 6.4.2 commute and that the $h$-Laplacian is defined by $\Delta_{h}=\sum_{i=1}^{d} \mathscr{D}_{i}^{2}$.

Definition 7.1.2 A polynomial $P$ is $h$-harmonic if $\Delta_{h} P=0$.
We split the differential and difference parts of $\Delta_{h}$, denoting them by $L_{h}$ and $D_{h}$, respectively; that is, $\Delta_{h}=L_{h}+D_{h}$ with

$$
\begin{align*}
L_{h} f & =\frac{\Delta\left(f h_{\kappa}\right)-f \Delta h_{\kappa}}{h_{\kappa}}, \\
D_{h} f(x) & =-2 \sum_{v \in R_{+}} \kappa_{v} \frac{f(x)-f\left(x \sigma_{v}\right)}{\langle v, x\rangle^{2}}\|v\|^{2} . \tag{7.1.2}
\end{align*}
$$

Lemma 7.1.3 Both $L_{h}$ and $D_{h}$ commute with the action of the reflection group $W$.

Proof We have $L_{h} f=\Delta f+2\left\langle\nabla h_{\kappa}, \nabla f\right\rangle / h_{\kappa}$. We need to prove that $R(w) L_{h} f=$ $L_{h} R(w) f$ for every $w \in W$. The Laplacian commutes with $R(w)$ since $W$ is a subgroup of $O(d)$. Every term in $2\left\langle\nabla h_{\kappa}, \nabla f\right\rangle / h_{\kappa}=\frac{1}{2}\left[\Delta\left(h_{\kappa}^{2} f\right)-f \Delta\left(h_{\kappa}^{2}\right)-h_{\kappa}^{2} \Delta f\right] / h_{\kappa}^{2}$ commutes with $R(w)$ since $h_{\kappa}^{2}$ is $W$-invariant. Since $\Delta_{h}$ commutes with $R(w)$ and $D_{h}=\Delta_{h}-L_{h}, D_{h}$ commutes with the action of $W$.

In the proof of the following lemmas and theorem assume that $\kappa_{v} \geq 1$. Analytic continuation can be used to extend the range of validity to $\kappa_{v} \geq 0$. Moreover, we will write $\mathrm{d} \omega$ for $\mathrm{d} \omega_{d-1}$ whenever no confusion can result from this abbreviation.

Lemma 7.1.4 The operator $D_{h}$ is symmetric on polynomials in $L^{2}\left(h_{\kappa}^{2} \mathrm{~d} \omega\right)$.
Proof For any polynomial $f, D_{h} f \in L^{2}\left(h_{\kappa}^{2} \mathrm{~d} \omega\right)$ since each factor $\langle x, v\rangle^{2}$ in the denominators of the terms of $D_{h} f$ is canceled by $h_{\kappa}^{2}(x)=\prod_{v \in R_{+}}|\langle x, v\rangle|^{2 \kappa_{v}}$ for each $\kappa_{v} \geq 1$. For polynomials $f$ and $g$,

$$
\begin{array}{rl}
\int_{S^{d-1}} & f D_{h} \bar{g} h_{\kappa}^{2} \mathrm{~d} \omega \\
= & -\sum_{v \in R_{+}} \kappa_{v}\left(\int_{S^{d-1}} f(x) \bar{g}(x)\langle x, v\rangle^{-2} h_{\kappa}^{2}(x) \mathrm{d} \omega\right. \\
& \left.-\int_{S^{d-1}} f(x) \bar{g}\left(x \sigma_{v}\right)\langle x, v\rangle^{-2} h_{\kappa}(x)^{2} \mathrm{~d} \omega\right)\|v\|^{2}=\int_{S^{d-1}}\left(D_{h} f\right) \bar{g} h_{\kappa}^{2} \mathrm{~d} \omega
\end{array}
$$

where in the second integral in the sum we have replaced $x$ by $x \sigma_{v}$; this step is valid by the $W$-invariance of $h_{\kappa}^{2}$ under each $\sigma_{v}$ and the relation $\left\langle x \sigma_{v}, v\right\rangle=$ $\left\langle x, v \sigma_{v}\right\rangle=-\langle x, v\rangle$.

Lemma 7.1.5 For $f, g \in C^{2}\left(B^{d}\right)$,

$$
\int_{S^{d-1}} \frac{\partial f}{\partial n} g h_{\kappa}^{2} \mathrm{~d} \omega=\int_{B^{d}}\left(g L_{h} f+\langle\nabla f, \nabla g\rangle\right) h_{\kappa}^{2} \mathrm{~d} x
$$

where $\partial f / \partial n$ is the normal derivative of $f$.
Proof Green's first identity states that

$$
\int_{S^{d-1}} \frac{\partial f_{1}}{\partial n} f_{2} \mathrm{~d} \omega=\int_{B^{d}}\left(f_{2} \Delta f_{1}+\left\langle\nabla f_{1}, \nabla f_{2}\right\rangle\right) \mathrm{d} x
$$

for $f_{1}, f_{2} \in C^{2}\left(B^{d}\right)$. In this identity, first put $f_{1}=f h_{\kappa}$ and $f_{2}=g h_{\kappa}$ to get

$$
\int_{S^{d-1}}\left(f g \frac{\partial h_{\kappa}}{\partial n}+g h_{\kappa} \frac{\partial f}{\partial n}\right) h_{\kappa} \mathrm{d} \omega=\int_{B^{d}}\left[g h_{\kappa} \Delta\left(f h_{\kappa}\right)+\left\langle\nabla\left(f h_{\kappa}\right), \nabla\left(g h_{\kappa}\right)\right\rangle\right] \mathrm{d} x
$$

and then put $f_{1}=h_{\kappa}$ and $f_{2}=f g h_{\kappa}$ to get

$$
\int_{S^{d-1}} f g \frac{\partial h_{\kappa}}{\partial n} \mathrm{~d} \omega=\int_{B^{d}}\left[f g h_{\kappa} \Delta h_{\kappa}+\left\langle\nabla\left(f g h_{\kappa}\right), \nabla h_{\kappa}\right\rangle\right] \mathrm{d} x .
$$

Subtracting the second equation from the first, we obtain

$$
\int_{S^{d-1}} g \frac{\partial f}{\partial n} h_{\kappa}^{2} \mathrm{~d} \omega=\int_{B^{d}}\left(g h_{\kappa}\left[\Delta\left(f h_{\kappa}\right)-f \Delta h_{\kappa}\right]+h_{\kappa}^{2}\langle\nabla f, \nabla g\rangle\right) \mathrm{d} x
$$

by using the product rule for $\nabla$ repeatedly.

Theorem 7.1.6 Suppose that $f$ and $g$ are h-harmonic homogeneous polynomials of different degrees; then $\int_{S^{d-1}} f(x) g(x) h_{\kappa}^{2}(x) \mathrm{d} \omega=0$.

Proof Since $f$ is homogeneous, by Euler's formula, $\partial f / \partial n=(\operatorname{deg} f) f$. Hence, by Green's identity in Lemma 7.1.5,

$$
\begin{aligned}
(\operatorname{deg} f-\operatorname{deg} g) \int_{S^{d-1}} f g h_{\kappa}^{2} \mathrm{~d} \omega & =\int_{B^{d}}\left(g L_{h} f-f L_{h} g\right) h_{\kappa}^{2} \mathrm{~d} x \\
& =\int_{B^{d}}\left(g D_{h} f-f D_{h} g\right) h_{\kappa}^{2} \mathrm{~d} x=0
\end{aligned}
$$

using the symmetry of $D_{h}$ from Lemma 7.1.4.
Hence, the $h$-harmonics are homogeneous orthogonal polynomials with respect to $h_{\kappa}^{2} \mathrm{~d} \omega$. Denote the space of $h$-harmonic homogeneous polynomials of degree $n$ by

$$
\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)=\mathscr{P}_{n}^{d} \cap \operatorname{ker} \Delta_{h},
$$

using notation from Section 4.2. If $h_{\kappa}^{2}$ is $S$-symmetric then it follows from Theorem 4.2.7 that $\mathscr{P}_{n}^{d}$ admits a unique decomposition in terms of $\mathscr{H}_{j}^{d}\left(h_{\kappa}^{2}\right)$. The same result also holds for the general $h$-harmonic polynomial $h_{\kappa}$ from Definition 7.1.1.

Theorem 7.1.7 For each $n \in \mathbb{N}_{0}, \mathscr{P}_{n}^{d}=\bigoplus_{j=0}^{[n / 2]}\|x\|^{2 j} \mathscr{H}_{n-2 j}^{d}\left(h_{\kappa}^{2}\right)$; that is, there is a unique decomposition $P(x)=\sum_{j=0}^{[n / 2]}\|x\|^{2 j} P_{n-2 j}(x)$ for $P \in \mathscr{P}_{n}^{d}$ with $P_{n-2 j} \in$ $\mathscr{H}_{n-2 j}^{d}\left(h_{\kappa}^{2}\right)$. In particular,

$$
\operatorname{dim} \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)=\binom{n+d-1}{n}-\binom{n+d-3}{n-2} .
$$

Proof We proceed by induction. From the fact that $\Delta_{h} \mathscr{P}_{n}^{d} \subset \mathscr{P}_{n-2}^{d}$ we obtain $\mathscr{P}_{0}^{d}=\mathscr{H}_{0}^{d}, \mathscr{P}_{1}^{d}=\mathscr{H}_{1}^{d}$ and $\operatorname{dim} \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right) \geq \operatorname{dim} \mathscr{P}_{n}^{d}-\operatorname{dim} \mathscr{P}_{n-2}^{d}$. Suppose that the statement is true for $m=0,1, \ldots, n-1$ for some $n$. Then $\|x\|^{2} \mathscr{P}_{n-2}^{d}$ is a subspace of $\mathscr{P}_{n}^{d}$ and is isomorphic to $\mathscr{P}_{n-2}^{d}$, since homogeneous polynomials are determined by their values on $S^{d-1}$. By the induction hypothesis $\|x\|^{2} \mathscr{P}_{n-2}^{d}=\bigoplus_{j=0}^{[n / 2]-1}\|x\|^{2 j+2} \mathscr{H}_{n-2-2 j}^{d}\left(h_{\kappa}^{2}\right)$, and by the previous theorem $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right) \perp \mathscr{H}_{n-2-2 j}^{d}\left(h_{\kappa}^{2}\right)$ for each $j=0,1, \ldots,[n / 2]-1$. Hence $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right) \perp$ $\|x\|^{2} \mathscr{P}_{n-2}^{d}$ in $L^{2}\left(h_{\kappa}^{2} \mathrm{~d} \omega\right)$. Thus $\operatorname{dim} \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)+\operatorname{dim} \mathscr{P}_{n-2}^{d} \leq \operatorname{dim} \mathscr{P}_{n}^{d}$, and so $\operatorname{dim} \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)+\operatorname{dim}\left(\|x\|^{2} \mathscr{P}_{n-2}^{d}\right)=\operatorname{dim} \mathscr{P}_{n}^{d}$.

Corollary 7.1.8 $\mathscr{P}_{n}^{d} \cap\left(\mathscr{P}_{n-2}^{d}\right)^{\perp}=\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$; that is, if $p \in \mathscr{P}_{n}^{d}$ and $p \perp P_{n-2}^{d}$ then $p$ is h-harmonic.

A basis of $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ can be generated by a simple procedure. First, we state
Lemma 7.1.9 Let s be a real number and $g \in \mathscr{P}_{n}^{d}$. Then

$$
\begin{align*}
& \mathscr{D}_{i}\left(\|x\|^{s} g\right)=s x_{i}\|x\|^{s-2} g+\|x\|^{s} \mathscr{D}_{i} g \\
& \Delta_{h}\left(\|x\|^{s} g\right)=2 s\left(\frac{d}{2}+\frac{s}{2}-1+n+\gamma_{\kappa}\right)\|x\|^{s-2} g+\|x\|^{s} \Delta_{h} g \tag{7.1.3}
\end{align*}
$$

where, if $s<2$, both these identities are restricted to $\mathbb{R}^{d} \backslash\{0\}$.
Proof Since $\|x\|^{s}$ is invariant under the action of the reflection group, it follows from the product formula in Proposition 6.4.12 that

$$
\mathscr{D}_{i}\left(\|x\|^{s} g\right)=\partial_{i}\left(\|x\|^{s}\right) g+\|x\|^{s} \mathscr{D}_{i} g
$$

from which the first identity follows. To prove the second identity, use the split $\Delta_{h}=L_{h}+D_{h}$. It is easy to see that $D_{h}\left(\|x\|^{s} g\right)=\|x\|^{s} D_{h} g$. Hence, using the fact that $L_{h} f=\Delta f+2\left\langle\nabla h_{\kappa}, \nabla f\right\rangle / h_{\kappa}$, the second identity follows from

$$
\Delta\left(\|x\|^{s} g\right)=2 s\left(\frac{d}{2}+\frac{s}{2}-1+n\right)\|x\|^{s-2} g+\|x\|^{s} \Delta g
$$

and

$$
\left\langle\nabla\left(\|x\|^{s} g\right), \nabla h_{\kappa}\right\rangle=s\|x\|^{s-2}\left\langle g, \nabla h_{\kappa}\right\rangle+\|x\|^{s}\left\langle\nabla g, \nabla h_{\kappa}\right\rangle,
$$

where we have used the relation $\sum\left(x_{i} \partial h_{\kappa} / \partial x_{i}\right)=\gamma_{\kappa} h_{\kappa}$.

Lemma 7.1.10 For $1 \leq i \leq d, \Delta_{h}\left[x_{i} f(x)\right]=x_{i} \Delta_{h} f(x)+2 \mathscr{D}_{i} f(x)$.
Proof By the product rules for $\Delta$ and for $\nabla$,

$$
\begin{aligned}
\Delta_{h}\left[x_{i} f(x)\right]= & x_{i} \Delta f(x)+2 \frac{\partial f}{\partial x_{i}} \\
& +\sum_{v \in R_{+}} \kappa_{v}\left[\frac{2\langle v, \nabla f\rangle x_{i}}{\langle v, x\rangle}+\frac{2 f(x) v_{i}}{\langle v, x\rangle}-\|v\|^{2} \frac{x_{i} f(x)-\left(x \sigma_{v}\right)_{i} f\left(x \sigma_{v}\right)}{\langle v, x\rangle^{2}}\right],
\end{aligned}
$$

which, upon using the identities

$$
x_{i} f(x)-\left(x \sigma_{v}\right)_{i} f\left(x \sigma_{v}\right)=x_{i}\left[f(x)-f\left(x \sigma_{v}\right)\right]+\left(x_{i}-\left(x \sigma_{v}\right)_{i}\right) f\left(x \sigma_{v}\right)
$$

and

$$
x_{i}-\left(x \sigma_{v}\right)_{i}=\frac{2\langle x, v\rangle v_{i}}{\|v\|^{2}},
$$

is seen to be equal to $x_{i} \Delta_{h} f(x)+2 \mathscr{D}_{i} f(x)$.
Definition 7.1.11 For any $\alpha \in \mathbb{N}_{0}^{d}$, define homogeneous polynomials $H_{\alpha}$ by

$$
\begin{equation*}
H_{\alpha}(x):=\|x\|^{2 \lambda_{\kappa}+2|\alpha|} \mathscr{D}^{\alpha}\|x\|^{-2 \lambda_{\kappa}}, \tag{7.1.4}
\end{equation*}
$$

where $\mathscr{D}^{\alpha}=\mathscr{D}_{1}^{\alpha_{1}} \cdots \mathscr{D}_{d}^{\alpha_{d}}$ and $\lambda_{\kappa}$ is as in (7.1.1).
Recall that $\varepsilon_{i}=(0, \ldots, 1, \ldots, 0), 1 \leq i \leq d$, denotes the standard basis elements of $\mathbb{R}^{d}$. In the following proof we write $\lambda$ for $\lambda_{\kappa}$.

Theorem 7.1.12 For each $\alpha \in \mathbb{N}^{d}, H_{\alpha}$ is an h-harmonic polynomial of degree $|\alpha|$, that is, $H_{\alpha} \in \mathscr{H}_{|\alpha|}^{d}\left(h_{\kappa}^{2}\right)$. Moreover, the $H_{\alpha}$ satisfy the recursive relation

$$
\begin{equation*}
H_{\alpha+\varepsilon_{i}}(x)=-2\left(\lambda_{\kappa}+|\alpha|\right) x_{i} H_{\alpha}(x)+\|x\|^{2} \mathscr{D}_{i} H_{\alpha}(x) . \tag{7.1.5}
\end{equation*}
$$

Proof First we prove that $H_{\alpha}$ is a homogeneous polynomial of degree $|\alpha|$, using induction on $n=|\alpha|$. Clearly $H_{0}(x)=1$. Assume that $H_{\alpha}$ has been proved to be a homogeneous polynomial of degree $n$ for $|\alpha|=n$. Using the first identity in (7.1.3) it follows that

$$
\begin{aligned}
\mathscr{D}_{i} H_{\alpha}= & (2 \lambda+2|\alpha|) x_{i}\|x\|^{2 \lambda-2+2|\alpha|} \mathscr{D}^{\alpha}\left(\|x\|^{-2 \lambda}\right) \\
& +\|x\|^{2 \lambda+2|\alpha|} \mathscr{D}_{i} \mathscr{D}^{\alpha}\left(\|x\|^{-2 \lambda}\right),
\end{aligned}
$$

from which the recursive formula (7.1.5) follows from the definition of $H_{\alpha}$. Since $\mathscr{D}_{i}: \mathscr{P}_{n}^{d} \mapsto \mathscr{P}_{n-1}^{d}$, it follows from the recursive formula that $H_{\alpha+\varepsilon_{i}}$ is a homogeneous polynomial of degree $n+1=|\alpha|+1$.

Next we prove that $H_{\alpha}$ is an $h$-harmonic polynomial, that is, that $\Delta_{h} H_{\alpha}=0$. Setting $a=-2 n-2 \lambda$ in the second identity of (7.1.3), we conclude that

$$
\Delta_{h}\left(\|x\|^{-2 n-2 \lambda} g\right)=\|x\|^{-2 n-2 \lambda} \Delta_{h} g
$$

for $g \in \mathscr{P}_{n}^{d}$. In particular, for $g=1$ and $n=0, \Delta_{h}\left(\|x\|^{-2 \lambda}\right)=0$ for $x \in \mathbb{R}^{d} \backslash\{0\}$. Hence, setting $g=H_{\alpha}$ and $|\alpha|=n$ and using the fact that $\mathscr{D}_{1}, \ldots, \mathscr{D}_{d}$ commute, it follows that

$$
\Delta_{h} H_{\alpha}=\|x\|^{2 n+2 \lambda} \mathscr{D}^{\alpha} \Delta_{h}\left(\|x\|^{-2 \lambda}\right)=0
$$

which holds for all $x \in \mathbb{R}^{d}$ since $H_{\alpha}$ is a polynomial.
The formula (7.1.4) defines a one-to-one correspondence between $x^{\alpha}$ and $H_{\alpha}$. Since every $h$-harmonic in $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ can be written as a linear combination of $x^{\alpha}$ with $|\alpha|=n$, the set $\left\{H_{\alpha}:|\alpha|=n\right\}$ contains a basis of $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$. However, the $h$-harmonics in this set are not linearly independent since there are $\operatorname{dim} \mathscr{P}_{n}^{d}$ of them, which is more than $\operatorname{dim} \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$. Nevertheless, it is not hard to derive a basis from them.

Corollary 7.1.13 The set $\left\{H_{\alpha}:|\alpha|=n\right\}$ contains bases of $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$; one particular basis can be taken as $\left\{H_{\alpha}:|\alpha|=n, \alpha_{d}=0,1\right\}$.

Proof The linear dependence relations among the members of $\left\{H_{\alpha}:|\alpha|=n\right\}$ are given by

$$
H_{\beta+2 \varepsilon_{1}}+\cdots+H_{\beta+2 \varepsilon_{d}}=\|x\|^{2 n+2 \lambda} \mathscr{D}^{\beta} \Delta_{h}\left(\|x\|^{-2 \lambda}\right)=0
$$

for every $\beta \in \mathbb{N}^{d}$ such that $|\beta|=n-2$. These relations number exactly $\operatorname{dim} \mathscr{P}_{n-2}^{d}=\#\left\{\beta \in \mathbb{N}^{d}:|\beta|=n-2\right\}$. For each relation we can exclude one polynomial from the set $\left\{H_{\alpha}:|\alpha|=n\right\}$. The remaining $\operatorname{dim} \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ $\left(=\operatorname{dim} \mathscr{P}_{n}^{d}-\operatorname{dim} \mathscr{P}_{n-2}^{d}\right)$ harmonics still span $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$; hence they form a basis for $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$. The basis is not unique, since we can exclude any of the polynomials $H_{\beta+2 \varepsilon_{1}}, \ldots, H_{\beta+2 \varepsilon_{d}}$ for each dependent relation. Excluding $H_{\beta+2 \varepsilon_{d}}$ for all $|\beta|=n-2$ from $\left\{H_{\alpha}:|\alpha|=n\right\}$ is one way to obtain a basis, and it generalizes the spherical harmonics from Section 4.1.

The polynomials in the above basis are not mutually orthogonal, however. In fact, constructing orthonormal bases with explicit formulae is a difficult problem for most reflection groups. At the present such bases are known only in the case of abelian groups $\mathbb{Z}_{2}^{d}$ (see Section 7.5) and the dihedral groups acting on polynomials of two variables (see Section 7.6).

Since (7.1.4) defines a map which takes $x^{\alpha}$ to $H_{\alpha}$, this map must be closely related to the projection operator from $\mathscr{P}_{n}^{d}$ to $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$.

Definition 7.1.14 An operator $\operatorname{proj}_{n, h}$ is defined on the space of homogeneous polynomials $\mathscr{P}_{n}^{d}$ by

$$
\operatorname{proj}_{n, h} P(x)=\frac{(-1)^{n}}{2^{n}\left(\lambda_{\kappa}\right)_{n}}\|x\|^{2 \lambda_{\kappa}+2|\alpha|} P(\mathscr{D})\left\{\|x\|^{-2 \lambda_{\kappa}}\right\}
$$

where $\left(\lambda_{\kappa}\right)_{n}$ is a Pochhammer symbol.

Theorem 7.1.15 The operator $\operatorname{proj}_{n, h}$ is the projection operator from $\mathscr{P}_{n}^{d}$ to $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$, and it is given by

$$
\begin{equation*}
\operatorname{proj}_{n, h} P(x)=\sum_{j=0}^{[n / 2]} \frac{1}{4^{j} j!\left(-\lambda_{\kappa}-n+1\right)_{j}}\|x\|^{2 j} \Delta_{h}^{j} P \tag{7.1.6}
\end{equation*}
$$

moreover, every $P \in \mathscr{P}_{n}^{d}$ has the expansion

$$
\begin{equation*}
P(x)=\sum_{j=0}^{[n / 2]} \frac{1}{4^{j} j!\left(\lambda_{\kappa}+1+n-2 j\right)_{j}}\|x\|^{2 j} \operatorname{proj}_{n-2 j, h} \Delta_{h}^{j} P(x) . \tag{7.1.7}
\end{equation*}
$$

Proof Use induction on $n=|\alpha|$. The case $n=0$ is evident. Suppose that the equation has been proved for all $\alpha$ such that $|\alpha|=n$. Then, with $P(x)=x^{\alpha}$ and $|\alpha|=n$,

$$
\begin{aligned}
\mathscr{D}^{\alpha}\|x\|^{-2 \lambda}= & (-1)^{n} 2^{n}(\lambda)_{n}\|x\|^{-2 \lambda-2 n} \\
& \times \sum_{j=0}^{[n / 2]} \frac{1}{4 j j!(-\lambda-n+1)_{j}}\|x\|^{2 j} \Delta_{h}^{j}\left(x^{\alpha}\right) .
\end{aligned}
$$

Applying $\mathscr{D}_{i}$ to this equation and using the first identity in (7.1.3) with $g=$ $\Delta_{h}^{j}\left(x^{\alpha}\right)$, we conclude, after carefully computing the coefficients, that

$$
\begin{aligned}
\mathscr{D}_{i} \mathscr{D}^{\alpha}\|x\|^{-2 \lambda}= & (-1)^{n} 2^{n}(\lambda)_{n}(-2 \lambda-2 n)\|x\|^{-2 \lambda-2 n-2} \\
& \times \sum_{j=0}^{[(n+1) / 2]} \frac{1}{4^{j} j!(-\lambda-n)_{j}}\|x\|^{2 j}\left[x_{i} \Delta_{h}^{j}\left(x^{\alpha}\right)+2 j \Delta_{h}^{j-1} \mathscr{D}_{i}\left(x^{\alpha}\right)\right],
\end{aligned}
$$

where we have also used the fact that $\mathscr{D}_{i}$ commutes with $\Delta_{h}$. Now, using the identity

$$
\Delta_{h}^{j}\left[x_{i} f(x)\right]=x_{i} \Delta_{h}^{j} f(x)+2 j \mathscr{D}_{i} \Delta_{h}^{j-1} f(x), \quad j=1,2,3, \ldots,
$$

which follows from Lemma 7.1.10, and the fact that $(-1)^{n} 2^{n}(\lambda)_{n}(-2 \lambda-2 n)=$ $(-1)^{n+1} 2^{n+1}(\lambda)_{n+1}$, we conclude that equation (7.1.6) holds for $P(x)=x_{i} x^{\alpha}$, which completes the induction.

To prove (7.1.7), recall that every $P \in \mathscr{P}_{n}^{d}$ has a unique decomposition $P(x)=$ $\sum_{j=0}^{[n / 2]}\|x\|^{2 j} P_{n-2 j}$ by Theorem 7.1.7, where $P_{n-2 j} \in \mathscr{H}_{n-2 j}^{d}\left(h_{\kappa}^{2}\right)$. It follows from the second identity of (7.1.3) that

$$
\begin{equation*}
\Delta_{h}^{j} P=\sum_{i=j}^{[n / 2]} 4^{j}(-i)_{j}(-\lambda+n+i)_{j}\|x\|^{2 i-2 j} P_{n-2 i}, \tag{7.1.8}
\end{equation*}
$$

from which we obtain that

$$
\begin{aligned}
\operatorname{proj}_{n, h} P & =\sum_{j=0}^{[n / 2]}\|x\|^{2 j} \sum_{i=j}^{[n / 2]} \frac{4^{j}(-i)_{j}(-\lambda-n+i)_{j}}{4^{j} j!(-\lambda-n+1)_{j}}\|x\|^{2 i-2 j} P_{n-2 i} \\
& =\sum_{i=0}^{[n / 2]}\|x\|^{2 i} P_{n-2 i} \sum_{j=0}^{i} \frac{(-i)_{j}(-\lambda-n+i)_{j}}{j!(-\lambda-n+1)_{j}} \\
& =\sum_{i=0}^{[n / 2]}\|x\|^{2 i} P_{n-2 i} F_{1}\left(\begin{array}{c}
-i,-\lambda-n+i \\
-\lambda-n+1
\end{array} ; 1\right) .
\end{aligned}
$$

By the Chu-Vandermonde identity the hypergeometric function ${ }_{2} F_{1}$ is zero except when $i=0$, which yields $\operatorname{proj}_{n, h} P=P_{n}$. Finally, using $\Delta_{h}^{j} P$ in place of $P$ and taking into account (7.1.8), we conclude that

$$
\operatorname{proj}_{n-2 j, h} \Delta_{h}^{j} P=(-j)_{j}(-\lambda-n+j)_{j} P_{n-2 j} ;
$$

a simple conversion of Pochhammer symbols completes the proof.
An immediate consequence of this theorem is the following corollary.
Corollary 7.1.16 For each $\alpha \in \mathbb{N}_{0}^{d}$,

$$
H_{\alpha}(x)=(-1)^{n} 2^{n}\left(\lambda_{\kappa}\right)_{n} \operatorname{proj}_{n, h}\left(x^{\alpha}\right)
$$

The projection operator turns out to be related to the adjoint operator $\mathscr{D}_{i}^{*}$ of $\mathscr{D}_{i}$ in $L^{2}\left(h_{\kappa}^{2} \mathrm{~d} \omega\right)$. The adjoint $\mathscr{D}_{i}^{*}$ on $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ is defined by

$$
\int_{S^{d-1}} p\left(\mathscr{D}_{i} q\right) h_{\kappa}^{2} \mathrm{~d} \omega=\int_{S^{d-1}}\left(\mathscr{D}_{i}^{*} p\right) q h_{\kappa}^{2} \mathrm{~d} \omega, \quad p \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right), \quad q \in \mathscr{H}_{n+1}^{d}\left(h_{\kappa}^{2}\right) .
$$

It follows that $\mathscr{D}_{i}^{*}$ is a linear operator that maps $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ into $\mathscr{H}_{n+1}^{d}\left(h_{\kappa}^{2}\right)$.
Theorem 7.1.17 For $p \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$,

$$
\mathscr{D}_{i}^{*} p=2\left(n+\lambda_{\kappa}+1\right)\left[x_{i} p-\left(2 n+2 \lambda_{\kappa}\right)^{-1}\|x\|^{2} \mathscr{D}_{i} p\right] .
$$

Proof First assume that $|\alpha|=|\beta|=n$. It follows from (7.1.5) that

$$
\begin{aligned}
& (2 \lambda+2 n) \int_{S^{d-1}} x_{i} H_{\alpha} H_{\beta} h_{\kappa}^{2} \mathrm{~d} \omega \\
& \quad=\int_{S^{d-1}}\left(\mathscr{D}_{i} H_{\alpha}\right) H_{\beta} h_{\kappa}^{2} \mathrm{~d} \omega-\int_{S^{d-1}} H_{\alpha+\varepsilon_{i}} H_{\beta} h_{\kappa}^{2} \mathrm{~d} \omega=0 .
\end{aligned}
$$

Since $\left\{H_{\alpha}:|\alpha|=n\right\}$ contains a basis for $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$, it follows that

$$
\begin{equation*}
\int_{S^{d-1}} x_{i} p q h_{\kappa}^{2} \mathrm{~d} \omega=0, \quad 1 \leq i \leq d, \quad p, q \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right) \tag{7.1.9}
\end{equation*}
$$

Using this equation and the recursive relation (7.1.5) twice we conclude that, for $|\alpha|=n$ and $|\beta|=n+1$,

$$
\begin{aligned}
\int_{S^{d-1}} H_{\alpha}\left(\mathscr{D}_{i} H_{\beta}\right) h_{\kappa}^{2} \mathrm{~d} \omega & =(2 \lambda+2 n+2) \int_{S^{d-1}} x_{i} H_{\alpha} H_{\beta} h_{\kappa}^{2} \mathrm{~d} \omega \\
& =-\frac{2 \lambda+2 n+2}{2 \lambda+2 n} \int_{S^{d-1}} H_{\alpha+\varepsilon_{i}} H_{\beta} h_{\kappa}^{2} \mathrm{~d} \omega
\end{aligned}
$$

which gives, using the definition of $\mathscr{D}_{i}^{*}$,

$$
\mathscr{D}_{i}^{*} H_{\alpha}=-\frac{n+\lambda+1}{n+\lambda} H_{\alpha+\varepsilon_{i}} .
$$

Using the recurrence relation (7.1.4) again, we obtain the desired result for $p=H_{\alpha}$, which completes the proof by Corollary 7.1.13.

We can also obtain a formula for the adjoint operator defined on $L^{2}\left(h^{2} \mathrm{~d} \mu, \mathbb{R}^{d}\right)$, where we define the measure $\mu$ by

$$
\mathrm{d} \mu=(2 \pi)^{-d / 2} \mathrm{e}^{-\|x\|^{2} / 2} \mathrm{~d} x .
$$

Let $\mathscr{V}_{n}^{d}\left(h_{\kappa}^{2} \mathrm{~d} \mu\right)$ denote the space of orthogonal polynomials of degree $n$ with respect to $h_{\kappa}^{2} \mathrm{~d} \mu$. An orthogonal basis of $\mathscr{V}_{n}^{d}\left(h_{\kappa}^{2} \mathrm{~d} \mu\right)$ is given by

$$
\begin{equation*}
P_{v, j}^{n}(x)=L_{j}^{n-2 j+\lambda_{\kappa}}\left(\frac{1}{2}\|x\|^{2}\right) Y_{n-2 j, v}^{h}(x), \tag{7.1.10}
\end{equation*}
$$

where $Y_{n-2 j, v}^{h} \in \mathscr{H}_{n-2 j}^{d}\left(h_{\kappa}^{2}\right)$ and $0 \leq 2 j \leq n$. Its verification follows as in (5.1.6). We introduce the following normalization constants for convenience:

$$
\begin{align*}
& c_{h}=c_{h, d}=\left(\int_{\mathbb{R}^{d}} h_{\kappa}^{2}(x) \mathrm{d} \mu\right)^{-1} \\
& c_{h}^{\prime}=c_{h, d}^{\prime}=\sigma_{d-1}\left(\int_{S^{d-1}} h_{\kappa}^{2} \mathrm{~d} \omega\right)^{-1} \tag{7.1.11}
\end{align*}
$$

Using polar coordinates we have for $p \in \mathscr{P}_{2 m}$ that

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} p(x) h_{\kappa}^{2}(x) \mathrm{d} \mu & =\frac{1}{(2 \pi)^{d / 2}} \int_{0}^{\infty} r^{2 \gamma_{\kappa}+2 m+d-1} \mathrm{e}^{-r^{2} / 2} \mathrm{~d} r \int_{S^{d-1}} p h_{\kappa}^{2} \mathrm{~d} \omega \\
& =2^{m+\gamma_{\kappa}} \frac{\Gamma\left(\lambda_{\kappa}+m+1\right)}{\Gamma\left(\frac{d}{2}\right)} \frac{1}{\sigma_{d-1}} \int_{S^{d-1}} p h_{\kappa}^{2} \mathrm{~d} \omega
\end{aligned}
$$

which implies, in particular, that

$$
c_{h, d}^{\prime}=2^{\gamma_{\kappa}} \frac{\Gamma\left(\lambda_{\kappa}+1\right)}{\Gamma\left(\frac{d}{2}\right)} c_{h, d}
$$

We denote the adjoint operator of $\mathscr{D}_{i}$ on $L^{2}\left(h_{\kappa}^{2} \mathrm{~d} \mu, \mathbb{R}^{d}\right)$ by $\widetilde{\mathscr{D}}_{i}^{*}$, to distinguish it from the $L^{2}\left(h_{\kappa}^{2} \mathrm{~d} \omega, S^{d-1}\right)$ adjoint $\mathscr{D}_{i}^{*}$.

Theorem 7.1.18 The adjoint $\widetilde{\mathscr{D}}_{i}^{*}$ acting on $L^{2}\left(h_{\kappa}^{2} \mathrm{~d} \mu, \mathbb{R}^{d}\right)$ is given by

$$
\widetilde{\mathscr{D}}_{i}^{*} p(x)=x_{i} p(x)-\mathscr{D}_{i} p(x), \quad p \in \Pi^{d} .
$$

Proof Assume that $\kappa_{v} \geq 1$. Analytic continuation can be used to extend the range of validity to $\kappa_{v} \geq 0$. Let $p$ and $q$ be two polynomials. Integrating by parts, we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{d}}\left[\partial_{i} p(x)\right] q(x) h_{\kappa}^{2}(x) \mathrm{d} \mu= & -\int_{\mathbb{R}^{d}} p(x)\left[\partial_{i} q(x)\right] h_{\kappa}^{2}(x) \mathrm{d} \mu \\
& +\int_{\mathbb{R}^{d}} p(x) q(x)\left[-2 h_{\kappa}(x) \partial_{i} h_{\kappa}(x)+h_{\kappa}^{2}(x) x_{i}\right] \mathrm{d} \mu
\end{aligned}
$$

For a fixed root $v$,

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} & \frac{p(x)-p\left(x \sigma_{v}\right)}{\langle x, v\rangle} q(x) h_{\kappa}^{2}(x) \mathrm{d} \mu \\
& =\int_{\mathbb{R}^{d}} \frac{p(x) q(x)}{\langle x, v\rangle} h_{\kappa}^{2}(x) \mathrm{d} \mu-\int_{\mathbb{R}^{d}} \frac{p\left(x \sigma_{v}\right) q(x)}{\langle x, v\rangle} h_{\kappa}^{2}(x) \mathrm{d} \mu \\
& =\int_{\mathbb{R}^{d}} \frac{p(x) q(x)}{\langle x, v\rangle} h_{\kappa}^{2}(x) \mathrm{d} \mu+\int_{\mathbb{R}^{d}} \frac{p(x) q\left(x \sigma_{v}\right)}{\langle x, v\rangle} h_{\kappa}^{2}(x) \mathrm{d} \mu,
\end{aligned}
$$

where in the second integral we have replaced $x$ by $x \sigma_{v}$, which changes $\langle x, v\rangle$ to $\left\langle x \sigma_{v}, v\right\rangle=-\langle x, v\rangle$ and leaves $h_{\kappa}^{2}$ invariant. Note also that

$$
h_{\kappa}(x) \partial_{i} h_{\kappa}(x)=\sum_{v \in R_{+}} \kappa_{v} \frac{v_{i}}{\langle x, v\rangle} h_{\kappa}^{2}(x) .
$$

Combining these ingredients, we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} & \mathscr{D}_{i} p(x) q(x) h_{\kappa}^{2}(x) \mathrm{d} \mu \\
= & \int_{\mathbb{R}^{d}}\left[p(x)\left[x_{i} q(x)-\partial_{i} q(x)\right]\right. \\
& \left.+\sum_{v \in R_{+}}\left(\kappa_{v} v_{i} p(x)\left[-2 q(x)+q(x)+q\left(x \sigma_{v}\right)\right] /\langle x, v\rangle\right)\right] h_{\kappa}^{2}(x) \mathrm{d} \mu
\end{aligned}
$$

the term inside the large square brackets is exactly $p(x)\left[x_{i} q(x)-\mathscr{D}_{i} q(x)\right]$.

### 7.2 Inner Products on Polynomials

For polynomials in $\Pi^{d}$, a natural inner product is $\langle p, q\rangle_{\partial}=p(\partial) q(0), p, q \in \mathscr{P}_{n}^{d}$, where $p(\partial)$ means that $x_{i}$ has been replaced by $\partial_{i}$ in $p(x)$. The reproducing kernel of this inner product is $\langle x, y\rangle^{n} / n!$, since $\left(\left\langle x, \partial_{y}\right\rangle^{n} / n!\right) q(y)=q(x)$ for $q \in \mathscr{P}_{n}^{d}$ and $x \in \mathbb{R}^{d}$. With the goal of constructing the Poisson kernel for $h$-harmonics, we consider the action of the intertwining operator $V$ (Section 6.5) on this inner product. As in the previous chapter, a superscript such as $(x)$ on an operator refers to the $\mathbb{R}^{d}$ variable on which it acts.

Proposition 7.2.1 If $p \in \mathscr{P}_{n}^{d}$ then $K_{n}\left(x, \mathscr{D}^{(y)}\right) p(y)=p(x)$ for all $x \in \mathbb{R}^{d}$, where $K_{n}\left(x, \mathscr{D}^{(y)}\right)$ is the operator formed by replacing $y_{i}$ by $\mathscr{D}_{i}$ in $K_{n}(x, y)$.

Proof If $p \in \mathscr{P}_{n}^{d}$ then $p(x)=\left(\left\langle x, \partial^{(y)}\right\rangle^{n} / n!\right) p(y)$. Applying $V^{(x)}$ leads to $V^{(x)} p(x)=K_{n}\left(x, \partial^{(y)}\right) p(y)$. The left-hand side is independent of $y$, so applying $V^{(y)}$ to both sides gives $V^{(x)} p(x)=K_{n}\left(x, \mathscr{D}^{(y)}\right) V^{(y)} p(y)$. Thus the desired identity holds for all $V p$ with $p \in \mathscr{P}_{n}^{d}$, which completes the proof since $V$ is one to one.

Definition 7.2.2 The bilinear form $\langle p, q\rangle_{h}$ (known as an $h$ inner product) equals $p\left(\mathscr{D}^{(x)}\right) q(x)$ for $p, q \in \mathscr{P}_{n}^{d}$ and $n \in \mathbb{N}_{0}^{d}$ and, since homogenous polynomials of different degrees are orthogonal to each other, this extends by linearity to all polynomials.

We remark that if $\kappa=0$, that is, $h_{\kappa}(x)=1$, then $\langle p, q\rangle_{h}$ is the same as $\langle p, q\rangle_{\partial}$.
Theorem 7.2.3 For $p, q \in \mathscr{P}_{n}^{d}$,

$$
\langle p, q\rangle_{h}=K_{n}\left(\mathscr{D}^{(x)}, \mathscr{D}^{(y)}\right) p(x) q(y)=\langle q, p\rangle_{h} .
$$

Proof By Proposition 7.2.1, $p(x)=K_{n}\left(x, \mathscr{D}^{(y)}\right) p(y)$. The operators $\mathscr{D}^{(x)}$ and $\mathscr{D}^{(y)}$ commute and thus

$$
\langle p, q\rangle_{h}=K_{n}\left(\mathscr{D}^{(x)}, \mathscr{D}^{(y)}\right) p(y) q(x)=K_{n}\left(\mathscr{D}^{(y)}, \mathscr{D}^{(x)}\right) p(y) q(x)
$$

by part (iv) of Lemma 6.6.2. The latter expression equals $\langle q, p\rangle_{h}$.
Theorem 7.2.4 If $p \in \mathscr{P}_{n}^{d}$ and $q \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ then

$$
\langle p, q\rangle_{h}=c_{h} \int_{\mathbb{R}^{d}} p q h_{\kappa}^{2} \mathrm{~d} \mu=2^{n}\left(\gamma_{\kappa}+\frac{d}{2}\right)_{n} c_{h}^{\prime} \int_{S^{d-1}} p q h_{\kappa}^{2} \mathrm{~d} \omega .
$$

Proof Since $p(\mathscr{D}) q(x)$ is a constant, it follows from Theorem 7.1.18 that

$$
\begin{aligned}
\langle p, q\rangle_{h} & =c_{h} \int_{\mathbb{R}^{d}} p(\mathscr{D}) q(x) h_{\kappa}^{2}(x) \mathrm{d} \mu \\
& =c_{h} \int_{\mathbb{R}^{d}} q(x)\left[p\left(\widetilde{\mathscr{D}}^{*}\right) 1\right] h_{\kappa}^{2}(x) \mathrm{d} \mu \\
& =c_{h} \int_{\mathbb{R}^{d}} q(x)[p(x)+s(x)] h_{\kappa}^{2}(x) \mathrm{d} \mu
\end{aligned}
$$

for a polynomial $s$ of degree less than $n$, where using the relation $\widetilde{\mathscr{D}}_{i}^{*} g(x)=$ $x_{i} g(x)-\mathscr{D}_{i} g(x)$ repeatedly and the fact that the degree of $\mathscr{D}_{i} g$ is lower than that of $g$ shows that $p\left(\widetilde{D}^{*}\right) 1=p(x)+s(x)$. But since $q \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$, it follows from the polar integral that $\int_{\mathbb{R}^{d}} q(x) s(x) h_{\kappa}^{2}(x) \mathrm{d} \mu=0$. This gives the first equality in the statement. The second follows from the use of polar coordinates as in the formula below equations (7.1.11).

Thus $\langle p, q\rangle_{h}$ is positive definite. We can also give an integral representation of $\langle p, q\rangle_{h}$ for all $p, q \in \Pi^{d}$. We need two lemmas.

Lemma 7.2.5 Let $p, q \in \mathscr{P}_{n}^{d}$ and write

$$
p(x)=\sum_{j=0}^{\lfloor n / 2\rfloor}\|x\|^{2 j} p_{n-2 j}(x) \quad \text { and } \quad q(x)=\sum_{j=0}^{\lfloor n / 2\rfloor}\|x\|^{2 j} q_{n-2 j}(x),
$$

with $p_{n-2 j}, q_{n-2 j} \in \mathscr{H}_{n-2 j}^{d}\left(h_{\kappa}^{2}\right)$. Then

$$
\langle p, q\rangle_{h}=\sum_{j=0}^{\lfloor n / 2\rfloor} 4^{j} j!\left(n-2 j+\lambda_{\kappa}+1\right)_{j}\left\langle p_{n-2 j}, q_{n-2 j}\right\rangle_{h}
$$

Proof The expansions of $p$ and $q$ in $h$-harmonics are unique by Theorem 7.1.7. Using the definition of $\Delta_{h}$ (see the text before Definition 7.1.2) and $\left\langle p_{n-2 j}, q_{n-2 j}\right\rangle_{h}$,

$$
\langle p, q\rangle_{h}=\sum_{j=0}^{\lfloor n / 2\rfloor} \sum_{i=0}^{\lfloor n / 2\rfloor} \Delta_{h}^{i} p_{n-2 i}(\mathscr{D})\left[\|x\|^{2 j} q_{n-2 j}(x)\right] .
$$

By the second identity of (7.1.3),

$$
\Delta_{h}^{i}\left(\|x\|^{2 j} q_{n-2 j}(x)\right)=4^{i}(-j)_{i}(-n-\lambda+j)_{i}\|x\|^{2 j-2 i} q_{n-2 j}(x),
$$

which is zero if $i>j$. If $i<j$ then $\left\langle\|x\|^{2 j} q_{n-2 j}(x),\|x\|^{2 i} p_{n-2 i}(x)\right\rangle_{h}=0$ by the same argument and the fact that the pairing is symmetric (Theorem 7.2.3). Hence, the only remaining terms are those with $j=i$, which are given by $4^{j} j!(-n-\lambda+$ $j_{j}{ }_{j} p_{n-2 j}(\mathscr{D}) q_{n-2 j}(x)$.

Lemma 7.2.6 Let $p \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right), n, m \in \mathbb{N}_{0}^{d}$; then

$$
\mathrm{e}^{-\Delta_{h} / 2}\|x\|^{2 m} p(x)=(-1)^{m} m!2^{m} L_{m}^{n+\lambda_{\kappa}}\left(\frac{1}{2}\|x\|^{2}\right) p(x)
$$

Proof We observe that, for $p \in \mathscr{P}_{n}^{d}, \mathrm{e}^{-\Delta_{h} / 2} p$ is a finite sum. From (7.1.3),

$$
\mathrm{e}^{-\Delta_{h} / 2}\|x\|^{2 m} p(x)=\sum_{j=0}^{m} \frac{(-1)^{j} 2^{j}}{j!}(-m)_{j}(-n-m-\lambda)_{j}\|x\|^{2 m-2 j} p(x)
$$

Using the fact that $(-1)^{j}(1-m-a)_{j}=(a)_{m} /(a)_{m-j}$ with $a=n+\lambda+1$, the stated identity follows from the expansion of the Laguerre polynomial in Subsection 1.4.2.

Theorem 7.2.7 For polynomials $p, q$

$$
\langle p, q\rangle_{h}=c_{h} \int_{\mathbb{R}^{d}}\left(\mathrm{e}^{-\Delta_{h} / 2} p\right)\left(\mathrm{e}^{-\Delta_{h} / 2} q\right) h_{\kappa}^{2} \mathrm{~d} \mu .
$$

Proof By Lemma 7.2.5, it suffices to establish this identity for $p, q$ of the form

$$
p(x)=\|x\|^{2 j} p_{m}(x), \quad q(x)=\|x\|^{2 j} q_{m}(x), \quad \text { with } \quad p_{m}, q_{m} \in \mathscr{H}_{m}^{d}\left(h_{\kappa}^{2}\right) .
$$

By the second identity of (7.1.3),

$$
\begin{aligned}
\langle p, q\rangle_{h} & =4^{j} j!\left(m+\gamma+\frac{d}{2}\right)_{j}\left\langle p_{m}, q_{m}\right\rangle_{h} \\
& =4^{j} j!(m+\lambda+1)_{j} 2^{m}(\lambda+1)_{j} c_{h}^{\prime} \int_{S^{d-1}} p_{m} q_{m} h_{\kappa}^{2} \mathrm{~d} \omega \\
& =2^{m+2 j} j!(\lambda+1)_{m+j} c_{h}^{\prime} \int_{S^{d-1}} p_{m} q_{m} h_{\kappa}^{2} \mathrm{~d} \omega .
\end{aligned}
$$

The right-hand side of the stated formula, by Lemma 7.2.6, is seen to equal

$$
\begin{aligned}
& c_{h} \int_{\mathbb{R}^{d}}\left(j!2^{j}\right)^{2}\left[L_{j}^{m+\lambda}\left(\frac{1}{2}\|x\|^{2}\right)\right]^{2} p_{m}(x) q_{m}(x) h_{\kappa}^{2}(x) \mathrm{d} \mu \\
& \quad=2^{-\gamma} \frac{\Gamma\left(\frac{d}{2}\right)}{\Gamma(\lambda+1)} c_{h}^{\prime}(j!)^{2} 2^{m+\gamma+2 j} \frac{\Gamma(\lambda+1+m+j)}{j!\Gamma\left(\frac{d}{2}\right)} \int_{S^{d-1}} p_{m} q_{m} h_{\kappa}^{2} \mathrm{~d} \omega
\end{aligned}
$$

upon using polar coordinates in the integral and the relation between $c_{h}$ and $c_{h}^{\prime}$. These two expressions are clearly the same.

As an application of Theorem 7.2.4, we state the following result.
Proposition 7.2.8 For $p \in \mathscr{P}_{n}^{d}$ and $q \in \mathscr{H}_{n}^{d}$, where $\mathscr{H}_{n}^{d}$ is the space of ordinary harmonics of degree $n$, we have

$$
c_{h}^{\prime} \int_{S^{d-1}} p V q h_{\kappa}^{2} \mathrm{~d} \omega=\frac{\left(\frac{d}{2}\right)_{n}}{\left(\gamma_{\kappa}+\frac{d}{2}\right)_{n} \sigma_{d-1}} \int_{S^{d-1}} p q \mathrm{~d} \omega
$$

Proof Since $\Delta_{h} V=V \Delta, q \in \mathscr{H}_{n}^{d}$ implies that $V q \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$. Apply Theorem 7.2.4 with $V q$ in place of $q$; then

$$
\begin{aligned}
2^{n}\left(\gamma+\frac{d}{2}\right)_{n} c_{h}^{\prime} \int_{S^{d-1}} p V q h_{\kappa}^{2} \mathrm{~d} \omega & =p(\mathscr{D}) V q(x) \\
& =V p(\partial) q(x)=p(\partial) q(x) \\
& =2^{n}\left(\frac{d}{2}\right)_{n} \sigma_{d-1} \int_{S^{d-1}} p q \mathrm{~d} \omega
\end{aligned}
$$

where the first equality follows from Theorem 7.2.4, the second follows from the intertwining property of $V$, the third follows from the fact that $p(\partial) q(x)$ is a constant and $V 1=1$ and the fourth follows from Theorem 7.2 .4 with $\kappa=0$.

An immediate consequence of this theorem is the following biorthogonal relation.

Corollary 7.2.9 Let $\left\{S_{\alpha}\right\}$ be an orthonormal basis of $\mathscr{H}_{n}^{d}$. Then $\left\{V S_{\alpha}\right\}$ and $\left\{S_{\alpha}\right\}$ are biorthogonal; more precisely,

$$
\int_{S^{d-1}}\left(V S_{\alpha}\right) S_{\beta} h_{\kappa}^{2} \mathrm{~d} \omega=\frac{\left(\frac{d}{2}\right)_{n}}{\left(\gamma_{\kappa}+\frac{d}{2}\right)_{n} c_{h}^{\prime} \sigma_{d-1}} \delta_{\alpha, \beta}
$$

In particular, $\left\{V S_{\alpha}\right\}$ is a basis of $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$.

The corollary follows from setting $p=S_{\alpha}$ and $q=S_{\beta}$ in the proposition. It should be pointed out that the biorthogonality is restricted to elements of $\mathscr{H}_{n}^{d}$ and $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ for the same $n$. In general $S_{\alpha}$ is not orthogonal to $V S_{\beta}$ with respect to $h_{\kappa}^{2} \mathrm{~d} \omega$ if $|\beta|<|\alpha|$.

### 7.3 Reproducing Kernels and the Poisson Kernel

If $f \in L^{2}\left(h_{\kappa}^{2} \mathrm{~d} \omega\right)$ then we can expand $f$ as an $h$-harmonic series. Its $n$th component is the orthogonal projection defined by

$$
\begin{equation*}
S_{n}\left(h_{\kappa}^{2} ; f, x\right):=c_{h}^{\prime} \int_{S^{d-1}} P_{n}\left(h_{\kappa}^{2} ; x, y\right) f(y) h_{\kappa}^{2}(y) \mathrm{d} \omega(y) \tag{7.3.1}
\end{equation*}
$$

where $P_{n}\left(h_{\kappa}^{2} ; x, y\right)$ denotes the reproducing kernel of $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ and is consistent with the notation (4.2.4). Recall $K_{n}(x, y)$ defined in Definition 6.6.1.

Theorem 7.3.1 For $n \in \mathbb{N}_{0}$ and for $x, y \in \mathbb{R}^{d}$,

$$
P_{n}\left(h_{\kappa}^{2} ; x, y\right)=\sum_{0 \leq j \leq n / 2} \frac{\left(\lambda_{\kappa}+1\right)_{n} 2^{n-2 j}}{\left(1-n-\lambda_{\kappa}\right)_{j} j!}\|x\|^{2 j}\|y\|^{2 j} K_{n-2 j}(x, y) .
$$

Proof The kernel $P_{n}\left(h_{K}^{2} ; x, y\right)$ is uniquely defined by the fact that it reproduces the space $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$. Let $f \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$. Then by Proposition 7.2.1 $f(y)=$ $K_{n}\left(\mathscr{D}^{(x)}, y\right) f(x)$. Fix $y$ and let $p(x)=K_{n}(x, y)$, so that $f(y)=\langle p, f\rangle_{h}$. Expand $p(x)$ as $p(x)=\sum_{0 \leq j \leq n / 2}\|x\|^{2 j} p_{n-2 j}(x)$ with $p_{n-2 j} \in \mathscr{H}_{n-2 j}^{d}\left(h_{\kappa}^{2}\right)$; it then follows from Theorem 7.2.4 that

$$
f(y)=\langle p, f\rangle_{h}=\left\langle p_{n}, f\right\rangle_{h}=2^{n}(\lambda+1)_{n} c_{h}^{\prime} \int_{S^{d-1}} p_{n} f h_{\kappa}^{2} \mathrm{~d} \omega .
$$

Thus, by the reproducing property, $P_{n}\left(h_{\kappa}^{2} ; x, y\right)=2^{n}(\lambda+1)_{n} p_{n}(x)$ with $p_{n}=$ $\operatorname{proj}_{n, h} p$. Hence, the stated identity follows from Theorem 7.1.15 and the fact that $\Delta_{h}^{j} p(x)=\Delta_{h}^{j} K_{n}(x, y)=\|y\|^{2 j} K_{n-2 j}(x, y)$; see (v) in Proposition 6.6.2.

Corollary 7.3.2 For $n \in \mathbb{N}_{0}$ and $\|y\| \leq\|x\|=1$,

$$
P_{n}\left(h_{\kappa}^{2} ; x, y\right)=\frac{n+\lambda_{\kappa}}{\lambda_{\kappa}} V\left[C_{n}^{\lambda_{\kappa}}\left(\left\langle\cdot, \frac{y}{\|y\|}\right\rangle\right)\right](x)\|y\|^{n} .
$$

Proof Since the intertwining operator $V$ is linear and $\langle\cdot, y\rangle^{m}$ is homogeneous of degree $m$ in $y$, for $\|x\|=1$ write

$$
P_{n}\left(h_{\kappa}^{2}, x, y\right)=V\left\{\sum_{j=0}^{[n / 2]} \frac{(\lambda)_{n} 2^{n-2 j}}{(1-n-\lambda)_{j} j!(n-2 j)!}\left\langle\cdot, \frac{y}{\|y\|}\right\rangle^{n-2 j}\right\}(x)\|y\|^{n} .
$$

Set $t=\langle\cdot, y /\|y\|\rangle$ and denote the expression inside the braces by $L_{n}(t)$. Since $(1-n-\lambda)_{j}=(-1)^{j}(\lambda)_{n} /(\lambda)_{n-j}$, the proof of Proposition 1.4.11 shows that $L_{n}(t)=\left[(\lambda+1)_{n} /(\lambda)_{n}\right] C_{n}^{\lambda}(t)$, which gives the stated formula.

The Poisson or reproducing kernel $P\left(h_{\kappa}^{2} ; x, y\right)$ is defined by the property

$$
f(y)=c_{h}^{\prime} \int_{S^{d-1}} f(x) P\left(h_{\kappa}^{2} ; x, y\right) h_{\kappa}^{2}(x) \mathrm{d} \omega(x)
$$

for each $f \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right), n \in \mathbb{N}_{0}$ and $\|y\|<1$.
Theorem 7.3.3 Fix $y \in B^{d}$; then

$$
P\left(h_{\kappa}^{2} ; x, y\right)=V\left(\frac{1-\|y\|^{2}}{\left(1-2\langle\cdot, y\rangle+\|y\|^{2}\right)^{\lambda_{\kappa}+1}}\right)(x)
$$

for $\|y\|<1=\|x\|$.
Proof Denote by $f_{y}$ the function which is the argument of $V$ in the statement. We claim that $f_{y} \in A\left(B^{d}\right)$ (see Definition 6.5.19) with $\|f\|_{A}=\left(1-\|y\|^{2}\right)$ $(1-\|y\|)^{-2-2 \lambda}$. Indeed,

$$
\begin{aligned}
f_{y}(x) & =\left(1-\|y\|^{2}\right)\left(1+\|y\|^{2}\right)^{-1-\lambda}\left(1-\frac{2\langle x, y\rangle}{1+\|y\|^{2}}\right)^{-d / 2-\gamma} \\
& =\left(1-\|y\|^{2}\right)\left(1+\|y\|^{2}\right)^{-1-\lambda} \sum_{n=0}^{\infty} \frac{(1+\lambda)_{n} 2^{n}}{n!\left(1+\|y\|^{2}\right)^{n}}\langle x, y\rangle^{n} .
\end{aligned}
$$

But $\left\|\langle x, y\rangle^{n}\right\|_{\infty}=\|y\|^{n}$ and $0 \leq 2\|y\|<1+\|y\|^{2}$ for $\|y\|<1$, so that

$$
\begin{aligned}
\left\|f_{y}\right\|_{A} & =\left(1-\|y\|^{2}\right)\left(1+\|y\|^{2}\right)^{-1-\lambda}\left(1-\frac{2\|y\|}{1+\|y\|^{2}}\right)^{-1-\lambda} \\
& =\left(1-\|y\|^{2}\right)(1-\|y\|)^{-2-2 \lambda}
\end{aligned}
$$

Thus, $V f_{y}$ is defined and continuous for $\|x\| \leq 1$. Since $\|y\|<1$, the stated identity follows from $P\left(h_{\kappa}^{2} ; x, y\right)=\sum_{n=0}^{\infty} P_{n}\left(h_{\kappa}^{2} ; x, y\right)$, Corollary 7.3.2 and the Poisson kernel of the Gegenbauer polynomials.

The Poisson kernel $P\left(h_{\kappa}^{2} ; x, y\right)$ satisfies the following two properties:

$$
\begin{aligned}
& 0 \leq P\left(h_{\kappa}^{2} ; x, y\right), \quad\|y\| \leq\|x\|=1, \\
& c_{h}^{\prime} \int_{S^{d-1}} P\left(h_{\kappa}^{2} ; x, y\right) h_{\kappa}^{2}(y) \mathrm{d} \omega(y)=1 .
\end{aligned}
$$

The first follows from the fact that $V$ is a positive operator (Rösler [1998]), and the second is a consequence of the reproducing property.

The formula in Corollary 7.3.2 also allows us to prove a formula that is the analogue of the classical Funk-Hecke formula for harmonics. Denote by $w_{\lambda}$ the normalized weight function

$$
w_{\lambda}(t)=B\left(\lambda+\frac{1}{2}, \frac{1}{2}\right)^{-1}\left(1-t^{2}\right)^{\lambda-1 / 2}, \quad t \in[-1,1],
$$

whose orthogonal polynomials are the Gegenbauer polynomials. Then the FunkHecke formula for $h$-harmonics is as follows.

Theorem 7.3.4 Let $f$ be a continuous function on $[-1,1]$. Let $Y_{n}^{h} \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$. Then

$$
c_{h}^{\prime} \int_{S^{d-1}} V f(\langle x, \cdot\rangle)(y) Y_{n}^{h}(y) h_{\kappa}^{2}(y) \mathrm{d} \omega=\tau_{n}(f) Y_{n}^{h}(x), \quad x \in S^{d-1}
$$

where $\tau_{n}(f)$ is a constant defined by

$$
\tau_{n}(f)=\frac{1}{C_{n}^{\lambda_{\kappa}}(1)} \int_{-1}^{1} f(t) C_{n}^{\lambda_{\kappa}}(t) w_{\lambda_{\kappa}}(t) \mathrm{d} t
$$

Proof First assume that $f$ is a polynomial of degree $m$. Then we can write $f$ in terms of the Gegenbauer polynomials as

$$
f(t)=\sum_{k=0}^{m} a_{k} \frac{\lambda+k}{\lambda} C_{k}^{\lambda}(t)=\sum_{k=0}^{m} a_{k} \widetilde{C}_{k}^{\lambda}(1) \widetilde{C}_{k}^{\lambda}(t)
$$

where $\widetilde{C}_{k}^{\lambda}$ stands for a Gegenbauer polynomial that is orthonormal with respect to $w_{\lambda}$. Using this orthonormality of the $\widetilde{C}_{k}^{\lambda}$, the coefficients $a_{k}$ are given by the formula

$$
a_{k}=\frac{1}{C_{k}^{\lambda}(1)} \int_{-1}^{1} f(t) C_{k}^{\lambda}(t) w_{\lambda}(t) \mathrm{d} t
$$

where we have used the fact that $\left[\widetilde{C}_{k}^{\lambda}(1)\right]^{2}=[(k+\lambda) / \lambda] C_{k}^{\lambda}(1)$. For $x, y \in S^{d-1}$, it follows from the formula for $P_{n}\left(h_{\kappa}^{2}\right)$ in Corollary 7.3.2 that

$$
V f(\langle x, \cdot\rangle)(y)=\sum_{k=0}^{m} a_{k} \frac{\lambda+k}{\lambda} V C_{k}^{\lambda}(\langle x, \cdot\rangle)(y)=\sum_{k=0}^{m} a_{k} P_{k}^{h}(x, y) .
$$

Since $\mathscr{P}_{n}^{h}$ is the reproducing kernel of the space $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ we have, for any $Y_{n}^{h} \in$ $\mathscr{H}_{n}{ }^{d}\left(h_{\kappa}^{2}\right)$,

$$
\int_{S^{d-1}} V f(\langle x, \cdot\rangle)(y) Y_{n}^{h}(y) h_{\kappa}^{2}(y) \mathrm{d} \omega=\lambda_{n} Y_{n}^{h}(x), \quad x \in S^{d-1}
$$

where if $m<n$ then $\lambda_{n}=0$, so that both sides of the equation become zero. Together with the formula for $\tau_{n}(f)$ this gives the stated formula for $f$ a polynomial.

If $f$ is a continuous function on $[-1,1]$ then choose $P_{m}$ to be a sequence of polynomials such that $P_{m}$ converges to $f$ uniformly on $[-1,1]$. The intertwining operator $V$ is positive and $|V(g)(x)| \leq \sup \{g(y):|y| \leq 1\}$ for $|x| \leq 1$. Let
$g_{x}(y)=f(\langle x, y\rangle)-P_{m}(\langle x, y\rangle)$. It follows that, for $m$ sufficiently large, $\left|g_{x}(y)\right| \leq \varepsilon$ for $|y| \leq 1$ and $\left|V\left(g_{x}\right)(y)\right| \leq \varepsilon$ for all $x \in S^{d-1}$, from which we deduce from the dominated convergence theorem that the stated result holds for $f$.

If $\kappa=0$ then $V=i d$ and the theorem reduces to the classical Funk-Hecke formula.

### 7.4 Integration of the Intertwining Operator

Although a compact formula for the intertwining operator is not known in the general case, its integral over $S^{d-1}$ can be computed. This will have several applications in the later development. We start with

Lemma 7.4.1 Let $m \geq 0$ and $S_{m} \in \mathscr{H}_{m}^{d}$ be an ordinary harmonic. Then

$$
c_{h}^{\prime} \int_{S^{d-1}} V\left(\|\cdot\|^{2 j} S_{m}\right)(x) h_{\kappa}^{2}(x) \mathrm{d} \omega=\frac{\left(\frac{d}{2}\right)_{j}}{\left(\lambda_{\kappa}+1\right)_{j}} \delta_{m, 0}
$$

Proof Since $\|x\|^{2 j} S_{m}$ is a homogeneous polynomial of degree $m+2 j$, so is $V\left(\|\cdot\|^{2 j} S_{m}\right)$. Using the projection operator $\operatorname{proj}_{k, h}: \mathscr{P}_{k}^{d} \mapsto \mathscr{H}_{k}^{h}\left(h_{\kappa}^{2}\right)$ and (7.1.7), we obtain

$$
\begin{aligned}
V\left(\|\cdot\|^{2 j} S_{m}\right)=\sum_{i=0}^{[m / 2]+j} & \left(\|x\|^{2 i} \frac{1}{4 i i!} \frac{1}{(\lambda+m+2 j-2 i+1)_{i}}\right. \\
& \left.\times \operatorname{proj}_{m+2 j-2 i, h}\left[\Delta_{h}^{i} V\left(\|\cdot\|^{2 j} S_{m}\right)\right]\right) .
\end{aligned}
$$

Since $\mathscr{H}_{k}^{d}\left(h_{\kappa}^{2}\right) \perp 1$ for $k>0$ with respect to $h_{\kappa}^{2} \mathrm{~d} \omega$, it follows that the integral of the function $\operatorname{proj}_{m+2 j-2 i, h} \Delta_{h}^{i} V\left(\|\cdot\|^{2 j} S_{m}\right)$ is zero unless $m+2 j-2 i=0$, which shows that $m$ is even. In the case where $2 i=m+2 j$, we have

$$
\begin{aligned}
& \int_{S^{d-1}} V\left(\|\cdot\|^{2 j} S_{m}\right)(x) h_{\kappa}^{2}(x) \mathrm{d} \omega \\
& \quad=\frac{1}{4^{j+m / 2}\left(j+\frac{m}{2}\right)!}(\lambda+1)_{j+m / 2} \int_{S^{d-1}} \Delta_{h}^{j+m / 2} V\left(\|\cdot\|^{2 j} S_{m}\right) h_{\kappa}^{2}(x) \mathrm{d} \omega
\end{aligned}
$$

since now $\operatorname{proj}_{0, h}=i d$. By the intertwining property of $V$, it follows that

$$
\Delta_{h}^{j+m / 2} V\left(\|\cdot\|^{2 j} S_{m}\right)=V \Delta^{j+m / 2}\left(\|\cdot\|^{2 j} S_{m}\right)
$$

Using the identity

$$
\Delta\left(\|x\|^{2 j} g_{m}\right)=4 j\left(m+j-1+\frac{d}{2}\right)\|x\|^{2 j-2} g_{m}+\|x\|^{2 j} \Delta g_{m}
$$

for $g_{m} \in \mathscr{P}_{m}^{d}, m=0,1,2, \ldots$ and the fact that $\Delta S_{m}=0$, we see that

$$
\Delta^{j+m / 2}\left(\|\cdot\|^{2 j} S_{m}\right)(x)=4^{j} j!\left(\frac{d}{2}\right) \Delta_{j}^{m / 2} S_{m}(x),
$$

which is zero if $m>0$. For $m=0$, use the fact that $S_{0}(x)=1$ and put the constants together to finish the proof.

Recall from Section 5.2 the normalized weight function $W_{\mu}$ on the unit ball $B^{d}$ and the notation $\mathscr{V}_{n}^{d}\left(W_{\mu}\right)$ for the space of polynomials orthogonal with respect to $W_{\mu}$ on $B^{d}$.

Lemma 7.4.2 For $P_{n} \in \mathscr{V}_{n}^{d}\left(W_{\gamma-1 / 2}\right), \gamma=\gamma_{\mathcal{K}}$ and $n \in \mathbb{N}_{0}$ and $P_{0}(x)=1$,

$$
c_{h}^{\prime} \int_{S^{d-1}} V\left(P_{n}\right)(x) h_{\kappa}^{2}(x) \mathrm{d} \omega=\delta_{0, n} .
$$

Proof Recall that an orthonormal basis for the space $\mathscr{V}_{n}^{d}\left(W_{\gamma-1 / 2}\right)$ was given in Proposition 5.2.1; it suffices to show that

$$
c_{h}^{\prime} \int_{S^{d-1}} V\left(P_{j}^{(\gamma-1, n-2 j+(d-2) / 2)}\left(2\|\cdot\|^{2}-1\right) Y_{n-2 j, v}\right)(x) h_{\kappa}^{2}(x) \mathrm{d} \omega=\delta_{0, n}
$$

for $0 \leq 2 j \leq n$ and $Y_{n-2 j, v} \in \mathscr{H}_{n-2 j}^{d}$. If $2 j<n$, this follows from Lemma 7.4.1. For the remaining case, $2 j=n$, use the fact that $P_{j}^{(a, b)}(-t)=(-1)^{j} P_{j}^{(b, a)}(t)$, together with

$$
(-1)^{j} P_{j}^{((d-2) / 2, \gamma-1)}\left(1-2 t^{2}\right)=(-1)^{j} \frac{\left(\frac{d}{2}\right)_{j}}{j!}{ }_{2} F_{1}\left(-j, j+\lambda ; t^{\frac{d}{2}} ; t^{2}\right)
$$

and the expansion of ${ }_{2} F_{1}$ to derive that

$$
\begin{aligned}
& c_{h}^{\prime} \int_{S^{d-1}} V\left(P_{j}^{(\gamma-1, n-2 j+(d-2) / 2)}\left(2\|\cdot\|^{2}-1\right) S_{n-2 j, \beta}\right)(x) h_{\kappa}^{2}(x) \mathrm{d} \omega \\
& \quad=(-1)^{j} \frac{\left(\frac{d}{2}\right)_{j}}{j!} \sum_{i=0}^{j} \frac{(-j)_{i}(j+\lambda)_{i}}{\left(\frac{d}{2}\right)_{i}} \int_{S^{d-1}} V\left(\|\cdot\|^{2 j}\right) h_{\kappa}^{2} \mathrm{~d} \omega \\
& \quad=(-1)^{j} \frac{\left(\frac{d}{2}\right)_{j}}{j!}{ }_{2} F_{1}\left(\begin{array}{c}
-j, j+\lambda \\
\lambda+1
\end{array} ; 1\right) \\
& \quad=(-1)^{j} \frac{\left(\frac{d}{2}\right)_{j}(1-j)_{j}}{j!(\lambda+1)_{j}}
\end{aligned}
$$

by the Chu-Vandermonde identity. This is zero if $j>0$ or $n=2 j>0$. For $n=0$ use the facts that $P_{0}^{(a, b)}(x)=1$ and $V 1=1$.

Theorem 7.4.3 Let $V$ be the intertwining operator. Then

$$
\int_{S^{d-1}} V f(x) h_{\kappa}^{2}(x) \mathrm{d} \omega=A_{\kappa} \int_{B^{d}} f(x)\left(1-\|x\|^{2}\right)^{\gamma_{\kappa}-1} \mathrm{~d} x
$$

for $f \in L^{2}\left(h_{\kappa} ; S^{d-1}\right)$ such that both integrals are finite; here $A_{\kappa}=w_{\gamma_{\kappa}} / c_{h}^{\prime}$ and $w_{\gamma}$ is the normalization constant of $W_{\gamma-1}$.

Proof Expand $f$ into an orthogonal series with respect to the orthonormal basis $P_{j, \beta}^{n}\left(W_{\gamma-1 / 2}\right)$ in Proposition 5.2.1. Since $V$ is a linear operator,

$$
\int_{S^{d-1}} V f(x) h_{\kappa}^{2}(x) \mathrm{d} \omega=\sum_{n=0}^{\infty} \sum_{\beta, j} a_{j, \beta}^{n}(f) \int_{S^{d-1}} V\left[P_{j, \beta}^{n}\left(W_{\gamma-1 / 2}\right)\right](x) h_{\kappa}^{2}(x) \mathrm{d} \omega .
$$

By Lemma 7.4.2, only the constant term is nonzero; hence

$$
c_{h}^{\prime} \int_{S^{d-1}} V f(x) h_{\kappa}^{2}(x) \mathrm{d} \omega=a_{0,0}^{0}(f)=w_{\gamma} \int_{B^{d}} f(x)\left(1-\|x\|^{2}\right)^{\gamma-1} \mathrm{~d} x,
$$

which is the stated result.

Lemma 7.4.4 For an integrable function $f: \mathbb{R} \mapsto \mathbb{R}$,

$$
\int_{S^{d-1}} f(\langle x, y\rangle) \mathrm{d} \omega(y)=\sigma_{d-2} \int_{-1}^{1} f(s\|x\|)\left(1-s^{2}\right)^{(d-3) / 2} \mathrm{~d} s, \quad x \in \mathbb{R}^{d}
$$

Proof The left-hand side is evidently invariant under rotations, which means that it is a radial function, that is, a function that depends only on $r=\|x\|$. Hence, we may assume that $x=(r, 0, \ldots, 0)$, so that

$$
\int_{S^{d-1}} f(\langle x, y\rangle) \mathrm{d} \omega(y)=\sigma_{d-2} \int_{0}^{\pi} f(r \cos \theta)(\sin \theta)^{d-2} \mathrm{~d} \theta
$$

where $y=\left(\cos \theta, \sin \theta y^{\prime}\right), y^{\prime} \in S^{d-2}$, which gives the stated formula.
The following special case of Theorem 7.4.3 is of interest in itself.

Corollary 7.4.5 Let $g: \mathbb{R} \mapsto \mathbb{R}$ be a function such that all the integrals below are defined. Then

$$
\int_{S^{d-1}} V g(\langle x, \cdot\rangle)(y) h_{\kappa}^{2}(y) \mathrm{d} \omega(y)=B_{\kappa} \int_{-1}^{1} g(t\|x\|)\left(1-t^{2}\right)^{\lambda_{\kappa}-1} \mathrm{~d} t
$$

where $B_{\kappa}=\left[B\left(\lambda_{\kappa}+\frac{1}{2}, \frac{1}{2}\right) c_{h}^{\prime}\right]^{-1}$.

Proof Using the formulae in Lemma 7.4.4 and Theorem 7.4.3,

$$
\begin{aligned}
I(x) & =\int_{S^{d-1}} V g(\langle x, \cdot\rangle)(y) h_{\kappa}^{2}(y) \mathrm{d} \omega=A_{\kappa} \int_{B^{d}} g(\langle x, y\rangle)\left(1-\|y\|^{2}\right)^{\gamma-1} \mathrm{~d} y \\
& =A_{\kappa} \sigma_{d-2} \int_{0}^{1} r^{d-1} \int_{S^{d-1}} g\left(r\left\langle x, y^{\prime}\right\rangle\right) \mathrm{d} \omega\left(y^{\prime}\right)\left(1-r^{2}\right)^{\gamma-1} \mathrm{~d} r \\
& =A_{\kappa} \sigma_{d-2} \int_{0}^{1} r^{d-1} \int_{-1}^{1} g(s r\|x\|)\left(1-s^{2}\right)^{(d-3) / 2} \mathrm{~d} s\left(1-r^{2}\right)^{\gamma-1} \mathrm{~d} r .
\end{aligned}
$$

Making the change of variable $s \mapsto t / r$ in the last formula and interchanging the order of the integrations, we have

$$
\begin{aligned}
I(x) & =A_{\kappa} \sigma_{d-2} \int_{-1}^{1} g(t\|x\|) \int_{|t|}^{1}\left(r^{2}-t^{2}\right)^{(d-3) / 2} r\left(1-r^{2}\right)^{\gamma-1} \mathrm{~d} r \mathrm{~d} t \\
& =A_{\kappa} \sigma_{d-2} \times \frac{1}{2} \int_{0}^{1} u^{(d-3) / 2}(1-u)^{\gamma-1} \mathrm{~d} u \int_{-1}^{1} g(t\|x\|)\left(1-t^{2}\right)^{\gamma+(d-3) / 2} \mathrm{~d} t
\end{aligned}
$$

where the last step follows from setting $u=\left(1-r^{2}\right) /\left(1-t^{2}\right)$. This is the stated formula. Instead of keeping track of the constant, we can determine it by setting $g=1$ and using the fact that $V 1=1$.

These formulae will be useful for studying the convergence of the $h$-harmonic series, as will be seen in Chapter 9. The integration formula for $V$ in Theorem 7.4.3 also implies the following formula.

Theorem 7.4.6 Suppose that $f$ is a polynomial and $\phi$ is a function such that both the integrals below are finite. Then

$$
\int_{\mathbb{R}^{d}} V f(x) \phi(\|x\|) h_{\kappa}^{2}(x) \mathrm{d} x=A_{\kappa} \int_{\mathbb{R}^{d}} f(x) \psi(\|x\|) \mathrm{d} x
$$

where $\psi(t)=\int_{t}^{\infty} r\left(r^{2}-t^{2}\right)^{\gamma_{\kappa}-1} \phi(r) \mathrm{d} r$ and $A_{\kappa}$ is as in Theorem 7.4.3.
Proof Write $f$ in terms of its homogeneous components, $f=\sum_{n=0}^{\infty} f_{n}$, where $f_{n} \in \mathscr{P}_{n}^{d}$. Then, using polar coordinates $x=r x^{\prime}$,

$$
\begin{array}{rl}
\int_{\mathbb{R}^{d}} & V f(x) \phi(\|x\|) h_{\kappa}^{2}(x) \mathrm{d} x \\
& =\sum_{n=0}^{\infty} \int_{0}^{\infty} r^{d-1+2 \gamma+n} \phi(r) \mathrm{d} r \int_{S^{d-1}} V f_{n}\left(x^{\prime}\right) h_{\kappa}^{2}\left(x^{\prime}\right) \mathrm{d} \omega \\
& =A_{\kappa} \sum_{n=0}^{\infty} \int_{0}^{\infty} r^{d-1+2 \gamma+n} \phi(r) \mathrm{d} r \int_{B^{d}} f_{n}(x)\left(1-\|x\|^{2}\right)^{\gamma-1} \mathrm{~d} x \\
& =A_{\kappa} \int_{0}^{\infty} r^{d-1+2 \gamma} \phi(r) \int_{B^{d}} f(r x)\left(1-\|x\|^{2}\right)^{\gamma-1} \mathrm{~d} x \mathrm{~d} r,
\end{array}
$$

where we have used the integral formula in Theorem 7.4.3. Using the polar coordinates $x=\rho x^{\prime}$ in the integral over $B^{d}$ and setting $t=r \rho$, we see that the last integral is equal to

$$
\begin{aligned}
& A_{\kappa} \int_{0}^{\infty} r \phi(r) \int_{0}^{r} t^{d-1}\left(r^{2}-t^{2}\right)^{\gamma-1} \int_{S^{d-1}} f\left(t x^{\prime}\right) \mathrm{d} \omega \mathrm{~d} t \mathrm{~d} r \\
& \quad=A_{\kappa} \int_{0}^{\infty} t^{d-1} \int_{S^{d-1}} f\left(t x^{\prime}\right) \mathrm{d} \omega\left(\int_{t}^{\infty} r\left(r^{2}-t^{2}\right)^{\gamma-1} \phi(r) \mathrm{d} r\right) \mathrm{d} t
\end{aligned}
$$

which can be seen to be the stated formula upon using the polar coordinates again.

Corollary 7.4.7 Let $f$ be a polynomial. Then

$$
\int_{\mathbb{R}^{d}} V f(x) h_{\kappa}^{2}(x) \mathrm{e}^{-\|x\|^{2} / 2} \mathrm{~d} x=b_{\kappa} \int_{\mathbb{R}^{d}} f(x) \mathrm{e}^{-\|x\|^{2} / 2} \mathrm{~d} x
$$

where $b_{\kappa}=2^{\gamma_{\kappa}-1} \Gamma\left(\gamma_{\kappa}\right) A_{\kappa}$.

Proof Taking $\phi(t)=\mathrm{e}^{-t^{2} / 2}$ in Theorem 7.4.3 we have

$$
\psi(t)=\int_{t^{2} / 2}^{\infty}\left(u-\frac{1}{2} t^{2}\right)^{\gamma-1} \mathrm{e}^{-u} \mathrm{~d} u=2^{\gamma-1} \mathrm{e}^{-t^{2} / 2} \int_{0}^{\infty} v^{\gamma-1} \mathrm{e}^{-v} \mathrm{~d} v
$$

from which the stated formula follows.

### 7.5 Example: Abelian Group $\mathbb{Z}_{2}^{d}$

Here we consider $h$-harmonics for the abelian group $\mathbb{Z}_{2}^{d}$, the group of sign changes. The weight function is defined by

$$
\begin{equation*}
h_{\kappa}(x)=\prod_{i=1}^{d}\left|x_{i}\right|^{\kappa_{i}}, \quad \kappa_{i} \geq 0, \quad x \in \mathbb{R}^{d} \tag{7.5.1}
\end{equation*}
$$

and it is invariant under the sign changes of the group $\mathbb{Z}_{2}^{d}$. This case serves as an example of the general results. Moreover, its simple structure allows us to make many results more specific than those available for a generic reflection group. This is especially true in connection with an orthogonal basis and the intertwining operator.

For the weight function $h_{\kappa}$ defined in (7.5.1), we have

$$
\gamma_{\kappa}=|\kappa|:=\kappa_{1}+\cdots+\kappa_{d} \quad \text { and } \quad \lambda_{\kappa}=|\kappa|+\frac{d-2}{2} .
$$

The normalization constant $c_{h, d}^{\prime}$ defined in (7.1.11) is given by

$$
c_{h}^{\prime}=\frac{\pi^{d / 2}}{\Gamma\left(\frac{d}{2}\right)} \frac{\Gamma\left(|\kappa|+\frac{d}{2}\right)}{\Gamma\left(\kappa_{1}+\frac{1}{2}\right) \cdots \Gamma\left(\kappa_{d}+\frac{1}{2}\right)}
$$

which follows from

$$
\int_{S^{d-1}}\left|x_{1}\right|^{2 \kappa_{1}} \cdots\left|x_{d}\right|^{2 \kappa_{d}} \mathrm{~d} \omega=2 \frac{\Gamma\left(\kappa_{1}+\frac{1}{2}\right) \cdots \Gamma\left(\kappa_{d}+\frac{1}{2}\right)}{\Gamma\left(|\kappa|+\frac{d}{2}\right)} .
$$

### 7.5.1 Orthogonal basis for $h$-harmonics

Associated with $h_{\kappa}^{2}$ in (7.5.1) are the Dunkl operators, given by

$$
\begin{equation*}
\mathscr{D}_{j} f(x)=\partial_{j} f(x)+\kappa_{j} \frac{f(x)-f\left(x_{1}, \ldots,-x_{j}, \ldots, x_{d}\right)}{x_{j}} \tag{7.5.2}
\end{equation*}
$$

for $1 \leq j \leq d$ and the $h$-Laplacian, given by

$$
\begin{equation*}
\Delta_{h} f(x)=\Delta f(x)+\sum_{j=1}^{d} \kappa_{j}\left(\frac{2}{x_{j}} \frac{\partial f}{\partial x_{j}}-\frac{f(x)-f\left(x_{1}, \ldots,-x_{j}, \ldots, x_{d}\right)}{x_{j}^{2}}\right) . \tag{7.5.3}
\end{equation*}
$$

We first state an orthonormal basis for $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ in terms of the generalized Gegenbauer polynomials $C_{n}^{(\lambda, \mu)}$ defined in Subsection 1.5.2. For $d=2$, the orthonormal basis is given as follows.

Theorem 7.5.1 Let $d=2$ and $h_{\kappa}\left(x_{1}, x_{2}\right)=c_{2, h}^{\prime}\left|x_{1}\right|^{\kappa_{1}}\left|x_{2}\right|^{\kappa_{2}}$. A mutually orthogonal basis for $\mathscr{H}_{n}^{2}\left(h_{\kappa}^{2}\right)$ is given by

$$
\begin{align*}
& Y_{n}^{1}(x)=r^{n} C_{n}^{\left(\kappa_{2}, \kappa_{1}\right)}(\cos \theta) \\
& Y_{n}^{2}(x)=r^{n} \sin \theta C_{n-1}^{\left(\kappa_{2}+1, \kappa_{1}\right)}(\cos \theta) \tag{7.5.4}
\end{align*}
$$

where we use the polar coordinates $x=r(\cos \theta, \sin \theta)$ and $\operatorname{set} Y_{0}^{2}(x)=0$.
Proof Since $Y_{n}^{1}$ is even in $x_{2}$ and $Y_{m}^{2}$ is odd in $x_{2}$, we see that $Y_{n}^{1}$ and $Y_{n}^{2}$ are orthogonal. The integral of a function $f\left(x_{1}, x_{2}\right)$ can be written as

$$
\int_{S^{1}} f\left(x_{1}, x_{2}\right) \mathrm{d} \omega=\int_{-\pi}^{\pi} f(\cos \theta, \sin \theta) \mathrm{d} \theta
$$

which can be converted to an integral over $[-1,1]$ if $f\left(x_{1}, x_{2}\right)$ is even in $x_{2}$. Clearly, $Y_{n}^{1} Y_{m}^{1}$ is even in $x_{2}$ and so is $Y_{n}^{2} Y_{m}^{2}$. The orthogonality of $Y_{n}^{1}$ and $Y_{m}^{2}$ follows from that of $C_{n}^{\left(\kappa_{2}, \kappa_{1}\right)}(t)$ and $C_{n}^{\left(\kappa_{2}+1, \kappa_{1}\right)}(t)$, respectively.

To state a basis for $d \geq 3$, we use the spherical coordinates in (4.1.1) and the notation in Section 5.2. Associated with $\kappa=\left(\kappa_{1}, \ldots, \kappa_{d}\right)$, define

$$
\kappa^{j}=\left(\kappa_{j}, \ldots, \kappa_{d}\right), \quad 1 \leq j \leq d
$$

Since $\kappa^{d}$ consists of only the last element of $\kappa$, write $\kappa^{d}=\kappa_{d}$. Define $\alpha^{j}$ for $\alpha \in \mathbb{N}_{0}^{d-1}$ similarly.

Theorem 7.5.2 For $d>2$ and $\alpha \in \mathbb{N}_{0}^{d}$, define

$$
\left.\begin{array}{c}
Y_{\alpha}(x):=\left(h_{\alpha}\right)^{-1} r^{|\alpha|} g_{\alpha}\left(\theta_{1}\right) \prod_{j=1}^{d-2}\left(\sin \theta_{d-j}\right)^{\left|\alpha^{j+1}\right|} C_{\alpha_{j}}^{\left(\lambda_{j}, \kappa_{j}\right)}\left(\cos \theta_{d-j}\right) ;  \tag{7.5.5}\\
g_{\alpha}(\theta) \text { equals } C_{\alpha_{d-1}}^{\left(\kappa_{d}, \kappa_{d-1}\right)}(\cos \theta) \text { for } \alpha_{d}=0 \text { and } \sin \theta C_{\alpha_{d-1}-1}^{\left(\kappa_{d}+1, \kappa_{d-1}\right)}(\cos \theta) \text { for } \alpha_{d}=1 ; \\
\left|\alpha^{j}\right|=\alpha_{j}+\cdots+\alpha_{d},\left|\kappa^{j}\right|=\kappa_{j}+\cdots+\kappa_{d}, \lambda_{j}=\left|\alpha^{j+1}\right|+\left|\kappa^{j+1}\right|+\frac{d-j-1}{2} \text { and }
\end{array}\right\} \begin{aligned}
& {\left[h_{\alpha}^{n}\right]^{2}=\frac{a_{\alpha}}{\left(|\kappa|+\frac{d}{2}\right)_{n}} \prod_{j=1}^{d-1} h_{\alpha_{j}}^{\left(\lambda_{j}, \kappa_{j}\right)}\left(\kappa_{j}+\lambda_{j}\right)_{\alpha_{j}}, \quad a_{\alpha}= \begin{cases}1 & \text { if } \alpha_{d}=0, \\
\kappa_{d}+\frac{1}{2} & \text { if } \alpha_{d}=1 .\end{cases} }
\end{aligned}
$$

Here $h_{n}^{(\lambda, \mu)}$ denotes the normalization constant of $C_{n}^{(\lambda, \mu)}$. Then $\left\{Y_{\alpha}:|\alpha|=n, \alpha_{d}=\right.$ $0,1\}$ is an orthonormal basis of $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$.

Proof These formulae could be verified directly by the use of the spherical coordinates. We choose, however, to give a different proof, making use of $\Delta_{h}$. We start with the following decomposition of $\mathscr{P}_{n}^{d}$ :

$$
\mathscr{P}_{n}^{d}=\sum_{l=0}^{n} x_{1}^{n-l} \mathscr{H}_{l}^{d-1}\left(h_{\kappa^{\prime}}^{2}\right)+r^{2} \mathscr{P}_{n-2}^{d},
$$

where $\kappa^{\prime}=\left(\kappa_{2}, \ldots, \kappa_{d}\right)$. This follows from the fact that $f \in \mathscr{P}_{n}^{d}$ can be written as

$$
f(x)=\|x\|^{2} F(x)+x_{1} \phi_{1}\left(x^{\prime}\right)+\phi_{2}\left(x^{\prime}\right), \quad x=\left(x_{1}, x^{\prime}\right)
$$

where $F \in \mathscr{P}_{n-2}^{d}, \phi_{1} \in \mathscr{P}_{n-1}^{d}$ and $\phi_{2} \in \mathscr{P}_{n}^{d}$. We then apply the canonical decomposition in Theorem 7.1.7 to $\phi_{i}$ and collect terms according to the power of $x_{1}$, after replacing $\left\|x^{\prime}\right\|^{2}$ by $\|x\|^{2}-x_{1}^{2}$. For any $p \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$, the decomposition allows us to write

$$
p(x)=\sum_{l=0}^{n} x_{1}^{n-l} p_{l}\left(x^{\prime}\right)+\|x\|^{2} q(x), \quad q \in \mathscr{P}_{n-2}^{d}
$$

Therefore, using the formula for the harmonic projection operator $\operatorname{proj}_{n, h}$ in (7.1.6), it follows that

$$
p(x)=\sum_{l=0}^{n} \operatorname{proj}_{n, h}\left[x_{1}^{n-l} p_{l}\left(x^{\prime}\right)\right]=\sum_{l=0}^{n} \sum_{j=0}^{[n / 2]} \frac{\|x\|^{2 j} \Delta_{h}^{j}\left[x_{1}^{n-l} p_{l}\left(x^{\prime}\right)\right]}{4^{j} j!\left(-\lambda_{\kappa}-n+1\right)_{j}} .
$$

Write $\Delta_{h, d}$ for $\Delta_{h}$ to indicate the dependence on $d$. Since our $h_{\kappa}$ is a product of mutually orthogonal factors, it follows from the definition of $\Delta_{h}$ that $\Delta_{h, d}=$ $\mathscr{D}_{1}^{2}+\Delta_{h, d-1}$, where $\Delta_{h, d-1}$ acts with respect to $x^{\prime}=\left(x_{2}, \ldots, x_{d}\right)$. Therefore, since $p_{l} \in \mathscr{H}_{l}^{d-1}\left(h_{\kappa^{\prime}}^{2}\right)$, we have that

$$
\Delta_{h, d}\left[x_{1}^{n-l} p_{l}\left(x^{\prime}\right)\right]=\mathscr{D}_{1}^{2}\left(x_{1}^{n-l}\right) p_{l}\left(x^{\prime}\right) .
$$

By the definition of $\mathscr{D}_{1}$, see (7.5.2), it follows easily that

$$
\mathscr{D}_{1}^{2}\left(x_{1}^{m}\right)=\left(m+\left[1-(-1)^{m}\right] \kappa_{1}\right)\left(m-1+\left[1-(-1)^{m-1}\right] \kappa_{1}\right) x_{1}^{m-2} .
$$

Using this formula repeatedly, for $m=n-l$ even we obtain

$$
\Delta_{h, d}^{j}\left(x_{1}^{n-l} p_{l}\left(x^{\prime}\right)\right)=2^{2 j}\left(-\frac{n-l}{2}\right)_{j}\left(-\frac{n-l-1}{2}-\kappa_{1}\right)_{j} x_{1}^{n-l-2 j} p_{l}\left(x^{\prime}\right)
$$

Therefore, for $n-l$ even,

$$
\begin{aligned}
& \operatorname{proj}_{n, h}\left(x_{1}^{n-l} p_{l}\left(x^{\prime}\right)\right) \\
& \quad=\sum_{j=0}^{[n-l / 2]} \frac{\left(-\frac{n-l}{2}\right)_{j}\left(-\frac{n-l-1}{2}-\kappa_{1}\right)_{j}}{\left(-n-\lambda_{\kappa}+1\right)_{j} j!}\|x\|^{2 j} x_{1}^{n-l-2 j} p_{l}\left(x^{\prime}\right) \\
& \quad=p_{l}\left(x^{\prime}\right) x_{1}^{n-l}{ }_{2} F_{1}\left(\begin{array}{c}
-\frac{n-l}{2},-\frac{n-l-1}{2}-\kappa_{1} \\
-n-\lambda_{\kappa}+1
\end{array} \frac{\|x\|^{2}}{x_{1}^{2}}\right) \\
& \quad=\binom{n+|\kappa|-2+\frac{d}{2}}{\frac{n-l}{2}}^{-1} p_{l}\left(x^{\prime}\right)\|x\|^{n-l} P_{(n-l) / 2}^{\left(l+\lambda_{\kappa}-\kappa_{1}-1 / 2, \kappa_{1}-1 / 2\right)}\left(2 \frac{x_{1}^{2}}{\|x\|^{2}}-1\right) .
\end{aligned}
$$

A similar equation holds for $n-l$ odd. By the definition of the generalized Gegenbauer polynomials,

$$
\operatorname{proj}_{n, h}\left[x_{1}^{n-l} p_{l}\left(x^{\prime}\right)\right]=c p_{l}\left(x^{\prime}\right)\|x\|^{n-l} C_{n-l}^{\left(l+|\kappa|-\kappa_{1}+(d-2) / 2, \kappa_{1}\right)}\left(\cos \theta_{1}\right),
$$

where $c$ is a constant; since $p_{l} \in \mathscr{H}_{l}^{d}\left(h_{K^{\prime}}^{2}\right)$ it admits a similar decomposition to $F_{\ell}$. This process can be continued until we reach the case of $h$-harmonic polynomials of two variables, $x_{1}$ and $x_{2}$, which can be written as linear combinations of the spherical $h$-harmonics in (7.5.4). Therefore, taking into account that in spherical coordinates $x_{j} / r_{j}=\cos \theta_{d-j}$ and $r_{j+1} / r_{j}=\sin \theta_{j-1}$ where $r_{j}^{2}=x_{j}^{2}+\cdots+x_{d}^{2}$, we conclude that any polynomial in $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ can be uniquely presented as a linear combination of functions of the form $\|x\|^{n} Y_{\alpha}$. The value of $h_{\alpha}$ is determined by

$$
h_{\alpha}^{2}=c_{h}^{\prime} \int_{S^{d-1}}\left(g_{\alpha}\left(\theta_{1}\right) \prod_{j=1}^{d-2}\left(\sin \theta_{d-j}\right)^{\left|\alpha^{j+1}\right|} C_{\alpha_{j}}^{\left(\lambda_{j}, \kappa_{j}\right)}\left(\cos \theta_{d-j}\right)\right)^{2} h_{\kappa}^{2}(x) \mathrm{d} \omega
$$

where the integrand is given in spherical coordinates; this allows us to convert into a product of integrals, which can be evaluated by the $L^{2}$ norm of $C_{n}^{(\lambda, \mu)}$ in Subsection 1.5.2 and gives a formula for the constant $h_{\alpha}$.

Let us look at the case $d=2$ again. According to Theorem 7.5.1, both the functions $r^{n} C_{n}^{\left(\kappa_{1}, \kappa_{2}\right)}(\cos \theta)$ and $r^{n} \sin \theta C_{n-1}^{\left(\kappa_{1}+1, \kappa_{2}\right)}(\cos \theta)$ are $h$-harmonic polynomials. Hence, they satisfy the same second order differential-difference equation, $\Delta_{h} f(x)=0$. Furthermore, since $r^{n} C_{2 n}^{\left(\kappa_{1}, \kappa_{2}\right)}(\cos \theta)$ is even in both $x_{1}$ and $x_{2}$ it is invariant under $\mathbb{Z}_{2}^{2}$; it follows that the equation when applied to this function becomes a differential equation,

$$
\Delta f+\frac{2 \kappa_{1}}{x_{1}} \frac{\partial f}{\partial x_{1}}+\frac{2 \kappa_{2}}{x_{2}} \frac{\partial f}{\partial x_{2}}=0
$$

Changing variables to polar coordinates by setting $x_{1}=r \cos \theta$ and $x_{2}=r \sin \theta$ leads to

$$
\begin{gathered}
\frac{\partial f}{\partial x_{1}}=\cos \theta \frac{\partial f}{\partial r}-\frac{\sin \theta}{r} \frac{\partial f}{\partial \theta}, \quad \frac{\partial f}{\partial x_{1}}=\sin \theta \frac{\partial f}{\partial r}+\frac{\cos \theta}{r} \frac{\partial f}{\partial \theta} \\
\Delta f=\frac{1}{r^{2}} \frac{\partial^{2} f}{\partial \theta^{2}}+\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial f}{\partial r}\right)
\end{gathered}
$$

from which we conclude that the differential equation takes the form

$$
\frac{1}{r^{2}} \frac{\partial^{2} f}{\partial \theta^{2}}+\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial f}{\partial r}\right)+\frac{2\left(\kappa_{1}+\kappa_{2}\right)}{r} \frac{\partial f}{\partial r}+\frac{2}{r^{2}}\left(\kappa_{2} \frac{\cos \theta}{\sin \theta}-\kappa_{1} \frac{\sin \theta}{\cos \theta}\right) \frac{\partial f}{\partial \theta}=0
$$

Consequently, applying this equation to $f=r^{2 n} g(\cos \theta)$ we end up with a differential equation satisfied by the polynomial $C_{2 n}^{\left(\kappa_{1}, \kappa_{2}\right)}(\cos \theta)$, which is a Jacobi polynomial by definition. We summarize the result as the following.

Proposition 7.5.3 The Jacobi polynomial $P_{n}^{\left(\kappa_{1}-1 / 2, \kappa_{2}-1 / 2\right)}(\cos 2 \theta)$ satisfies the differential equation

$$
\frac{\mathrm{d}^{2} g}{\mathrm{~d} \theta^{2}}+2\left(\kappa_{2} \frac{\cos \theta}{\sin \theta}-\kappa_{1} \frac{\sin \theta}{\cos \theta}\right) \frac{\mathrm{d} g}{\mathrm{~d} \theta}-4 n\left(n+\kappa_{1}+\kappa_{2}\right) g=0
$$

The idea of deriving a differential equation in this manner will be used in the case of several variables in Section 8.1, where the differential equations satisfied by the orthogonal polynomials on the ball will be derived from the eigenequations of the $h$-Laplace-Beltrami operator.

### 7.5.2 Intertwining and projection operators

For the weight function $h_{\kappa}$ invariant under $\mathbb{Z}_{2}^{d}$ in (7.5.1), the intertwining operator $V$ enjoys an explicit formula, given below:

Theorem 7.5.4 For the weight function $h_{\kappa}$ associated with $\mathbb{Z}_{2}^{d}$,

$$
V f(x)=\int_{[-1,1]]^{d}} f\left(x_{1} t_{1}, \ldots, x_{d} t_{d}\right) \prod_{i=1}^{d} c_{\kappa_{i}}\left(1+t_{i}\right)\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t
$$

where $c_{\lambda}=\left[B\left(\frac{1}{2}, \lambda\right)\right]^{-1}$. If any $\kappa_{i}=0$, the formula holds under the limit (1.5.1).
Proof The facts that $V 1=1$ and that $V: \mathscr{P}_{n}^{d} \mapsto \mathscr{P}_{n}^{d}$ are evident from the definition of $V$ in Section 6.5. Thus, we need only verify that $\mathscr{D}_{i} V=V \partial_{i}$. From the definition of $\mathscr{D}_{i}$, write

$$
\mathscr{D}_{i} f=\partial_{i} f+\widetilde{\mathscr{D}}_{i} f, \quad \widetilde{\mathscr{D}}_{i} f(x)=\kappa_{i} \frac{f(x)-f\left(x-2 x_{i} \varepsilon_{i}\right)}{x_{i}}
$$

Taking $i=1$, for example, we consider

$$
\begin{aligned}
\widetilde{\mathscr{D}}_{1} V f(x)= & \kappa_{1} \int_{[-1,1]]^{d}} \frac{f\left(x_{1} t_{1}, \ldots, x_{d} t_{d}\right)-f\left(-x_{1} t_{1}, x_{2} t_{2}, \ldots, x_{d} t_{d}\right)}{x_{1}} \\
& \times \prod_{i=1}^{d}\left(1+t_{i}\right) \prod_{i=1}^{d} c_{\kappa_{i}}\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t .
\end{aligned}
$$

Since the difference in the integral is an odd function of $t_{1}$, it follows from integration by parts that

$$
\begin{aligned}
\widetilde{\mathscr{D}}_{1} V f(x) & =\frac{2 \kappa_{1}}{x_{1}} \int_{[-1,1]^{d}} f\left(x_{1} t_{1}, \ldots, x_{d} t_{d}\right) t_{1} \prod_{i=2}^{d}\left(1+t_{i}\right) \prod_{i=1}^{d} c_{\kappa_{i}}\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t \\
& =\int_{[-1,1]^{d}} \partial_{1} f\left(x_{1} t_{1}, \ldots, x_{d} t_{d}\right)\left(1-t_{1}\right) \prod_{i=1}^{d}\left(1+t_{i}\right) \prod_{i=1}^{d} c_{\kappa_{i}}\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t .
\end{aligned}
$$

Furthermore, directly from the definition of $V$, we have

$$
\partial_{1} V f(x)=\int_{[-1,1]^{d}} \partial_{1} f\left(x_{1} t_{1}, \ldots, x_{d} t_{d}\right) t_{1} \prod_{i=1}^{d}\left(1+t_{i}\right) \prod_{i=1}^{d} c_{\kappa_{i}}\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t
$$

The stated result follows from adding the last two equations together.

As an immediate consequence of the explicit formula for $V$ in Theorem 7.5.4 and of Corollary 7.3.2, we obtain an integral formula for the reproducing kernel of $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ when $h_{\kappa}$ is invariant under $\mathbb{Z}_{2}^{d}$.

Theorem 7.5.5 For $h_{\kappa}^{2} \mathrm{~d} \omega$ on $S^{d-1}$ and $\lambda_{\kappa}=|\kappa|+\frac{d-2}{2}$,

$$
\begin{aligned}
P_{n}\left(h_{\kappa}^{2} ; x, y\right)=\frac{n+\lambda_{\kappa}}{\lambda_{\kappa}} \int_{[-1,1]^{d}} & C_{n}^{\lambda_{\kappa}}\left(x_{1} y_{1} t_{1}+\cdots+x_{d} y_{d} t_{d}\right) \\
& \times \prod_{i=1}^{d}\left(1+t_{i}\right) \prod_{i=1}^{d} c_{\kappa_{i}}\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t
\end{aligned}
$$

In the case $d=2$, the dimension of $\mathscr{H}_{n}^{2}\left(h_{\kappa}^{2}\right)$ is 2 and the orthonormal basis is that given in (7.5.4). The theorem when restricted to polynomials that are even in $x_{2}$ gives

Corollary 7.5.6 For $\lambda, \mu \geq 0$,

$$
\begin{aligned}
& C_{n}^{(\lambda, \mu)}(\cos \theta) C_{n}^{(\lambda, \mu)}(\cos \phi) \\
& \begin{aligned}
&=\frac{n+\lambda+\mu}{\lambda+\mu} C_{n}^{(\lambda, \mu)}(1) c_{\lambda} c_{\mu} \int_{-1}^{1} \int_{-1}^{1} C_{n}^{\lambda+\mu}(t \cos \theta \cos \phi+s \sin \theta \sin \phi)(1+t) \\
& \times\left(1-t^{2}\right)^{\mu-1}\left(1-s^{2}\right)^{\lambda-1} \mathrm{~d} t \mathrm{~d} s
\end{aligned}
\end{aligned}
$$

In particular, as $\mu \rightarrow 0$ the above equation becomes the classical product formula for the Gegenbauer polynomials,

$$
\frac{C_{n}^{\lambda}(x) C_{n}^{\lambda}(y)}{C_{n}^{\lambda}(1)}=c_{\lambda} \int_{-1}^{1} C_{n}^{\lambda}\left(x y+s \sqrt{1-x^{2}} \sqrt{1-y^{2}}\right)\left(1-s^{2}\right)^{\lambda-1} \mathrm{~d} s
$$

As another consequence of the corollary, set $\theta=0$ in the formula to conclude that

$$
C_{n}^{(\lambda, \mu)}(x)=\frac{n+\lambda+\mu}{\lambda+\mu} c_{\mu} \int_{-1}^{1} C_{n}^{\lambda+\mu}(x t)(1+t)\left(1-t^{2}\right)^{\mu-1} \mathrm{~d} t
$$

Comparing with the formulae in Subsection 1.5.2, we see that the above expression is the same as $V C_{n}^{\lambda+\mu}(x)=C_{n}^{(\lambda, \mu)}(x)$, and this explains why we denoted the integral transform in Subsection 1.5 .2 by $V$.

Many identities and transforms for Jacobi and Gegenbauer polynomials can be derived from these examples. Let us mention just one more. By Proposition 7.2.8 and Corollary 7.2.9,

$$
r^{n} C_{n}^{\left(\kappa_{1}, \kappa_{2}\right)}(\cos \theta)=\text { const } \times V\left[\left(x_{1}^{2}+x_{2}^{2}\right)^{n} T_{n}\left(x_{1} / \sqrt{x_{1}^{2}+x_{2}^{2}}\right)\right],
$$

since $V$ maps ordinary harmonics to $h$-harmonics; here $T_{n}$ is a Chebyshev polynomial of the first kind. Using the formula for $V$, the above equation becomes

$$
\begin{aligned}
& C_{n}^{\left(\kappa_{1}, \kappa_{2}\right)}(\cos \theta) \\
& \quad=\text { const } \times \int_{-1}^{1} \int_{-1}^{1}\left(t_{1}^{2} \sin ^{2} \theta+t_{2}^{2} \cos ^{2} \theta\right)^{n / 2} \\
& \quad \times T_{n}\left(\frac{t_{2} \cos \theta}{\left(t_{2}^{2} \cos ^{2} \theta+t_{1}^{2} \sin ^{2} \theta\right)^{1 / 2}}\right)\left(1+t_{2}\right)\left(1-t_{1}^{2}\right)^{\kappa_{1}-1}\left(1-t_{2}^{2}\right)^{\kappa_{2}-1} \mathrm{~d} t_{1} \mathrm{~d} t_{2},
\end{aligned}
$$

where the constant can be determined by setting $\theta=0$. In particular, for $\kappa_{2}=0$ this formula is a special case of an integral due to Feldheim and Vilenkin (see, for example, Askey [1975, p. 24]).

The integral formula for $V$ in Theorem 7.5.4 also gives an explicit formula for the Poisson kernel, which can be used to study the Abel means defined by

$$
S\left(f, r x^{\prime}\right)=c_{h}^{\prime} \int_{S^{d-1}} f(y) P\left(h_{\kappa}^{2} ; r x^{\prime}, y\right) h_{\kappa}^{2}(y) \mathrm{d} \omega(y), \quad x=r x^{\prime}, \quad x^{\prime} \in S^{d-1}
$$

where $r<1$ for integrable functions $f$ on $S^{d-1}$. We have the following theorem.
Theorem 7.5.7 If $f$ is continuous on $S^{d-1}$ then

$$
\lim _{r \rightarrow 1-} S\left(f, r x^{\prime}\right)=f\left(x^{\prime}\right), \quad x=r x^{\prime}, \quad x^{\prime} \in S^{d-1}
$$

Proof Let $A_{\delta}=\left\{y \in S^{d-1}:\left\|x^{\prime}-y\right\|<\delta\right\}$ in this proof. Since $P\left(h_{\kappa}^{2}\right) \geq 0$ and its integral over $S^{d-1}$ is 1 ,

$$
\begin{aligned}
& \left|S\left(f, r x^{\prime}\right)-f\left(x^{\prime}\right)\right|=c_{h}^{\prime} \int_{S^{d-1}}[f(x)-f(y)] P\left(h_{\kappa}^{2} ; r x^{\prime}, y\right) h_{\kappa}^{2}(y) \mathrm{d} \omega(y) \\
& \quad \leq c_{h}^{\prime}\left(\int_{A_{\delta}}+\int_{S^{d-1} \backslash A_{\delta}}\right)|f(x)-f(y)| P\left(h_{\kappa}^{2} ; r x^{\prime}, y\right) h_{\kappa}^{2}(y) \mathrm{d} \omega(y) \\
& \quad \leq \sup _{\left\|x^{\prime}-y\right\| \leq \delta}|f(r x)-f(y)|+2\|f\|_{\infty} c_{h}^{\prime} \int_{S^{d-1} \backslash A_{\delta}} P^{h}\left(h_{\kappa}^{2} ; r x^{\prime}, y\right) h_{\kappa}^{2}(y) \mathrm{d} \omega(y),
\end{aligned}
$$

where $\|f\|_{\infty}$ is the maximum of $f$ over $S^{d-1}$. Since $f$ is continuous over $S^{d-1}$, we need to prove only that the last integral converges to zero when $r \rightarrow 1$. By the explicit formula for $P\left(h_{\kappa}^{2}\right)$ in Theorem 7.3.3, it suffices to show that

$$
\begin{aligned}
\limsup _{r \rightarrow 1} \int_{S^{d-1}} \int_{[0,1]]^{d}} & \frac{1}{\left[1-2 r\left(x_{1}^{\prime} y_{1} t_{1}+\cdots+x_{d}^{\prime} y_{d} t_{d}\right)+r^{2}\right]^{|\kappa|+d / 2}} \\
& \times \prod_{i=1}^{d} c_{\kappa_{i}}\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t h_{\kappa}^{2}(y) \mathrm{d} y
\end{aligned}
$$

is finite for every $x^{\prime} \in S^{d-1}$. Let $B_{\sigma}=\left\{t=\left(t_{1}, \ldots, t_{d}\right): t_{i}>1-\sigma, 1 \leq i \leq d\right\}$ with $\sigma=\frac{1}{4} \delta^{2}$. For $y \in S^{d-1} \backslash A_{\delta}$ and $t \in B_{\sigma}$, use the fact that $\left\langle x^{\prime}, y\right\rangle=1-\frac{1}{2}\left\|x^{\prime}-y\right\|^{2}$ to get

$$
\begin{aligned}
\left|x_{1}^{\prime} y_{1} t_{1}+\cdots+x_{d}^{\prime} y_{d} t_{d}\right| & =\left|\left\langle x^{\prime}, y\right\rangle-x_{1}^{\prime} y_{1}\left(1-t_{1}\right)-\cdots-x_{d}^{\prime} y_{d}\left(1-t_{d}\right)\right| \\
& \leq 1-\frac{1}{2} \delta^{2}+\max _{i}\left(1-t_{i}\right) \leq 1-\frac{1}{4} \delta^{2},
\end{aligned}
$$

from which it follows readily that

$$
1-2 r\left(x_{1}^{\prime} y_{1} t_{1}+\cdots+x_{d}^{\prime} y_{d} t_{d}\right)+r^{2} \geq 1+r^{2}-2 r\left(1-\frac{1}{4} \delta^{2}\right)=(1-r)^{2}+\frac{1}{2} r \delta^{2} \geq \frac{1}{4} \delta^{2}
$$

For $t \in[0,1]^{d} \backslash B_{\sigma}$, we have that $t_{i} \leq 1-\sigma$ for at least one $i$. Assume that $t_{1} \leq$ $1-\sigma$. We can assume also that $x_{1}^{\prime} \neq 0$, since otherwise $t_{1}$ does not appear in the integral and we can repeat the above argument for $\left(t_{2}, \ldots, t_{d}\right) \in[0,1]^{d-1}$. It follows that

$$
\begin{aligned}
1-2 r\left(x_{1}^{\prime} y_{1} t_{1}+\cdots+x_{d}^{\prime} y_{d} t_{d}\right)+r^{2}= & r^{2} x_{1}^{\prime 2}\left(1-t_{1}^{2}\right)+\sum_{i=1}^{d}\left(y_{i}-r x_{i}^{\prime} t_{i}\right)^{2} \\
& +r^{2}\left(1-x_{1}^{\prime 2}-\sum_{i=2}^{d} x_{i}^{\prime 2} t_{i}^{2}\right) \\
\geq & r^{2} x^{\prime 2}\left(1-t_{1}^{2}\right) \geq r^{2} \sigma x^{\prime 2}>0 .
\end{aligned}
$$

Therefore, for each $x=r x^{\prime}$ the denominator of the integrand is nonzero and the expression is finite as $r \rightarrow 1$.

### 7.5.3 Monic orthogonal basis

Our definition of the monomial orthogonal polynomials is an analogue of that for the generating function of the Gegenbauer polynomials, and it uses the intertwining operator $V$.

Definition 7.5.8 Define polynomials $\widetilde{R}_{\alpha}(x)$ by

$$
V\left(\frac{1}{\left(1-2\langle b, \cdot\rangle+\|b\|^{2}\|x\|^{2}\right)^{\lambda_{\kappa}}}\right)(x)=\sum_{\alpha \in \mathbb{N}_{0}^{d}} b^{\alpha} \widetilde{R}_{\alpha}(x), \quad x \in \mathbb{R}^{d}
$$

Let $F_{B}$ be the Lauricella hypergeometric series of type $B$ defined in Section 1.2. Write $\mathbf{1}=(1, \ldots, 1)$. We derive the properties of $\widetilde{R}_{\alpha}$ in what follows.

Proposition 7.5.9 The polynomials $\widetilde{R}_{\alpha}$ satisfy the following properties:
(i) $\widetilde{R}_{\alpha} \in \mathscr{P}_{n}^{d}$ and

$$
\widetilde{R}_{\alpha}(x)=\frac{2^{|\alpha|}\left(\lambda_{\kappa}\right)_{|\alpha|}}{\alpha!} \sum_{\gamma} \frac{\left(-\frac{\alpha}{2}\right)_{\gamma}\left(-\frac{\alpha+\mathbf{1}}{2}\right)_{\gamma}}{\left(-|\alpha|-\lambda_{\kappa}+1\right)_{\mid \gamma} \gamma!}\|x\|^{2|\gamma|} V_{\kappa}\left(x^{\alpha-2 \gamma}\right),
$$

where the series terminates, as the summation is over all $\gamma$ such that $\gamma \leq \frac{\alpha}{2}$;
(ii) $\widetilde{R}_{\alpha} \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ and

$$
\widetilde{R}_{\alpha}(x)=\frac{2^{|\alpha|}\left(\lambda_{\kappa}\right)_{|\alpha|}}{\alpha!} V_{\kappa}\left[S_{\alpha}(\cdot)\right](x) \quad \text { for }\|x\|=1
$$

where

$$
S_{\alpha}(y)=y^{\alpha} F_{B}\left(-\frac{\alpha}{2}, \frac{-\alpha+\mathbf{1}}{2} ;-|\alpha|-\lambda_{\kappa}+1 ; \frac{1}{y_{1}^{2}}, \ldots, \frac{1}{y_{d}^{2}}\right) .
$$

Furthermore,

$$
\sum_{|\alpha|=n} b^{\alpha} \widetilde{R}_{\alpha}(x)=\frac{\lambda_{\kappa}}{n+\lambda_{\kappa}} P_{n}\left(h_{\kappa}^{2} ; b, x\right), \quad\|x\|=1
$$

where $P_{n}\left(h_{\kappa}^{2} ; y, x\right)$ is the reproducing kernel of $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$.
Proof Using the multinomial and binomial formulae, we write

$$
\begin{aligned}
(1 & \left.-2\langle a, y\rangle+\|a\|^{2}\right)^{-\lambda}=\left[1-a_{1}\left(2 y_{1}-a_{1}\right)-\cdots-a_{d}\left(2 y_{d}-a_{d}\right)\right]^{-\lambda} \\
& =\sum_{\beta} \frac{(\lambda)_{|\beta|}}{\beta!} a^{\beta}\left(2 y_{1}-a_{1}\right)^{\beta_{1}} \cdots\left(2 y_{d}-a_{d}\right)^{\beta_{d}} \\
& =\sum_{\beta} \frac{(\lambda)_{|\beta|}}{\beta!} \sum_{\gamma} \frac{\left(-\beta_{1}\right)_{\gamma_{1}} \cdots\left(-\beta_{d}\right)_{\gamma_{d}}}{\gamma!} \times 2^{|\beta|-|\gamma| y^{\beta-\gamma} a^{\gamma+\beta}} .
\end{aligned}
$$

Changing summation indices according to $\beta_{i}+\gamma_{i}=\alpha_{i}$ and using the expressions

$$
(\lambda)_{m-k}=\frac{(-1)^{k}(\lambda)_{m}}{(1-\lambda-m)_{k}} \quad \text { and } \quad \frac{(-m+k)_{k}}{(m-k)!}=\frac{(-1)^{k}(-m)_{2 k}}{m!}
$$

as well as $2^{-2 k}(-m)_{2 k}=\left(-\frac{m}{2}\right)_{k}\left(\frac{1}{2}(1-m)\right)_{k}$, we can rewrite the formula as

$$
\begin{aligned}
(1 & \left.-2\langle a, y\rangle+\|a\|^{2}\right)^{-\lambda} \\
& =\sum_{\alpha} a^{\alpha} \frac{2^{|\alpha|}(\lambda)_{|\alpha|}}{\alpha!} \sum_{\gamma} \frac{\left(-\frac{\alpha}{2}\right)_{\gamma}\left(\frac{-\alpha+\mathbf{1}}{2}\right)_{\gamma}}{(-|\alpha|-\lambda+1)_{|\gamma|} \gamma!} y^{\alpha-2 \gamma} \\
& =\sum a^{\alpha} \frac{2^{|\alpha|}(\lambda)_{|\alpha|}}{\alpha!} y^{\alpha} F_{B}\left(-\frac{\alpha}{2}, \frac{1-\alpha}{2} ;-|\alpha|-\lambda+1 ; \frac{1}{y_{1}^{2}}, \ldots, \frac{1}{y_{d}^{2}}\right) .
\end{aligned}
$$

Using the left-hand side of the first equation of this proof with the function

$$
\left(1-2\langle b, y\rangle+\|x\|^{2}\|b\|^{2}\right)^{-\lambda}=\left(1-2\langle\|x\| b, y /\|x\|\rangle+\| \| x\|b\|^{2}\right)^{-\lambda}
$$

and applying $V$ with respect to $y$ gives the expression for $\widetilde{R}_{\alpha}$ in (i). If $\|x\|=1$ then the second equation gives the expression for $\widetilde{R}_{\alpha}$ in (ii). We still need to show that $\widetilde{R}_{\alpha} \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$. Let $\|x\|=1$. For $\|y\| \leq 1$ the generating function of the Gegenbauer polynomials gives

$$
\left(1-2\langle b, y\rangle+\|b\|^{2}\right)^{-\lambda}=\sum_{n=0}^{\infty}\|b\|^{n} C_{n}^{\lambda}(\langle b /\|b\|, y\rangle)
$$

Applying $V_{\kappa}$ to $y$ in the above equation gives

$$
\sum_{|\alpha|=n} b^{\alpha} \widetilde{R}_{\alpha}(x)=\|b\|^{n} V_{\kappa}\left[C_{n}^{\lambda}(\langle b /\|b\|, \cdot\rangle)\right](x), \quad\|x\|=1
$$

Using Corollary 7.3.2 we can see that $\sum_{|\alpha|=n} b^{\alpha} \widetilde{R}_{\alpha}(x)$ is a constant multiple of $P_{n}\left(h_{\kappa}^{2} ; x, b\right)$. Consequently, for any $b, \Sigma b^{\alpha} \widetilde{R}_{\alpha}(x)$ is an element in $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$; therefore, so is $\widetilde{R}_{\alpha}$.

In the following let $\left\lfloor\frac{\alpha}{2}\right\rfloor$ denote $\left(\left\lfloor\frac{\alpha_{1}}{2}\right\rfloor, \ldots,\left\lfloor\frac{\alpha_{d}}{2}\right\rfloor\right)$ for $\alpha \in \mathbb{N}_{0}^{d}$.
Proposition 7.5.10 For $\alpha \in \mathbb{N}_{0}^{d}$, let $\beta:=\alpha-\left\lfloor\frac{\alpha+\mathbf{1}}{2}\right\rfloor$. Then

$$
\widetilde{R}_{\alpha}(x)=\frac{2^{|\alpha|}\left(\lambda_{\kappa}\right)_{|\alpha|}}{\alpha!} \frac{\left(\frac{1}{2}\right)_{\alpha-\beta}}{\left(\kappa+\frac{1}{2}\right)_{\alpha-\beta}} R_{\alpha}(x)
$$

where $R_{\alpha}$ is given by

$$
R_{\alpha}(x)=x^{\alpha} F_{B}\left(-\beta,-\alpha+\beta-\kappa+\frac{1}{2} ;-|\alpha|-\lambda_{\kappa}+1 ; \frac{\|x\|^{2}}{x_{1}^{2}}, \ldots, \frac{\|x\|^{2}}{x_{d}^{2}}\right) .
$$

In particular, $R_{\alpha}(x)=x^{\alpha}+\|x\|^{2} Q_{\alpha}(x)$ for $Q_{\alpha} \in \mathscr{P}_{n-2}^{d}$.

Proof By considering $m$ even and $m$ odd separately, it is easy to verify that

$$
c_{\kappa} \int_{-1}^{1} t^{m-2 k}(1+t)\left(1-t^{2}\right)^{\kappa-1} \mathrm{~d} t=\frac{\left(\frac{1}{2}\right)_{\lfloor(m+1) / 2\rfloor}}{\left(\kappa+\frac{1}{2}\right)_{\lfloor(m+1) / 2\rfloor}} \frac{\left(-\left\lfloor\frac{m+1}{2}\right\rfloor-\kappa+\frac{1}{2}\right)_{k}}{\left(-\left\lfloor\frac{m+1}{2}\right\rfloor+\frac{1}{2}\right)_{k}}
$$

for $\kappa \geq 0$. Hence, again using the explicit formula for $V$, the formula for $\widetilde{R}_{\alpha}$ in part (i) of Proposition 7.5 .9 becomes

$$
\begin{aligned}
\widetilde{R}_{\alpha}(x)= & \frac{2^{|\alpha|}(\lambda)_{|\alpha|}}{\alpha!} \frac{\left(\frac{\mathbf{1}}{2}\right)_{\lfloor(\alpha+\mathbf{1}) / 2\rfloor}}{\left(\kappa+\frac{\mathbf{1}}{2}\right)_{\lfloor(\alpha+\mathbf{1}) / 2\rfloor}} \\
& \times \sum_{\gamma} \frac{\left(-\frac{\alpha}{2}\right)_{\gamma}\left(\frac{-\alpha+\mathbf{1}}{2}\right)_{\gamma}}{(-|\alpha|-\lambda+1)_{|\gamma|} \gamma!} \frac{\left(-\left\lfloor\frac{\alpha+\mathbf{1}}{2}\right\rfloor-\kappa+\frac{\mathbf{1}}{2}\right)_{\gamma}}{\left(-\left\lfloor\frac{\alpha+\mathbf{1}}{2}\right\rfloor+\frac{\mathbf{1}}{2}\right)_{\gamma}}\|x\|^{2|\gamma|} x^{\alpha-2 \gamma} .
\end{aligned}
$$

Using the fact that

$$
\left(-\frac{\alpha}{2}\right)_{\gamma}\left(\frac{-\alpha+\mathbf{1}}{2}\right)_{\gamma}=\left(-\alpha+\left\lfloor\frac{\alpha+\mathbf{1}}{2}\right\rfloor\right)_{\gamma}\left(-\left\lfloor\frac{\alpha+\mathbf{1}}{2}\right\rfloor+\frac{\mathbf{1}}{2}\right)_{\gamma},
$$

the above expression for $\widetilde{R}_{\alpha}$ can be written in terms of $F_{B}$ as stated in the proposition. Note that the function $F_{B}$ is a finite series, since $(-n)_{m}=0$ if $m>n$, from which the last assertion of the proposition follows.

If all components of $\alpha$ are even then we can write $R_{\alpha}$ using a Lauricella function of type $A$, denoted by $F_{A}(c, \alpha ; \beta ; x)$ in Section 1.2.

## Proposition 7.5.11 Let $\beta \in \mathbb{N}_{0}^{d}$. Then

$$
\begin{aligned}
R_{2 \beta}(x)= & (-1)^{|\beta|} \frac{\left(\kappa+\frac{1}{2}\right)_{\beta}}{\left(n+\lambda_{\kappa}\right)_{|\beta|}}\|x\|^{|2 \beta|} \\
& \times F_{A}\left(-\beta,|\beta|+\lambda_{\kappa} ; \kappa+\frac{1}{2} ; \frac{x_{1}^{2}}{\|x\|^{2}}, \ldots, \frac{x_{d}^{2}}{\|x\|^{2}}\right) .
\end{aligned}
$$

Proof For $\alpha=2 \beta$ the formula in terms of $F_{B}$ becomes

$$
R_{2 \beta}(x)=\sum_{\gamma \leq \beta} \frac{(-\beta)_{\gamma}\left(-\beta-\kappa+\frac{1}{2}\right)_{\gamma}}{(-2|\beta|-\rho+1)_{|\gamma|} \gamma!}\|x\|^{2|\gamma|} x^{2 \beta-2 \gamma}
$$

where $\gamma \leq \beta$ means that $\gamma_{1}<\beta_{1}, \ldots, \gamma_{d+1}<\beta_{d+1}$; note that $(-\beta)_{\gamma}=0$ if $\gamma>\beta$. Changing the summation index according to $\gamma_{i} \mapsto \beta_{i}-\gamma_{i}$ and using the formula $(a)_{n-m}=(-1)^{m}(a)_{n} /(1-n-a)_{m}$ to rewrite the Pochhammer symbols, so that we have, for example,

$$
\left(\kappa+\frac{\mathbf{1}}{2}\right)_{\beta-\gamma}=\frac{(-1)^{\gamma}\left(\kappa+\frac{\mathbf{1}}{2}\right)_{\beta}}{\left(-\beta-\kappa+\frac{\mathbf{1}}{2}\right)_{\gamma}}, \quad(\beta-\gamma)!=(\mathbf{1})_{\beta-\gamma}=\frac{(-1)^{|\gamma|} \beta!}{(-\beta)_{\gamma}}
$$

we can rewrite the summation as the stated formula in $F_{A}$.
The restriction of $R_{\alpha}$ on the sphere is monic: $R_{\alpha}(x)=x^{\alpha}+Q_{\alpha}(x)$. Recall the $h$-harmonics $H_{\alpha}$ defined in Definition 7.1.11.

Proposition 7.5.12 The polynomials $R_{\alpha}$ satisfy the following:
(i) $R_{\alpha}(x)=\operatorname{proj}_{n, h} x^{\alpha}, n=|\alpha|$ and $R_{\alpha}(x)=\frac{(-1)^{n}}{2^{n}\left(\lambda_{\kappa}\right)_{n}} H_{\alpha}(x)$;
(ii) $\|x\|^{2} \mathscr{D}_{i} R_{\alpha}(x)=-2\left(n+\lambda_{\kappa}\right)\left[R_{\alpha+e_{i}}(x)-x_{i} R_{\alpha}(x)\right]$;
(iii) $\left\{R_{\alpha}:|\alpha|=n, \alpha_{d}=0,1\right\}$ is a basis of $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$.

Proof Since $R_{\alpha} \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ and $R_{\alpha}(x)=x^{\alpha}-\|x\|^{2} Q(x)$, where $Q \in \mathscr{P}_{n-2}^{d}$, it follows that $R_{\alpha}(x)=\operatorname{proj}_{n} x^{\alpha}$. The relation to $H_{\alpha}$ follows from Definition 7.1.14. The second and third assertions are reformulations of the properties of $H_{\alpha}$.

In the following we compute the $L^{2}$ norm of $R_{\alpha}$. Let

$$
\|f\|_{2, \kappa}:=\left(c_{h}^{\prime} \int_{S^{d-1}}\left|R_{\alpha}(x)\right|^{2} \mathrm{~d} \omega\right)^{1 / 2}
$$

Theorem 7.5.13 For $\alpha \in \mathbb{N}_{0}^{d}$, let $\beta=\alpha-\left\lfloor\alpha+\frac{1}{2}\right\rfloor$. Then

$$
\begin{align*}
\left\|R_{\alpha}\right\|_{2, \kappa}^{2} & =\frac{\rho\left(\kappa+\frac{1}{2}\right)_{\alpha}}{\left(\lambda_{\kappa}\right)_{|\alpha|}} \sum_{\gamma} \frac{(-\beta)_{\gamma}\left(-\alpha+\beta-\kappa+\frac{1}{2}\right)_{\gamma}}{\left(-\alpha-\kappa+\frac{1}{2}\right)_{\gamma} \gamma!\left(|\alpha|-|\gamma|+\lambda_{\kappa}\right)} \\
& =2 \lambda_{\kappa} \frac{\beta!\left(\kappa+\frac{1}{2}\right)_{\alpha-\beta}}{\left(\lambda_{\kappa}\right)_{|\alpha|}} \int_{0}^{1} \prod_{i=1}^{d} C_{\alpha_{i}}^{\left(1 / 2, \kappa_{i}\right)}(t) t^{|\alpha|+2 \lambda_{\kappa}-1} \mathrm{~d} t \tag{7.5.6}
\end{align*}
$$

Proof Using a beta-type integral,

$$
c_{h}^{\prime} \int_{S^{d}} x^{2 \sigma} h_{\kappa}^{2}(x) \mathrm{d} \omega=\frac{\Gamma\left(\lambda_{\kappa}+1\right.}{\Gamma\left(|\sigma|+\lambda_{\kappa}+1\right)} \prod_{i=1}^{d+1} \frac{\Gamma\left(\sigma_{i}+\kappa_{i}+\frac{1}{2}\right)}{\Gamma\left(\kappa_{i}+\frac{1}{2}\right)}=\frac{\left(\kappa+\frac{\mathbf{1}}{2}\right)_{\sigma}}{(\lambda+1)_{|\sigma|}},
$$

it follows from the explicit formula for $R_{\alpha}$ in Proposition 7.5.10 that

$$
\begin{aligned}
c_{h}^{\prime} \int_{S^{d}}\left|R_{\alpha}(x)\right|^{2} h_{\kappa}^{2}(x) \mathrm{d} \omega & =c_{h}^{\prime} \int_{S^{d}} R_{\alpha}(x) x^{\alpha} h_{\kappa}^{2}(x) \mathrm{d} \omega \\
& =\sum_{\gamma} \frac{(-\beta)_{\gamma}\left(-\alpha+\beta-\kappa+\frac{\mathbf{1}}{2}\right)_{\gamma}\left(\kappa+\frac{1}{2}\right)_{\alpha-\gamma}}{(-|\alpha|-\lambda+1)_{|\gamma|} \gamma!(\lambda+1)_{|\alpha|-|\gamma|}} .
\end{aligned}
$$

Now using $(a)_{n-m}=(-1)^{m}(a)_{n} /(1-n-a)_{m}$ and $(-a)_{n} /(-a+1)_{n}=a /(a-n)$ to rewrite the sum gives the first equation in (7.5.6). To derive the second equation, we show that the sum in the first equation can be written as an integral. We define a function

$$
F(r)=\sum_{\gamma \leq \beta} \frac{(-\beta)_{\gamma}\left(-\alpha+\beta-\kappa+\frac{1}{2}\right)_{\gamma}}{\left(-\alpha-\kappa+\frac{1}{2}\right)_{\gamma} \gamma!(|\alpha|-|\gamma|+\lambda)} r^{|\alpha|-|\gamma|+\lambda}
$$

Evidently, $F(1)$ is the sum in the first equation in (7.5.6). Moreover, the latter equation is a finite sum over $\gamma \leq \beta$ as $(-\beta)_{\gamma}=0$ for $\gamma>\beta$; it follows that $F(0)=0$. Hence the sum $F(1)$ is given by $F(1)=\int_{0}^{1} F^{\prime}(r) \mathrm{d} r$. The derivative of $F$ can be written as

$$
\begin{aligned}
F^{\prime}(r) & =\sum_{\gamma} \frac{(-\beta)_{\gamma}\left(-\alpha+\beta-\kappa+\frac{1}{2}\right)_{\gamma}}{\left(-\alpha-\kappa+\frac{1}{2}\right)_{\gamma} \gamma!} r^{|\alpha|-|\gamma|+\lambda-1} \\
& =r^{|\alpha|+\lambda-1} \prod_{i=1}^{d} \sum_{\gamma_{i}} \frac{\left(-\beta_{i}\right)_{\gamma_{i}}\left(-\alpha_{i}+\beta_{i}-\kappa_{i}+\frac{1}{2}\right)_{\gamma_{i}}}{\left(-\alpha_{i}-\kappa_{i}+\frac{1}{2}\right)_{\gamma_{i}} \gamma_{i}!} r^{-\gamma_{i}} \\
& =r^{|\alpha|+\lambda-1} \prod_{i=1}^{d}{ }_{2} F_{1}\binom{-\beta_{i},-\alpha_{i}+\beta_{i}-\kappa_{i}+\frac{1}{2}}{-\alpha_{i}-\kappa_{i}+\frac{1}{2}}
\end{aligned}
$$

The Jacobi polynomial $P_{n}^{(a, b)}$ can be written in terms of the hypergeometric series ${ }_{2} F_{1}$, (4.22.1) of Szegő [1975]:

$$
P_{n}^{(a, b)}(t)=\binom{2 n+a+b}{n}\left(\frac{t-1}{2}\right)^{n}{ }_{2} F_{1}\left(\begin{array}{c}
-n,-n-a \\
-2 n-a-b
\end{array} ; \frac{2}{1-t}\right) .
$$

Using this formula with $n=\beta_{i}, a=\alpha_{i}-2 \beta_{i}+\kappa_{i}-\frac{1}{2}, b=0$ and $r=\frac{1}{2}(1-t)$, and then using $P_{n}^{(a, b)}(t)=(-1)^{n} P_{n}^{(b, a)}(-t)$, we conclude that

$$
F^{\prime}(r)=\frac{\left(\kappa+\frac{1}{2}\right)_{\alpha-\beta} \beta!}{\left(\kappa+\frac{\mathbf{1}}{2}\right)_{\alpha}} r^{|\alpha|-|\beta|+\lambda-1} \prod_{i=1}^{d} P_{\beta_{i}}^{\left(0, \alpha_{i}-2 \beta_{i}+\kappa_{i}-1 / 2\right)}(2 r-1) .
$$

Consequently, it follows that

$$
F(1)=\frac{\left(\kappa+\frac{\mathbf{1}}{2}\right)_{\alpha-\beta} \beta!}{\left(\kappa+\frac{\mathbf{1}}{2}\right)_{\alpha}} \int_{0}^{1} \prod_{i=1}^{d} P_{\beta_{i}}^{\left(0, \alpha_{i}-2 \beta_{i}+\kappa_{i}-1 / 2\right)}(2 r-1) r^{|\alpha|-|\beta|+\lambda-1} \mathrm{~d} r .
$$

By the definition of $C_{n}^{(\lambda, \mu)}$ (see Definition 1.5.5), $P_{\beta_{i}}^{\left(0, \alpha_{i}-2 \beta_{i}+\kappa_{1}-1 / 2\right)}\left(2 t^{2}-1\right)=$ $C_{\alpha}^{\left(1 / 2, \kappa_{i}\right)}(t)$ if $\alpha_{i}$ is even and $t P_{\beta_{i}}^{\left(0, \alpha_{i}-2 \beta_{i}+\kappa_{1}-1 / 2\right)}\left(2 t^{2}-1\right)=C_{\alpha}^{\left(1 / 2, \kappa_{i}\right)}(t)$ if $\alpha_{i}$ is odd. Hence, making the change of variables $r \mapsto t^{2}$ in the above integral leads to the second equation in (7.5.6).

Since $R_{\alpha}$ is monic, $x^{\alpha}-R_{\alpha}(x)=Q_{\alpha}$ is a polynomial of lower degree when restricted to the sphere, and $R_{\alpha}$ is orthogonal to lower-degree polynomials, it follows from standard Hilbert space theory that $Q_{\alpha}$ is the best approximation to $x^{\alpha}$ among all polynomials of lower degree. In other words $R_{\alpha}$ has the smallest $L^{2}$ norm among all polynomials of the form $x^{\alpha}-P(x), P \in \Pi_{n-1}^{d}$ on $S^{d-1}$ :

$$
\left\|R_{\alpha}\right\|_{2}=\min _{P \in \Pi_{n-1}^{d+1}}\left\|x^{\alpha}-P\right\|_{2}, \quad|\alpha|=n
$$

Corollary 7.5.14 Let $\alpha \in \mathbb{N}_{0}^{d}$ and $n=|\alpha|$. Then

$$
\inf _{P \in \Pi_{n-1}^{d}}\left\|x^{\alpha}-P(x)\right\|_{2}^{2}=\frac{2 \rho\left(\kappa+\frac{1}{2}\right)_{\alpha}}{(\rho)_{|\alpha|}} \int_{0}^{1} \prod_{i=1}^{d} \frac{C_{\alpha_{i}}^{\left(1 / 2, \kappa_{i}\right)}(t)}{k_{\alpha_{i}}^{\left(1 / 2, \kappa_{i}\right)}} t^{|\alpha|+2 \rho-1} \mathrm{~d} t,
$$

where $k_{n}^{(\lambda, \mu)}$ is the leading coefficient of $C_{n}^{(\lambda, \mu)}(t)$.

### 7.6 Example: Dihedral Groups

We now consider the $h$-harmonics associated with the dihedral group, denoted by $I_{k}, k \geq 2$, which is the group of symmetries of the regular $k$-gon with root system $I_{2}(k)$ given in Subsection 6.3.4. We use complex coordinates $z=x_{1}+\mathrm{i} x_{2}$ and identify $\mathbb{R}^{2}$ with $\mathbb{C}$. For a fixed $k$, define $\omega=\mathrm{e}^{\mathrm{i} \pi / k}$. Then the rotations in $I_{k}$ consist of $z \mapsto z \omega^{2 j}$ and the reflections in $I_{k}$ consist of $z \mapsto \bar{z} \omega^{2 j}, 0 \leq j \leq k-1$. The associated weight function is a product of powers of the linear functions whose zero sets are the mirrors of the reflections in $I_{k}$. For parameters $\alpha, \beta \geq 0$, or $\alpha \geq 0$ and $\beta=0$ when $k$ is odd, define

$$
h_{\alpha, \beta}(z)=\left|\frac{z^{k}-\bar{z}^{k}}{2 \mathrm{i}}\right|^{\alpha}\left|\frac{z^{k}+\bar{z}^{k}}{2}\right|^{\beta} .
$$

As a function in $\left(x_{1}, x_{2}\right)$, this is positively homogeneous of degree $\gamma=k(\alpha+\beta)$. Since $z^{k}-\bar{z}^{k}=\prod_{j=0}^{k-1}\left(z-\bar{z} \omega^{2 j}\right)$ and $z^{k}+\bar{z}^{k}=\prod_{j=0}^{k-1}\left(z-\bar{z} \omega^{2 j+1}\right)$, the reflection in the line $z-\bar{z} \omega^{j}=0$ is given by $z \mapsto \bar{z} \omega^{j}, 0 \leq j \leq 2 k-1$. The corresponding group is $I_{2 k}$ when $\beta>0$ and $I_{k}$ when $\beta=0$.

The normalization constant of $h_{\alpha, \beta}^{2}$ is determined by

$$
c_{\alpha, \beta} \int_{-\pi}^{\pi} h_{\alpha, \beta}^{2}\left(\mathrm{e}^{\mathrm{i} \theta}\right) \mathrm{d} \theta=1 \quad \text { with } \quad c_{\alpha, \beta}=\left[2 B\left(\alpha+\frac{1}{2}, \beta+\frac{1}{2}\right)\right]^{-1} .
$$

From $z=x_{1}+\mathrm{i} x_{2}$, it follows that

$$
\frac{\partial}{\partial z}=\frac{1}{2}\left(\frac{\partial}{\partial x_{1}}-\mathrm{i} \frac{\partial}{\partial x_{2}}\right), \quad \frac{\partial}{\partial \bar{z}}=\frac{1}{2}\left(\frac{\partial}{\partial x_{1}}+\mathrm{i} \frac{\partial}{\partial x_{2}}\right) .
$$

Definition 7.6.1 For a dihedral group $W$ on $\mathbb{R}^{2} \cong \mathbb{C}$ and associated weight function $h_{\alpha, \beta}$, let $\mathscr{D}=\frac{1}{2}\left(\mathscr{D}_{1}-\mathrm{i} \mathscr{D}_{2}\right)$ and $\overline{\mathscr{D}}=\frac{1}{2}\left(\mathscr{D}_{1}+\mathrm{i} \mathscr{D}_{2}\right)$. Also, let $\mathscr{K}_{h}$ denote the kernel of $\overline{\mathscr{D}}$.

Note that $\Delta_{h}=\mathscr{D}_{1}^{2}+\mathscr{D}_{2}^{2}=\left(\mathscr{D}_{1}+\mathrm{i} \mathscr{D}_{2}\right)\left(\mathscr{D}_{1}-\mathrm{i} \overline{\mathscr{D}}_{2}\right)=4 \mathscr{D} \overline{\mathscr{D}}$.
Lemma 7.6.2 For $\omega \in \mathbb{C},|\omega|=1$, let $v=(-\operatorname{Im} \omega, \operatorname{Re} \omega) \in \mathbb{R}^{2}$; then, for $a$ polynomial in $x$ or $z$,

$$
\frac{1}{2} \frac{f(x)-f\left(x \sigma_{v}\right)}{\langle x, v\rangle}(-\operatorname{Im} \omega+\mathrm{i} \varepsilon \operatorname{Re} \omega)=\frac{f(z)-f\left(\bar{z} \omega^{2}\right)}{z-\bar{z} \omega^{2}} \xi
$$

where $\xi=1$ for $\varepsilon=1$ and $\xi=-\omega^{2}$ for $\varepsilon=-1$.
Proof An elementary calculation shows that $2\langle x, v\rangle(-\operatorname{Im} \omega+\mathrm{i} \operatorname{Re} \omega)=z-\bar{z} \omega^{2}$ and $x \sigma_{v}=x-2\langle x, v\rangle v=\bar{z} \omega^{2}$, which yields the stated formula.

As a consequence of the factorization of $z^{k} \pm \bar{z}^{k}$ and Lemma 7.6.2, we have

$$
\begin{aligned}
& \mathscr{D} f(z)=\frac{\partial f}{\partial z}+\alpha \sum_{j=0}^{k-1} \frac{f(z)-f\left(\bar{z} \omega^{2 j}\right)}{z-\bar{z} \omega^{2 j}}+\beta \sum_{j=0}^{k-1} \frac{f(z)-f\left(\bar{z} \omega^{2 j+1}\right)}{z-\bar{z} \omega^{2 j+1}} \\
& \bar{D} f(z)=\frac{\partial f}{\partial z}-\alpha \sum_{j=0}^{k-1} \frac{f(z)-f\left(\bar{z} \omega^{2 j}\right)}{z-\bar{z} \omega^{2 j}} \omega^{2 j}-\beta \sum_{j=0}^{k-1} \frac{f(z)-f\left(\bar{z} \omega^{2 j+1}\right)}{z-\bar{z} \omega^{2 j+1}} \omega^{2 j+1}
\end{aligned}
$$

We denote the space of $h$-harmonics associated with $h_{\alpha, \beta}^{2}$ by $\mathscr{H}_{n}\left(h_{\alpha, \beta}^{2}\right)$.

### 7.6.1 An orthonormal basis of $\mathscr{H}_{n}\left(h_{\alpha, \beta}^{2}\right)$

Let $\mathscr{Q}_{h}$ denote the closed span of of $\operatorname{ker} \overline{\mathscr{D}} \cap \Pi^{2}$ in $L^{2}\left(h_{\alpha, \beta}^{2}\left(\mathrm{e}^{\mathrm{i} \theta}\right) \mathrm{d} \theta\right)$. For $\alpha=\beta=$ 0 , the usual orthogonal basis for $\mathscr{H}_{n}\left(h_{\alpha, \beta}^{2}\right), n \geq 1$, is $\left\{z^{n}, \bar{z}^{n}\right\}$; the members of the basis are annihilated by $\partial / \partial \bar{z}$ and $\partial / \partial z$, respectively. This is not in general possible for $\alpha>0$. Instead, we have

Proposition 7.6.3 If $\phi_{n} \in \mathscr{H}_{n}\left(h_{\alpha, \beta}^{2}\right) \cap \mathscr{Q}_{h}, n \geq 0$, then $\bar{z} \bar{\phi}_{n}(z) \in \mathscr{H}_{n+1}\left(h_{\alpha, \beta}^{2}\right)$ and $\bar{z} \bar{\phi}_{n}(z)$ is orthogonal to $\operatorname{ker} \overline{\mathscr{D}}$ in $L^{2}\left(h_{\alpha, \beta}^{2}\left(\mathrm{e}^{\mathrm{i} \theta}\right) \mathrm{d} \theta\right)$.

Proof By the above definition of $\overline{\mathscr{D}}$ and Theorem 7.1.17, the adjoint $\overline{\mathscr{D}}^{*}$ satisfies

$$
\overline{\mathscr{D}}^{*} f(z)=(1+n+\gamma)\left[\bar{z} f(z)-(n+\gamma)^{-1}|z|^{2} \mathscr{D} f(z)\right]
$$

if $f \in \mathscr{H}_{n}\left(h_{\alpha, \beta}^{2}\right)$ and $\overline{\mathscr{D}}^{*} f \in \mathscr{H}_{n+1}\left(h_{\alpha, \beta}^{2}\right)$. Since $\mathscr{D} \bar{\phi}_{n}(z)=\left(\overline{\mathscr{D}} \phi_{n}(z)\right)^{-}=0$, this shows that $\overline{\mathscr{D}}^{*} \bar{\phi}_{n}(z)=(1+n+\gamma) \bar{z} \bar{\phi}_{n}(z)$. By the definition of an adjoint, the latter function is orthogonal to $\operatorname{ker} \overline{\mathscr{D}}$.

Corollary 7.6.4 If $\phi_{n} \in \mathscr{H}_{n}\left(h_{\alpha, \beta}^{2}\right) \cap \mathscr{Q}_{h}$ then $\left\{\phi_{n}(z), \bar{z} \bar{\phi}_{n}(z): n=0,1,2 \ldots\right\}$ is an orthogonal basis for $L^{2}\left(h_{\alpha, \beta}^{2}\left(\mathrm{e}^{\mathrm{i} \theta}\right) \mathrm{d} \theta\right)$.

Proof This follows from the facts that $\operatorname{dim} \mathscr{H}_{0}\left(h_{\alpha, \beta}^{2}\right)=1, \operatorname{dim} \mathscr{H}_{n}\left(h_{\alpha, \beta}^{2}\right)=2$, $n \geq 1$ and $L^{2}\left(h_{\alpha, \beta}^{2}\left(\mathrm{e}^{\mathrm{i} \theta}\right) \mathrm{d} \theta\right)=\bigoplus_{n=0}^{\infty} \mathscr{H}_{n}\left(h_{\alpha, \beta}^{2}\right)$.

Since $\mathscr{D} p=0$ implies that $\Delta_{h} p=0$, the corollary shows that we only need to find homogeneous polynomials in $\mathscr{K}_{h}=\operatorname{ker} \overline{\mathscr{D}}$. Most of the work in describing $\mathscr{K}_{h}$ reduces to the case $k=1$; indeed, we have

Proposition 7.6.5 Let $f(z)=g\left(z^{k}\right)$ and $\xi=z^{k}$. Then

$$
\begin{aligned}
& \mathscr{D} f(z)=k z^{k-1}\left(\frac{\partial g}{\partial \xi}+\alpha \frac{g(\xi)-g(\bar{\xi})}{\xi-\bar{\xi}}+\beta \frac{g(\xi)-g(-\bar{\xi})}{\xi+\bar{\xi}}\right), \\
& \bar{D} f(z)=k \bar{z}^{k-1}\left(\frac{\partial g}{\partial \bar{\xi}}-\alpha \frac{g(\xi)-g(\bar{\xi})}{\xi-\bar{\xi}}+\beta \frac{g(\xi)-g(-\bar{\xi})}{\xi+\bar{\xi}}\right) .
\end{aligned}
$$

Proof Substituting $g$ into the formulae for $\mathscr{D} f(z)$ and $\overline{\mathscr{D}} f(z)$ and making use of

$$
\left(\bar{z} \omega^{2 j}\right)^{k}=\bar{z}^{k}=\bar{\xi}, \quad\left(\bar{z} \omega^{2 j+1}\right)^{k}=-\bar{\xi},
$$

we use the following two formulae to evaluate the sum of the resulting equations:

$$
\sum_{j=0}^{k-1} \frac{1}{t-\omega^{2 j}}=\frac{k t^{k-1}}{t^{k}-1}, \quad \sum_{j=0}^{k-1} \frac{\omega^{2 j}}{t-\omega^{2 j}}=\frac{k}{t^{k}-1}, \quad t \in \mathbb{C} .
$$

These formulae can be verified as follows. Multiplying the first formula by $t^{k}-1$, the sum on the left-hand side becomes the Lagrange interpolation polynomial of $k t^{k-1}$ based on the points $\omega^{2 j}, 0 \leq j \leq k-1$, which is equal to the expression $k t^{k-1}$ on the right-hand side by the uniqueness of the interpolation problem. The second formula follows from the first on using $\omega^{2 j}=t-\left(t-\omega^{2 j}\right)$. We then use these formulae with $t=z / \bar{z}$ and $t=z /(\bar{z} \omega)$, respectively, to finish the proof.

Moreover, the following proposition shows that if $g\left(z^{k}\right) \in \mathscr{K}_{h}$ then $z^{j} g\left(z^{k}\right) \in$ $\mathscr{K}_{h}$ for $0 \leq j<k$, which allows the complete listing of the homogeneous polynomials in $\mathscr{K}_{h}$.

Proposition 7.6.6 If $\overline{\mathscr{D}} g\left(z^{k}\right)=0$ then $\overline{\mathscr{D}}\left[z^{j} g\left(z^{k}\right)\right]=0$ for $0 \leq j \leq k-1$.

Proof We use induction, based on the formula

$$
\overline{\mathscr{D}}[z f(z)]=z \overline{\mathscr{D}} f(z)-\alpha \sum_{j=0}^{k-1} \omega^{2 j} f\left(\bar{z} \omega^{2 j}\right)-\beta \omega \sum_{j=0}^{k-1} \omega^{2 j} f\left(\bar{z} \omega^{2 j+1}\right),
$$

which is verified by noting that a typical term in $\overline{\mathscr{D}}$ is of the form

$$
\omega \frac{z f(z)-\bar{z} f\left(\bar{z} \omega^{j}\right)}{z-\bar{z} \omega^{j}}=z \omega^{j} \frac{f(z)-f\left(\bar{z} \omega^{j}\right)}{z-\bar{z} \omega^{j}}+\omega^{j} f\left(\bar{z} \omega^{j}\right) .
$$

Let $f(z)=z^{j} g\left(z^{k}\right)$ with $0 \leq j \leq k-2$ and assume that $\overline{\mathscr{D}} f=0$. Then the above formula becomes

$$
\overline{\mathscr{D}}\left[z^{j+1} g\left(z^{k}\right)\right]=z \overline{\mathscr{D}} f(z)-\left(\alpha z^{j} g\left(z^{k}\right)+\beta \omega z^{j} g\left(-z^{k}\right)\right) \sum_{l=0}^{k-1} \omega^{2 l(j+1)} .
$$

The latter sum is zero if $0 \leq j+1 \leq k-1$ since $\omega^{2}$ is a $k$ th root of unity. Thus, $\overline{\mathscr{D}}\left(z^{j+1} g\left(z^{k}\right)\right)=0$ by the induction hypothesis.

We are now ready to state bases for $\mathscr{K}_{h}$, and thus bases for $\mathscr{H}\left(h_{\alpha, \beta}^{2}\right)$.

## The groups $I_{1}=\mathbb{Z}_{2}$ and $I_{2}=\mathbb{Z}_{2}^{2}$

Set $k=1$ and $\alpha, \beta \geq 0$. In polar coordinates the corresponding measure on the circle is $\left(\sin ^{2} \theta\right)^{\alpha}\left(\cos ^{2} \theta\right)^{\beta} \mathrm{d} \theta$, associated with the group $I_{2}$. If $\beta=0$ then the measure is associated with the group $I_{1}$.

The basis of $\mathscr{H}_{n}\left(h_{\alpha, \beta}^{2}\right)$ is given in Theorem 7.5.1 in terms of the generalized Gegenbauer polynomials defined in Subsection 1.5.2. For each $n$, some linear combination of the two elements of the basis is in $\mathscr{K}_{h}$. Define

$$
\begin{equation*}
f_{n}(z)=r^{n}\left(\frac{n+2 \alpha+\delta_{n}}{2 \alpha+2 \beta} C_{n}^{(\alpha, \beta)}(\cos \theta)+\mathrm{i} \sin \theta C_{n-1}^{(\alpha+1, \beta)}(\cos \theta)\right) \tag{7.6.1}
\end{equation*}
$$

where $\delta_{n}=2 \beta$ if $n$ is even and $\delta_{n}=0$ if $n$ is odd, and $z=r \mathrm{e}^{\mathrm{i} \theta}$. We will show that $f_{n}$ is in $\mathscr{K}_{h}$. For this purpose it is convenient to express $f_{n}$ in terms of products of powers of $\frac{1}{2}(z+\bar{z})$ and $\frac{1}{2}(z-\bar{z})$.

Proposition 7.6.7 Let $\xi=\frac{1}{2}(z+\bar{z}), \eta=\frac{1}{2}(z-\bar{z})$ and let

$$
g_{2 n}=\frac{\left(\beta+\frac{1}{2}\right)_{n}}{(\alpha+\beta+1)_{n}} f_{2 n} \quad \text { and } \quad g_{2 n+1}=\frac{\left(\beta+\frac{1}{2}\right)_{n+1}}{(\alpha+\beta+1)_{n}} f_{2 n+1}
$$

Then, for $n \geq 0$,

$$
\begin{aligned}
g_{2 n}(z)= & (-1)^{n} \sum_{j=0}^{n} \frac{\left(-n+\frac{1}{2}-\alpha\right)_{n-j}\left(-n+\frac{1}{2}-\beta\right)_{j}}{(n-j)!j!} \xi^{2 n-2 j} \eta^{2 j} \\
& +(-1)^{n-1} \sum_{j=0}^{n-1} \frac{\left(-n+\frac{1}{2}-\alpha\right)_{n-1-j}\left(-n+\frac{1}{2}-\beta\right)_{j}}{(n-1-j)!j!} \xi^{2 n-1-2 j} \eta^{2 j+1}
\end{aligned}
$$

and

$$
\begin{aligned}
g_{2 n+1}(z)= & (-1)^{n+1} \sum_{j=0}^{n} \frac{\left(-n-\frac{1}{2}-\alpha\right)_{n+1-j}\left(-n-\frac{1}{2}-\beta\right)_{j}}{(n-j)!j!} \xi^{2 n+1-2 j} \eta^{2 j} \\
& +(-1)^{n+1} \sum_{j=0}^{n} \frac{\left(-n-\frac{1}{2}-\alpha\right)_{n-j}\left(-n-\frac{1}{2}-\beta\right)_{j+1}}{(n-j)!j!} \xi^{2 n-2 j} \eta^{2 j+1} .
\end{aligned}
$$

Proof By the definition of generalized Gegenbauer polynomials, write $g_{n}$ in terms of Jacobi polynomials. Recall from the proof of Proposition 1.4.14 that

$$
P_{n}^{(a, b)}(t)=(-1)^{n} \sum_{j=0}^{n} \frac{(-n-a)_{n-j}(-n-b)_{j}}{(n-j)!j!}\left(\frac{1+t}{2}\right)^{n-j}\left(\frac{t-1}{2}\right)^{j}
$$

Set $t=\left(z^{2}+\bar{z}^{2}\right) /(2 z \bar{z})$; then

$$
\frac{1+t}{2}=\frac{1}{z \bar{z}}\left(\frac{z+\bar{z}}{2}\right)^{2} \quad \text { and } \quad \frac{t-1}{2}=\frac{1}{z \bar{z}}\left(\frac{z-\bar{z}}{2}\right)^{2} .
$$

Hence, for parameters $a, b$ and $z=r \mathrm{e}^{\mathrm{i} \theta}$,

$$
r^{2 n} P_{n}^{(a, b)}(\cos 2 \theta)=(-1)^{n} \sum_{j=0}^{n} \frac{(-n-a)_{n-j}(-n-b)_{j}}{(n-j)!j!}\left(\frac{z+\bar{z}}{2}\right)^{2 n-2 j}\left(\frac{z-\bar{z}}{2}\right)^{2 j}
$$

Writing $g_{2 n}$ and $g_{2 n+1}$ in terms of Jacobi polynomials and applying the above formula gives the stated results.

From Proposition 7.6 .5 with $k=1$ we have

$$
\begin{aligned}
\mathscr{D}\left[(z+\bar{z})^{n}(z-\bar{z})^{m}\right]= & {\left[n+\beta\left(1-(-1)^{n}\right)\right](z+\bar{z})^{n-1}(z-\bar{z})^{m} } \\
& +\left[m+\alpha\left(1-(-1)^{m}\right)\right](z+\bar{z})^{n}(z-\bar{z})^{m-1} ; \\
\overline{\mathscr{D}}\left[(z+\bar{z})^{n}(z-\bar{z})^{m}\right]= & {\left[n+\beta\left(1-(-1)^{n}\right)\right](z+\bar{z})^{n-1}(z-\bar{z})^{m} } \\
& -\left[m+\alpha\left(1-(-1)^{m}\right)\right](z+\bar{z})^{n}(z-\bar{z})^{m-1} .
\end{aligned}
$$

Thus $\mathscr{D}+\overline{\mathscr{D}}$ and $\mathscr{D}-\overline{\mathscr{D}}$ have simple expressions on these basis elements (indicating the abelian nature of the group $I_{2}$ ). We can now prove some properties of $f_{n}$, (7.6.1).

Proposition 7.6.8 Let $\alpha, \beta \geq 0$. Then we have the following.
(i) $\overline{\mathscr{D}} f_{n}(z)=0, n=0,1, \ldots$
(ii) $\mathscr{D} f_{2 n}(z)=2 \frac{(\alpha+\beta+1)_{n}}{\left(\beta+\frac{1}{2}\right)_{n}} f_{2 n-1}(z) \quad$ and

$$
\mathscr{D} f_{2 n+1}(z)=2\left(n+\alpha+\frac{1}{2}\right) \frac{(\alpha+\beta+1)_{n}}{\left(\beta+\frac{1}{2}\right)_{n}} f_{2 n}(z) .
$$

(iii) Let $h_{n}=\left[2 B\left(\alpha+\frac{1}{2}, \beta+\frac{1}{2}\right)\right]^{-1} \int_{-\pi}^{\pi}\left|f_{n}\left(\mathrm{e}^{\mathrm{i} \theta}\right)\right|^{2}\left(\sin ^{2} \theta\right)^{\alpha}\left(\cos ^{2} \theta\right)^{\beta} \mathrm{d} \theta$; then

$$
h_{2 n}=\frac{[\alpha+\beta+1]_{n}\left(\alpha+\frac{1}{2}\right)_{n}}{n!\left(\beta+\frac{1}{2}\right)_{n}} \quad \text { and } \quad h_{2 n+1}=\frac{(\alpha+\beta+1)_{n}\left(\alpha+\frac{1}{2}\right)_{n+1}}{n!\left(\beta+\frac{1}{2}\right)_{n+1}}
$$

Proof Observe that the symbolic involution given by $\alpha \leftrightarrow \beta, z+\bar{z} \leftrightarrow z-\bar{z}$ leaves each $f_{n}$ invariant and interchanges $\mathscr{D}+\overline{\mathscr{D}}$ with $\mathscr{D}-\overline{\mathscr{D}}$. We will show that $(\mathscr{D}+\overline{\mathscr{D}}) g_{2 n}=2 g_{2 n-1}$, apply the involution to show that $(\mathscr{D}-\overline{\mathscr{D}}) g_{2 n}=2 g_{2 n-1}$ also and then use the same method for $g_{2 n+1}$. This will prove (i) and (ii). Thus we write

$$
\begin{aligned}
&(\mathscr{D}+\bar{D}) g_{2 n}(z) \\
& \begin{aligned}
&=(-1)^{n} \sum_{j=0}^{n}[ \frac{\left(-n+\frac{1}{2}-\alpha\right)_{n-j}\left(-n+\frac{1}{2}-\beta\right)_{j}}{(n-j)!j!}(2 n-2 j) \\
&\left.\times\left(\frac{z+\bar{z}}{2}\right)^{2 n-1-2 j}\left(\frac{z-\bar{z}}{2}\right)^{2 j}\right] \\
&+(-1)^{n-1} \sum_{j=0}^{n-1}\left[\frac{\left(-n+\frac{1}{2}-\alpha\right)_{n-1-j}\left(-n+\frac{1}{2}-\beta\right)_{j}}{(n-1-j)!j!}(2 n-1-2 j+2 \beta)\right. \\
&\left.\quad \times\left(\frac{z+\bar{z}}{2}\right)^{2 n-2-2 j}\left(\frac{z-\bar{z}}{2}\right)^{2 j+1}\right] \\
&= 2 g_{2 n-1}(z) .
\end{aligned}
\end{aligned}
$$

The first sum loses the $j=n$ term; in the second sum we use

$$
\left(-n+\frac{1}{2}-\beta\right)_{j}(2 n-1-2 j+2 \beta)=-2\left(-n+\frac{1}{2}-\beta\right)_{j+1}
$$

Now we have

$$
\begin{aligned}
(\mathscr{D}+\overline{\mathscr{D}}) g_{2 n+1}(z) & \\
=(-1)^{n+1} \sum_{j=0}^{n} & {\left[\frac{\left(-n-\frac{1}{2}-\alpha\right)_{n+1-j}\left(-n-\frac{1}{2}-\beta\right)_{j}}{(n-j)!j!}\right.} \\
& \left.\times(2 n+1-2 j+2 \beta)\left(\frac{z+\bar{z}}{2}\right)^{2 n-2 j}\left(\frac{z-\bar{z}}{2}\right)^{2 j}\right] \\
+(-1)^{n+1} \sum_{j=0}^{n} & {\left[\frac{\left(-n-\frac{1}{2}-\alpha\right)_{n-j}\left(-n-\frac{1}{2}-\beta\right)_{j+1}}{(n-j)!j!}\right.} \\
& \left.\times(2 n-2 j)\left(\frac{z+\bar{z}}{2}\right)^{2 n-1-2 j}\left(\frac{z-\bar{z}}{2}\right)^{2 j+1}\right] \\
= & 2\left(n+\alpha+\frac{1}{2}\right)\left(n+\beta+\frac{1}{2}\right) g_{2 n} .
\end{aligned}
$$

Here the second sum loses the $j=n$ term, and we used

$$
\begin{aligned}
& \left(-n-\frac{1}{2}-\alpha\right)_{n-j}\left(-n-\frac{1}{2}-\beta\right)_{j+1} \\
& \quad=\left(n+\alpha+\frac{1}{2}\right)\left(n+\beta+\frac{1}{2}\right)\left(-n+\frac{1}{2}-\alpha\right)_{n-1-j}\left(-n+\frac{1}{2}-\beta\right)_{j}
\end{aligned}
$$

In the first sum we used $\left(-n-\frac{1}{2}-\beta\right)_{j}(2 n+1-2 j+2 \beta)=-2\left(-n-\frac{1}{2}-\beta\right)_{j+1}$. Like the second sum, the first sum equals $2\left(n+\alpha+\frac{1}{2}\right)\left(n+\beta+\frac{1}{2}\right)$ times the corresponding sum in the formula for $g_{2 n}$.

The proof of (iii) follows from the formula

$$
\int_{-\pi}^{\pi} g(\cos \theta)\left(\sin ^{2} \theta\right)^{\alpha}\left(\cos ^{2} \theta\right)^{\beta} \mathrm{d} \theta=2 \int_{-1}^{1} g(t)|t|^{2 \alpha}\left(1-t^{2}\right)^{\beta-1 / 2} \mathrm{~d} t
$$

and the norm of the generalized Gegenbauer polynomials.

Note that if $\alpha=\beta=0$ then $f_{n}(z)=z^{n}$, which follows from using the formula for the generalized Gegenbauer polynomials and taking limits after setting $(\alpha+\beta+1)_{n} /(\alpha+\beta+n)=(\alpha+\beta)_{n} /(\alpha+\beta)$.

The real and imaginary parts of $f_{n}$ comprise an orthogonal basis for $\mathscr{H}_{n}\left(h_{\alpha, \beta}^{2}\right)$. That they are orthogonal to each other follows from their parity in $x_{2}$. However, unlike the case of $\alpha=\beta=0, f_{n}(z)$ and $\bar{f}_{n}(z)$ are not orthogonal. Corollary 7.6.4 shows that in fact $f_{n}(z)$ and $\bar{z} \bar{f}_{n}$ are orthogonal.

Proposition 7.6.9 For $n \geq 0$,

$$
\begin{aligned}
\bar{z} \bar{f}_{2 n-1}(z) & =-\frac{1}{2} \frac{\alpha+\beta}{n+\alpha+\beta} f_{2 n}(z)+\frac{1}{2} \frac{2 n+\alpha+\beta}{n+\alpha+\beta} \bar{f}_{2 n}(z) \\
\bar{z} \bar{f}_{2 n}(z) & =\frac{1}{2 n+2 \beta+1}\left[(\beta-\alpha) f_{2 n+1}(z)+(2 n+\alpha+\beta+1) \bar{f}_{2 n+1}(z)\right] .
\end{aligned}
$$

Proof By Corollary 7.6 .4 we can write $\bar{z} \bar{f}_{n-1}(z)$ as a linear combination of $f_{n}(z)$ and $\bar{f}_{n}(z)$. From the formula in Proposition 7.6.7, it follows that the leading coefficients of $z^{n}$ and $\bar{z}^{n}$ are given by

$$
\begin{aligned}
f_{2 n}(z) & =\frac{(\alpha+\beta+1)_{2 n-1}}{2^{2 n}\left(\beta+\frac{1}{2}\right)_{n} n!}\left[(2 n+\alpha+\beta) z^{2 n}-(\alpha+\beta) \bar{z}^{2 n}\right]+\cdots, \\
f_{2 n+1}(z) & =\frac{(\alpha+\beta+1)_{2 n}}{2^{2 n+1}\left(\beta+\frac{1}{2}\right)_{n+1} n!}\left[(2 n+\alpha+\beta+1) z^{2 n+1}+(\alpha-\beta) \bar{z}^{2 n+1}\right]+\cdots,
\end{aligned}
$$

where the rest of the terms are linear combinations of powers of $z$ and $\bar{z}$, each homogeneous of degree $n$ in $z$ and $\bar{z}$. Using these formulae to compare the coefficients of $z^{n}$ and $\bar{z}^{n}$ in the expression $\bar{z} \bar{f}_{n-1}(z)=a f_{n}(z)+b \bar{f}_{n}(z)$ leads to the stated formulae.

These relations allow us to derive some interesting formulae for classical orthogonal polynomials. For example, the coefficient $f_{n}$ satisfies the following integral expression.

Proposition 7.6.10 For $n \geq 0$,

$$
\begin{aligned}
& c_{\alpha} c_{\beta} \int_{-1}^{1} \int_{-1}^{1}(s \cos \theta+\mathrm{i} t \sin \theta)^{n}(1+s)(1+t)\left(1-s^{2}\right)^{\beta-1}\left(1-t^{2}\right)^{\alpha-1} \mathrm{~d} s \mathrm{~d} t \\
& \quad=a_{n} f_{n}\left(\mathrm{e}^{\mathrm{i} \theta}\right)=a_{n}\left[\frac{n+2 \alpha+\delta_{n}}{2 \alpha+2 \beta} C_{n}^{(\alpha, \beta)}(\cos \theta)+\mathrm{i} \sin \theta C_{n-1}^{(\alpha+1, \beta)}(\cos \theta)\right]
\end{aligned}
$$

where

$$
\begin{aligned}
a_{2 n} & =\frac{(2 n)!}{2^{2 n}(\alpha+\beta+1)_{n}\left(\alpha+\frac{1}{2}\right)_{n}}, \\
a_{2 n+1} & =\frac{(2 n+1)!}{2^{2 n+1}(\alpha+\beta+1)_{n}\left(\alpha+\frac{1}{2}\right)_{n+1}} .
\end{aligned}
$$

Proof Let $V$ denote the intertwining operator associated with $h_{\alpha, \beta}^{2}$. Since the real and imaginary parts of $z^{n}$ are ordinary harmonics, the real and imaginary parts of $V\left(z^{n}\right)$ are elements of $\mathscr{H}_{n}\left(h_{\alpha, \beta}^{2}\right)$. It follows that $V\left(z^{n}\right)=a_{n} f_{n}(z)+b_{n} \bar{z} \bar{f}_{n-1}(z)$. Since $f_{n}(z)$ and $\bar{z} \bar{f}_{n}(z)$ are orthogonal,

$$
a_{n} h_{n}=\int_{-\pi}^{\pi}\left(V z^{n}\right)\left(\mathrm{e}^{\mathrm{i} \theta}\right) \bar{f}_{n}\left(\mathrm{e}^{\mathrm{i} \theta}\right) \mathrm{d} \mu_{\alpha, \beta}=\frac{n!}{(\alpha+\beta+1)_{n}} 2 \pi \int_{S^{1}} f_{n}(z) \bar{z}^{n} \mathrm{~d} \omega,
$$

where $h_{n}$ is as in part (iii) of Proposition 7.6 .8 and we have used Proposition 7.2 .8 in the second equation. Using Theorem 7.2.4 and the expression for $\langle p, q\rangle_{h}$ in Definition 7.2.2, we conclude that

$$
\begin{aligned}
a_{n} h_{n} & =\frac{1}{2^{n}(\alpha+\beta+1)_{n}}\left(\frac{\partial}{\partial x_{1}}-\mathrm{i} \frac{\partial}{\partial x_{2}}\right)^{n} f_{n}(z) \\
& =\frac{1}{2^{n}(\alpha+\beta+1)_{n}}\left(2 \frac{\partial}{\partial z}\right)^{n} f_{n}(z) .
\end{aligned}
$$

The value of $(\partial / \partial z)^{n} f_{n}(z)[n!]^{-1}$ is equal to the coefficient of $z^{n}$ in $f_{n}$, which is given in the proof of Proposition 7.6.9. This gives the value of $a_{n}$. In a similar way we can compute $b_{n}$ : it is given by a constant multiple of $(\partial / \partial z)^{n} \bar{z} \bar{f}_{n}(z)$. Hence, we conclude that $V z^{n}=a_{n} f_{n}(z)$. The stated formula then follows from the closed formula for $V$ in Theorem 7.5.4.

In particular, if $\beta \rightarrow 0$ then the formula in Proposition 7.6 .10 becomes a classical formula of the Dirichlet type:

$$
\begin{aligned}
& c_{\alpha} \int_{-1}^{1}(\cos \theta+\mathrm{i} t \sin \theta)^{n}(1+t)\left(1-t^{2}\right)^{\alpha-1} \mathrm{~d} t \\
& \quad=\frac{n!}{(2 \alpha)_{n}} C_{n}^{\alpha}(\cos \theta)+\mathrm{i} \frac{n!}{(2 \alpha+1)_{n}} \sin \theta C_{n-1}^{\alpha+1}(\cos \theta)
\end{aligned}
$$

for $n=1,2, \ldots$ This is a result of Erdélyi [1965] for functions that are even in $\theta$.

## The group $I_{k}$

If $k$ is an odd integer then the weight function $h_{\alpha}$ associated with the group $I_{k}$ is the same as the weight function $h_{\alpha, \beta}$ associated with the group $I_{2 k}$ with $\beta=0$. Thus, we only need to consider the case of $I_{k}$ for even $k$.

Set $k=2 m$. By Proposition 7.6.6, the homogeneous polynomials of degree $m n+j$ in $\mathscr{K}_{h}$ are given by $z^{j} f_{n}\left(z^{m}\right), 0 \leq j \leq m-1$. Their real and imaginary parts comprise an orthogonal basis of $\mathscr{H}_{m n+j}\left(h_{\alpha, \beta}^{2}\right)$; that is, if we define

$$
\begin{aligned}
& p_{m n+j}(\theta)=\frac{n+2 \alpha+\delta_{n}}{2 \alpha+2 \beta} \cos j \theta C_{n}^{(\alpha, \beta)}(\cos m \theta)-\sin \theta \sin j \theta C_{n-1}^{(\alpha+1, \beta)}(\cos m \theta), \\
& q_{m n+j}(\theta)=\frac{n+2 \alpha+\delta_{n}}{2 \alpha+2 \beta} \sin j \theta C_{n}^{(\alpha, \beta)}(\cos m \theta)+\sin \theta \cos j \theta C_{n-1}^{(\alpha+1, \beta)}(\cos m \theta),
\end{aligned}
$$

where $\delta_{n}=2 \beta$ if $n$ is even and $\delta=0$ if $n$ is odd, then

$$
Y_{n, 1}\left(x_{1}, x_{2}\right)=r^{m n+j} p_{m n+j}(\theta) \quad \text { and } \quad Y_{n, 2}\left(x_{1}, x_{2}\right)=r^{m n+j} q_{m n+j}(\theta),
$$

with polar coordinates $x_{1}=r \cos \theta$ and $x_{2}=r \sin \theta$, form an orthogonal basis for the space $\mathscr{H}_{m n+j}\left(h_{\alpha, \beta}^{2}\right), 0 \leq j \leq m-1$. The two polynomials are indeed orthogonal since $Y_{n, 1}$ is even in $x_{2}$ and $Y_{n, 2}$ is odd in $x_{2}$.

Let us mention that in terms of the variable $t=\cos \theta$, the restriction of $h_{\alpha, \beta}^{2}$ associated with the group $I_{2 m}$ on the circle can be transformed into a weight function

$$
\begin{equation*}
w_{\alpha, \beta}(t)=|\sin m \theta|^{2 \alpha}|\cos m \theta|^{2 \beta}=\left|U_{m-1}(t) \sqrt{1-t^{2}}\right|^{2 \alpha}\left|T_{m}(t)\right|^{2 \beta} \tag{7.6.2}
\end{equation*}
$$

defined on $[-1,1]$, where $T_{m}$ and $U_{m}$ are Chebyshev polynomials of the first and the second kind, respectively. In particular, under the map $\cos \theta \mapsto t, p_{m n+j}$ is the orthogonal polynomial of degree $m n+j$ with respect to $w_{\alpha, \beta}$.

### 7.6.2 Cauchy and Poisson kernels

Let $\left\{\phi_{n}, \bar{z} \bar{\phi}_{n}\right\}_{n \geq 0}$ denote an orthonormal basis for $L^{2}\left(h_{\alpha, \beta}^{2}\left(\mathrm{e}^{\mathrm{i} \theta}\right) \mathrm{d} \theta\right)$ associated with the group $I_{k}$; see Corollary 7.6.4. The Cauchy kernel is related to the projection onto a closed span of $\left\{\phi_{n}: n \geq 0\right\}$. It is defined by

$$
C\left(I_{k} ; z, w\right)=\sum_{n=0}^{\infty} \phi_{n}(z) \overline{\phi_{n}(w)}, \quad|z w|<1 .
$$

For any polynomial $f \in \mathscr{K}_{h}=\operatorname{ker} \overline{\mathscr{D}}$,

$$
f(z)=c_{\alpha, \beta} \int_{-\pi}^{\pi} f\left(\mathrm{e}^{\mathrm{i} \theta}\right) C\left(I_{k} ; z, \mathrm{e}^{\mathrm{i} \theta}\right) h_{\alpha, \beta}^{2}\left(\mathrm{e}^{\mathrm{i} \theta}\right) \mathrm{d} \theta, \quad|z|<1 .
$$

The Poisson kernel which reproduces any $h$-harmonics in the disk was defined in Section 7.3. In terms of $\phi_{n}$ it is given by

$$
\begin{aligned}
P\left(I_{k} ; z, w\right) & =\sum_{n=0}^{\infty} \phi_{n}(z) \overline{\phi_{n}(z)}+\sum_{n=0}^{\infty} \bar{z} \overline{\phi_{n}(z)} w \phi_{n}(w) \\
& =C\left(I_{k} ; z, w\right)+\bar{z} w C\left(I_{k} ; w, z\right)
\end{aligned}
$$

The following theorem shows that finding closed formulae for these kernels reduces to the cases $k=1$ and $k=2$.

Theorem 7.6.11 For each weight function $h_{\alpha, \beta}$ associated with the group $I_{2 k}$,

$$
P\left(I_{2 k} ; z, w\right)=\frac{1-|z|^{2}|w|^{2}}{1-\bar{z} w} C\left(I_{2 k} ; z, w\right) .
$$

Moreover

$$
\begin{equation*}
P\left(I_{2 k} ; z, w\right)=\frac{1-|z|^{2}|w|^{2}}{1-\left|z^{k}\right|^{2}\left|\bar{w}^{k}\right|^{2}} \frac{\left|1-z^{k} \bar{w}^{k}\right|^{2}}{|1-\bar{z} w|^{2}} P\left(I_{2} ; z^{k}, w^{k}\right), \tag{7.6.3}
\end{equation*}
$$

where the Poisson kernel $P\left(I_{2} ; z, w\right)$ associated with $h(x+\mathrm{i} y)=|x|^{\alpha}|y|^{\beta}$ is given by

$$
\begin{aligned}
P\left(I_{2} ; z, w\right)= & \left(1-|z w|^{2}\right) c_{\alpha} c_{\beta} \\
& \times \int_{-1}^{1} \int_{-1}^{1}\left[1+2(\operatorname{Im} z)(\operatorname{Im} w) s+2(\operatorname{Re} z)(\operatorname{Re} w) t+|z w|^{2}\right]^{-\alpha-\beta-1} \\
& \times(1+s)(1+t)\left(1-s^{2}\right)^{\beta-1}\left(1-t^{2}\right)^{\alpha-1} \mathrm{~d} s \mathrm{~d} t .
\end{aligned}
$$

Proof Let $C\left(I_{k} ; z, w\right)=C_{\operatorname{Re}}(z, w)+\mathrm{i} C_{\mathrm{Im}}(z, w)$ with $C_{\mathrm{Re}}$ and $C_{\mathrm{Im}}$ real and symmetric. Then

$$
\begin{aligned}
& \operatorname{Re} P\left(I_{k} ; z, w\right)=(1+\operatorname{Re} z \bar{w}) C_{\operatorname{Re}}(z, w)-\operatorname{Im} \bar{z} w C_{\operatorname{Im}}(z, w), \\
& \operatorname{Im} P\left(I_{k} ; z, w\right)=\operatorname{Im} \bar{z} w C_{\operatorname{Re}}(z, w)-(1-\operatorname{Re} \bar{z} w) C_{\operatorname{Im}}(z, w) .
\end{aligned}
$$

Since $\operatorname{Im} P(z, w)=0$, we have $C_{\operatorname{Im}}(z, w)=[(\operatorname{Im} \bar{z} w) /(1-\operatorname{Re} \bar{z} w)] \times C_{\operatorname{Re}}(z, w)$ and thus $P\left(I_{k} ; z, w\right)=\left[\left(1-|z|^{2}|w|^{2}\right) /(1-\bar{z} w)\right] C\left(I_{k} ; z, w\right)$.

Now let $\left\{\psi_{n}: n \geq 0\right\}$ be an orthonormal basis of $\operatorname{ker} \overline{\mathscr{D}}$ associated with $h(x+\mathrm{i} y)=|x|^{\alpha}|y|^{\beta}$. By Proposition 7.6.6 we conclude that the polynomials $z^{j} \psi_{n}\left(z^{k}\right)$ are in $\mathscr{K}_{h}$ and, in fact, are orthonormal $h$-harmonics in $\mathscr{H}_{n}\left(h_{\alpha, \beta}^{2}\right)$. Thus

$$
C\left(I_{k} ; z, w\right)=\sum_{n=0}^{\infty} \psi_{n}\left(z^{k}\right) \bar{\psi}_{n}\left(w^{k}\right) \sum_{j=0}^{k-1} z^{j} \bar{w}^{j}=\frac{1-z^{k} \bar{w}^{k}}{1-z \bar{w}} C\left(I_{2} ; z^{k}, w^{k}\right) .
$$

Hence, using $P\left(I_{2} ; z, w\right)=\left[\left(1-|z|^{2}|w|^{2}\right) /(1-z \bar{w})\right] C\left(I_{2} ; z, w\right)$ and these formulae, the relation (7.6.3) between $P\left(I_{2 k} ; z, w\right)$ and $P\left(I_{2} ; z, w\right)$ follows. The integral representation of $P\left(I_{2} ; z, w\right)$ follows from Theorem 7.3.3 and the explicit formula for the intertwining operator $V$ for $I_{2}=\mathbb{Z}_{2}^{2}$ in Theorem 7.5.4.

In particular, if $\beta=0$ then the kernel $P\left(I_{2} ; z, w\right)$ becomes the kernel $P\left(I_{1} ; z, w\right)$ for the weight function $|x|^{\alpha}$ associated with $I_{1}=\mathbb{Z}_{2}$ :

$$
\begin{aligned}
& P\left(I_{1} ; z, w\right) \\
& \quad=c_{\alpha} \int_{-1}^{1} \frac{1-|z w|^{2}}{\left(1+2(\operatorname{Im} z)(\operatorname{Im} w)+2(\operatorname{Re} z)(\operatorname{Re} w) t+|z w|^{2}\right)^{\alpha+1}}(1+t)\left(1-t^{2}\right)^{\alpha-1} \mathrm{~d} t .
\end{aligned}
$$

For the general odd- $k$ dihedral group, we can use the formula

$$
P\left(I_{k} ; z, w\right)=\frac{1-|z|^{2}|w|^{2}}{1-\left|z^{k}\right|^{2}\left|\bar{w}^{k}\right|^{2}} \frac{\left|1-z^{k} \bar{w}^{k}\right|^{2}}{|1-z \bar{w}|^{2}} P\left(I_{1} ; z^{k}, w^{k}\right)
$$

to write down an explicit formula for $P\left(I_{k} ; z, w\right)$.
In terms of the Lauricella function $F_{A}$ of two variables (also called Appell's function),

$$
F_{A}\left(\begin{array}{l}
a_{1}, a_{2} \\
b_{1}, b_{2}
\end{array} ; c ; x, y\right)=\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{(c)_{m+n}\left(a_{1}\right)_{m}\left(a_{2}\right)_{n}}{\left(b_{1}\right)_{m}\left(b_{2}\right)_{n} m!n!} x^{m} y^{n}
$$

(see Section 1.2), the Poisson kernel $P\left(I_{2} ; w, z\right)$ can be written as

$$
\begin{aligned}
P\left(I_{2} ; w, z\right)= & \frac{1}{|1+z \bar{w}|^{2(\alpha+\beta+1)}} \\
& \times F_{A}\left(\begin{array}{c}
\alpha+1, \beta+1 \\
2 \alpha+1,2 \beta+1
\end{array} ; \alpha+\beta+1 ; \frac{4(\operatorname{Im} z)(\operatorname{Im} w)}{|1+z \bar{w}|^{2}}, \frac{4(\operatorname{Re} z)(\operatorname{Re} w)}{|1+z \bar{w}|^{2}}\right)
\end{aligned}
$$

This follows from a formula in Bailey [1935, p. 77].
On the one hand the identity (7.6.3) gives an explicit formula for the Poisson kernel associated with the dihedral groups. On the other hand, the Poisson kernel is given in terms of the intertwining operator $V$ in Theorem 7.3.3; the two formulae taken together suggest that the intertwining operator $V$ might constitute an integral transform for any dihedral group.

### 7.7 The Dunkl Transform

The Fourier transform plays an important role in analysis. It is an isometry of $L^{2}\left(\mathbb{R}^{d}, \mathrm{~d} x\right)$ onto itself. It is a remarkable fact that there is a Fourier transform for reflection-invariant measures which is an isometry of $L^{2}\left(\mathbb{R}^{d}, h_{\kappa}^{2} \mathrm{~d} x\right)$ onto itself.

Recall that $K(x, y)=V^{(x)} \mathrm{e}^{\langle x, y\rangle}$. Since $V$ is a positive operator, $|K(x, i y)| \leq 1$. It plays a role similar to that of $\mathrm{e}^{\mathrm{i}\langle x, y\rangle}$ in classical Fourier analysis. Also recall that $\mathrm{d} \mu(x)=(2 \pi)^{-d / 2} \mathrm{e}^{-\|x\|^{2} / 2} \mathrm{~d} x$.

Definition 7.7.1 For $f \in L^{1}\left(h_{\kappa}^{2} \mathrm{~d} x\right), y \in \mathbb{R}^{d}$, let

$$
\widehat{f}(y)=(2 \pi)^{-d / 2} c_{h} \int_{\mathbb{R}^{d}} f(x) K(x,-\mathrm{i} y) h_{\kappa}^{2}(x) \mathrm{d} x
$$

denote the Dunkl transform of $f$ at $y$.

By the dominated convergence theorem $\widehat{f}$ is continuous on $\mathbb{R}^{d}$. Definition 7.7.1 was motivated by the following proposition.

Proposition 7.7.2 Let $p$ be a polynomial on $\mathbb{R}^{d}$ and $v(y)=\sum_{j=1}^{d} y_{j}^{2}$ for $y \in \mathbb{C}^{d}$; then

$$
c_{h} \int_{\mathbb{R}^{d}}\left[\mathrm{e}^{-\Delta_{h} / 2} p(x)\right] K(x, y) h_{\kappa}^{2}(x) \mathrm{d} \mu(x)=\mathrm{e}^{v(y) / 2} p(y)
$$

Proof Let $m$ be an integer larger than the degree of $p$, fix $y \in \mathbb{C}^{d}$ and let $q_{m}(x)=\sum_{j=0}^{m} K_{j}(x, y)$. Breaking $p$ up into homogeneous components, it follows that $\left\langle q_{m}, p\right\rangle_{h}=p(y)$. By the formula in Theorem 7.2.7,

$$
\left\langle q_{m}, p\right\rangle_{h}=c_{h} \int_{\mathbb{R}^{d}}\left(\mathrm{e}^{-\Delta_{h} / 2} p\right)\left(\mathrm{e}^{-\Delta_{h} / 2} q_{m}\right) h_{\kappa}^{2} \mathrm{~d} \mu
$$

However, $\Delta_{h}^{(x)} K_{n}(x, y)=v(y) K_{n-2}(x, y)$ and so

$$
\begin{aligned}
\mathrm{e}^{-\Delta_{h} / 2} q_{m}(x) & =\sum_{j=0}^{m} \sum_{l \leq j / 2} \frac{1}{l!}\left(\frac{-v(y)}{2}\right)^{l} K_{j-2 l}(x, y) \\
& =\sum_{l \leq m / 2} \frac{1}{l!}\left(\frac{-v(y)}{2}\right)^{l} \sum_{s=0}^{m-2 l} K_{s}(x, y) .
\end{aligned}
$$

Now let $m \rightarrow \infty$. The double sum converges to $\mathrm{e}^{-v(y) / 2} K(x, y)$ since it is dominated termwise by

$$
\sum_{l=0}^{\infty} \frac{\|y\|^{2 l}}{l!2^{l}} \sum_{s=0}^{\infty} \frac{\|x\|^{s}\|y\|^{s}}{s!}=\exp \left(\frac{\|y\|^{2}}{2}+\|x\|\|y\|\right)
$$

which is integrable with respect to $\mathrm{d} \mu(x)$. By the dominated convergence theorem,

$$
p(y)=\mathrm{e}^{v(y) / 2} c_{h} \int_{\mathbb{R}^{d}}\left[\mathrm{e}^{-\Delta_{h} / 2} p(x)\right] K(x, y) h_{\kappa}(x)^{2} \mathrm{~d} \mu(x) .
$$

Multiplying both sides by $\mathrm{e}^{-v(y)}$ completes the proof.
An orthogonal basis for $L^{2}\left(\mathbb{R}^{d}, h_{\kappa}^{2} \mathrm{~d} x\right)$ is given as follows (compare with (7.1.10)).

Definition 7.7.3 For $m, n=0,1,2, \ldots$ and $p \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$, let $\lambda_{\kappa}=\gamma_{\kappa}+\frac{d-2}{2}$. Then

$$
\phi_{m}(p ; x)=p(x) L_{m}^{n+\lambda_{k}}\left(\|x\|^{2}\right) \mathrm{e}^{-\|x\|^{2} / 2}, \quad x \in \mathbb{R}^{d}
$$

Proposition 7.7.4 For $k, l, m, n \in \mathbb{N}_{0}, p \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ and $q \in \mathscr{H}_{l}^{d}\left(h_{\kappa}^{2}\right)$,

$$
\begin{aligned}
& (2 \pi)^{-d / 2} c_{h} \int_{\mathbb{R}^{d}} \phi_{m}(p ; x) \phi_{k}(q ; x) h_{\kappa}^{2}(x) \mathrm{d} x \\
& \quad=\delta_{m k} \delta_{n l} 2^{-\lambda_{\kappa}-1} \frac{\left(\lambda_{\kappa}+1\right)_{n+m}}{m} c_{h}^{\prime} \int_{S^{d-1}} p q h_{\kappa}^{2} \mathrm{~d} \omega .
\end{aligned}
$$

Proof Using spherical polar coordinates and Definition 7.7.3, the integral on the left-hand side equals

$$
c_{h} \int_{0}^{\infty} L_{m}^{n+\lambda_{\kappa}}\left(r^{2}\right) L_{k}^{l+\lambda_{\kappa}}\left(r^{2}\right) \mathrm{e}^{-r^{2}} r^{n+l+2 \gamma_{\kappa}+d-1} \mathrm{~d} r \frac{2^{1-d / 2}}{\Gamma\left(\frac{d}{2}\right)} \int_{S^{d-1}} p q h^{2} \mathrm{~d} \omega
$$

The integral on the right-hand side is zero if $n \neq l$. Assume $n=l$ and make the change of variable $r^{2}=t$. The first integral then equals $\frac{1}{2} \delta_{m k} \Gamma\left(n+\lambda_{\kappa}+1+\right.$ $m) / m$ !.

By Theorem 3.2.18 the linear span of $\left\{\phi_{m}(p): m, n \geq 0, p \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)\right\}$ is dense in $L^{2}\left(\mathbb{R}^{d}, h_{\kappa}^{2} \mathrm{~d} x\right)$. Moreover, $\left\{\phi_{m}(p)\right\}$ is a basis of eigenfunctions of the Dunkl transform.

Theorem 7.7.5 For $m, n=0,1,2, \ldots, p \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ and $y \in \mathbb{R}^{d}$,

$$
\left[\widehat{\phi}_{m}(p)\right](y)=(-\mathrm{i})^{n+2 m} \phi_{m}(p ; y) .
$$

Proof For brevity, let $A=n+\lambda_{\kappa}$. By Proposition 7.7.2 and Lemma 7.2.6,

$$
\begin{aligned}
& (2 \pi)^{-d / 2} c_{h} \int_{\mathbb{R}^{d}} L_{j}^{A}\left(\frac{1}{2}\|x\|^{2}\right) p(x) K(x, y) h_{\kappa}^{2}(x) \mathrm{e}^{-\|x\|^{2} / 2} \mathrm{~d} x \\
& \quad=(-1)^{j}\left(j!2^{j}\right)^{-1} \mathrm{e}^{v(y) / 2} v(y)^{j} p(y), \quad y \in \mathbb{C} .
\end{aligned}
$$

We can change the argument in the Laguerre polynomial by using the identity

$$
L_{m}^{A}(t)=\sum_{j=0}^{m} 2^{j} \frac{(A+1)_{m}}{(A+1)_{j}} \frac{(-1)^{m-j}}{(m-j)!} L_{j}^{A}\left(\frac{t}{2}\right), \quad t \in \mathbb{R}
$$

which can be proved by writing the generating function for the Laguerre polynomials as

$$
(1-r)^{-A-1} \exp \left(\frac{-x r}{1-r}\right)=(1-r)^{-A-1} \exp \left(\frac{-\frac{1}{2} x t}{1-t}\right)
$$

with $t=2 r /(1+r)$. Use this expression together with the above integral to obtain

$$
\begin{aligned}
&(2 \pi)^{-d / 2} c_{h} \int_{\mathbb{R}^{d}} L_{m}^{A}\left(\|x\|^{2}\right) p(x) \mathrm{e}^{-\|x\|^{2} / 2} K(x, y) h_{\kappa}^{2}(x) \mathrm{d} x \\
&=\mathrm{e}^{v(y) / 2} p(y)(-1)^{m} \frac{(A+1)_{m}}{m!} \sum_{j=0}^{m} \frac{(-m)_{j}}{(A+1)_{j}} \frac{[-v(y)]^{j}}{j!}
\end{aligned}
$$

Now replace $y$ by $-\mathrm{i} y$ with $y \in \mathbb{R}^{d}$; then $v(y)$ becomes $-\|y\|^{2}$ and $p(y)$ becomes $(-1)^{m}(-i)^{n} p(y)$, and the sum yields a Laguerre polynomial. The integral equals $(-1)^{m}(-\mathrm{i})^{n} p(y) L_{m}^{A}\left(\|y\|^{2}\right) \mathrm{e}^{-\|y\|^{2} / 2}$.

Since the eigenvalues of the Dunkl transform are powers of i , this proves its isometry properties.

Corollary 7.7.6 The Dunkl transform extends to an isometry of $L^{2}\left(\mathbb{R}^{d}, h_{\kappa}^{2} \mathrm{~d} x\right)$ onto itself. The square of the transform is the central involution; that is, if $f \in L^{2}\left(\mathbb{R}^{d}, h_{\kappa}^{2} \mathrm{~d} x\right), \widehat{f}=g$, then $\widehat{g}(x)=f(-x)$ for almost all $x \in \mathbb{R}^{d}$.

The following proposition gives another interesting integral formula, as well as a method for finding the eigenfunctions of $\Delta_{h}$. First, recall the definition of the Bessel function of index $A>-1 / 2$ :

$$
\begin{aligned}
J_{A}(t) & =\frac{\left(\frac{t}{2}\right)^{A}}{\sqrt{\pi} \Gamma\left(A+\frac{1}{2}\right)} \int_{-1}^{1} \mathrm{e}^{\mathrm{i} t s}\left(1-s^{2}\right)^{A-1 / 2} \mathrm{~d} s \\
& =\frac{\left(\frac{t}{2}\right)^{A}}{\Gamma(A+1)} \sum_{m=0}^{\infty} \frac{1}{m!(A+1)_{m}}\left(-\frac{1}{4} t^{2}\right)^{m}, \quad t>0 .
\end{aligned}
$$

Proposition 7.7.7 Let $f \in \mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right), n=0,1,2, \ldots$ and $y \in \mathbb{C}^{d}$; then

$$
c_{h}^{\prime} \int_{S^{d-1}} f(x) K(x, y) h_{\kappa}^{2}(x) \mathrm{d} \omega=f(y) \sum_{m=0}^{\infty} \frac{v(y)^{m}}{2^{m+n} m!\left(\lambda_{\kappa}+1\right)_{m+n}} .
$$

Moreover, if $y \in \mathbb{R}^{d}, \rho>0$, then the function

$$
g(y)=c_{h}^{\prime} \int_{S^{d-1}} f(x) K(x,-\mathrm{i} y \rho) h_{\kappa}^{2}(x) \mathrm{d} \omega(x)
$$

satisfies $\Delta_{h} g=-\rho^{2} g$ and

$$
g(y)=(-\mathrm{i})^{n} \Gamma\left(\lambda_{\kappa}+1\right)\left(\frac{\rho\|y\|}{2}\right)^{-\lambda_{\kappa}} f\left(\frac{y}{\|y\|}\right) J_{n+\lambda_{\kappa}}(\rho\|y\|) .
$$

Proof Since $f$ is $h$-harmonic, $\mathrm{e}^{-\Delta_{h} / 2} f=f$. In the formula of Proposition 7.7.2,

$$
c_{h} \int_{\mathbb{R}^{d}} f(x) K(x, y) h_{\kappa}^{2}(x) \mathrm{d} \mu(x)=\mathrm{e}^{v(y) / 2} f(y),
$$

the part homogeneous of degree $n+2 m$ in $y, m=0,1,2, \ldots$, yields the equation

$$
c_{h} \int_{\mathbb{R}^{d}} f(x) K_{n+2 m}(x, y) h_{\kappa}^{2}(x) \mathrm{d} \mu(x)=\frac{v(y)^{m}}{2^{m} m!} f(y) .
$$

Then, using the integral formula in Theorem 7.2.4 and the fact that

$$
\int_{S^{d-1}} f(x) K_{j}(x, y) h_{\kappa}^{2}(x) \mathrm{d} \omega(x)=0
$$

if $j<n$ or $j \not \equiv n$ modulo 2 , we conclude that

$$
\begin{aligned}
& c_{h}^{\prime} \int_{S^{d-1}} f(x) K(x, y) h_{\kappa}^{2}(x) \mathrm{d} \omega(x) \\
& \quad=\sum_{m=0}^{\infty} \frac{1}{2^{n+m}\left(\frac{d}{2}+\gamma\right)_{n+m}} c_{h} \int_{\mathbb{R}^{d}} f(x) K_{n+2 m}(x, y) h_{\kappa}^{2}(x) \mathrm{d} \mu(x),
\end{aligned}
$$

which gives the stated formula.

Now replace $y$ by $-\mathrm{i} \rho y$ for $\rho>0, y \in \mathbb{R}^{d}$. Let $A=n+\lambda_{\kappa}$. This leads to an expression for $g$ in terms of the Bessel function $J_{A}$. To find $\Delta_{h} g$ we can interchange the integral and $\Delta_{h}^{(y)}$, because the resulting integral of the series $\sum_{n=0}^{\infty} \Delta_{h}^{(y)} K_{n}(x,-\mathrm{i} y)$ converges absolutely. Indeed,

$$
\begin{aligned}
\Delta_{h}^{(y)} K(x,-\mathrm{i} \rho y) & =\Delta_{h}^{(y)} K(-\mathrm{i} \rho x, y) \\
& =\sum_{j=1}^{N}\left(-\mathrm{i} \rho x_{j}\right)^{2} K(-\mathrm{i} \rho x, y)=-\rho^{2}\|x\|^{2} K(x,-\mathrm{i} \rho y)
\end{aligned}
$$

but $\|x\|^{2}=1$ on $S^{d-1}$ and so $\Delta_{h} g=-\rho^{2} g$.

Proposition 7.7.8 Suppose that $f$ is a radial function in $L^{1}\left(\mathbb{R}^{d}, h_{\kappa}^{2} \mathrm{~d} x\right) ; f(x)=$ $f_{0}(\|x\|)$ for almost all $x \in \mathbb{R}^{d}$. The Dunkl transform $\widehat{f}$ is also radial and has the form $\widehat{f}(x)=F_{0}(\|x\|)$ for all $x \in \mathbb{R}^{d}$, with

$$
F_{0}(\|x\|)=F_{0}(r)=\frac{1}{\sigma_{d-1} r^{\lambda_{\kappa}}} \int_{0}^{\infty} f_{0}(s) J_{\lambda_{\kappa}}(r s) s^{\lambda_{\kappa}+1} \mathrm{~d} s
$$

Proof Using polar coordinates and Corollary 7.4.5 we get

$$
\begin{aligned}
\widehat{f}(y) & =\frac{c_{h}}{(2 \pi)^{d / 2}} \int_{0}^{\infty} f_{0}(r) r^{d-1+2 \gamma} \int_{S^{d-1}} K\left(r x^{\prime}, y\right) h_{\kappa}^{2}\left(x^{\prime}\right) \mathrm{d} \omega\left(x^{\prime}\right) \mathrm{d} r \\
& =\frac{c_{h}}{(2 \pi)^{d / 2}} B_{\kappa} \int_{0}^{\infty} f_{0}(r) r^{2 \lambda_{\kappa}+1} \int_{-1}^{1} \mathrm{e}^{\mathrm{i} r\|y\| t}\left(1-t^{2}\right)^{\lambda_{\kappa}-1 / 2} \mathrm{~d} t \mathrm{~d} r
\end{aligned}
$$

from which the stated result follows from the definition of $J_{A}(r)$ and putting the constants together.

The Dunkl transform diagonalizes each $\mathscr{D}_{i}$ (just as the Fourier-Plancherel transform diagonalizes $\partial / \partial x_{i}$ ). First we prove a symmetry relation with some technical restrictions.

Lemma 7.7.9 Let $f \mathscr{D}_{i} g$ and $g \mathscr{D}_{i} f$ be in $L^{1}\left(\mathbb{R}^{d}, h_{\kappa}^{2}\right)$, and suppose that $f g$ tends to zero at infinity. Then

$$
\int_{\mathbb{R}^{d}}\left(\mathscr{D}_{j} f\right) g h_{\kappa}^{2} \mathrm{~d} x=-\int_{\mathbb{R}^{d}} f\left(\mathscr{D}_{j} g\right) h_{\kappa}^{2} \mathrm{~d} x, \quad j=1, \ldots, d .
$$

Proof The following integration by parts is justified by the assumption on $f g$ at infinity. We also require $\kappa_{v} \geq 1$ for each $v \in R_{+}$so that $1 /\langle x, v\rangle$ is integrable for $h_{\kappa}^{2} \mathrm{~d} x$. After the formula is established, it can be extended to $\kappa_{i} \geq 0$ by analytic continuation. Now

$$
\begin{aligned}
\int_{\mathbb{R}^{d}}\left(\mathscr{D}_{j} f\right) g h_{\kappa}^{2} \mathrm{~d} x= & -\int_{\mathbb{R}^{d}} f(x) \frac{\partial}{\partial x_{j}}\left[g(x) h_{\kappa}(x)^{2}\right] \mathrm{d} x \\
& +\sum_{v \in R_{+}} \kappa_{j}(v) \int_{\mathbb{R}^{d}} \frac{f(x)-f\left(x \sigma_{v}\right)}{\langle x, v\rangle} g(x) h_{\kappa}^{2}(x) \mathrm{d} x \\
= & -\int_{\mathbb{R}^{d}}\left[f(x) \frac{\partial}{\partial x_{j}} g(x)+2 f(x) \sum_{v \in R_{+}} \kappa_{v} \frac{v_{j}}{\langle x, v\rangle} g(x)\right] h_{\kappa}^{2}(x) \mathrm{d} x \\
& +\sum_{v \in R_{+}} \kappa_{v} v_{j} \int_{\mathbb{R}^{d}} f(x) \frac{g(x)+g\left(x \sigma_{v}\right)}{\langle x, v\rangle} h_{\kappa}^{2}(x) \mathrm{d} x \\
= & -\int_{\mathbb{R}^{d}} f\left(\mathscr{D}_{j} g\right) h_{\kappa}^{2} \mathrm{~d} x .
\end{aligned}
$$

In the above the substitution $x \mapsto x \sigma_{v}$, for which $\langle x, v\rangle$ becomes $\left\langle x \sigma_{v}, v\right\rangle=$ $\left\langle x, v \sigma_{v}\right\rangle=-\langle x, v\rangle$, was used to show that

$$
\int_{\mathbb{R}^{d}} \frac{f\left(x \sigma_{v}\right) g(x)}{\langle x, v\rangle} h_{\kappa}^{2}(x) \mathrm{d} x=-\int_{\mathbb{R}^{d}} \frac{f(x) g\left(x \sigma_{v}\right)}{\langle x, v\rangle} h_{\kappa}^{2}(x) \mathrm{d} x
$$

since $h_{\kappa}^{2} \mathrm{~d} x$ is $W$-invariant.
Theorem 7.7.10 For $f, \mathscr{D}_{j} f \in L^{1}\left(\mathbb{R}^{d}, h_{\kappa}^{2} \mathrm{~d} x\right)$ and $y \in \mathbb{R}^{d}$, we have $\widehat{\mathscr{D}}_{j} f(y)=$ $\mathrm{i} y_{j} \widehat{f}(y)$ for $j=1, \ldots, d$. The operator $-\mathrm{i} \mathscr{D}_{j}$ is densely defined on $L^{2}\left(\mathbb{R}^{d}, h_{\kappa}^{2} \mathrm{~d} x\right)$ and is self-adjoint.

Proof For fixed $y \in \mathbb{R}^{d}$ put $g(x)=K(x,-\mathrm{i} y)$ in Lemma 7.7.9. Then $\mathscr{D}_{j} g(x)=$ $-\mathrm{i} y_{j} K(x,-\mathrm{i} y)$ and $\widehat{\mathscr{D}_{j} f}(y)=(-1)\left(-\mathrm{i} y_{j}\right) \widehat{f}(y)$. The multiplication operator defined by $M_{j} f(y)=y_{j} f(y), j=1, \ldots, d$, is densely defined and self-adjoint on $L^{2}\left(\mathbb{R}^{d}, h_{\kappa}^{2} \mathrm{~d} x\right)$. Further, $-\mathrm{i} \mathscr{D}_{j}$ is the inverse image of $M_{j}$ under the Dunkl transform, an isometric isomorphism.

Corollary 7.7.11 For $f \in L^{1}\left(\mathbb{R}^{d}\right), j=1, \ldots, d$ and $g_{j}(x)=x_{j} f(x)$, the transform $\widehat{g}_{j}(y)=\mathrm{i} \mathscr{D}_{j} \widehat{f}(y), y \in \mathbb{R}^{d}$.

Let us consider the example of $\mathbb{Z}_{2}^{2}$ on $\mathbb{R}^{2}$, for which the weight function is $h_{\alpha, \beta}=|x|^{\alpha}|y|^{\beta}$. Recall the formula for the intertwining operator $V$ in Theorem 7.5.4. Let us define

$$
E_{\alpha}(x)=c_{\alpha} \int_{-1}^{1} \mathrm{e}^{-\mathrm{i} s x}(1+s)\left(1-s^{2}\right)^{\alpha-1} \mathrm{~d} s
$$

for $\alpha>0$. Integrating by parts,

$$
\begin{aligned}
E_{\alpha}(x) & =c_{\alpha} \int_{-1}^{1} \mathrm{e}^{-\mathrm{i} s x}\left(1-s^{2}\right)^{\alpha-1} \mathrm{~d} s-\frac{\mathrm{i} x}{2 \alpha} c_{\alpha} \int_{-1}^{1} \mathrm{e}^{-\mathrm{i} s x}\left(1-s^{2}\right)^{\alpha} \mathrm{d} s \\
& =\Gamma\left(\alpha+\frac{1}{2}\right)\left(\frac{1}{2}|x|\right)^{-\alpha+1 / 2}\left[J_{\alpha-1 / 2}(|x|)-\mathrm{i} \operatorname{sign}(x) J_{\alpha+1 / 2}(|x|)\right]
\end{aligned}
$$

Using the definition of $K$ and the formula for $V$, we then obtain

$$
K(x,-\mathrm{i} y)=V \mathrm{e}^{\mathrm{i}\langle x, y\rangle}=E_{\alpha}\left(x_{1} y_{1}\right) E_{\beta}\left(x_{2} y_{2}\right) .
$$

If $\beta=0$, so that we are dealing with the weight function $h_{\alpha}(x)=|x|^{\alpha}$ associated with $\mathbb{Z}_{2}$, then $K(x,-\mathrm{i} y)=E_{\alpha}\left(x_{1} y_{1}\right)$. In particular, recall the $\kappa$-Bessel function defined by

$$
K_{W}(x, y)=\frac{1}{|W|} \sum_{w \in W} K(x, y w) .
$$

Then, in the case of $\mathbb{Z}_{2}$, we obtain

$$
\begin{aligned}
K_{W}(x,-\mathrm{i} y) & =\frac{1}{2}[K(x,-\mathrm{i} y)+K(x, \mathrm{i} y)] \\
& =\Gamma\left(\alpha+\frac{1}{2}\right)\left(\frac{1}{2}\left|x_{1} y_{1}\right|\right)^{-\alpha+1 / 2} J_{\alpha-1 / 2}\left(\left|x_{1} y_{1}\right|\right),
\end{aligned}
$$

so that the transform $\widehat{f}$ specializes to the classical Hankel transform on $\mathbb{R}_{+}$.
Let us mention one interesting formula that follows from this set-up. By Corollary 7.4.5,

$$
c_{h}^{\prime} \int_{S^{1}} K(x,-\mathrm{i} y) h_{\alpha, \beta}(y) \mathrm{d} \omega(y)=c_{\alpha+\beta+1 / 2} \int_{-1}^{1} \mathrm{e}^{-\mathrm{i}\|x\| s}\left(1-s^{2}\right)^{\alpha+\beta-1 / 2} \mathrm{~d} s .
$$

Using the definition of the Bessel function and verifying the constants, we end up with the following formula:

$$
\left(\frac{\|x\|}{2}\right)^{-(\alpha+\beta+1 / 2)} J_{\alpha+\beta+1 / 2}(\|x\|)=\frac{1}{2} \int_{S^{1}} E_{\alpha}\left(x_{1} y_{1}\right) E_{\beta}\left(x_{2} y_{2}\right) h_{\alpha, \beta}\left(y_{1}, y_{2}\right) \mathrm{d} \omega
$$

which gives an integral transform between Bessel functions.

### 7.8 Notes

If $\gamma_{\kappa}=\sum \kappa_{v}=0, h$-harmonics reduce to ordinary harmonics. For ordinary harmonics, the definition of $H_{\alpha}$ in (7.1.4) is called Maxwell's representation (see, for example, Müller [1997, p. 69]). For $h$-harmonics, (7.1.4) is studied in Xu [2000a]. The proofs of Theorems 7.1.15 and 7.1.17 are different from the original proof in Dunkl [1988].

A maximum principle for $h$-harmonic polynomials was given in Dunkl [1988]: if $f$ is a real non-constant $h$-harmonic polynomial then it cannot have an absolute minimum in $B^{d}$; if, in addition, $f$ is $W$-invariant then $f$ cannot have a local minimum in $B^{d}$.

The inner products were studied in Dunkl [1991]. The idea of using $\mathrm{e}^{\Delta_{h} / 2}$ given in Theorem 7.2.7 first appeared in Macdonald [1982] in connection with $\langle p, q\rangle_{\partial}$.

The integration of the intertwining operator in Section 7.4 was proved and used in Xu [1997a] to study the summability of orthogonal expansions; see Chapter 9.

The $\mathbb{Z}_{2}^{d}$ case was studied in Xu [1997b]. The explicit expression for the intertwining operator $V$ in Theorem 7.5.4 is essential for deeper analysis on the sphere; see Dai and Xu [2013] and its references. It remains essentially the only case for which a useful integral expression is known. The monic $h$-harmonics were studied in Xu [2005c].

An interesting connection with the orthogonal polynomials of the $\mathbb{Z}_{2}^{d}$ case appears in Volkmer [1999]. See also Kalnins, Miller and Tratnik [1991] for related families of orthogonal polynomials on the sphere.

The dihedral case was studied in $\operatorname{Dunkl}$ [1989a, b]. When $\beta=0$, the polynomials $f_{n}$ in Section 7.6 are a special case $(\beta=\alpha+1)$ of the Heisenberg polynomials $E_{n}^{(\alpha, \beta)}(z)$, defined in Dunkl [1982] through the generating function

$$
\sum_{n=0}^{\infty} E_{n}^{(\alpha, \beta)}(z) t^{n}=(1-t \bar{z})^{-\alpha}(1-t z)^{-\beta} .
$$

Many properties of the polynomials $f_{n}$ can be derived using this generating function, for example, the properties in Proposition 7.6.8.

The weight functions in (7.6.2) are special cases of the so-called generalized Jacobi polynomials; see Badkov [1974] as well as Nevai [1979]. The dihedral symmetry allows us to write down explicit formulae for the orthogonal polynomials, which are available only for some generalized Jacobi weight functions.

The Dunkl transform for reflection-invariant measures was defined and studied in Dunkl [1992]. The positivity of $V$ is not necessary for the proof. When the Dunkl transform is restricted to even functions on the real line, it becomes the Hankel transform. For the classical result on Fourier transforms and Hankel transforms, see Stein and Weiss [1971] and Helgason [1984]. One can define a convolution structure on the weighted space $L^{2}\left(h^{2}, \mathbb{R}^{d}\right)$ and study harmonic analysis in the Dunkl setting; most deeper results in analysis, however, have been established only the case of $\mathbb{Z}_{2}^{d}$ using the explicit integral formula of $V$; see Thangavelu and Xu [2005] and Dai and Wang [2010].

The only other case for which an explicit formula for the intertwining operator $V$ is known is that for the symmetric group $S_{3}$, discovered in Dunkl [1995]. It is natural to speculate that $V$ is an integral transform in all cases. However, even in the case of dihedral groups we do not know the complete answer. A partial result in the case of the dihedral group $I_{4}$ was given in Xu [2000e]. For the case $B_{2}$, partial results can be found in Dunkl [2007].

## 8

## Generalized Classical Orthogonal Polynomials

In this chapter we study orthogonal polynomials that generalize the classical orthogonal polynomials. These polynomials are orthogonal with respect to weight functions that contain a number of parameters, and they reduce to the classical orthogonal polynomials when some parameters go to zero. Further, they satisfy a second-order differential-difference equation which reduces to the differential equation for the classical orthogonal polynomials. The generalized orthogonal polynomials that we consider are those on the unit ball and the simplex and the generalized Hermite and Laguerre polynomials.

### 8.1 Generalized Classical Orthogonal Polynomials on the Ball

The classical orthogonal polynomials on the ball $B^{d}$ were discussed in Section 5.2. We study their generalizations by multiplying the weight function by a reflection-invariant function.

### 8.1.1 Definition and differential-difference equations

Definition 8.1.1 Let $h_{\kappa}$ be a reflection-invariant weight function as in Definition 7.1.1. Define a weight function on $B^{d}$ by

$$
W_{\kappa, \mu}^{B}(x)=h_{\kappa}^{2}(x)\left(1-\|x\|^{2}\right)^{\mu-1 / 2}, \quad \mu>-\frac{1}{2}
$$

The polynomials that are orthogonal to $W_{\kappa, \mu}^{B}$ are called generalized classical orthogonal polynomials on $B^{d}$.

Recall that $c_{h}^{\prime}$ is the normalization constant for $h_{\kappa}^{2}$ over $S^{d-1}$; it can be seen by using polar coordinates that the normalization constant of $W_{\kappa, \mu}^{B}$ is given by

$$
w_{\kappa, \mu}^{B}=\left(\int_{B^{d}} W_{\kappa, \mu}^{B}(x) \mathrm{d} x\right)^{-1}=\frac{2 c_{h}^{\prime}}{\sigma_{d-1} B\left(\gamma_{\kappa}+\frac{d}{2}, \mu+\frac{1}{2}\right)},
$$

where $\sigma_{d-1}$ is the surface area of $S^{d-1}$ and $\gamma_{\kappa}=\sum_{v \in R_{+}} \kappa_{v}$ is the homogeneous degree of $h_{\kappa}$.

If $\kappa=0$, i.e., $W$ is the orthogonal group then $h_{\kappa}(x)=1$ and the weight function $W_{\kappa, \mu}^{B}(x)$ is reduced to $W_{\mu}^{B}(x)=\left(1-\|x\|^{2}\right)^{\mu-1 / 2}$, the weight function of the classical orthogonal polynomials on the ball.

We will study these polynomials by relating them to $h$-harmonics. Recall Theorem 4.2.4, which gives a correspondence between orthogonal polynomials on $B^{d}$ and those on $S^{d}$; using the same notation for polar coordinates,

$$
y=r\left(x, x_{d+1}\right) \quad \text { where } \quad r=\|y\|, \quad\left(x, x_{d+1}\right) \in S^{d}
$$

we associate with $W_{\kappa, \mu}^{B}$ a weight function

$$
\begin{equation*}
h_{\kappa, \mu}\left(x, x_{d+1}\right)=h_{\kappa}(x)\left|x_{d+1}\right|^{\mu}=\prod_{v \in R_{+}}|\langle x, v\rangle|^{\kappa_{v}}\left|x_{d+1}\right|^{\mu} \tag{8.1.1}
\end{equation*}
$$

defined on $S^{d}$, which is invariant under the reflection group $W \times \mathbb{Z}_{2}$. Throughout this section we shall set

$$
\begin{equation*}
\lambda_{\kappa, \mu}=\gamma_{k}+\mu+\frac{d-1}{2} \tag{8.1.2}
\end{equation*}
$$

and will write $\gamma$ and $\lambda$ for $\gamma_{\kappa}$ and $\lambda_{\kappa, \mu}$ in the proof sections.
The weight function $h_{\kappa, \mu}$ is homogeneous and is $S$-symmetric on $\mathbb{R}^{d+1}$ (Definition 4.2.1). By Theorem 4.2.4 the orthogonal polynomials

$$
Y_{\alpha}(y)=r^{n} P_{\alpha}(x), \quad P_{\alpha} \in \mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{B}\right)
$$

(denoted $Y_{\alpha}^{(1)}$ in Section 4.2) are $h$-harmonics associated with $h_{\kappa, \mu}$. Consequently they satisfy the equation $\Delta_{h}^{W \times \mathbb{Z}_{2}} Y_{\alpha}=0$, where we denote the $h$-Laplacian associated with $h_{\kappa, \mu}$ by $\Delta_{h}^{W \times \mathbb{Z}_{2}}$ to distinguish it from the usual $h$-Laplacian $\Delta_{h}$.

For $v \in R_{+}$(the set of positive roots of $W$ ), write $\tilde{v}=(v, 0) \in \mathbb{R}^{d+1}$, which is a vector in $\mathbb{R}^{d+1}$. By Theorem 6.4.9, for $y \in \mathbb{R}^{d+1}$,

$$
\begin{align*}
\Delta_{h}^{W \times \mathbb{Z}_{2}} f(y)= & \Delta f(y)+\sum_{v \in R_{+}} k_{v}\left(\frac{2\langle\nabla f(y), \tilde{v}\rangle}{\langle y, \tilde{v}\rangle}-\frac{f(y)-f\left(y \sigma_{v}\right)}{\langle y, \tilde{v}\rangle^{2}}\|\tilde{v}\|^{2}\right) \\
& +\mu\left(\frac{2}{y_{d+1}} \frac{\partial f(x)}{\partial y_{d+1}}-\frac{f(y)-f\left(y_{1}, \ldots, y_{d},-y_{d+1}\right)}{y_{d+1}^{2}}\right) \tag{8.1.3}
\end{align*}
$$

for $h_{\kappa, \mu}$, where $\nabla=\left(\begin{array}{lll}\partial_{1} & \cdots & \partial_{d+1}\end{array}\right)^{\mathrm{T}}$ is the gradient operator and the reflection $\sigma_{v}$ acts on the first $d$ variables of $y$. We use $\Delta_{\kappa, \mu}^{W \times \mathbb{Z}_{2}}$ to derive a second-order differential-difference equation for polynomials orthogonal with respect to $W_{\kappa, \mu}$, by a change of variables.

Since the polynomials $Y_{\alpha}$ defined above are even in $y_{d+1}$, we need to deal only with the upper half space $\left\{y \in \mathbb{R}^{d+1}: y_{d+1} \geq 0\right\}$. In order to write the operator for $P_{\alpha}^{n}\left(W_{\kappa, \mu}^{B}\right)$ in terms of $x \in B^{d}$, we choose the following mapping:

$$
y \mapsto(r, x): \quad y_{1}=r x_{1}, \ldots, y_{d}=r x_{d}, \quad y_{d+1}=r \sqrt{1-x_{1}^{2}-\cdots-x_{d}^{2}}
$$

which is one-to-one from $\left\{y \in \mathbb{R}^{d+1}: y_{d+1} \geq 0\right\}$ to itself. We rewrite the $h$-Laplacian $\Delta_{h}$ in terms of the new coordinates $(r, x)$.

Proposition 8.1.2 Acting on functions on $\mathbb{R}^{d+1}$ that are even in $y_{d+1}$, the operator $\Delta_{h}^{W \times \mathbb{Z}_{2}}$ takes the form

$$
\Delta_{h}^{W \times \mathbb{Z}_{2}}=\frac{\partial^{2}}{\partial r^{2}}+\frac{2 \lambda_{\kappa, \mu}+1}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \Delta_{h, 0}^{W \times \mathbb{Z}_{2}}
$$

in the coordinates $(r, x)$ in $\left\{y \in \mathbb{R}^{d+1}: y_{d+1} \geq 0\right\}$, where the spherical part $\Delta_{h, 0}^{W \times \mathbb{Z}_{2}}$, acting on functions in the variables $x$, is given by

$$
\Delta_{h, 0}^{W \times \mathbb{Z}_{2}}=\Delta_{h}^{(x)}-\left\langle x, \nabla^{(x)}\right\rangle^{2}-2 \lambda_{\kappa, \mu}\left\langle x, \nabla^{(x)}\right\rangle,
$$

in which $\Delta_{h}$ denotes the $h$-Laplacian for $h_{\kappa}$ in $W_{\kappa, \mu}^{B}$.
Proof We make the change of variables $y \mapsto(r, x)$ on $\left\{y \in \mathbb{R}^{d+1}: y_{d+1} \geq 0\right\}$. Then, by Proposition 4.1.6, we conclude that

$$
\Delta=\frac{\partial^{2}}{\partial r^{2}}+\frac{d}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \Delta_{0}
$$

where the spherical part $\Delta_{0}$ is given by

$$
\begin{equation*}
\Delta_{0}=\Delta^{(x)}-\left\langle x, \nabla^{(x)}\right\rangle^{2}-(d-1)\left\langle x, \nabla^{(x)}\right\rangle \tag{8.1.4}
\end{equation*}
$$

here $\Delta^{(x)}$ and $\nabla^{(x)}$ denote the Laplacian and the gradient with respect to $x$, respectively. As shown in the proof of Proposition 4.1.6, the change of variables implies that

$$
\frac{\partial}{\partial y_{i}}=x_{i} \frac{\partial}{\partial r}+\frac{1}{r}\left(\frac{\partial}{\partial x_{i}}-x_{i}\left\langle x, \nabla^{(x)}\right\rangle\right), \quad 1 \leq i \leq d+1
$$

with $\partial / \partial_{d+1}=0$. Since we are assuming that the operator acts on functions that are even in $y_{d+1}$, it follows from (8.1.1) that the last term in $\Delta_{h}^{W \times \mathbb{Z}_{2}}$, see (8.1.3), becomes

$$
2 \mu \frac{1}{y_{d+1}} \frac{\partial}{\partial y_{d+1}}=2 \mu\left(\frac{1}{r} \frac{\partial}{\partial r}-\frac{1}{r^{2}}\left\langle x, \nabla^{x}\right\rangle\right)
$$

where we have used the fact that $y_{d+1}=r x_{d+1}$ and $x_{d+1}^{2}=1-x_{1}^{2}-\cdots-x_{d}^{2}$. Moreover, under the change of variables $y \mapsto(r, x)$ we can use (8.1.1) to verify that

$$
\frac{\langle\tilde{v}, \nabla\rangle}{\langle y, \tilde{v}\rangle}=\frac{1}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \frac{\left\langle v, \nabla^{(x)}\right\rangle}{\langle x, v\rangle}-\frac{1}{r^{2}}\left\langle x, \nabla^{(x)}\right\rangle .
$$

Since $\sigma_{v}$ acts on the first $d$ variables of $y_{d+1}$, the difference part in the sum in equation (8.1.3) becomes $r^{-2}\left(1-\sigma_{v}\right) /\langle x, v\rangle$. Upon summing over $v \in R_{+}$, we conclude from (8.1.3) that $\Delta_{h}^{W \times \mathbb{Z}_{2}}$ takes the stated form, with $\Delta_{0, h}^{W \times \mathbb{Z}_{2}}$ given by

$$
\Delta_{h, 0}^{W \times \mathbb{Z}_{2}}=\Delta_{0}-2(\gamma+\mu)\left\langle x, \nabla^{(x)}\right\rangle+\sum_{v \in R_{+}} \kappa_{v}\left(\frac{2\left\langle v, \nabla^{(x)}\right\rangle}{\langle x, v\rangle}-\frac{1-\sigma_{v}}{\langle x, v\rangle^{2}}\|v\|^{2}\right) .
$$

The desired formula for $\Delta_{0, h}^{W \times \mathbb{Z}_{2}}$ then follows from the formula for $\Delta_{0}$ in (8.1.4) and from the formula for the $h$-Laplacian in Theorem 6.4.9.

Recall that $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{B}\right)$ stands for the space of orthogonal polynomials of degree $n$ with respect to the weight function $W_{\kappa, \mu}^{B}$ on $B^{d}$.

Theorem 8.1.3 The orthogonal polynomials in the space $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{B}\right)$ satisfy the differential-difference equation

$$
\left(\Delta_{h}-\langle x, \nabla\rangle^{2}-2 \lambda_{\kappa, \mu}\langle x, \nabla\rangle\right) P=-n\left(n+2 \lambda_{\kappa, \mu}\right) P,
$$

where $\nabla$ is the ordinary gradient operator acting on $x \in \mathbb{R}^{d}$.
Proof Let $P_{\alpha}$ be an orthogonal polynomial in $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{B}\right)$. The homogeneous polynomial $Y_{\alpha}(y)=r^{n} P_{\alpha}(x)$ satisfies the equation $\Delta_{h}^{W \times \mathbb{Z}_{2}} Y_{\alpha}=0$. Since $Y_{\alpha}$ is homogeneous of degree $n$, using Proposition 8.1.2 we conclude that

$$
0=\Delta_{h}^{W \times \mathbb{Z}_{2}} Y_{\alpha}(y)=r^{n-2}\left[n(n+d+2 \gamma+2 \mu-1) P_{\alpha}(x)+\Delta_{h, 0}^{W \times \mathbb{Z}_{2}} P_{\alpha}(x)\right]
$$

and the stated result follows from the formula for $\Delta_{h, 0}^{W \times \mathbb{Z}_{2}}$.
Written explicitly, the equation in Theorem 8.1.3 takes the form
$\Delta_{h} P-\sum_{j=1}^{d} \frac{\partial}{\partial x_{j}} x_{j}\left(\left(2 \gamma_{\kappa}+2 \mu-1\right) P+\sum_{i=1}^{d} x_{i} \frac{\partial P}{\partial x_{i}}\right)=-(n+d)\left(n+2 \gamma_{\kappa}+2 \mu-1\right) P$.
In particular, if $W$ is the rotation group $O(d)$ or $h_{\kappa}(x)=1$ then $\Delta_{h}=\Delta$ and the difference part in the equation disappears. In that case the weight function $W_{\kappa, \mu}^{B}$ becomes the classical weight function $W_{\mu}(x)=\left(1-\|x\|^{2}\right)^{\mu-1 / 2}$, and the differential-difference equation becomes the second-order differential equation (5.2.3) satisfied by the classical orthogonal polynomials in Section 5.2.

Corollary 8.1.4 Under the correspondence $Y(y)=r^{n} P(x)$, the partial differential equation satisfied by the classical orthogonal polynomials on $B^{d}$ is equivalent to $\Delta_{h} Y=0$ for $h_{\kappa}(y)=\left|y_{d+1}\right|^{\mu}$.

The weight function given below is invariant under an abelian group and is more general than $W_{\mu}$.

The abelian group $\mathbb{Z}_{2}^{d}$ The weight function is

$$
\begin{equation*}
W_{\kappa, \mu}^{B}(x)=\prod_{i=1}^{d}\left|x_{i}\right|^{2 \kappa_{i}}\left(1-\|x\|^{2}\right)^{\mu-1 / 2} \tag{8.1.5}
\end{equation*}
$$

The normalization constant of this weight function is given by

$$
\int_{B^{d}} W_{\kappa, \mu}^{B}(x) \mathrm{d} x=\frac{\Gamma\left(\kappa_{1}+\frac{1}{2}\right) \cdots \Gamma\left(\kappa_{d}+\frac{1}{2}\right) \Gamma\left(\mu+\frac{1}{2}\right)}{\Gamma\left(|\kappa|+\mu+\frac{d+1}{2}\right)} .
$$

The $h$-Laplacian associated with $h_{\kappa}^{2}(x):=\prod_{i=1}^{d}\left|x_{i}\right|^{\kappa_{i}}$ is given by

$$
\begin{equation*}
\Delta_{h}=\Delta+\sum_{i=1}^{d} \kappa_{i}\left(\frac{2}{x_{i}} \partial_{i}-\frac{1-\sigma_{i}}{x_{i}^{2}}\right) \tag{8.1.6}
\end{equation*}
$$

where $\sigma_{i}$ is defined by $x \sigma_{i}=x-2 x_{i} \varepsilon_{i}$ and $\varepsilon_{i}$ is the $i$ th coordinate vector. We just give $\Delta_{h}$ here, since the differential-difference equation can be easily written down using $\Delta_{h}$.

Two other interesting cases are the symmetric group $S_{d}$ and the hyperoctahedral group $W_{d}$. We state the corresponding operators and the weight functions below.

The symmetric group $S_{d}$ The weight function is

$$
\begin{equation*}
W_{\kappa, \mu}^{B}(x)=\prod_{1 \leq i<j \leq d}\left|x_{i}-x_{j}\right|^{2 \kappa}\left(1-\|x\|^{2}\right)^{\mu-1 / 2} \tag{8.1.7}
\end{equation*}
$$

and the corresponding $h$-Laplacian is given by

$$
\begin{equation*}
\Delta_{h}=\Delta+2 \kappa \sum_{1 \leq i<j \leq d} \frac{1}{x_{i}-x_{j}}\left(\left(\partial_{i}-\partial_{j}\right)-\frac{1-(i, j)}{x_{i}-x_{j}}\right) \tag{8.1.8}
\end{equation*}
$$

where $(i, j) f(x)$ means that $x_{i}$ and $x_{j}$ in $f(x)$ are exchanged.

The hyperoctahedral group $W_{d}$ The weight function is

$$
\begin{equation*}
W_{\kappa, \mu}^{B}(x)=\prod_{i=1}^{d}\left|x_{i}\right|^{2 \kappa^{\prime}} \prod_{1 \leq i \leq j}\left|x_{i}^{2}-x_{j}^{2}\right|^{2 \kappa}\left(1-\|x\|^{2}\right)^{\mu-1 / 2} \tag{8.1.9}
\end{equation*}
$$

where $\kappa$ and $\kappa^{\prime}$ are two nonnegative real numbers.
Since the group $W_{d}$ has two conjugacy classes of reflections, see Subsection 6.2.2, there are two parameters for $h_{\kappa}$. The corresponding $h$-Laplacian is given by

$$
\begin{align*}
\Delta_{h}= & \Delta+\kappa^{\prime} \sum_{i=1}^{d}\left(\frac{2}{x_{i}} \partial_{i}-\frac{1-\sigma_{i}}{x_{i}^{2}}\right)+2 \kappa \sum_{1 \leq i<j \leq d}\left(\frac{\partial_{i}-\partial_{j}}{x_{i}-x_{j}}-\frac{1-\sigma_{i j}}{\left(x_{i}-x_{j}\right)^{2}}\right) \\
& +2 \kappa \sum_{1 \leq i<j \leq d}\left(\frac{\partial_{i}+\partial_{j}}{x_{i}+x_{j}}-\frac{1-\tau_{i j}}{\left(x_{i}+x_{j}\right)^{2}}\right), \tag{8.1.10}
\end{align*}
$$

where $\sigma_{i}, \sigma_{i j}$ and $\tau_{i j}$ denote the reflections in the hyperoctahedral group $W_{d}$ defined by $x \sigma_{i}=x-2 x_{i} \varepsilon_{i}, x \sigma_{i j}=x(i, j)$ and $\tau_{i j}=\sigma_{i} \sigma_{i j} \sigma_{i}$, and the same notation is used to denote the operators defined by the action of these reflections.

Note that the equations on $B^{d}$ are derived from the corresponding $h$-Laplacian in a similar way to the deduction of Proposition 7.5 .3 for Jacobi polynomials.

### 8.1.2 Orthogonal basis and reproducing kernel

Just as in Section 5.2 for the classical orthogonal polynomials, an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{B}\right)$ can be given in terms of the $h$-harmonics associated with $h_{\kappa}$ on $S^{d-1}$ and the generalized Gegenbauer polynomials (Subsection 1.5.2) using polar coordinates. Let

$$
\lambda_{\kappa}=\gamma_{\kappa}+\frac{d-1}{2}, \quad \text { so that } \quad \lambda_{\kappa, \mu}=\lambda_{k}+\mu
$$

Proposition 8.1.5 For $0 \leq j \leq \frac{n}{2}$ let $\left\{Y_{v, n-2 j}^{h}\right\}$ denote an orthonormal basis of $\mathscr{H}_{n-2 j}^{d}\left(h_{\kappa}^{2}\right)$; then the polynomials

$$
P_{\beta, j}^{n}\left(W_{\kappa, \mu}^{B} ; x\right)=\left(c_{j, n}^{B}\right)^{-1} P_{j}^{\left(\mu-1 / 2, n-2 j+\lambda_{\kappa}-1 / 2\right)}\left(2\|x\|^{2}-1\right) Y_{v, n-2 j}^{h}(x)
$$

form an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{B}\right)$; the constant is given by

$$
\left[c_{j, n}^{B}\right]^{2}=\frac{\left(\mu+\frac{1}{2}\right)_{j}\left(\lambda_{k}+\frac{1}{2}\right)_{n-j}\left(n-j+\lambda_{\kappa, \mu}\right)}{j!\left(\lambda_{\kappa, \mu}+1\right)_{n-j}\left(n+\lambda_{\kappa, \mu}\right)} .
$$

The proof of this proposition is almost identical to that of Proposition 5.2.1.
Using the correspondence between orthogonal polynomials on $B^{d}$ and on $S^{d}$ in (4.2.2), an orthogonal basis of $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{B}\right)$ can also be derived from the $h$ harmonics associated with $h_{\kappa, \mu}$ on $S^{d+1}$. For a general reflection group, however, it is not easy to write down an explicit orthogonal basis. We give one explicit basis in a Rodrigues-type formula where the partial derivatives are replaced by Dunkl operators.

Definition 8.1.6 For $\alpha \in \mathbb{N}_{0}^{d}$, define

$$
U_{\alpha}^{\mu}(x):=\left(1-\|x\|^{2}\right)^{-\mu+1 / 2} \mathscr{D}^{\alpha}\left(1-\|x\|^{2}\right)^{|\alpha|+\mu-1 / 2}
$$

When all the variables in $\kappa$ are $0, \mathscr{D}^{\alpha}=\partial^{\alpha}$ and we are back to orthogonal polynomials of degree $n$ in $d$ variables, as seen in Proposition 5.2.5.

Proposition 8.1.7 Let $\alpha \in \mathbb{N}_{0}^{d}$ and $|\alpha|=n$. Then $U_{\alpha}^{\mu}$ is a polynomial of degree $n$, and we have the recursive formula

$$
U_{\alpha+e_{i}}^{\mu}(x)=-(2 \mu+1) x_{i} U_{\alpha}^{\mu+1}(x)+\left(1-\|x\|^{2}\right) \mathscr{D}_{i} U_{\alpha}^{\mu+1}(x) .
$$

Proof Since $\left(1-\|x\|^{2}\right)^{a}$ is invariant under the reflection group, a simple computation shows that

$$
\begin{aligned}
\mathscr{D}_{i} U_{\alpha}^{\mu+1}(x)= & \partial_{i}\left[\left(1-\|x\|^{2}\right)^{-\mu-1 / 2}\right] \mathscr{D}^{\alpha}\left(1-\|x\|^{2}\right)^{|\alpha|+\mu+1 / 2} \\
& +\left(1-\|x\|^{2}\right)^{-\mu-1 / 2} \mathscr{D}^{\alpha+e_{i}}\left(1-\|x\|^{2}\right)^{|\alpha|+\mu+1 / 2} \\
= & (2 \mu+1) x_{i}\left(1-\|x\|^{2}\right)^{-1} U_{\alpha}^{\mu+1}(x)+\left(1-\|x\|^{2}\right)^{-1} U_{\alpha+e_{i}}^{\mu}(x),
\end{aligned}
$$

which proves the recurrence relation. That $U_{\alpha}^{\mu}$ is a polynomial of degree $|\alpha|$ is a consequence of this relation, which can be proved by induction if necessary.

The following proposition plays a key role in proving that $U_{\alpha}$ is in fact an orthogonal polynomial with respect to $W_{\kappa, \mu}$ on $B^{d}$.

Proposition 8.1.8 Assume that $p$ and $q$ are continuous functions and that $p$ vanishes on the boundary of $B^{d}$. Then

$$
\int_{B^{d}} \mathscr{D}_{i} p(x) q(x) h_{\kappa}^{2}(x) \mathrm{d} x=-\int_{B^{d}} p(x) \mathscr{D}_{i} q(x) h_{\kappa}^{2}(x) \mathrm{d} x .
$$

Proof The proof is similar to the proof of Theorem 7.1.18. We shall be brief. Assume that $\kappa_{v} \geq 1$. Analytic continuation can be used to extend the range of validity to $\kappa_{v} \geq 0$. Integration by parts shows that

$$
\begin{aligned}
\int_{B^{d}} \partial_{i} p(x) q(x) h_{\kappa}^{2}(x) \mathrm{d} x= & -\int_{B^{d}} p(x) \partial_{i}\left[q(x) h_{\kappa}^{2}(x)\right] \mathrm{d} x \\
= & -\int_{B^{d}} p(x) \partial_{i} q(x) h_{\kappa}^{2}(x) \mathrm{d} x \\
& -2 \int_{B^{d}} p(x) q(x) h_{\kappa}(x) \partial_{i} h_{\kappa}(x) \mathrm{d} x .
\end{aligned}
$$

Let $D_{i}$ denote the difference part of $\mathscr{D}_{i}: \mathscr{D}_{i}=\partial_{i}+D_{i}$. For a fixed root $v$, a simple computation shows that

$$
\int_{B^{d}} D_{i} p(x) q(x) h_{\kappa}^{2}(x) \mathrm{d} x=\int_{B^{d}} p(x) \sum_{v \in R_{+}} \kappa_{i} v_{i} \frac{q(x)+q\left(x \sigma_{v}\right)}{\langle x, v\rangle} h_{\kappa}^{2}(x) \mathrm{d} x .
$$

Adding these two equations and using the fact that

$$
h_{\kappa}(x) \partial_{i} h_{\kappa}(x)=\sum_{v \in R_{+}} \kappa_{v} v_{i} \frac{1}{\langle v, x\rangle} h_{\kappa}^{2}(x)
$$

completes the proof.
Theorem 8.1.9 For $\alpha \in \mathbb{N}_{0}^{d}$ and $|\alpha|=n$, the polynomials $U_{\alpha}^{\mu}$ are elements of $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}\right)$.

Proof For each $\beta \in \mathbb{N}_{0}^{d}$ and $|\beta|<n$, we claim that

$$
\begin{equation*}
\mathscr{D}^{\beta}\left(1-\|x\|^{2}\right)^{n+\mu-1 / 2}=\left(1-\|x\|^{2}\right)^{n-|\beta|+\mu-1 / 2} Q_{\beta}(x) \tag{8.1.11}
\end{equation*}
$$

for some $Q_{\beta} \in \Pi_{n}^{d}$. This follows from induction. The case $\beta=0$ is trivial, with $Q_{0}(x)=1$. Assume that (8.1.11) holds for $|\beta|<n-1$. Then

$$
\begin{aligned}
& \mathscr{D}^{\beta+e_{i}}\left(1-\|x\|^{2}\right)^{n+\mu-1 / 2}=\mathscr{D}_{i}\left[\left(1-\|x\|^{2}\right)^{n-|\beta|+\mu-1 / 2} Q_{\beta}(x)\right] \\
& \quad=\partial_{i}\left[\left(1-\|x\|^{2}\right)^{n-|\beta|+\mu-1 / 2}\right] Q_{\beta}(x)+\left(1-\|x\|^{2}\right)^{n-|\beta|+\mu-1 / 2} \mathscr{D}_{i} Q_{\beta}(x) \\
& \quad=\left(1-\|x\|^{2}\right)^{n-|\beta|+\mu-3 / 2}\left[-2\left(n-|\beta|+\mu-\frac{1}{2}\right) x_{i} Q_{\beta}(x)+\left(1-\|x\|^{2}\right) \mathscr{D}_{i} Q_{\beta}(x)\right] \\
& \quad=\left(1-\|x\|^{2}\right)^{n-\left|\beta+e_{i}\right|+\mu-1 / 2} Q_{\beta+e_{i}}(x),
\end{aligned}
$$

where $Q_{\beta+e_{i}}$, as defined above, is clearly a polynomial of degree $|\beta|+1$, which completes the inductive proof. The identity (8.1.11) shows, in particular, that $\mathscr{D}^{\beta}\left(1-\|x\|^{2}\right)^{n+\mu-1 / 2}$ is a function that vanishes on the boundary of $B^{d}$ if $|\beta|<n$. For any polynomial $p \in \Pi_{n-1}^{d}$, using Proposition 8.1.8 repeatedly gives

$$
\begin{aligned}
\int_{B^{d}} & U_{\alpha}^{\mu}(x) p(x) h_{\kappa}^{2}(x)\left(1-\|x\|^{2}\right)^{\mu-1 / 2} \mathrm{~d} x \\
& =\int_{B^{d}} \mathscr{D}^{\alpha}\left[\left(1-\|x\|^{2}\right)^{n+\mu-1 / 2}\right] p(x) h_{\kappa}^{2}(x) \mathrm{d} x \\
& =(-1)^{n} \int_{B^{d}} \mathscr{D}^{\alpha} p(x)\left(1-\|x\|^{2}\right)^{n+\mu-1 / 2} h_{\kappa}^{2}(x) \mathrm{d} x=0,
\end{aligned}
$$

since $\mathscr{D}_{i}: \mathscr{P}_{n}^{d} \mapsto \mathscr{P}_{n-1}^{d}$, which implies that $\mathscr{D}^{\alpha} p(x)=0$ since $p \in \Pi_{n-1}^{d}$.
There are other orthogonal bases of $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}\right)$, but few can be given explicitly for a general reflection group. For $d \geq 2$, the only exceptional case is $\mathbb{Z}_{2}^{d}$, which will be discussed in the next subsection.

The correspondence in (4.2.2) allows us to state a closed formula for the reproducing kernel $\mathbf{P}_{n}\left(W_{\kappa, \mu}^{B}\right)$ of $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{B}\right)$ in terms of the intertwining operator $V_{\kappa}$ associated with $h_{\kappa}$.

Theorem 8.1.10 Let $V_{\kappa}$ be the intertwining operator associated with $h_{\kappa}$. Then, for the normalized weight function $W_{\kappa, \mu}^{B}$ in Definition 8.1.1,

$$
\begin{aligned}
& \mathbf{P}_{n}\left(W_{\kappa, \mu}^{B} ; x, y\right) \\
& \quad=\frac{n+\lambda_{\kappa, \mu}}{\lambda_{\kappa, \mu}} c_{\mu} V_{\kappa}\left[\int_{-1}^{1} C_{n}^{\lambda_{\kappa, \mu}}\left(\langle x, \cdot\rangle+t \sqrt{1-\|x\|^{2}} \sqrt{1-\|y\|^{2}}\right)\left(1-t^{2}\right)^{\mu-1} \mathrm{~d} t\right](y),
\end{aligned}
$$

where $c_{\mu}=\left[B\left(\frac{1}{2}, \mu\right)\right]^{-1}$.
Proof The weight function $h_{\kappa, \mu}$ in (8.1.1) is invariant under the group $W \times \mathbb{Z}_{2}$. Its intertwining operator, denoted by $V_{\kappa, \mu}$, satisfies the relation $V_{\kappa, \mu}=V_{\kappa} \times V_{\mu}^{\mathbb{Z}_{2}}$, where $V_{\kappa}$ is the intertwining operator associated with $h_{\kappa}$ and $V_{\mu}^{\mathbb{Z}_{2}}$ is the intertwining operator associated with $h_{\mu}(y)=\left|y_{d+1}\right|^{\mu}$. Hence, it follows from the closed formula for $V_{\mu}^{\mathbb{Z}_{2}}$ in Theorem 7.5.4 that

$$
V_{\kappa, \mu} f\left(x, x_{d+1}\right)=c_{\mu} \int_{-1}^{1} V_{\kappa}\left[f\left(\cdot, x_{d+1} t\right)\right](x)(1+t)\left(1-t^{2}\right)^{\mu-1} \mathrm{~d} t .
$$

Using the fact that $\mathbf{P}_{n}\left(W_{\kappa, \mu}^{B}\right)$ is the kernel corresponding to $h$-harmonics that are even in $y_{d+1}$, as in Theorem 4.2.8, the formula follows from Corollary 7.3.2.

### 8.1.3 Orthogonal polynomials for $\mathbb{Z}_{2}^{d}$-invariant weight functions

In this subsection we consider the orthogonal polynomials associated with the weight function $W_{\kappa, \mu}^{B}$ defined in (8.1.5), which are invariant under $\mathbb{Z}_{2}^{d}$. Here

$$
\lambda_{\kappa}=|\kappa|+\frac{d-1}{2} \quad \text { and } \quad \lambda_{\kappa, \mu}=\lambda_{\kappa}+\mu .
$$

We start with an orthonormal basis for $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{B}\right)$ derived from the basis of $h$ harmonics in Theorem 7.5.2. Use the same notation as in Section 5.2: associated with $x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$ define $\mathbf{x}_{j}=\left(x_{1}, \ldots, x_{j}\right)$ for $1 \leq j \leq d$ and $\mathbf{x}_{0}=0$. Associated with $\kappa=\left(\kappa_{1}, \ldots, \kappa_{d}\right)$ define $\kappa^{j}=\left(\kappa_{j}, \ldots, \kappa_{d}\right)$, and similarly for $\alpha \in \mathbb{N}_{0}^{d}$.

Theorem 8.1.11 For $d \geq 2, \alpha \in \mathbb{N}_{0}^{d}$ and $|\alpha|=n$, define

$$
P_{\alpha}^{n}\left(W_{\kappa, \mu}^{B} ; x\right)=\left(h_{\alpha, n}^{B}\right)^{-1} \prod_{j=1}^{d}\left[\left(1-\left\|\mathbf{x}_{j-1}\right\|^{2}\right)^{\alpha_{j} / 2} C_{\alpha_{j}}^{\left(\mu+\lambda_{j}, \kappa_{j}\right)}\left(\frac{x_{j}}{\sqrt{1-\left\|\mathbf{x}_{j-1}\right\|^{2}}}\right)\right],
$$

where $\left|\kappa^{j}\right|=\kappa_{j}+\cdots+\kappa_{d}, \lambda_{j}=\left|\alpha^{j+1}\right|+\left|\kappa^{j+1}\right|+\frac{d-j}{2}$ and

$$
\left[h_{\alpha, n}^{B}\right]^{2}=\frac{1}{\left(|\kappa|+\frac{d+1}{2}\right)_{n}} \prod_{j=1}^{d} h_{\alpha_{j}}^{\left(\mu+\lambda_{j}, \kappa_{j}\right)}\left(\kappa_{j}+\lambda_{j}\right)_{\alpha_{j}},
$$

$h_{n}^{(\lambda, \mu)}$ being the normalization constant of $C_{n}^{(\lambda, \mu)}$. Then $\left\{P_{\alpha}^{n}\left(W_{\kappa, \mu}^{B}\right):|\alpha|=n\right\}$ is an orthonormal basis of $V_{n}\left(W_{\kappa, \mu}^{B}\right)$ for $W_{\kappa, \mu}^{B}$ in (8.1.5).

Proof Using the correspondence in (4.2.2), the statement follows from Theorem 7.5.2 if we replace $d$ by $d+1$ and take $\kappa_{d+1}=\mu$; we need only consider $\alpha_{d+1}=0$.

In particular, when $\kappa=0$ this basis reduces to the basis in Proposition 5.2.2 for classical orthogonal polynomials.

The correspondence in Theorem 4.2 .4 can also be used for defining monic orthogonal polynomials. Since $x_{d+1}^{2}=1-\|x\|^{2}$ for $\left(x, x_{d+1}\right) \in S^{d}$, the monic $h$ harmonics $\widetilde{R}_{\alpha}(y)$ in Definition 7.5.8, with $d$ replaced by $d+1$, become monic polynomials in $x$ if $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}, 0\right)$ and $y=r\left(x, x_{d+1}\right)$ by the correspondence (4.2.2). This suggests the following definition:

Definition 8.1.12 For $b \in \mathbb{R}^{d}$ such that $\max _{j}\left|b_{j}\right| \leq 1$, define polynomials $\widetilde{R}_{\alpha}^{B}(x)$, $\alpha \in \mathbb{N}_{0}^{d}$ and $x \in B^{d}$ by

$$
c_{\kappa} \int_{[-1,1]^{d}} \frac{1}{\left[1-2 z(b, x, t)+\|b\|^{2}\right]^{\lambda_{\kappa}}} \prod_{i=1}^{d}\left(1+t_{i}\right)\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t=\sum_{\alpha \in \mathbb{N}_{0}^{d}} b^{\alpha} \widetilde{R}_{\alpha}^{B}(x),
$$

where $z(b, x, t)=\left(b_{1} x_{1} t_{1}+\cdots+b_{d} x_{d} t_{d}\right)$.

The polynomials $\widetilde{R}_{\alpha}^{B}$ with $|\alpha|=n$ form a basis of the subspace of orthogonal polynomials of degree $n$ with respect to $W_{\kappa}^{B}$. It is given by an explicit formula, as follows.

Proposition 8.1.13 For $\alpha \in \mathbb{N}_{0}^{d}$, let $\beta=\alpha-\left\lfloor\frac{\alpha+1}{2}\right\rfloor$. Then

$$
\widetilde{R}_{\alpha}^{B}(x)=\frac{2^{|\alpha|}\left(\lambda_{\kappa, \mu}\right)_{|\alpha|}}{\alpha!} \frac{\left(\frac{1}{2}\right)_{\alpha-\beta}}{\left(\kappa+\frac{1}{2}\right)_{\alpha-\beta}} R_{\alpha}^{B}(x),
$$

where $R_{\alpha}(x)$ is defined by

$$
R_{\alpha}(x)=x^{\alpha} F_{B}\left(-\beta,-\alpha+\beta-\kappa+\frac{1}{2} ;-|\alpha|-\lambda_{\kappa, \mu}+1 ; \frac{1}{x_{1}^{2}}, \ldots, \frac{1}{x_{d}^{2}}\right)
$$

In particular, $R_{\alpha}^{B}(x)=x^{\alpha}-Q_{\alpha}(x), Q_{\alpha} \in \Pi_{n-1}^{d}$, is the monic orthogonal polynomial with respect to $W_{\kappa}^{B}$ on $B^{d}$.

Proof Setting $b_{d+1}=0$ and $\|x\|=1$ in the generating function in Definition 7.5.8 shows that the generating function for $\widetilde{R}_{\alpha}^{B}$ is the same as that for $\widetilde{R}_{(\beta, 0)}(x)$. Consequently $\widetilde{R}_{\alpha}^{B}(x)=\widetilde{R}_{(\alpha, 0)}\left(x, x_{d+1}\right)$ for $\left(x, x_{d+1}\right) \in S^{d}$. Since $\widetilde{R}_{(\alpha, 0)}\left(x, x_{d+1}\right)$ is even in its $(d+1)$ th variable, the correspondence in (4.2.2) shows that $\widetilde{R}_{\alpha}^{B}$ is orthogonal and that its properties can be derived from those of $\widetilde{R}_{\alpha}$.

In particular, if $\kappa_{i}=0$ for $i=1, \ldots, d$ and $\kappa_{d+1}=\mu$, so that $W_{\kappa}^{B}$ becomes the classical weight function $\left(1-\|x\|^{2}\right)^{\mu-1 / 2}$, then the limit relation (1.5.1) shows that in the limit the generating function becomes the generating function (5.2.5), so that $R_{\alpha}^{B}$ coincides with Appell's orthogonal polynomials $V_{\alpha}$.

The $L^{2}$ norm of $R_{\alpha}^{B}$ can also be deduced from the correspondence (4.2.2). Recall that $w_{\kappa, \mu}^{B}$ is the normalization constant of the weight function $W_{\kappa, \mu}^{B}$ in (8.1.5). We denote the normalized $L^{2}$ norm with respect to $W_{\kappa, \mu}^{B}$ by

$$
\|f\|_{2, B}=\left(w_{\kappa, \mu}^{B} \int_{B^{d}}|f(x)|^{2} W_{\kappa, \mu}^{B}(x) \mathrm{d} x\right)^{1 / 2}
$$

As in the case of $h$-spherical harmonics, the polynomial $x^{\alpha}-R_{\alpha}^{B}=Q^{\alpha}$ is the best approximation to $x^{\alpha}$ from the polynomial space $\Pi_{n-1}^{d}$ in the $L^{2}$ norm. A restatement is the first part of the following theorem.

Theorem 8.1.14 The polynomial $R_{\alpha}^{B}$ has the smallest $\|f\|_{2, B}$ norm among all polynomials of the form $x^{\alpha}-P(x), P \in \Pi_{n-1}^{d}$. Furthermore, for $\alpha \in \mathbb{N}_{0}^{d}$,

$$
\left\|R_{\alpha}^{B}\right\|_{2, B}^{2}=\frac{2 \lambda_{\kappa} \prod_{i=1}^{d}\left(\kappa_{i}+\frac{1}{2}\right)_{\alpha_{i}}}{\left(\lambda_{\kappa, \mu}\right)_{|\alpha|}} \int_{0}^{1} \prod_{i=1}^{d} \frac{C_{\alpha_{i}}^{\left(1 / 2, \kappa_{i}\right)}(t)}{k_{\alpha_{i}}^{\left(1 / 2, \kappa_{i}\right)}} t^{|\alpha|+2 \lambda_{\kappa, \mu}-1} \mathrm{~d} t .
$$

Proof Since the monic orthogonal polynomial $R_{\alpha}^{B}$ is related to the $h$-harmonic polynomial $R_{(\alpha, 0)}$ in Subsection 7.5 .3 by the formula $R_{\alpha}^{B}(x)=R_{(\alpha, 0)}\left(x, x_{d+1}\right)$,
$\left(x, x_{d+1}\right) \in S^{d}$, it follows readily from Lemma 4.2.3 that the norm of $R_{\alpha}$ can be deduced from that of $R_{(\alpha, 0)}$ in Theorem 7.5.13 directly.

For the classical weight function $W_{\mu}(x)=\left(1-\|x\|^{2}\right)^{\mu-1 / 2}$, the norm of $R_{\alpha}$ can be expressed as the integral of the product Legendre polynomials $P_{n}(t)=C_{n}^{1 / 2}(t)$. Equivalently, as the best approximation in the $L^{2}$ norm, it gives the following:

Corollary 8.1.15 Let $\lambda_{\mu}=\mu+\frac{d-1}{2}>0$ and $n=|\alpha|$ for $\alpha \in \mathbb{N}_{0}^{d}$. For the classical weight function $W_{\mu}(x)=\left(1-\|x\|^{2}\right)^{\mu-1 / 2}$ on $B^{d}$,

$$
\min _{Q \in \Pi_{n-1}^{d}}\left\|x^{\alpha}-Q(x)\right\|_{2, B}^{2}=\frac{\lambda_{\mu} \alpha!}{2^{n-1}\left(\lambda_{\mu}\right)_{n}} \int_{0}^{1} \prod_{i=1}^{d} P_{\alpha_{i}}(t) t^{n+2 \lambda_{\mu}-1} \mathrm{~d} t .
$$

Proof Set $\kappa_{i}=0$ for $1 \leq i \leq d$ and $\mu=\kappa_{d+1}$ in the formula in Theorem 8.1.14. The stated formula follows from $(1)_{2 n}=2^{2 n}\left(\frac{1}{2}\right)_{n}(1)_{n}, n!=(1)_{n}$ and the fact that $C_{m}^{(1 / 2,0)}(t)=C_{m}^{1 / 2}(t)=P_{m}(t)$.

### 8.1.4 Reproducing kernel for $\mathbb{Z}_{2}^{d}$-invariant weight functions

In the case of the space $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{B}\right)$ associated with $\mathbb{Z}_{2}^{d}$, we can use the explicit formula for $V$ in Theorem 7.5.4 to give an explicit formula for the reproducing kernel.

Theorem 8.1.16 For the normalized weight function $W_{\kappa, \mu}^{B}$ in (8.1.5) associated with the abelian group $\mathbb{Z}_{2}^{d}$,

$$
\begin{aligned}
& \mathbf{P}_{n}\left(W_{\kappa, \mu}^{B} ; x, y\right) \\
& \quad=\frac{n+\lambda_{\kappa, \mu}}{\lambda_{\kappa, \mu}} \int_{-1}^{1} \int_{[-1,1]^{d}} C_{n}^{\lambda_{\kappa, \mu}}\left(t_{1} x_{1} y_{1}+\cdots+t_{d} x_{d} y_{d}+s \sqrt{1-\|x\|^{2}} \sqrt{1-\|y\|^{2}}\right) \\
& \quad \times \prod_{i=1}^{d} c_{\kappa_{i}}\left(1+t_{i}\right)\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t c_{\mu}\left(1-s^{2}\right)^{\mu-1} \mathrm{~d} s .
\end{aligned}
$$

Proof This is a consequence of Theorem 4.2.8 and the explicit formula in Theorem 7.5.5, in which we again replace $d$ by $d+1$ and let $\kappa_{d+1}=\mu$.

In particular, taking the limit $\kappa_{i} \rightarrow 0$ for $i=1, \ldots, d$ and using (1.5.1) repeatedly, the above theorem becomes Theorem 5.2.8, which was stated without proof in Section 5.2.

In the case of $\mathbb{Z}_{2}^{d}$, we can also derive an analogue of the Funk-Hecke formula for $W_{\kappa, \mu}^{B}$ on the ball. Let us first recall that the intertwining operator associated with the weight function $h_{\kappa, \mu}(x)=\prod_{i=1}^{d}\left|x_{i}\right|^{\kappa_{i}}\left|x_{d+1}\right|^{\mu}$ is given by

$$
V f(x)=\int_{[-1,1]^{d+1}} f\left(t_{1} x_{1}, \ldots, t_{d+1} x_{d+1}\right) \prod_{i=1}^{d+1} c_{\kappa_{i}}\left(1+t_{i}\right)\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t
$$

with $\mu=\kappa_{d+1}$. Associated with this operator, define

$$
V_{B} f(x)=\int_{[-1,1]^{d}} f\left(t_{1} x_{1}, \ldots, t_{d} x_{d}\right) \prod_{i=1}^{d} c_{\kappa_{i}}\left(1+t_{i}\right)\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t
$$

Then the Funk-Hecke formula on the ball $B^{d}$ is given by
Theorem 8.1.17 Let $W_{\kappa, \mu}^{B}$ be defined as in (8.1.5). Let $f$ be a continuous function on $[-1,1]$ and $P_{n} \in \mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{B}\right)$. Then

$$
w_{\kappa, \mu}^{B} \int_{B^{d}} V_{B} f(\langle x, \cdot\rangle)(y) P_{n}(y) W_{\kappa, \mu}^{B}(y) \mathrm{d} y=\tau_{n}(f) P_{n}(x), \quad\|x\|=1,
$$

where $\tau_{n}(f)$ is the same as in Theorem 7.3 .4 with $\lambda_{\kappa}$ replaced by $\lambda_{\kappa, \mu}$.
Proof From the definition of $V_{B} f$ and the definition of $V f$ with $\kappa_{d+1}=\mu$, it follows that

$$
V_{B} f(\langle x, \cdot\rangle)(y)=V f\left(\left\langle\left(x, x_{d+1}\right), \cdot\right\rangle\right)(y, 0)=V f(\langle(x, 0), \cdot\rangle)\left(y, y_{d+1}\right),
$$

where we take $x \in B^{d}$ and $x_{d+1}=\sqrt{1-\|x\|^{2}}$ so that $\left(x, x_{d+1}\right) \in S^{d}$. In the following we also write $y \in B^{d}$ and $\left(y, y_{d+1}\right) \in S^{d}$. Then, using the relation between $P_{n}$ and the $h$-harmonic $Y_{n}$ in (4.2.2) and the integration formula in Lemma 4.2.3, it follows that

$$
\begin{aligned}
& \int_{B^{d}} V_{B} f(\langle x, \cdot\rangle)(y) P_{k}^{n}(y) W_{\kappa, \mu}^{B}(y) \mathrm{d} y \\
& \quad=\int_{S^{d}} V f(\langle(x, 0), \cdot\rangle)\left(y, y_{d+1}\right) Y_{n}\left(y, y_{d+1}\right) h_{\kappa}^{2}\left(y, y_{d+1}\right) \mathrm{d} \omega \\
& \quad=\tau_{n}(f) Y_{n}(x, 0)=\tau_{n}(f) P_{n}(x),
\end{aligned}
$$

where the second equality follows from the Funk-Hecke formula of Theorem 7.3.4, which requires that $\|(x, 0)\|=\|x\|=1$.

The most interesting case of the formula occurs when $\kappa=0$, that is, in the case of the classical weight function $W_{\mu}^{B}$ on $B^{d}$. Indeed, taking the limit $\kappa_{i} \rightarrow 0$, we have that $V_{B}=i d$ for $W_{\mu}^{B}$. Hence, we have the following corollary, in which $\lambda_{\mu}=\mu+\frac{d-1}{2}$.

Corollary 8.1.18 Let $f$ be a continuous function on $[-1,1]$. For $W_{\mu}^{B}(x)=(1-$ $\left.\|x\|^{2}\right)^{\mu-1 / 2}$, let $P_{n} \in \mathscr{V}_{n}^{d}\left(W_{\mu}^{B}\right)$. Then

$$
w_{\mu}^{B} \int_{B^{d}} f(\langle x, y\rangle) P_{n}(y) W_{\mu}^{B}(y) \mathrm{d} y=\tau_{n}(f) P_{n}(x), \quad\|x\|=1,
$$

where $\tau_{n}(f)$ is the same as in Theorem 7.3 .4 but with $\lambda_{\kappa}$ replaced by $\lambda_{\mu}$.
An interesting consequence of this corollary and Theorem 5.2.8 is the following proposition.

Proposition 8.1.19 Let $\eta$ satisfy $\|\eta\|=1$; then $C_{n}^{\lambda_{\mu}}(\langle x, \eta\rangle)$ is an element of $\mathscr{V}_{n}^{d}\left(W_{\mu}^{B}\right)$. Further, if $\xi$ also satisfies $\|\xi\|=1$ then

$$
\int_{B^{d}} C_{n}^{\lambda_{\mu}}(\langle x, \xi\rangle) C_{n}^{\lambda_{\mu}}(\langle x, \eta\rangle) W_{\mu}^{B}(x) \mathrm{d} x=\frac{\lambda_{\mu}}{n+\lambda_{\mu}} C_{n}^{\lambda_{\mu}}(\langle\eta, \xi\rangle) .
$$

Proof Taking $y=\eta$ in the formula of Theorem 5.2.8 gives

$$
\mathbf{P}_{n}\left(W_{\mu}^{B} ; x, \eta\right)=\frac{n+\lambda_{\mu}}{\lambda_{\mu}} C_{n}^{\lambda_{\mu}}(\langle x, \eta\rangle)
$$

which is an element of $\mathscr{V}_{n}^{d}\left(W_{\mu}^{B}\right)$ since $\mathbf{P}_{n}\left(W_{\mu}^{B}\right)$ is the reproducing kernel. The displayed equation follows from choosing $f(x)=C_{n}^{\lambda_{\mu}}(\langle x, \xi\rangle)$ and $P_{n}(x)=$ $C_{n}^{\lambda_{\mu}}(\langle x, \eta\rangle)$ in Corollary 8.1.18. The constant is

$$
\tau_{n}=\left[C_{n}^{\lambda_{\mu}}(1)\right]^{-1} \int_{-1}^{1}\left[C_{n}^{\lambda_{\mu}}(t)\right]^{2} w_{\lambda_{\mu}}(t) \mathrm{d} t
$$

which can be shown from the structure constants for $C_{n}^{\lambda}$ in Subsection 1.4.3 to equal $\lambda_{\mu} /\left(n+\lambda_{\mu}\right)$.

One may ask how to choose a set $\left\{\eta_{i}\right\} \subset S^{d}$ such that the polynomials $C_{n}^{\lambda_{m} u}\left(\left\langle x, \eta_{i}\right\rangle\right)$ form a basis for $\mathscr{V}_{n}^{d}\left(W_{\mu}^{B}\right)$ for a given $n$.

Proposition 8.1.20 The set $\left\{C_{n}^{\lambda_{\mu}}\left(\left\langle x, \eta_{i}\right\rangle\right):\left|\eta_{i}\right|=1,1 \leq i \leq r_{n}^{d}\right\}$ is a basis for $\mathscr{V}_{n}^{d}\left(W_{\mu}^{B}\right)$ if the matrix $A_{n}^{\mu}=\left(C_{n}^{\lambda_{\mu}}\left(\left\langle\eta_{i}, \eta_{j}\right\rangle\right)\right)_{i, j=1}^{r_{n}^{d}}$ is nonsingular.

Proof This set is a basis for $\mathscr{V}_{n}\left(W_{\mu}^{B}\right)$ if and only if $\left\{C_{n}^{\lambda_{\mu}}(\langle x, \eta\rangle)\right\}$ is linearly independent. If $A_{n}^{\mu}$ is nonsingular then $\sum_{k} c_{k} C_{n}^{\lambda_{\mu}}\left(\left\langle x, \eta_{i}\right\rangle\right)=0$, obtained upon setting $x=\eta_{j}$, implies that $c_{k}=0$ for all $k$.

Choosing $\eta_{i}$ such that $A_{n}^{\mu}$ is nonsingular has a strong connection with the distribution of points on the sphere, which is a difficult problem. One may further ask whether it is possible to choose $\eta_{i}$ such that the basis is orthonormal. Proposition 8.1.20 shows that the polynomials $C_{n}^{\lambda_{\mu}}\left(\left\langle x, \eta_{i}\right\rangle\right), 1 \leq i \leq N$, are mutually orthogonal if and only if $C_{n}^{\lambda_{\mu}}\left(\left\langle\eta_{i}, \eta_{j}\right\rangle\right)=0$ for every pair of $i, j$ with $i \neq j$, in other words, if the $\left\langle\eta_{i}, \eta_{j}\right\rangle$ are zeros of the Gegenbauer polynomial $C_{n}^{\lambda_{\mu}}(t)$. While it is unlikely that such a system of points exists in $S^{d}$ for $d>2$, the following special result in $d=2$ is interesting. Recall that $U_{n}(t)$ denotes the Chebychev polynomial of the second kind, which is the Gegenbauer polynomial of index 1 ; see Subsection 1.4.3.

Proposition 8.1.21 For the Lebesgue measure on $B^{2}$, an orthonormal basis for the space $\mathscr{V}_{n}^{2}$ is given by the polynomials

$$
U_{k}^{n}\left(x_{1}, x_{2}\right)=\frac{1}{\sqrt{\pi}} U_{n}\left(x_{1} \cos \frac{k \pi}{n+1}+x_{2} \sin \frac{k \pi}{n+1}\right), \quad 0 \leq k \leq n .
$$

Proof Recall that $U_{n}(t)=\sin (n+1) \theta / \sin \theta$ with $t=\cos \theta$; the zeros of $U_{n}$ are $t_{k}=\cos k \pi /(n+1)$ for $k=1, \ldots, n$. Let $\eta_{i}=\left(\cos \phi_{i}, \sin \phi_{i}\right)$ with $\phi_{i}=i \pi /$ $(n+1)$ for $i=0,1, \ldots, n$. Then $\left\langle\eta_{i}, \eta_{j}\right\rangle=\cos \left(\phi_{i}-\phi_{j}\right)$ and $\phi_{i}-\phi_{j}=\phi_{i-j}$ for $i>j$. Hence, by Proposition 8.1.19, $\left\{U_{n}\left(\left\langle x, \eta_{i}\right\rangle\right)\right\}$ is orthogonal with respect to the weight function $W_{1 / 2}(x)=1 / \pi$.

The same argument shows that there does not exist a system of points $\left\{\eta_{i}: 1 \leq\right.$ $i \leq n+1\}$ on $S^{1}$ such that the polynomials $C_{n}^{\mu+1 / 2}\left(\left\langle x, \eta_{i}\right\rangle\right)$ are orthonormal for $\mu \neq \frac{1}{2}$.

### 8.2 Generalized Classical Orthogonal Polynomials on the Simplex

As was shown in Section 4.4, the orthogonal polynomials on the simplex are closely related to those on the sphere and on the ball. The classical orthogonal polynomials on the simplex were discussed in Section 5.3.

### 8.2.1 Weight function and differential-difference equation

Here we consider orthogonal polynomials with respect to weight functions defined below.

Definition 8.2.1 Let $h_{\kappa}$ be a reflection-invariant weight function and assume that $h_{\kappa}$ is also invariant under $\mathbb{Z}_{2}^{d}$. Define a weight function on $T^{d}$ by

$$
W_{\kappa, \mu}^{T}(x):=h_{\kappa}^{2}\left(\sqrt{x_{1}}, \ldots, \sqrt{x_{d}}\right)(1-|x|)^{\mu-1 / 2} / \sqrt{x_{1} \ldots x_{d}}, \quad \mu>-\frac{1}{2} .
$$

We call polynomials that are orthogonal to $W_{\kappa, \mu}^{T}$ generalized classical orthogonal polynomials on $T^{d}$.

In Definition 4.4.2 the weight function $W^{T}=W_{\kappa, \mu}^{T}$ corresponds to the weight function $W_{\kappa, \mu}^{B}$ in Definition 8.1.1. Let the normalization constant of $W_{\kappa, \mu}^{T}$ be denoted by $w_{\kappa, \mu}^{T}$. Then Lemma 4.4.1 implies that $w_{\kappa, \mu}^{T}=w_{\kappa, \mu}^{B}$.

The requirement that $h_{\kappa}$ is also $\mathbb{Z}_{2}^{d}$-invariant implies that the reflection group $G$, under which $h_{\kappa}$ is defined to be invariant, is a semi-product of another reflection group, $G_{0}$, and $\mathbb{Z}_{2}^{d}$. Essentially, in the indecomposable case this limits $G$ to two classes, $\mathbb{Z}_{2}^{d}$ itself and the hyperoctahedral group. We list the corresponding weight functions below.

The abelian group $\mathbb{Z}_{2}^{d}$ The weight function is

$$
\begin{equation*}
W_{\kappa, \mu}^{T}\left(x ; \mathbb{Z}_{2}^{d}\right)=x_{1}^{\kappa_{1}-1 / 2} \cdots x_{d}^{\kappa_{d}-1 / 2}(1-|x|)^{\mu-1 / 2} \tag{8.2.1}
\end{equation*}
$$

where $\kappa_{i} \geq 0$ and $\mu \geq 0$. The orthogonal polynomials associated with $W_{\kappa, \mu}^{T}$ are the classical orthogonal polynomials in Section 5.3. This weight function corresponds to $W_{\kappa, \mu}^{B}$ in (8.1.5).

The hyperoctahedral group The weight function is

$$
\begin{equation*}
W_{\kappa, \mu}^{T}(x)=\prod_{i=1}^{d} x_{i}^{\kappa^{\prime}-1 / 2} \prod_{1 \leq i<j \leq d}\left|x_{i}-x_{j}\right|^{\kappa}(1-|x|)^{\mu-1 / 2} \tag{8.2.2}
\end{equation*}
$$

where $\kappa^{\prime} \geq 0$ and $\kappa \geq 0$. This weight function corresponds to $W_{\kappa, \mu}^{B}(x)$ in (8.1.9).
The relation described in Theorem 4.4.4 allows us to derive differentialdifference equations for orthogonal polynomials on $T^{d}$. Denote the orthogonal polynomials with respect to $W_{\kappa, \mu}^{T}$ by $P_{\alpha}^{n}\left(W_{\kappa, \mu}^{T} ; x\right)$. By (4.4.1) these polynomials correspond to the orthogonal polynomials $P_{\alpha}^{2 n}\left(W_{\kappa, \mu}^{B} ; x\right)$ of degree $2 n$ on $B^{d}$, which are even in each of their variables. Making the change of variables $x_{i} \mapsto \sqrt{z_{i}}$ gives

$$
\frac{\partial}{\partial x_{i}}=2 \sqrt{z_{i}} \frac{\partial}{\partial z_{i}} \quad \text { and } \quad \frac{\partial^{2}}{\partial x_{i}^{2}}=2\left(\frac{\partial}{\partial z_{i}}+2 z_{i} \frac{\partial^{2}}{\partial z_{i}^{2}}\right)
$$

Using these formulae and the explicit formula for the $h$-Laplacian given in Subsection 8.1.1, we can derive a differential-difference equation for the orthogonal polynomials on $T^{d}$ from the equation in Theorem 8.1.3.

In the case of $\mathbb{Z}_{2}^{d}$, the Dunkl operator $\mathscr{D}_{j}$, see (7.5.2), takes a particularly simple form; it becomes a purely differential operator when acting on functions that are even in each of their variables. Hence, upon making the change of variables $x_{i} \mapsto \sqrt{x_{i}}$ and using the explicit formula for $\Delta_{h}$ in (7.5.3), we can derive from the equation in Theorem 8.1.3 a differential equation for orthogonal polynomials with respect to $W_{\kappa, \mu}^{T}$.

Theorem 8.2.2 The classical orthogonal polynomials in $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{T}\right)$ satisfy the partial differential equation

$$
\begin{align*}
& \sum_{i=1}^{d} x_{i}\left(1-x_{i}\right) \frac{\partial^{2} P}{\partial x_{i}^{2}}-2 \sum_{1 \leq i<j \leq d} x_{i} x_{j} \frac{\partial^{2} P}{\partial x_{i} \partial x_{j}} \\
& \quad+\sum_{i=1}^{d}\left[\left(\kappa_{i}+\frac{1}{2}\right)-\left(|\kappa|+\mu+\frac{d+1}{2}\right) x_{i}\right] \frac{\partial P}{\partial x_{i}}=\lambda_{n} P \tag{8.2.3}
\end{align*}
$$

where $\lambda_{n}=-n\left(n+|\kappa|+\mu+\frac{d-1}{2}\right)$ and $\kappa_{i} \geq 0, \mu \geq 0$ for $1 \leq i \leq d$.
This is the same as the equation, (5.3.4), satisfied by the classical orthogonal polynomials on the simplex. Although the above deduction requires $\kappa_{i} \geq 0$ and $\mu \geq 0$, the analytic continuation shows that it holds for all $\kappa_{i}>-\frac{1}{2}$ and $\mu>-\frac{1}{2}$.

The above derivation of (8.2.3) explains the role played by the symmetry of $T^{d}$. In the case of the hyperoctahedral group, we use the explicit formula for $\Delta_{h}$ given
in (8.1.10). The fact that the equation in Theorem 8.1.3 is applied to functions that are even in each variable allows us to drop the first difference part in $\Delta_{h}$ and combine the other two difference parts. The result is as follows.

Theorem 8.2.3 The orthogonal polynomials in $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{T}\right)$ associated with the hyperoctahedral group satisfy the differential-difference equation

$$
\begin{aligned}
& {\left[\sum_{i=1}^{d} x_{i}\left(1-x_{i}\right) \frac{\partial^{2}}{\partial x_{i}^{2}}-2 \sum_{1 \leq i<j \leq d} x_{i} x_{j} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}\right.} \\
& \quad+\sum_{i=1}^{d}\left(\kappa^{\prime}+1-2\left(2 \gamma_{\kappa}+2 \mu+d\right) x_{i}\right) \frac{\partial}{\partial x_{i}} \\
& \left.+\kappa \sum_{1 \leq i<j \leq d} \frac{1}{x_{i}-x_{j}}\left(2\left(x_{i} \frac{\partial}{\partial x_{i}}-x_{j} \frac{\partial}{\partial x_{j}}\right)-\frac{x_{i}+x_{j}}{x_{i}-x_{j}}\left(1-\sigma_{i, j}\right)\right)\right] P \\
& \quad=-n\left(n+\gamma_{\kappa}+\mu+\frac{d-1}{2}\right) P
\end{aligned}
$$

where $\gamma_{\kappa}=\binom{d}{2} \kappa+d \kappa^{\prime}$.

### 8.2.2 Orthogonal basis and reproducing kernel

According to Theorem 4.4.6 the orthogonal polynomials associated with $W_{\kappa, \mu}^{T}$ are related to the $h$-harmonics associated with $h_{\kappa, \mu}$ in (8.1.1) as shown in Proposition 4.4.8. In the case of the classical weight function $W_{\kappa, \mu}^{T}$ in (8.2.1) the orthonormal basis derived from Theorems 4.4.4 and 8.1.11 turns out to be exactly the set of the classical orthogonal polynomials given in Section 5.3. There is another way of obtaining an orthonormal basis, based on the following formula for changing variables.

Lemma 8.2.4 Let $f$ be integrable over $T^{d}$. Then

$$
\int_{T^{d}} f(x) \mathrm{d} x=\int_{0}^{1} s^{d-1} \int_{|u|=1} f(s u) \mathrm{d} u \mathrm{~d} s .
$$

The formula is obtained by setting $x=s u$, with $0 \leq s \leq 1$ and $|u|=1$; these can be called the $\ell^{1}$-radial coordinates of the simplex. Let us denote by $\left\{Q_{\beta}^{m}\right\}_{|\beta|=m}$ a sequence of orthonormal homogeneous polynomials of degree $m$ associated with the weight function $h^{2}\left(\sqrt{u_{1}}, \ldots, \sqrt{u_{d}}\right) / \sqrt{u_{1} \ldots u_{d}}$ on the simplex in homogeneous coordinates, as in Proposition 4.4.8.

Proposition 8.2.5 Let $Q_{\beta}^{m}$ be defined as above. Then the polynomials

$$
P_{\beta, m}^{n}(x)=b_{m, n} p_{n-m}^{\left(\gamma_{\kappa}+2 m+(d-2) / 2, \mu-1 / 2\right)}(2 s-1) Q_{\beta}^{m}(x)
$$

for $0 \leq m \leq n$ and $|\beta|=m$, where

$$
\left[b_{m, n}\right]^{2}=\left(\gamma_{\kappa}+\frac{d}{2}\right)_{2 m} /\left(\gamma_{\kappa}+\frac{d}{2}+\mu+\frac{1}{2}\right)_{2 m},
$$

form an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{T}\right)$ and the $P_{\beta, m}^{n}$ are homogeneous in the homogeneous coordinates of $T^{d}$.

Proof For brevity, let $\lambda=\gamma+\frac{d-2}{2}$. It follows from Lemma 8.2.4 that

$$
\begin{aligned}
& \int_{T^{d}} P_{\beta, m}^{n}(x) P_{\beta^{\prime}, m^{\prime}}^{n}(x) h_{\kappa}^{2}\left(\sqrt{x_{1}}, \ldots, \sqrt{x_{d}}\right)(1-|x|)^{\mu-1 / 2} \frac{\mathrm{~d} x}{\sqrt{x_{1} \cdots x_{d}}} \\
& =c \int_{0}^{1} p_{n-m}^{(\lambda+2 m, \mu-1 / 2)}(2 s-1) p_{n-m^{\prime}}^{\left(\lambda+2 m^{\prime}, \mu-1 / 2\right)}(2 s-1) s^{\lambda+m+m^{\prime}}(1-s)^{\mu-1 / 2} \mathrm{~d} s \\
& \quad \times \int_{|u|=1} Q_{\beta}^{m}(u) Q_{\beta^{\prime}}^{m^{\prime}}(u) h_{\kappa}^{2}\left(\sqrt{u_{1}}, \ldots, \sqrt{u_{d}}\right) \frac{\mathrm{d} u}{\sqrt{u_{1} \cdots u_{d}}},
\end{aligned}
$$

where $c=b_{m, n} b_{m^{\prime}, n}$, from which the pairwise orthogonality follows from that of $Q_{\beta}^{m}$ and of the Jacobi polynomials. It follows from Lemma 8.2.4 that the normalization constant $w_{\kappa, \mu}^{T}$ of $W_{\kappa, \mu}^{T}$ is also given by

$$
\begin{aligned}
\frac{1}{w_{\kappa, \mu}^{T}} & =\int_{T^{d}} W_{\kappa, \mu}(x) \mathrm{d} x \\
& =\frac{1}{2} B\left(\lambda+1, \mu+\frac{1}{2}\right) \int_{|u|=1} h_{\kappa}^{2}\left(\sqrt{u_{1}}, \ldots, \sqrt{u_{d}}\right) \frac{\mathrm{d} u}{\sqrt{u_{1} \cdots u_{d}}}
\end{aligned}
$$

Hence, multiplying the integral of $\left[P_{\beta, m}^{n}(x)\right]^{2}$ by $w_{\kappa, \mu}^{T}$, we can find $b_{m, n}$ from the equation $1=b_{m, n}^{2} B\left(\lambda+1, \mu+\frac{1}{2}\right) / B\left(\lambda+2 m+1, \mu+\frac{1}{2}\right)$.

Using the relation to orthogonal polynomials on $B^{d}$ and Theorem 4.4.4, an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{T}\right)$ can be derived from those given in Proposition 8.1.5, in which $\lambda_{\kappa}=\gamma_{\kappa}+\frac{d-1}{2}$.

Proposition 8.2.6 For $0 \leq j \leq 2 n$ let $\left\{Y_{v, 2 n-2 j}^{h}\right\}$ denote an orthonormal basis of $\mathscr{H}_{2 n-2 j}^{d}\left(h_{\kappa}^{2}, \mathbb{Z}_{2}^{d}\right)$; then the polynomials

$$
\begin{aligned}
P_{\beta, j}^{n}\left(W_{\kappa, \mu}^{T} ; x\right)= & {\left[c_{j, n}^{T}\right]^{-1} P_{j}^{\left(\mu-1 / 2, n-2 j+\lambda_{\kappa}-1 / 2\right)}(2|x|-1) } \\
& \times Y_{v, 2 n-2 j}^{h}\left(\sqrt{x_{1}}, \ldots, \sqrt{x_{d}}\right)
\end{aligned}
$$

form an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{T}\right)$, where $c_{j, n}^{T}=c_{j, 2 n}^{B}$.
The relation between the orthogonal polynomials on $B^{d}$ and those on $T^{d}$ also allows us to derive an explicit formula for the reproducing kernel $\mathbf{P}_{n}\left(W_{\kappa, \mu}^{T}\right)$ of $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{T}\right)$. Let us introduce the notation $\{x\}^{1 / 2}=\left(\sqrt{x_{1}}, \ldots, \sqrt{x_{d}}\right)$ for $x \in T^{d}$.

Theorem 8.2.7 Let $V_{\kappa}$ be the intertwining operator associated with $h_{\kappa}$ and $\lambda=\gamma_{\kappa}+\mu+\frac{d-1}{2}$. Then

$$
\begin{aligned}
& \mathbf{P}_{n}\left(W_{\kappa, \mu}^{T} ; x, y\right) \\
& =\frac{2 n+\lambda}{\lambda} c_{\mu} V_{\kappa}\left[\int_{-1}^{1} C_{2 n}^{\lambda}\left(\left\langle\{x\}^{1 / 2}, \cdot\right\rangle+t \sqrt{1-|x|} \sqrt{1-|y|}\right)\left(1-t^{2}\right)^{\mu-1} \mathrm{~d} t\right]\left(\{y\}^{1 / 2}\right) .
\end{aligned}
$$

Proof Using Theorem 4.4.4, we see that the reproducing kernel $\mathbf{P}_{n}\left(W_{\kappa, \mu}^{T}\right)$ is related to the reproducing kernel $\mathbf{P}_{n}\left(W_{\kappa, \mu}^{B}\right)$ on the unit ball by

$$
\mathbf{P}_{n}\left(W_{\kappa, \mu}^{T} ; x, y\right)=\frac{1}{2^{d}} \sum_{\varepsilon \in \mathbb{Z}_{2}^{d}} \mathbf{P}_{2 n}\left(W_{\kappa, \mu}^{B} ;\left(\varepsilon_{1} \sqrt{x_{1}}, \ldots, \varepsilon_{d} \sqrt{x_{d}}\right),\{y\}^{1 / 2}\right) .
$$

In fact, since the reproducing kernel on the left-hand side is unique, it is sufficient to show that the right-hand side has the reproducing property; that is, if we denote the right-hand side temporarily by $Q_{n}(x, y)$ then

$$
\int_{T^{d}} P(y) Q_{n}(x, y) W_{\kappa, \mu}^{T}(y) \mathrm{d} y=P(x)
$$

for any polynomial $P \in \mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{T}\right)$. We can take $P=P_{\beta, j}^{n}\left(W_{\kappa, \mu}^{T}\right)$ in Proposition 8.2.6. Upon making the change of variables $y_{i} \mapsto y_{i}^{2}, 1 \leq i \leq d$, and using Lemma 4.4.1 it is easily seen that this equation follows from the reproducing property of $\mathbf{P}_{2 n}\left(W_{\kappa, \mu}^{B}\right)$. Hence, we can use Theorem 8.1.10 to get an explicit formula for $\mathbf{P}_{n}\left(W_{\kappa, \mu}^{T}\right)$. Since the weight function is invariant under both the reflection group and $\mathbb{Z}_{2}^{d}$, and $V_{\kappa}$ commutes with the action of the group, it follows that $R(\varepsilon) V_{\kappa}=$ $V_{K} R(\varepsilon)$ for $\varepsilon \in \mathbb{Z}_{2}^{d}$, where $R(\varepsilon) f(x)=f(x \varepsilon)$. Therefore the summation over $\mathbb{Z}_{2}^{d}$ does not appear in the final formula.

In the case of $\mathbb{Z}_{2}^{d}$, we can use the formula for the intertwining operator $V=V_{\kappa}$ in Theorem 7.5.4 to write down an explicit formula for the reproducing kernel. The result is a closed formula for the classical orthogonal polynomials on $T^{d}$.

Theorem 8.2.8 For the classical orthogonal polynomials associated with the normalized weight function $W_{\kappa, \mu}^{T}$ in (8.2.1) with $\lambda_{\kappa, \mu}=|\kappa|+\mu+\frac{d-1}{2}$,

$$
\begin{align*}
& \mathbf{P}_{n}\left(W_{\kappa, \mu}^{T}, x, y\right) \\
& =\frac{2 n+\lambda_{\kappa, \mu}}{\lambda_{\kappa, \mu}} \int_{-1}^{1} \int_{[-1,1]^{d}} C_{2 n}^{\lambda_{\kappa, \mu}}(z(x, y, t, s)) \prod_{i=1}^{d} c_{\kappa_{i}}\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t\left(1-s^{2}\right)^{\mu-1} \mathrm{~d} s, \tag{8.2.4}
\end{align*}
$$

where $z(x, y, t, s)=\sqrt{x_{1} y_{1}} t_{1}+\cdots+\sqrt{x_{d} y_{d}} t_{d}+s \sqrt{1-|x|} \sqrt{1-|y|}$, and if a particular $\kappa_{i}$ or $\mu$ is zero then the formula holds under the limit relation (1.5.1).

Using the fact that $C_{2 n}^{\lambda}(t)=\left[(\lambda)_{n} /\left(\frac{1}{2}\right)_{n}\right] P_{n}^{\lambda-1 / 2,-1 / 2}\left(2 t^{2}-1\right)$ and setting $\mu=$ $\kappa_{d+1}$, the identity (8.2.4) becomes (5.3.5) and proves the latter. Some applications of this identity in the summability of orthogonal expansions will be given in Chapter 9.

### 8.2.3 Monic orthogonal polynomials

The correspondence between the orthogonal polynomials on the simplex and those on the sphere and on the ball can be used to define monic orthogonal polynomials on the simplex. In this subsection we let $\mu=\kappa_{d+1}$ and write $W_{\kappa, \mu}^{T}$ as $W_{\kappa}^{T}$. In particular, $\lambda_{\kappa, \mu}$ becomes $\lambda_{\kappa}$ defined by

$$
\lambda_{k}=|\kappa|+\frac{d-1}{2}, \quad|\kappa|=\kappa_{1}+\cdots+\kappa_{d+1} .
$$

Since the simplex $T^{d}$ is symmetric in $\left(x_{1}, \ldots, x_{d}, x_{d+1}\right), x_{d+1}=1-|x|$, we use the homogeneous coordinates $X:=\left(x_{1}, \ldots, x_{d}, x_{d+1}\right)$. For the monic $h$-harmonics defined in Definition 7.5.8, with $d$ replaced by $d+1$ the polynomial $\widetilde{R}_{2 \alpha}$ is even in each of its variables, and this corresponds to, using (4.4.1), monic orthogonal polynomials $\widetilde{R}_{\alpha}^{T}$ in $\mathscr{V}_{n}^{d}\left(W_{\kappa}^{T}\right)$ in the homogeneous coordinates $X$. This leads to the following definition.

Definition 8.2.9 For $b \in \mathbb{R}^{d}$ with $\max _{j}\left|b_{j}\right| \leq 1$ and $\alpha \in \mathbb{N}_{0}^{d+1}$, define polynomials $\widetilde{R}_{\alpha}^{T}(x)$ by

$$
\begin{aligned}
& c_{\kappa} \int_{[-1,1]^{d+1}} \frac{1}{\left[1-2\left(b_{1} x_{1} t_{1}+\cdots+b_{d+1} x_{d+1} t_{d+1}\right)+\|b\|^{2}\right]^{\lambda_{\kappa}}} \\
& \quad \times \prod_{i=1}^{d+1}\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t=\sum_{\alpha \in \mathbb{N}_{0}^{d+1}} b^{2 \alpha} \widetilde{R}_{\alpha}^{T}(x), \quad x \in T^{d} .
\end{aligned}
$$

The main properties of $\widetilde{R}_{\alpha}^{T}$ are given in the following proposition.
Proposition 8.2.10 For each $\alpha \in \mathbb{N}_{0}^{d+1}$ with $|\alpha|=n$, the polynomials

$$
\widetilde{R}_{\alpha}^{T}(x)=\frac{2^{2|\alpha|}\left(\lambda_{\kappa}\right)_{2|\alpha|}}{(2 \alpha)!} \frac{\left(\frac{1}{2}\right)_{\alpha}}{\left(\kappa+\frac{1}{2}\right)_{\alpha}} R_{\alpha}^{T}(x),
$$

where

$$
\begin{aligned}
R_{\alpha}^{T}(x) & =X^{\alpha} F_{B}\left(-\alpha,-\alpha-\kappa+\frac{1}{2} ;-2|\alpha|-\lambda_{\kappa}+1 ; \frac{1}{x_{1}}, \ldots, \frac{1}{x_{d+1}}\right) \\
& =(-1)^{n} \frac{\left(\kappa+\frac{\mathbf{1}}{2}\right)_{\alpha}}{\left(n+|\kappa|+\frac{d-1}{2}\right)_{n}} F_{A}\left(|\alpha|+|\kappa|+\frac{d-1}{2},-\alpha ; \kappa+\frac{\mathbf{1}}{2} ; X\right)
\end{aligned}
$$

are polynomials orthogonal with respect to $W_{\kappa}^{T}$ on the simplex $T^{d}$. Moreover, $R_{\alpha}^{T}(x)=X^{\alpha}-Q_{\alpha}(x)$, where $Q_{\alpha}$ is a polynomial of degree at most $n-1$ and $\left\{R_{\alpha}^{T}, \alpha=\left(\alpha^{\prime}, 0\right),|\alpha|=n\right\}$ is a basis for $\mathscr{V}_{n}^{d}\left(W_{\kappa}^{T}\right)$.

Proof We return to the generating function for the $h$-harmonics $\widetilde{R}_{\alpha}$ in Definition 7.5.8, with $d$ replaced by $d+1$. The explicit formula for $\widetilde{R}_{\alpha}(x)$ shows that it is even in each variable only if each $\alpha_{i}$ is even. Let $\varepsilon \in\{-1,1\}^{d+1}$. Then $\widetilde{R}_{\alpha}(x \varepsilon)=\widetilde{R}_{\alpha}\left(\varepsilon_{1} x_{1}, \ldots, \varepsilon_{d+1} x_{d+1}\right)=\varepsilon^{\alpha} \widetilde{R}_{\alpha}(x)$. It follows that on the one hand

$$
\sum_{\beta \in \mathbb{N}_{0}^{d+1}} b^{2 \beta} \widetilde{R}_{2 \beta}(x)=\frac{1}{2^{d+1}} \sum_{\alpha \in \mathbb{N}_{0}^{d+1}} b^{\alpha} \sum_{\varepsilon \in\{-1,1\}^{d+1}} \widetilde{R}_{\alpha}(x \varepsilon)
$$

On the other hand, using the explicit formula for $V_{\kappa}$, the generating function gives

$$
\begin{aligned}
& \frac{1}{2^{d+1}} \sum_{\varepsilon \in\{-1,1\}^{d+1}} \sum_{\alpha \in \mathbb{N}_{0}^{d+1}} b^{\alpha} \widetilde{R}_{\alpha}(x \varepsilon) \\
& =c_{\kappa} \int_{[-1,1]^{d+1}} \sum_{\varepsilon \in\{-1,1\}^{d+1}} \frac{\prod_{i=1}^{d+1}\left(1+t_{i}\right)\left(1-t_{i}^{2}\right)^{\kappa_{i}-1}}{\left[1-2\left(b_{1} x_{1} t_{1} \varepsilon_{1}+\cdots+b_{d+1} x_{d+1} t_{d+1} \varepsilon_{d+1}\right)+\|b\|^{2}\right]^{\lambda_{\kappa}}} \mathrm{d} t
\end{aligned}
$$

for $\|x\|=1$. Making the change of variables $t_{i} \mapsto t_{i} \varepsilon_{i}$ in the integral and using the fact that $\sum_{\varepsilon} \prod_{i=1}^{d+1}\left(1+\varepsilon_{i} t_{i}\right)=2^{d+1}$, we see that the generating function for $\widetilde{R}_{2 \beta}(x)$ agrees with the generating function for $\widetilde{R}_{\beta}^{T}\left(x_{1}^{2}, \ldots, x_{d+1}^{2}\right)$ in Definition 8.2.9. Consequently, the formulae for $R_{\alpha}^{T}$ follow from the corresponding ones for $R_{2 \alpha}$ in Propositions 7.5.10 and 7.5.11, both with $d$ replaced by $d+1$. The polynomial $R_{\alpha}^{T}$ is homogeneous in $X$. Using the correspondence between the orthogonal polynomials on $S^{d}$ and on $T^{d}$, we see that the $R_{\alpha}^{T}$ are orthogonal with respect to $W_{\kappa}^{T}$. If $\alpha_{d+1}=0$ then $R_{\alpha}^{T}(x)=x^{\alpha}-Q_{\alpha}$, which proves the last assertion of the proposition.

In the case $\alpha_{d+1}=0$, the explicit formula of $R_{\alpha}^{T}$ shows that $R_{(\alpha, 0)}^{T}(x)=x^{\alpha}-$ $Q_{\alpha}(x)$, so that it agrees with the monic orthogonal polynomial $V_{\alpha}^{T}$ in Section 5.3. Setting $b_{d+1}=0$ in Definition 8.2.9 gives the generating function of $R_{(\alpha, 0)}^{T}=$ $V_{\alpha}^{T}(x)$.

In the case of a simplex, the polynomial $R_{\alpha}^{T}$ is the orthogonal projection of $X^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{d}^{\alpha_{d}}(1-|x|)^{\alpha_{d+1}}$. We compute its $L^{2}$ norm. Let

$$
\|f\|_{2, T}:=\left(w_{\kappa}^{T} \int_{T^{d}}|f(x)|^{2} W_{\kappa}^{T}(x) \mathrm{d} x\right)^{1 / 2}
$$

Theorem 8.2.11 Let $\beta \in \mathbb{N}_{0}^{d+1}$. The polynomial $R_{\beta}^{T}$ has the smallest $\|\cdot\|_{2, T}$ norm among all polynomials of the form $X^{\beta}-P, P \in \prod_{|\beta|-1}^{d}$, and the norm is given by

$$
\begin{aligned}
\left\|R_{\beta}\right\|_{2, T} & =\frac{\lambda_{\kappa}\left(\kappa+\frac{1}{2}\right)_{2 \beta}}{\left(\lambda_{\kappa}\right)_{2|\beta|}} \sum_{\gamma} \frac{(-\beta)_{\gamma}\left(-\beta-\kappa+\frac{1}{2}\right)_{\gamma}}{\left(-2 \beta-\kappa+\frac{1}{2}\right)_{\gamma} \gamma!\left(2|\beta|-|\gamma|+\lambda_{\kappa}\right)} \\
& =\frac{\lambda_{\kappa} \beta!\left(\kappa+\frac{1}{2}\right)_{\beta}}{\left(\lambda_{\kappa}\right)_{2|\beta|}} \int_{0}^{1} \prod_{i=1}^{d+1} P_{\beta_{i}}^{\left(0, \kappa_{i}-1 / 2\right)}(2 r-1) r^{|\beta|+\lambda_{\kappa}-1} \mathrm{~d} r .
\end{aligned}
$$

Proof By (4.4.4) the norm of $R_{\alpha}^{T}$ is related to the norm of the $h$-harmonic $R_{\alpha}$ on $S^{d}$. Since $R_{\alpha}^{T}\left(x_{1}^{2}, \ldots, x_{d+1}^{2}\right)=R_{2 \alpha}\left(x_{1}, \ldots, x_{d+1}\right)$, the norm of $R_{\alpha}^{T}$ can be derived from the norm of $R_{2 \alpha}$. Using the fact that $C_{2 \beta_{i}}^{\left(1 / 2, \kappa_{i}\right)}(t)=P_{\beta_{i}}^{\left(0, \kappa_{i}-1 / 2\right)}\left(2 t^{2}-1\right)$, the
norm $\left\|R_{\alpha}^{T}\right\|_{2, T}$ follows from making the change of variable $t^{2} \mapsto r$ in the integral in Theorem 7.5.13 and replacing $d$ by $d+1$.

In particular, if $\beta_{d+1}=0$ then the norm of $R_{(\beta, 0)}(x)$ is the smallest norm among all polynomials of the form $x^{\beta}-P, P \in \Pi_{n-1}^{d}$.

Corollary 8.2.12 Let $\alpha \in \mathbb{N}_{0}^{d}$ and $n=|\alpha|$. Then

$$
\begin{aligned}
\inf _{Q \in \Pi_{n-1}^{d}}\left\|x^{\alpha}-Q(x)\right\|_{2, T}^{2}= & \frac{\lambda_{\kappa} \alpha!\prod_{i=1}^{d}\left(\kappa_{i}+\frac{1}{2}\right)_{\alpha_{i}}}{\left(\lambda_{\kappa}\right)_{2|\alpha|}} \\
& \times \int_{0}^{1} \prod_{i=1}^{d} P_{\alpha_{i}}^{\left(0, \kappa_{i}-1 / 2\right)}(2 r-1) r^{|\alpha|+\lambda_{\kappa}-1} \mathrm{~d} r .
\end{aligned}
$$

We note that this is a highly nontrivial identity. In fact, even the positivity of the integral on the right-hand side is not obvious.

### 8.3 Generalized Hermite Polynomials

The multiple Hermite polynomials are discussed in Subection 5.1.3.
Definition 8.3.1 Let $h_{\kappa}$ be a reflection-invariant weight function. The generalized Hermite weight function is defined by

$$
W_{\kappa}^{H}(x)=h_{\kappa}^{2}(x) \mathrm{e}^{-\|x\|^{2}}, \quad x \in \mathbb{R}^{d}
$$

Again recall that $c_{h}^{\prime}$ is the normalization constant of $h_{\kappa}^{2}$ over $S^{d-1}$. Using polar coordinates, it follows that the normalization constant of $W_{\kappa}^{H}$ is given by

$$
w_{\kappa}^{H}=\left(\int_{\mathbb{R}^{d}} W_{\kappa}^{H}(x) \mathrm{d} x\right)^{-1}=\frac{2 c_{h}^{\prime}}{\sigma_{d-1} \Gamma\left(\gamma_{\kappa}+\frac{d}{2}\right)} .
$$

If $\kappa=0$ or $W$ is the orthogonal group then $h_{\kappa}(x)=1$ and the weight function $W_{\kappa}^{H}(x)$ reduces to the classical Hermite weight function $\mathrm{e}^{-\|x\|^{2}}$.

An orthonormal basis for the generalized Hermite weight function can be given in terms of $h$-harmonics and the polynomials $H_{n}^{\lambda}$ on $\mathbb{R}$ in Subsection 1.5.1. We call it the spherical polar Hermite polynomial basis. Denote by $\widetilde{H}_{n}^{\lambda}$ the normalized $H_{n}^{\lambda}$ and again let $\lambda_{\kappa}=\gamma_{\kappa}+\frac{d-1}{2}$.

Proposition 8.3.2 For $0 \leq 2 j \leq n$, let $\left\{Y_{v, n-2 j}^{h}\right\}$ denote an orthonormal basis of $\mathscr{H}_{n-2 j}^{d}\left(h_{\kappa}^{2}\right)$; then the polynomials

$$
P_{v, j}^{n}\left(W_{\kappa}^{H} ; x\right)=\left[c_{j, n}^{H}\right]^{-1} \widetilde{H}_{2 j}^{n-2 j+\lambda_{\kappa}}(\|x\|) Y_{v, n-2 j}^{h}(x)
$$

form an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W_{\kappa}^{H}\right)$, where $\left[c_{j, n}^{H}\right]^{2}=\left(\lambda_{\kappa}+\frac{1}{2}\right)_{n-2 j}$.

In the case where $h_{\kappa}$ is invariant under $\mathbb{Z}_{2}^{d}$, an orthonormal basis is given by the product of the generalized Hermite polynomials. We call it the Cartesian Hermite polynomial basis.

Proposition 8.3.3 For $W_{\kappa, \mu}^{H}(x)=w_{\kappa, \mu}^{H} \prod_{i=1}^{d}\left|x_{i}\right|^{2 \kappa_{i}} \mathrm{e}^{-\|x\|^{2}}$, an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W_{\kappa}^{H}\right)$ is given by $H_{\alpha}^{\kappa}(x)=\widetilde{H}_{\alpha_{1}}^{\kappa_{1}}\left(x_{1}\right) \cdots \tilde{H}_{\alpha_{d}}^{\kappa_{d}}\left(x_{d}\right)$ for $\alpha \in \mathbb{N}_{0}^{d}$ and $|\alpha|=n$.

In particular, specializing to $\kappa=0$ leads us back to the classical multiple Hermite polynomials.

There is a limit relation between the polynomials in $\mathscr{V}_{n}^{d}\left(W_{\kappa}^{H}\right)$ and the generalized classical orthogonal polynomials on $B^{d}$.

Theorem 8.3.4 For $P_{v, j}^{n}\left(W_{\kappa, \mu}^{B}\right)$ in Proposition 8.1.5 and $P_{v, j}^{n}\left(W_{\kappa}^{H}\right)$ in Proposition 8.3.2,

$$
\lim _{\mu \rightarrow \infty} P_{v, j}^{n}\left(W_{\kappa, \mu}^{B} ; x / \sqrt{\mu}\right)=P_{v, j}^{n}\left(W_{\kappa}^{H} ; x\right) .
$$

Proof First, using the definition of the generalized Gegenbauer polynomials, we can rewrite $P_{v, j}^{n}\left(W_{\kappa, \mu}^{B}\right)$ as

$$
P_{\beta, j}^{n}\left(W_{\kappa, \mu}^{B} ; x\right)=\left[b_{j, n}^{B}\right]^{-1} \widetilde{C}_{2 j}^{\left(\mu, n-2 j+\lambda_{\kappa}\right)}(\|x\|) Y_{v, n-2 j}^{h}(x),
$$

where $\widetilde{C}_{2 j}{ }^{(\mu, \tau)}$ are the orthonormal polynomials and

$$
\left[b_{j, n}^{B}\right]^{-1}=\frac{\left(\lambda_{\kappa}+\frac{1}{2}\right)_{n-2 j}}{\left(\lambda_{\kappa}+\mu+1\right)_{n-2 j}} .
$$

Using the limit relation in Proposition 1.5.7 and the normalization constants of both $H_{n}^{\lambda}$ and $C_{n}^{(\lambda, \mu)}$, we obtain

$$
\begin{equation*}
\widetilde{H}_{n}^{\lambda}(x)=\lim _{\mu \rightarrow \infty} \widetilde{C}_{n}^{(\mu, \lambda)}(x / \sqrt{\mu}) \tag{8.3.1}
\end{equation*}
$$

Since $h$-harmonics are homogeneous, $Y_{v, j}^{h}(x / \sqrt{\mu})=\mu^{-j / 2} Y_{v, j}^{h}(x)$. It can also be verified that $\mu^{-(n-2 j) / 2} b_{j, n}^{B} \rightarrow c_{j, n}^{H}$ as $\mu \rightarrow \infty$. The stated result follows from these relations and the explicit formulae for the bases.

In the case where $h_{\kappa}$ is invariant under $\mathbb{Z}_{2}^{d}$, a similar limit relation holds for the other orthonormal basis, see Theorem 8.1.1. The proof uses (8.3.1) and will be left to the reader.

Theorem 8.3.5 For $P_{\alpha}^{n}\left(W_{\kappa, \mu}^{B}\right)$ in Theorem 8.1.11,

$$
\lim _{\mu \rightarrow \infty} P_{\alpha}^{n}\left(W_{\kappa, \mu}^{B} ; x / \sqrt{\mu}\right)=\widetilde{H}_{\alpha_{1}}^{\kappa_{1}}\left(x_{1}\right) \cdots \widetilde{H}_{\alpha_{d}}^{\kappa_{d}}\left(x_{d}\right)
$$

As a consequence of the limiting relation, we can derive a differentialdifference equation for the polynomials in $\mathscr{V}_{n}^{d}\left(W_{\kappa}^{H}\right)$ from the equation satisfied by the classical orthogonal polynomials on $B^{d}$.

Theorem 8.3.6 The polynomials in $\mathscr{V}_{n}^{d}\left(W_{K}^{H}\right)$ satisfy the differential-difference equation

$$
\begin{equation*}
\left(\Delta_{h}-2\langle x, \nabla\rangle\right) P=-2 n P \tag{8.3.2}
\end{equation*}
$$

Proof Since the polynomials $P_{v, j}^{n}\left(W_{\kappa}^{H}\right)$ form a basis for $\mathscr{V}_{n}^{d}\left(W_{\kappa}^{H}\right)$, it suffices to prove that these polynomials satisfy the stated equation. The proof is based on the limit relation in Theorem 8.3.4. The $P_{v, j}^{n}\left(W_{\kappa, \mu}^{B}\right)$ satisfy the equation in Theorem 8.1.3. Making the change of variables $x_{i} \mapsto x_{i} / \sqrt{\mu}$, it follows that $\Delta_{h}$ becomes $\mu \Delta_{h}$ and the equation in Theorem 8.1.3 becomes

$$
\begin{aligned}
& {\left[\mu \Delta_{h}-\sum_{i=1}^{d} \sum_{j=1}^{d} x_{i} x_{j} \partial_{i} \partial_{j}-(2 \gamma+2 \mu+d)\langle x, \nabla\rangle\right] P(x / \sqrt{\mu})} \\
& \quad=-n(n+d+2 \gamma+2 \mu-1) P(x / \sqrt{\mu}) .
\end{aligned}
$$

Taking $P=P_{\nu, j}^{n}\left(W_{\kappa, \mu}^{B}\right)$ in the above equation, dividing the equation by $\mu$ and letting $\mu \rightarrow \infty$, we conclude that $P_{v, j}^{n}\left(W_{\kappa}^{H}\right)$ satisfies the stated equation.

Several special cases are of interest. First, if $h_{\kappa}(x)=1$ then $\Delta_{h}$ reduces to the ordinary Laplacian and equation (8.3.2) becomes the partial differential equation (5.1.7) satisfied by the multiple Hermite polynomials. Two other interesting cases are the following.

The symmetric group The weight function is

$$
\begin{equation*}
W_{\kappa}^{H}(x)=\prod_{1 \leq i<j \leq d}\left|x_{i}-x_{j}\right|^{2 \kappa} \mathrm{e}^{-\|x\|^{2}} \tag{8.3.3}
\end{equation*}
$$

The hyperoctahedral group The weight function is

$$
\begin{equation*}
W_{\kappa}^{B}(x)=\prod_{i=1}^{d}\left|x_{i}\right|^{2 \kappa^{\prime}} \prod_{1 \leq i \leq j \leq d}\left|x_{i}^{2}-x_{j}^{2}\right|^{\kappa} \mathrm{e}^{-\|x\|^{2}} . \tag{8.3.4}
\end{equation*}
$$

These weight functions should be compared with those in (8.1.7) and (8.1.9). In the case of the hyperoctahedral group, equation (8.3.2) is related to the CalogeroSutherland model in mathematical physics; see the discussion in Section 11.6.

The limiting relation also allows us to derive other properties of the generalized Hermite polynomials, for example, the following Mehler-type formula.

Theorem 8.3.7 Let $\left\{P_{\alpha}^{n}\left(W_{\kappa}^{H}\right)\right\},|\alpha|=n$ and $n \in \mathbb{N}_{0}$, denote an orthonormal basis with respect to $W_{\kappa}^{H}$ on $\mathbb{R}^{d}$. Then, for $0<z<1$ and $x, y \in \mathbb{R}^{d}$,

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \sum_{|\alpha|=n} P_{\alpha}^{n}\left(W_{\kappa}^{H} ; x\right) P_{\alpha}^{n}\left(W_{\kappa}^{H} ; y\right) z^{n} \\
& \quad=\frac{1}{\left(1-z^{2}\right)^{\gamma_{\kappa}+d / 2}} \exp \left[-\frac{z^{2}\left(\|x\|^{2}+\|y\|^{2}\right)}{1-z^{2}}\right] V_{\kappa}\left[\exp \left(\frac{2 z\langle x, \cdot\rangle}{1-z^{2}}\right)\right](y)
\end{aligned}
$$

Proof The inner sum over $\alpha$ of the stated formula is the reproducing kernel of $\mathscr{V}_{n}^{d}\left(W_{\kappa}^{H}\right)$, which is independent of the particular basis. Hence, we can work with the basis $P_{\beta, j}^{n}\left(W_{\kappa}^{H}\right)$ in Proposition 8.3.2. Recall that $\lambda=\lambda_{\kappa, \mu}=\gamma+\mu+\frac{d-1}{2}$. Then the explicit formula for the reproducing $\operatorname{kernel} \mathbf{P}_{n}\left(W_{\kappa, \mu}^{B}\right)$ in Theorem 8.1.10 can be written as

$$
\mathbf{P}_{n}\left(W_{\kappa, \mu}^{B} ; x, y\right)=\frac{n+\lambda}{\lambda} c_{\mu} \int_{-1}^{1} C_{n}^{\lambda}(z) V_{\kappa}\left[E_{\mu}(x, y, \cdot, z)\right](y)\left(1-z^{2}\right)^{\lambda-1 / 2} \mathrm{~d} z
$$

where $z=\langle x, \cdot\rangle+t \sqrt{1-\|x\|^{2}} \sqrt{1-\|y\|^{2}}$ and $E_{\mu}$ is defined by

$$
\begin{aligned}
& E_{\mu}(x, y, u, v) \\
& \quad=\left(1-\frac{(v-\langle x, u\rangle)^{2}}{\left(1-\|x\|^{2}\right)\left(1-\|y\|^{2}\right)}\right)^{\mu-1} \frac{1}{\sqrt{1-\|x\|^{2}} \sqrt{1-\|y\|^{2}}\left(1-v^{2}\right)^{\lambda-1 / 2}}
\end{aligned}
$$

if $v$ satisfies $(v-\langle x, u\rangle)^{2} \leq\left(1-\|x\|^{2}\right)\left(1-\|y\|^{2}\right)$ and $E_{\mu}(x, y, u, v)=0$ otherwise. In particular, expanding $V_{\kappa}\left[E_{\mu}(x, y, \cdot, z)\right]$ as a Gegenbauer series in $C_{n}^{\lambda}(z)$, the above formula gives the coefficients of the expansion. Taking into consideration the normalization constants,

$$
\frac{c_{\lambda+1 / 2}}{c_{\mu}} \sum_{n=0}^{\infty} \frac{\Gamma(2 \lambda) \Gamma(n+1)}{\Gamma(n+2 \lambda)} \mathbf{P}_{n}\left(W_{\kappa, \mu}^{B} ; x, y\right) C_{n}^{\lambda}(z)=V_{\kappa}\left[E_{\mu}(x, y,(\cdot), z)\right] .
$$

Replace $x$ and $y$ by $x / \sqrt{\mu}$ and $y / \sqrt{\mu}$, respectively, in the above equation. From the fact that $c_{\lambda+1 / 2} / c_{\mu} \rightarrow 1$ as $\mu \rightarrow \infty$ and that $\mu^{-n} C_{n}^{\mu}(z) \rightarrow 2^{n} z^{n} / n!$, we can use the limit relation in Theorem 8.3.4 to conclude that the left-hand side of the formula displayed above converges to the left-hand side of the stated equation. Moreover, from the definition of $E_{\mu}$ we can write

$$
\begin{aligned}
& E_{\mu}\left(\frac{x}{\sqrt{\mu}}, \frac{y}{\sqrt{\mu}}, \frac{u}{\sqrt{\mu}}, z\right) \\
& \quad=\left(1-z^{2}\right)^{-\gamma-d / 2}\left(1-\frac{\|x\|^{2}}{\mu}\right)^{-\mu+1} \\
& \quad \times\left(1-\frac{\|y\|^{2}}{\mu}\right)^{-\mu+1}\left[1-\frac{\|x\|^{2}+\|y\|^{2}-2 z\langle x, u\rangle}{\mu\left(1-z^{2}\right)}+O\left(\mu^{-2}\right)\right]^{\mu-1}
\end{aligned}
$$

which implies, upon taking limit $\mu \rightarrow \infty$, that

$$
\begin{aligned}
& \lim _{\mu \rightarrow \infty} E_{\mu}\left(\frac{x}{\sqrt{\mu}}, \frac{y}{\sqrt{\mu}}, \frac{u}{\sqrt{\mu}}, z\right) \\
& \quad=\frac{1}{\left(1-z^{2}\right)^{\gamma+d / 2}} \exp \left[-\frac{z^{2}\left(\|x\|^{2}+\|y\|^{2}\right)}{1-z^{2}}\right] \exp \left(\frac{2 z\langle x, u\rangle}{1-z^{2}}\right)
\end{aligned}
$$

Since $V_{\kappa}$ is a bounded linear operator, we can take the limit inside $V_{\kappa}$. Hence, using

$$
V_{\kappa}\left[E_{\mu}\left(\frac{x}{\sqrt{\mu}}, \frac{y}{\sqrt{\mu}}, \cdot, z\right)\right]\left(\frac{y}{\sqrt{\mu}}\right)=V_{\kappa}\left[E_{\mu}\left(\frac{x}{\sqrt{\mu}}, \frac{y}{\sqrt{\mu}}, \frac{(\cdot)}{\sqrt{\mu}}, z\right)\right](y)
$$

it follows that $V_{\kappa}\left[E_{\mu}\right]$ converges to the right-hand side of the stated formula, which concludes the proof.

In particular, if $h_{\kappa}(x)=1$ then $V_{\kappa}=i d$ and the formula reduces to

$$
\sum_{n=0}^{\infty} \sum_{|\alpha|=n} \widetilde{H}_{\alpha}^{\kappa}(x) \widetilde{H}_{\alpha}^{\kappa}(y) z^{n}=\prod_{i=1}^{d} \frac{1}{\left(1-z^{2}\right)^{1 / 2}} \exp \left[\frac{2 x_{i} y_{i} z-z^{2}\left(x_{i}^{2}+y_{i}^{2}\right)}{1-z^{2}}\right]
$$

which is a product of the classical Mehler formula.
In the case of the Cartesian Hermite polynomials $H_{\alpha}^{\kappa}$, we can derive an explicit generating function. Let us define $b_{\alpha}^{\kappa}=b_{\alpha_{1}}^{\kappa_{1}} \cdots b_{\alpha_{d}}^{\kappa_{d}}$, where $b_{n}^{\lambda}$ is the normalization constant of $H_{n}^{\lambda}$, which was defined in Subsection 1.5.1.

Theorem 8.3.8 For all $x \in B^{d}$ and $y \in \mathbb{R}^{d}$,

$$
\begin{aligned}
& \sum_{|\alpha|=n} \frac{H_{\alpha}^{\kappa}(y)}{b_{\alpha}^{K}} x^{\alpha}=\frac{1}{\sqrt{\pi} 2^{n} n!} \int_{-\infty}^{\infty} \int_{[-1,1]]^{d}} H_{n}(z(x, y, t, s)) \\
& \times \prod_{i=1}^{d} c_{\kappa_{i}}\left(1+t_{i}\right)\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t \mathrm{e}^{-s^{2}} \mathrm{~d} s
\end{aligned}
$$

where $z(x, y, t, s)=t_{1} x_{1} y_{1}+\cdots+t_{d} x_{d} y_{d}+s \sqrt{1-\|x\|^{2}}$.
Proof We use the limit relation in Theorem 8.3.5 and the relation

$$
\lim _{\mu \rightarrow \infty} \mu^{-n / 2} \widetilde{C}_{n}^{(\mu, \lambda)}(x)=2^{n}\left[b_{n}^{\lambda}\right]^{-1 / 2} x^{n}
$$

which can be verified by using Definition 1.5 .5 of $C_{n}^{(\lambda, \mu)}(x)$, the series expansion in terms of the ${ }_{2} F_{1}$ formula for the Jacobi polynomial, and the formula for the structure constants. Using the formula for $P_{\alpha}^{n}\left(W_{\kappa, \mu}^{B}\right)$ in Theorem 8.1.11 and the fact that $h_{\alpha, n}^{B} \rightarrow 1$ as $\mu \rightarrow \infty$, we obtain

$$
\lim _{\mu \rightarrow \infty} \mu^{-n / 2} P_{\alpha}^{n}\left(W_{\kappa, \mu}^{B} ; x\right)=2^{n}\left[b_{\alpha}^{\kappa}\right]^{-1 / 2} x^{\alpha}
$$

which implies, together with Theorem 8.3.5, the limit relation

$$
\lim _{\mu \rightarrow \infty} \mu^{-n / 2} \sum_{|\alpha|=n} P_{\alpha}^{n}\left(W_{\kappa, \mu}^{B} ; x\right) P_{\alpha}^{n}\left(W_{\kappa, \mu}^{B} ; y / \sqrt{\mu}\right)=2^{n} \sum_{|\alpha|=n} H_{\alpha}^{\kappa}(y) \frac{x^{\alpha}}{b_{\alpha}^{\kappa}}
$$

The sum on the left-hand side is $\mathbf{P}_{n}\left(W_{\kappa, \mu}^{B}, x, y / \sqrt{\mu}\right)$, which satisfies the explicit formula in Theorem 8.1.16. Now, multiply the right-hand side of the explicit
formula by $\mu^{-n / 2}$, replace $y$ by $y / \sqrt{\mu}$ and then make the change of variables $t \mapsto s / \sqrt{\mu}$; its limit as $\mu \rightarrow \infty$ becomes, using Proposition 1.5.7, the right-hand side of the stated formula.

In the case $\kappa=0$, Theorem 8.3.8 yields the following formula for the classical Hermite polynomials:

$$
\sum_{|\alpha|=n} \frac{H_{\alpha}(y)}{\alpha!} x^{\alpha}=\frac{1}{n!\sqrt{\pi}} \int_{-\infty}^{\infty} H_{n}\left(x_{1} y_{1}+\cdots+x_{d} y_{d}+s \sqrt{1-\|x\|^{2}}\right) \mathrm{e}^{-s^{2}} \mathrm{~d} s
$$

for all $x \in B^{d}$ and $y \in \mathbb{R}^{d}$. Furthermore, it is the extension of the following wellknown formula for the classical Hermite polynomials (Erdélyi et al. [1953, Vol. II, p. 288]):

$$
\sum_{|\alpha|=n} \frac{H_{\alpha}(y)}{\alpha!} x^{\alpha}=\frac{1}{n!} H_{n}\left(x_{1} y_{1}+\cdots+x_{d} y_{d}\right), \quad\|x\|=1
$$

In general, in the case $\|x\|=1$ we have
Corollary 8.3.9 For $\|x\|=1$ and $y \in \mathbb{R}^{d}$,

$$
\begin{aligned}
& \sum_{|\alpha|=n} \frac{H_{\alpha}^{\kappa}(y)}{b_{\alpha}^{K}} x^{\alpha}=\frac{1}{2^{n} n!} \int_{[-1,1]^{d}} H_{n}\left(t_{1} x_{1} y_{1}+\cdots+t_{d} x_{d} y_{d}\right) \\
& \times \prod_{i=1}^{d} c_{\kappa_{i}}\left(1+t_{i}\right)\left(1-t_{i}^{2}\right)^{\kappa_{i}-1} \mathrm{~d} t .
\end{aligned}
$$

### 8.4 Generalized Laguerre Polynomials

Much as for the relation between the orthogonal polynomials on $T^{d}$ and those on $B^{d}$ (see Section 4.4), there is a relation between the orthogonal polynomials on $\mathbb{R}_{+}^{d}$ and those on $\mathbb{R}^{d}$. In fact, since

$$
\int_{\mathbb{R}^{d}} f\left(y_{1}^{2}, \ldots, y_{d}^{2}\right) \mathrm{d} y=\int_{\mathbb{R}_{+}^{d}} f\left(x_{1}, \ldots, x_{d}\right) \frac{\mathrm{d} x}{\sqrt{x_{1} \cdots x_{d}}}
$$

in analogy to Lemma 4.4.1, the analogue of Theorem 4.4.4 holds for $W^{H}(x)=$ $W\left(x_{1}^{2}, \ldots, x_{d}^{2}\right)$ and $W^{L}(y)=W\left(y_{1}, \ldots, y_{d}\right) / \sqrt{y_{1} \cdots y_{d}}$. Let $\mathscr{V}_{2 n}\left(W^{H}, \mathbb{Z}_{2}^{d}\right)$ be the collection of all elements in $\mathscr{V} / 2 n\left(W^{H}\right)$ that are invariant under $\mathbb{Z}_{2}^{d}$.

Theorem 8.4.1 Let $W^{H}$ and $W^{L}$ be defined as above. Then the relation (4.4.1) defines a one-to-one correspondence between an orthonormal basis of $\mathscr{V}_{2 n}\left(W^{H}, \mathbb{Z}_{2}^{d}\right)$ and an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W^{L}\right)$.

Hence, we can study the Laguerre polynomials via the Hermite polynomials that are invariant under $\mathbb{Z}_{2}^{d}$. We are mainly interested in the case where $H$ is a reflection-invariant weight function.

Definition 8.4.2 Let $h_{\kappa}$ be a reflection-invariant weight function and assume that $h_{\kappa}$ is also invariant under $\mathbb{Z}_{2}^{d}$. Define a weight function on $\mathbb{R}_{+}^{d}$ by

$$
W_{\kappa}^{L}(x)=h_{\kappa}^{2}\left(\sqrt{x_{1}}, \ldots, \sqrt{x_{d}}\right) \mathrm{e}^{-|x|} / \sqrt{x_{1} \cdots x_{d}}, \quad x \in \mathbb{R}_{+}^{d} .
$$

The polynomials orthogonal to $W_{\kappa}^{L}$ are called generalized Laguerre polynomials.
An orthonormal basis can be given in terms of $\mathbb{Z}_{2}^{d}$-invariant general Hermite polynomials; see Proposition 8.3.2.

Proposition 8.4.3 For $0 \leq j \leq n$ let $\left\{Y_{v, 2 n-2 j}^{h}\right\}$ denote an orthonormal basis of $\mathscr{H}_{2 n-2 j}^{d}\left(h_{\kappa}^{2}\right)$; then the polynomials

$$
P_{v, j}^{n}\left(W_{\kappa}^{L} ; x\right)=\left[c_{j, n}^{L}\right]^{-1} \widetilde{H}_{2 j}^{2 n-2 j+\lambda_{\kappa}}(\sqrt{|x|}) Y_{v, 2 n-2 j}^{h}\left(\sqrt{x_{1}}, \ldots, \sqrt{x_{d}}\right),
$$

where $c_{j, n}^{L}=c_{j, n}^{H}$ from Proposition 8.3.2, form an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W_{\kappa}^{L}\right)$.
Just as in the case of the orthogonal polynomials on the simplex, in the indecomposable case the requirement that $h_{\kappa}$ is also invariant under $\mathbb{Z}_{2}^{d}$ limits us to essentially two possibilities:

The abelian group $\mathbb{Z}_{2}^{d}$ The weight function is

$$
\begin{equation*}
W_{\kappa}^{L}\left(x ; \mathbb{Z}_{2}^{d}\right)=x_{1}^{\kappa_{1}} \cdots x_{d}^{\kappa_{d}} \mathrm{e}^{-|x|} . \tag{8.4.1}
\end{equation*}
$$

The orthogonal polynomials associated with $W_{\kappa}^{L}$ are the classical orthogonal polynomials from Subsection 5.1.4.

The hyperoctahedral group The weight function is

$$
\begin{equation*}
W_{\kappa}^{L}(x)=\left.\prod_{i=1}^{d} x_{i}^{\kappa^{\prime}} \prod_{1 \leq i<j \leq d}\left|x_{i}-x_{j}\right|\right|^{\kappa} \mathrm{e}^{-|x|} . \tag{8.4.2}
\end{equation*}
$$

Note that the parameters $\kappa$ in the two weight functions above are chosen so that the notation is in line with the usual multiple Laguerre polynomials. They are related to $W_{\kappa+1 / 2}^{H}(x)=\prod_{i=1}^{d}\left|x_{i}\right|^{2 \kappa_{i}+1} \mathrm{e}^{-\|x\|^{2}}$ and to $W_{\kappa+1 / 2}^{H}(x)$ in (8.3.4), respectively, where we define $\kappa+\frac{1}{2}=\left(\kappa_{1}+\frac{1}{2}, \ldots, \kappa_{d}+\frac{1}{2}\right)$.

Another approach to the generalized Laguerre polynomials is to treat them as the limit of the orthogonal polynomials on the simplex. Indeed, from the explicit formulae for orthonormal bases in Proposition 8.2.6, the limit relation (8.3.1) leads to the following.

Theorem 8.4.4 For the polynomials $P_{v, j}^{n}\left(W_{\kappa, \mu}^{T}\right)$ defined in Proposition 8.2.5 and the polynomials $P_{v, j}^{n}\left(W_{\kappa}^{L}\right)$ defined in Proposition 8.4.3,

$$
\lim _{\mu \rightarrow \infty} P_{v, j}^{n}\left(W_{\kappa+1 / 2, \mu}^{T} ; x / \mu\right)=P_{v, j}^{n}\left(W_{\kappa}^{L} ; x\right) .
$$

In the case where $h_{\kappa}$ is invariant under $\mathbb{Z}_{2}^{d}$, the multiple Laguerre polynomials are also the limit of the classical orthogonal polynomials on $T^{d}$. The verification of the following limit is left to the reader.

Theorem 8.4.5 For the classical orthogonal polynomials $P_{\alpha}^{n}\left(W_{\kappa+1 / 2}^{T}\right)$ defined in Proposition 5.3.1 with $\mu=\kappa_{d+1}$,

$$
\lim _{\mu \rightarrow \infty} P_{\alpha}\left(W_{\kappa+1 / 2, \mu}^{T} ; x / \mu\right)=\widetilde{L}_{\alpha_{1}}^{\kappa_{1}}\left(x_{1}\right) \cdots \widetilde{L}_{\alpha_{d}}^{\kappa_{d}}\left(x_{d}\right)
$$

From the relation in Theorem 8.4.1, we can derive the differential-difference equations satisfied by the generalized Laguerre polynomials from those satisfied by the generalized Hermite polynomials, in the same way that the equation satisfied by the orthogonal polynomials on $T^{d}$ is derived. We can also derive these equations from the limit relation in Theorem 8.4.4 in a similar way to the equation satisfied by the generalized Hermite polynomials. Using either method, we have a proof of the fact that the multiple Laguerre polynomials satisfy the partial differential equation (5.1.9). Moreover, we have

Theorem 8.4.6 The orthogonal polynomials of $\mathscr{V}_{n}^{d}\left(W_{\kappa}^{L}\right)$ associated with the hyperoctahedral group satisfy the differential-difference equation

$$
\begin{aligned}
& {\left[\sum_{i=1}^{d}\left(x_{i} \frac{\partial^{2}}{\partial x_{i}^{2}}+\left(\kappa^{\prime}+1-x_{i}\right) \frac{\partial}{\partial x_{i}}\right)\right.} \\
& \left.\quad+\kappa \sum_{1 \leq i<j \leq d} \frac{1}{x_{i}-x_{j}}\left(2\left(x_{i} \frac{\partial}{\partial x_{i}}-x_{j} \frac{\partial}{\partial x_{j}}\right)-\frac{x_{i}+x_{j}}{x_{i}-x_{j}}[1-(i j)]\right)\right] P=-n P .
\end{aligned}
$$

As in the Hermite case, this equation is an example of the Calogero-Sutherland model in physics; see the discussion in Section 11.6.

There is another way of obtaining an orthonormal basis for the generalized Laguerre polynomials, using orthogonal polynomials on the simplex. In fact, as in Lemma 8.2.4, the following formula holds:

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{d}} f(x) \mathrm{d} x=\int_{0}^{\infty} s^{d-1} \int_{|u|=1} f(s u) \mathrm{d} u \mathrm{~d} s \tag{8.4.3}
\end{equation*}
$$

for an integrable function $f$ on $\mathbb{R}_{+}^{d}$. Denote by $\left\{R_{\beta}^{m}\right\}_{|\beta|=m}$ a sequence of orthonormal homogeneous polynomials of degree $m$ in the homogeneous coordinates from Proposition 4.4.8 associated with the weight function $W(u)=$ $h^{2}\left(\sqrt{u_{1}}, \ldots, \sqrt{u_{d}}\right) / \sqrt{u_{1} \cdots u_{d}}$ on the simplex.

Proposition 8.4.7 Let the $R_{\beta}^{m}$ be defined as above. Then an orthonormal basis of $\mathscr{V}_{n}^{d}\left(W_{\kappa}^{L}\right)$ consists of

$$
P_{\beta, m}^{n}(x)=b_{m, n} L_{n-m}^{2 m+\lambda_{\kappa}}(s) R_{\beta}^{m}(x), \quad 0 \leq m \leq n, \quad|\beta|=m
$$

where $x=s u,|u|=1$ and $\left[b_{m, n}\right]^{2}=\Gamma\left(\lambda_{\kappa}+2 m+\frac{1}{2}\right) / \Gamma\left(\lambda_{\kappa}+\frac{1}{2}\right)$.

The verification of this basis is left to the reader.
From the limit relation in Theorem 8.4.4, we can also derive a Mehler-type formula for the Laguerre polynomials.

Theorem 8.4.8 Let $\left\{P_{\alpha}^{n}\left(W_{K}^{L}\right):|\alpha|=n, n \in \mathbb{N}_{0}\right\}$, denote an orthonormal basis with respect to $W_{\kappa}^{L}$ on $\mathbb{R}^{d}$. Then, for $0<z<1$ and $x, y \in \mathbb{R}_{+}^{d}$,

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \sum_{|\alpha|=n} P_{\alpha}^{n}\left(W_{\kappa}^{L} ; x\right) P_{\alpha}^{n}\left(W_{\kappa}^{L} ; y\right) z^{n} \\
& \quad=\frac{1}{(1-z)^{\gamma_{\kappa}+d / 2}} \exp \left[-\frac{z(|x|+|y|)}{1-z}\right] V_{\kappa}\left[\exp \left(\frac{2 \sqrt{z}\left\langle\{x\}^{1 / 2}, \cdot\right\rangle}{1-z}\right)\right]\left(\{y\}^{1 / 2}\right)
\end{aligned}
$$

Proof The proof follows the same lines as that of Theorem 8.3.7, using the explicit formula for the reproducing kernel of $\mathscr{V}_{n}^{d}\left(W_{\kappa, \mu}^{T}\right)$ in Theorem 8.2.7. We will merely point out the differences. Let $K_{\mu}$ be defined from the formula for the reproducing kernel in Theorem 8.2.7, in a similar way to the kernel $V_{\kappa}\left[E_{\mu}(x, y, \cdot, z)\right](y)$ in the proof of Theorem 8.3.7. Since we have $C_{2 n}^{\lambda}$ in the formula of Theorem 8.2.7, we need to write

$$
\widetilde{K}_{\mu}(x, y, u, z)=\frac{1}{2}\left[K_{\mu}(x, y, u, z)+K_{\mu}(x, y, u,-z)\right]
$$

in terms of the Gegenbauer series. Since $\widetilde{K}_{\mu}$ is even in $z$, the coefficients of $C_{2 n+1}^{(\lambda)}$ in the expansion vanish. In this way $\widetilde{K}_{\mu}$ can be written as an infinite sum in $z^{2 n}$ with coefficients given by $\mathbf{P}_{n}\left(W_{\kappa, \mu}^{T} ; x, y\right)$. The rest of the proof follows the proof of Theorem 8.3.7. We leave the details to the reader.

In the case of the classical multiple Laguerre polynomials, the Mehler formula can be written out explicitly, using the explicit formula for the intertwining operator in Theorem 7.5.4. Moreover, in terms of the modified Bessel function $I_{\tau}$ of order $\tau$,

$$
I_{\tau}(x)=\frac{1}{\sqrt{\pi} \Gamma\left(\tau+\frac{1}{2}\right)}\left(\frac{x}{2}\right)^{\tau} \int_{-1}^{1} \mathrm{e}^{-x t}\left(1-t^{2}\right)^{\tau-1 / 2} \mathrm{~d} t .
$$

This can be written as $I_{\tau}(x)=\mathrm{e}^{-\tau \pi \mathrm{i} / 2} J_{\tau}\left(x \mathrm{e}^{\pi \mathrm{i} / 2}\right)$, where $J_{\tau}$ is the standard Bessel function of order $\tau$. The formula then becomes

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \sum_{|\alpha|=n} \widetilde{L}_{\alpha}^{\kappa}(x) \widetilde{L}_{\alpha}^{\kappa}(x) z^{n} \\
& \quad=\prod_{i=1}^{d} \frac{\Gamma\left(\kappa_{i}+1\right)}{1-z} \exp \left[-\frac{z\left(x_{i}+y_{i}\right)}{1-z}\right]\left(x_{i} y_{i} z\right)^{-\kappa_{i} / 2} I_{\kappa_{i}}\left(\frac{2 \sqrt{z x_{i} y_{i}}}{1-z}\right),
\end{aligned}
$$

which is the product over $i$ of the classical Mehler formula for the Laguerre polynomials of one variable (see, for example, Erdélyi et al. [1953, Vol. II, p. 189]).

### 8.5 Notes

The partial differential equations satisfied by the classical orthogonal polynomials were derived using the explicit formula for the biorthonormal basis in Sections 5.2 and 5.3; see Chapter XII of Erdélyi et al. [1953]. The derivation of the differential-difference equation satisfied by the generalized classical orthogonal polynomials was given in Xu [2001b].

The $U_{\alpha}^{\mu}$ basis defined by the Rodrigues-type formula is not mutually orthogonal. There is a biorthogonal basis defined by the projection operator $\operatorname{proj}_{n}\left(W_{\kappa, \mu}^{B}\right)$ onto $\mathscr{V}_{n}\left(W_{\kappa, \mu}^{B}\right)$ : for $\alpha \in \mathbb{N}_{0}^{d}$, define

$$
R_{\alpha}(x):=\operatorname{proj}_{n}\left(W_{\kappa, \mu}^{B} ; V_{\kappa}\{\cdot\}^{\alpha}, x\right),
$$

where $V_{\kappa}$ is the intertwining operator associated with $h_{\kappa}$. Then $\left\{U_{\alpha}^{\mu}:|\alpha|=n\right\}$ and $\left\{R_{\beta}:|\beta|=n\right\}$ are biorthogonal with respect to $W_{\kappa, \mu}^{B}$ on $B^{d}$. These bases were defined and studied in Xu [2005d], which contains further properties of $U_{a}^{\mu}$. The monic orthogonal polynomials in the case of $\mathbb{Z}_{2}^{d}$ were studied in Xu [2005c].

The explicit formulae for the reproducing kernel in Theorems 8.1.10 and 8.2.8 were useful for a number of problems. The special case of the formula in Theorem 5.2.8 was first derived by summing up the product of orthogonal polynomials in Proposition 5.2.1, and making use of the product formula of Gegenbauer polynomials, in Xu [1999a]; it appeared first in Xu [1996a]. The connection to $h$-harmonics was essential in the derivation of Theorem 8.2.8 in Xu [1998d]. They have been used for studying the summability of orthogonal expansions, see the discussion in the next chapter, and also in constructing cubature formulae in Xu [2000c].

The orthonormal basis in Proposition 8.1.21 was first discovered in Logan and Shepp [1975] in connection with the Radon transform. The derivation from the Funk-Hecke formula and further discussions were given in Xu [2000b]. This basis was used in Bojanov and Petrova [1998] in connection with a numerical integration scheme. More recently, it was used in Xu [2006a] to derive a reconstruction algorithm for computerized tomography. In this connection, orthogonal polynomials on a cylinder were studied in Wade [2010].

The relation between $h$-harmonics and orthogonal polynomials on the simplex was used in Dunkl [1984b] in the case $d=2$ with a product weight function. The general classical orthogonal polynomials were studied in Xu [2001b, 2005a].

In the case of symmetric groups, the differential-difference equation for the generalized Hermite polynomials is essentially the Schrödinger equation for a type of Calogero-Sutherland model. See the discussion in Section 11.6. The equation for the general reflection group was derived in Rösler [1998] using a different method. The derivation as the limit of the $h$-Laplacian is in Xu [2001b].

Hermite introduced biorthonormal polynomials for the classical Hermite weight function, which were subsequently studied by many authors; see Appell
and de Fériet [1926] and Erdélyi et al. [1953, Vol. II, Chapter XII]. Making use of the intertwining operator $V$, such a basis can be defined for the generalized Hermite polynomials associated with a reflection group, from which follows another proof of the Mehler-type formula for the generalized Hermite polynomials; see Rösler [1998]. Our proof follows Xu [2001b]. In the case where $h_{\kappa}$ is associated with the symmetric groups, the Mehler-type formula was proved in Baker and Forrester [1997a]. For the classical Mehler formula, see Erdélyi et al. [1953, Vol. II, p. 194], for example.

## 9

## Summability of Orthogonal Expansions

The basics of Fourier orthogonal expansion were discussed in Section 3.6. In the present chapter various convergence results for orthogonal expansions are discussed. We start with a result on a fairly general system of orthogonal polynomials, then consider the convergence of partial-sum operators and Cesàro means and move on to the summability of the orthogonal expansions for $h$-harmonics and the generalized classical orthogonal polynomials.

### 9.1 General Results on Orthogonal Expansions

We start with a general result about the convergence of the partial sum of an orthogonal expansion, under a condition on the behavior of the Christoffel function defined in (3.6.8). In the second subsection we discuss the basics of Cesàro means.

### 9.1.1 Uniform convergence of partial sums

Recall that $\mathscr{M}$ was defined in Subsection 3.2 .3 as the set of nonnegative Borel measures on $\mathbb{R}^{d}$ with moments of all orders. Let $\mu \in \mathscr{M}$ satisfy the condition (3.2.17) in Theorem 3.2.17 and let it have support set $\Omega \in \mathbb{R}^{d}$. For $f \in$ $L^{2}(\mathrm{~d} \mu)$, let $E_{n}(\mathrm{~d} \mu ; f)_{2}$ be the error of the best $L^{2}(\mathrm{~d} \mu)$ approximation from $\Pi_{n}^{d}$; that is,

$$
E_{n}(\mathrm{~d} \mu ; f)_{2}=\inf _{P \in \Pi_{n}^{d}} \int_{\Omega}|f(x)-P(x)|^{2} \mathrm{~d} \mu(x) .
$$

Note that $E_{n}(\mathrm{~d} \mu, f)_{2} \rightarrow 0$ as $n \rightarrow \infty$ according to Theorem 3.2.18. Let $S_{n}(\mathrm{~d} \mu ; f)$ denote the partial sum of the Fourier orthogonal expansion with respect to the measure $\mathrm{d} \mu$, as defined in (3.6.3), and let $\Lambda_{n}(\mathrm{~d} \mu ; x)$ denote the Christoffel function as defined in (3.6.8).

Lemma 9.1.1 Let $\mu \in \mathscr{M}$ satisfy (3.2.17). If, for $x \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\sum_{m=0}^{\infty} \frac{E_{2^{m}}(\mathrm{~d} \mu ; f)_{2}}{\sqrt{\Lambda_{2^{m}+1}(\mathrm{~d} \mu, x)}}<\infty \tag{9.1.1}
\end{equation*}
$$

then $S_{n}(\mathrm{~d} \mu ; f)$ converges at the point $x$. If (9.1.1) holds uniformly on a set $E$ in $\Omega$ then $S_{n}(\mathrm{~d} \mu)$ converges uniformly on $E$.

Proof Since $S_{n}(\mathrm{~d} \mu ; f)$ is the best $L^{2}(\mathrm{~d} \mu)$ approximation of $f \in L^{2}(\mathrm{~d} \mu)$ from $\Pi_{n}^{d}$, using (3.6.3) and the Parseval identity in Theorem 3.6.8 as well as the orthogonality,

$$
\begin{aligned}
E_{n}(\mathrm{~d} \mu ; f)_{2}^{2} & =\int_{\mathbb{R}^{d}}\left[f-S_{n}(\mathrm{~d} \mu ; f)\right]^{2} \mathrm{~d} \mu \\
& =\int_{\mathbb{R}^{d}}\left(\sum_{k=n+1}^{\infty} \mathbf{a}_{k}^{\mathrm{T}}(f) \mathbb{P}_{k}(x)\right)^{2} \mathrm{~d} \mu=\sum_{k=n+1}^{\infty}\left\|\mathbf{a}_{k}(f)\right\|_{2}^{2} .
\end{aligned}
$$

Therefore, using the Cauchy-Schwarz inequality, we obtain

$$
\begin{aligned}
\left(\sum_{k=2^{m}+1}^{2^{m+1}}\left|\mathbf{a}_{k}^{\mathrm{T}}(f) \mathbb{P}_{k}(x)\right|\right)^{2} & \leq \sum_{k=2^{m}+1}^{2^{m+1}}\left\|\mathbf{a}_{k}^{\mathrm{T}}(f)\right\|_{2}^{2} \sum_{k=2^{m}+1}^{2^{m+1}}\left\|\mathbb{P}_{k}(x)\right\|_{2}^{2} \\
& \leq \sum_{k=2^{m}+1}^{\infty}\left\|\mathbf{a}_{k}^{\mathrm{T}}(f)\right\|_{2}^{2} \sum_{k=0}^{2^{m+1}}\left\|\mathbb{P}_{k}(x)\right\|_{2}^{2} \\
& =\left[E_{2^{m}}(\mathrm{~d} \mu ; f)_{2}\right]^{2}\left[\Lambda_{2^{m+1}}(\mathrm{~d} \mu ; x)\right]^{-1}
\end{aligned}
$$

Taking the square root and summing over $m$ proves the stated result.
Proposition 9.1.2 Let $\mu \in \mathscr{M}$ satisfy (3.2.17). If

$$
\begin{equation*}
\left[n^{d} \Lambda_{n}(\mathrm{~d} \mu ; x)\right]^{-1} \leq M^{2} \tag{9.1.2}
\end{equation*}
$$

holds uniformly on a set $E$ with some constant $M>0$ then $S_{n}(\mathrm{~d} \mu ; f)$ is uniformly and absolutely convergent on $E$ for every $f \in L^{2}(\mathrm{~d} \mu)$ such that

$$
\begin{equation*}
\sum_{k=1}^{\infty} E_{k}(\mathrm{~d} \mu ; f)_{2} k^{(d-2) / 2}<\infty . \tag{9.1.3}
\end{equation*}
$$

Proof Since $E_{n}(\mathrm{~d} \mu ; f)_{2}$ is nonincreasing,

$$
\begin{aligned}
\frac{E_{2^{m}}(\mathrm{~d} \mu ; f)_{2}}{\sqrt{\Lambda_{2^{m}}+1}(\mathrm{~d} \mu, x)} & \leq M 2^{(m+1) d / 2} \frac{1}{2^{m-1}} \sum_{k=2^{m-1}+1}^{2^{m}} E_{k}(\mathrm{~d} \mu ; f)_{2} \\
& =M 2^{d / 2+1} 2^{m(d-2) / 2} \sum_{k=2^{m-1}+1}^{2^{m}} E_{k}(\mathrm{~d} \mu ; f)_{2} \\
& \leq c \sum_{k=2^{m-1}+1}^{2^{m}} E_{k}(\mathrm{~d} \mu ; f)_{2} k^{(d-2) / 2}
\end{aligned}
$$

Summing over $m$, the stated result follows from Lemma 9.1.1.

Corollary 9.1.3 Let $\mu \in \mathscr{M}$ and suppose that $\mu$ has a compact support set $\Omega$ in $\mathbb{R}^{d}$. Suppose that (9.1.2) holds uniformly on a subset $E \subset \Omega$. If $f \in C^{[d / 2]}(\Omega)$ and each of its $\left[\frac{d}{2}\right]$ th derivatives satisfies

$$
\left|D^{[d / 2]} f(x)-D^{[d / 2]} f(y)\right| \leq c\|x-y\|_{2}^{\beta}
$$

where, for odd $d, \beta>\frac{1}{2}$ and, for even $d, \beta>0$ then $S_{n}(\mathrm{~d} \mu ; f)$ converges uniformly and absolutely to $f$ on $E$.

Proof For $f$ satisfying the above assumptions, a standard result in approximation theory (see, for example, Lorentz [1986, p. 90]) shows that there exists $P \in \Pi_{n}^{d}$ such that

$$
E_{n}(\mathrm{~d} \mu, f)_{2} \leq\|f-P\|_{\infty} \leq c n^{-([d / 2]+\beta)}
$$

Using this estimate, our assumption on $\beta$ implies that (9.1.3) holds.
Since there are $\binom{n+d}{d}=O\left(n^{d}\right)$ terms in the sum of $\left[\Lambda_{n}(\mathrm{~d} \mu ; x)\right]^{-1}=\mathbf{K}_{n}(x, x)$, the condition (9.1.2) appears to be a reasonable assumption. We will show that this condition often holds. In the following, if $\mathrm{d} \mu$ is given by a weight function $\mathrm{d} \mu(x)=W(x) \mathrm{d} x$ then we write $\Lambda_{n}(W ; x)$. The notation $A \sim B$ means that there are two constants $c_{1}$ and $c_{2}$ such that $c_{1} \leq A / B \leq c_{2}$.

Proposition 9.1.4 Let $W, W_{0}$ and $W_{1}$ be weight functions defined on $\mathbb{R}^{d}$. If $c_{1} W_{0}(x) \leq W(x) \leq c_{2} W_{1}(x)$ for some positive constant $c_{2}>c_{1}>0$ then $c_{1} \Lambda_{n}\left(W_{0} ; x\right) \leq \Lambda_{n}(W ; x) \leq c_{2} \Lambda_{n}\left(W_{1} ; x\right)$.

Proof By Theorem 3.6.6, $\Lambda_{n}$ satisfies the property

$$
\Lambda_{n}(W ; x)=\min _{P(x)=1, P \in \prod_{n}^{d}} \int_{\mathbb{R}^{d}}|P(y)|^{2} W(y) \mathrm{d} y ;
$$

the stated inequality follows as an easy consequence.

We will establish (9.1.2) for the classical-type weight functions. The proposition allows us an extension to more general classes of weight functions.

Proposition 9.1.5 Let $W(x)=\prod_{i=1}^{d} w_{i}\left(x_{i}\right)$, where $w_{i}$ are weight functions defined on $[-1,1]$. Then $\Lambda_{n}(W ; x) \sim n^{-d}$ for all $x$ in the interior of $[-1,1]^{d}$.

Proof Let $p_{m}\left(w_{i}\right)$ denote orthonormal polynomials with respect to $w_{i}$. The orthonormal polynomials with respect to $W$ are $P_{\alpha}^{n}(x)=p_{\alpha_{1}}\left(w_{1} ; x_{1}\right) \cdots p_{\alpha_{d}}\left(w_{d} ; x_{d}\right)$. Let $\lambda_{n}\left(w_{i} ; t\right)$ be the Christoffel function associated with the weight function $w_{i}$ on $[-1,1]$. It is known that $\lambda_{n}\left(w_{i} ; t\right) \sim n^{-1}$ for $t \in(-1,1)$; see for example Nevai [1986]. Hence, on the one hand,

$$
\begin{aligned}
\Lambda_{n}(W ; x) & =\left(\sum_{m=0}^{n} \sum_{|\alpha|=m}\left[P_{\alpha}^{n}(x)\right]^{2}\right)^{-1} \\
& \geq\left(\sum_{k_{1}=0}^{n} \cdots \sum_{k_{d}=0}^{n} p_{k_{1}}^{2}\left(w_{1} ; x_{1}\right) \cdots p_{k_{d}}^{2}\left(w_{d} ; x_{d}\right)\right)^{-1} \\
& =\prod_{i=1}^{d} \lambda_{n}\left(w_{i} ; x_{i}\right) \sim n^{-d} .
\end{aligned}
$$

On the other hand, since $\{\alpha:|\alpha| \leq n\}$ contains $\left\{\alpha: 0 \leq \alpha_{i} \leq[n / d]\right\}$, the inequality can be reversed to conclude that $\Lambda_{n}(W ; x) \leq \prod_{i=1}^{d} \lambda_{[n / d]}$ $\left(w_{i} ; x_{i}\right) \sim n^{-d}$.

Proposition 9.1.6 For the weight function $W=W_{\kappa, \mu}^{B}$ in (8.1.5) on $B^{d}$ or the weight function $W=W_{\kappa, \mu}^{T}$ in (8.2.1) on $T^{d},\left[n^{d} \Lambda_{n}(W ; x)\right]^{-1} \leq c$ for all $x$ in the interior of $B^{d}$ or $T^{d}$, respectively.

Proof We prove only the case of $T^{d}$; the case of $B^{d}$ is similar. In the formula for the reproducing kernel in Theorem 8.2.8, let $\kappa_{i} \rightarrow 0$ and $\mu \rightarrow 0$ and use the formula (1.5.1) repeatedly to obtain

$$
P_{n}\left(W_{0,0}^{T} ; x, x\right)=\frac{2 n+\frac{d-1}{2}}{2^{d}(d-1)} \sum_{\varepsilon \in \mathbb{Z}_{2}^{d+1}} C_{2 n}^{(d-1) / 2}\left(x_{1} \varepsilon_{1}+\cdots+\varepsilon_{d+1} x_{d+1}\right)
$$

where $x_{d+1}=1-x_{1}-\cdots-x_{d}$. Hence, using the value of $C_{n}^{(d-1) / 2}(1)=$ $(d-1)_{n} / n!\sim n^{d-2}$ and the fact that $C_{n}^{(d-1) / 2}(x) \sim n^{(d-3) / 2}$ (see, for example, Szegő [1975, p. 196]), we have $P_{n}\left(W_{0,0}^{T} ; x, x\right) \sim n^{d-1}$. Consequently, we obtain $\Lambda_{n}\left(W_{0,0}^{T} ; x\right) \sim n^{-d}$ since $\Lambda_{n}\left(W_{0,0}^{T} ; x\right)=\left[K_{n}\left(W_{0,0}^{T} ; x, x\right)\right]^{-1}$. Now, if all the parameters $\kappa_{i}$ and $\mu$ are even integers then the polynomial $q$ defined by $q^{2}(x)=$ $W_{\kappa, \mu}^{T}(x) / W_{0,0}^{T}(x)$ is a polynomial of degree $m=\frac{1}{2}(|\kappa|+\mu)$. Using the property of $\Lambda_{n}$ in Theorem 3.6.6, we obtain

$$
\begin{aligned}
\Lambda_{n}\left(W_{\kappa, \mu}^{T} ; x\right) & =\min _{P(x)=1, P \in \Pi_{n}^{d}} \int_{T^{d}}[P(y)]^{2} W_{\kappa, \mu}^{T}(y) \mathrm{d} y \\
& =q^{2}(x) \min _{P(x)=1, P \in \Pi_{n}^{d}} \int_{T^{d}}|P(y) q(y) / q(x)|^{2} W_{0}(y) \mathrm{d} y \\
& \geq q^{2}(x) \Lambda_{n+m}\left(W_{0,0} ; x\right)
\end{aligned}
$$

This shows that $n^{-d} \Lambda_{n}\left(W_{\kappa, \mu}^{T} ; x\right)=O(1)$ holds for every $x$ in the interior of $T^{d}$ when all parameters are even integers. For the general parameters, Proposition 9.1.4 can be used to finish the proof.

In fact the estimate $\Lambda_{n}(W ; x) \sim n^{-d}$ holds for $W_{\kappa, \mu}^{B}$ and $W_{\kappa, \mu}^{T}$. Furthermore, the asymptotics of $\Lambda_{n}(W ; x)$ are known in some cases; see the notes at the end of the chapter.

### 9.1.2 Cesàro means of the orthogonal expansion

As in classical Fourier analysis, the convergence of the partial-sum operator for the Fourier orthogonal expansion requires that the function is smooth. For functions that are merely continuous, it is necessary to consider summability methods. A common method is the Cesàro $(C, \delta)$-mean.

Definition 9.1.7 Let $\left\{c_{n}\right\}_{n=0}^{\infty}$ be a given sequence. For $\delta>0$, the Cesàro $(C, \delta)$ means are defined by

$$
s_{n}^{\delta}=\sum_{k=0}^{n} \frac{(-n)_{k}}{(-n-\delta)_{k}} c_{k}
$$

The sequence $\left\{c_{n}\right\}$ is $(C, \delta)$-summable, by Cesàro's method of order $\delta$, to $s$ if $s_{n}^{\delta}$ converges to $s$ as $n \rightarrow \infty$.

It is a well-known fact that if $s_{n}$ converges to $s$ then $s_{n}^{\delta}$ converges to $s$. The reverse, however, is not true. For a sequence that does not converge, $s_{n}^{\delta}$ may still converge for some $\delta$. We note the following properties of $s_{n}^{\delta}$ (see, for example, Chapter III of Zygmund [1959]).

1. If $s_{n}$ is the $n$th partial sum of the series $\sum_{k=0}^{\infty} c_{k}$ then

$$
s_{n}^{\delta}=\frac{\delta}{\delta+n} \sum_{k=0}^{n} \frac{(-n)_{k}}{(1-\delta-n)_{k}} s_{k}
$$

2. If $s_{k}=1$ for all $k$ then $s_{n}^{\delta}=1$ for all $n$.
3. If $s_{n}^{\delta}$ converges to $s$ then $s_{n}^{\sigma}$ converges to $s$ for all $\sigma>\delta$.

For a weight function $W$ and a function $f$, denote the $n$th partial sum of the Fourier orthogonal expansion of $f$ by $S_{n}(W ; f)$, which is defined as in (3.6.3). Its Cesàro $(C, \delta)$-means are denoted by $S_{n}^{\delta}(W ; f)$ and are defined as the $(C, \delta)$ means of the orthogonal expansion $\sum_{n=0}^{\infty} \mathbf{a}_{n}^{\mathrm{T}}(f) \mathbb{P}_{n}$. Since $S_{n}(W ; 1)=1$, property (2) shows that $S_{n}^{\delta}(W ; 1)=1$.

One important property of the partial-sum operator $S_{n}(W ; f)$ is that it is a projection operator onto $\Pi_{n}^{d}$; that is, $S_{n}(W ; p)=p$ for any polynomial $p$ of degree $n$. This property does not hold for the Cesàro means. However, even if $S_{n}(W ; f)$ does not converge, the operator $\sigma_{n}(W ; f)=2 S_{2 n-1}(W ; f)-S_{n-1}(W ; f)$ may converge and, moreover, $\sigma_{n}(p)=p$ holds for all $p \in \Pi_{n-1}^{d}$. In classical Fourier analysis, the $\sigma_{n}(f)$ are called the de la Vallée-Poussin means. The following definition gives an analogue that uses Cesàro means of higher order.

Definition 9.1.8 For an integer $m \geq 1$, define

$$
\sigma_{n}^{m}(W ; f)=\frac{1}{n^{m}} \sum_{j=0}^{m}\left(2^{j} n\right)_{m} \prod_{i=0, i \neq j}^{m} \frac{1}{2^{j}-2^{i}} S_{2^{j} n-1}^{m}(W ; f) .
$$

Note that when $m=1, \sigma_{n}^{m}$ is precisely the de la Vallée-Poussin mean $\sigma_{n}$. The main properties of the means $\sigma_{n}^{m}$ are as follows.

Theorem 9.1.9 The means $\sigma_{n}^{m}(W ; f)$ satisfy the following properties: $\sigma_{n}^{m}(W ; p)=p$ for all $p \in \Pi_{n-1}^{d}$ and the $\sigma_{n}^{m}(W ; \cdot)$ are uniformly bounded in $n$ whenever the $S_{n}^{m}(W ; \cdot)$ are uniformly bounded.

Proof The proof will show how the formula for $\sigma_{n}^{m}(W ; f)$ is determined. Consider

We will choose $a_{j}$ so that the terms involving $S_{k}(W ; f)$ become 0 for $0 \leq k \leq n-1$ and

$$
\sigma_{n}^{m}(W ; f)=\sum_{j=1}^{m} a_{j}^{*} \sum_{k=n}^{2^{j} n-1}\binom{2^{j} n-k+m-2}{2^{j} n-1-k} S_{k}(W ; f),
$$

where $a_{j}^{*}=a_{j} /\binom{2^{j} n+m-1}{m}$; this will show that $\sigma_{n}^{m}(W ; p)=p$ for all $p \in \Pi_{n-1}^{d}$. That is, together with $\sigma_{n}^{m}(W ; 1)=1$, we choose $a_{j}$ such that

$$
\sum_{j=0}^{m} a_{j}^{*}\binom{2^{j} n-k+m-2}{2^{j} n-1-k}=0, \quad k=0,1, \ldots, n-1 \quad \text { and } \quad \sum_{j=0}^{m} a_{j}=1
$$

Since $m$ is an integer, it follows that

$$
\binom{2^{j} n-k+m-2}{2^{j} n-1-k}=\frac{\left(2^{j} n-k+m-2\right) \cdots\left(2^{j} n-k\right)}{(m-1)!}=\sum_{s=0}^{m-1} p_{s}\left(2^{j} n\right) k^{s},
$$

where the $p_{s}(t)$ are polynomials of degree $m-1-s$. The leading term of $p_{s}(t)$ is a constant multiple of $t^{m-1-s}$. Similarly,

$$
\binom{2^{j} n+m-1}{m}=\frac{\left(2^{j} n\right)^{m}}{m!}+\text { lower-degree terms }
$$

Hence, it suffices to choose $a_{j}^{*}$ such that

$$
\sum_{j=0}^{m} a_{j}^{*} 2^{j s}=0, \quad s=0,1, \ldots, m-1 \quad \text { and } \quad \sum_{j=0}^{m} 2^{j m} a_{j}^{*}=\frac{m!}{n^{m}} .
$$

To find such $a_{j}^{*}$, consider the Lagrange interpolation polynomial $L_{m}$ of degree $m$ defined by

$$
L_{m}(f ; t)=\sum_{j=0}^{m-1} f\left(2^{j}\right) \ell_{j}(t) \quad \text { with } \quad \ell_{j}(t)=\prod_{i=0, i \neq j}^{m-1} \frac{t-2^{i}}{2^{j}-2^{i}},
$$

which satisfies $L_{m}\left(f ; 2^{j}\right)=f\left(2^{j}\right)$ for $j=0,1, \ldots, m-1$, and

$$
f(t)-L_{m}(f ; t)=\frac{f^{(m)}(\xi)}{m!} \prod_{i=0}^{m-1}\left(t-2^{i}\right), \quad \xi \in\left(1,2^{n-1}\right)
$$

By the uniqueness of the interpolating polynomial, $L_{m}(f)=f$ whenever $f$ is a polynomial of degree at most $m-1$. Set $f(t)=t^{s}$ with $s=m, m-1, \ldots, 0$ in the above formulae and let $t=2^{m}$; then

$$
2^{m^{2}}-\sum_{j=0}^{m-1} 2^{j m} \ell_{j}\left(2^{m}\right)=\prod_{i=0}^{m-1}\left(2^{m}-2^{i}\right) \quad \text { and } \quad 2^{s m}-\sum_{j=0}^{m-1} 2^{s j} \ell_{j}\left(2^{m}\right)=0
$$

Hence, the choice $a_{m}^{*}=m!/\left[n^{m} \prod_{j=0}^{m-1}\left(2^{m}-2^{j}\right)\right]$ and $a_{j}^{*}=-\ell_{j}\left(2^{m}\right) a_{m}^{*}$ for $j=0,1, \ldots, m-1$ gives the desired result. The definition of $\ell_{j}$ leads to the equation $a_{j}^{*}=m!/\left[n^{m} \prod_{i=0, i \neq j}^{m}\left(2^{j}-2^{i}\right)\right]$, which agrees with the definition of $\sigma_{n}^{m}(W ; f)$.

Since

$$
n^{-m}\binom{2^{j} n+m}{m}=\prod_{i=1}^{m}\left(2^{j}+i / n\right) \leq\left(2^{j}+1\right)^{m}
$$

it follows that

$$
\left.\sum_{j=0}^{m}\left|a_{j}\right| \leq \sum_{j=0}^{m}\left[2^{j}+1\right)^{m} / \prod_{i=0, i \neq j}^{m}\left|2^{j}-2^{i}\right|\right]=A_{m}
$$

which is independent of $n$. Consequently, $\left|\sigma_{n}^{m}(W ; f, x)\right| \leq A_{m} \sup _{n}\left|S_{n}^{m}(W ; f, x)\right|$.

Let the weight function $W$ be defined on the domain $\Omega$. For a continuous function $f$ on the domain $\Omega$, define the best approximation of $f$ from the space $\Pi_{n}^{d}$ of polynomials of degree at most $n$ by

$$
E_{n}(f)_{\infty}=\min _{P \in \Pi_{n}^{d}}\|f-P\|=\min _{P \in \Pi_{n}^{d}} \max _{x \in \Omega}|f(x)-P(x)| .
$$

Corollary 9.1.10 Suppose that the Cesàro means $S_{n}^{m}(W ; f)$ converge uniformly to a continuous function $f$. Then

$$
\left|\sigma_{n}^{m}(W ; f)-f(x)\right| \leq B_{m} E_{n}(f),
$$

where $B_{m}$ is a constant independent of $n$.

Proof Since $S_{n}^{m}(W ; f)$ converges uniformly, there is a constant $c_{m}$ independent of $n$ such that $\left\|S_{n}^{m}(W ; f)\right\| \leq c_{m}\|f\|$ for all $n$. Let $P$ be a polynomial of degree $n$ such that $E_{n}(f)=\|f-P\|$. Then, since $\sigma_{n}^{m}(W ; P)=P$, the stated result follows from the triangle inequality

$$
\left\|\sigma_{n}^{m}(W ; f)-f\right\| \leq A_{m} \sup _{n}\left\|S_{n}^{m}(W ; f-P)\right\|+\|f-P\| \leq\left(A_{m} c_{m}+1\right) E_{n}(f),
$$

where $A_{m}=\sum_{j=0}^{m}\left[\left(2^{j}+1\right)^{m} / \prod_{i=0, i \neq j}^{m}\left|2^{j}-2^{i}\right|\right]$ as in the proof of Theorem 9.1.9.

### 9.2 Orthogonal Expansion on the Sphere

Any $f \in L^{2}\left(h_{\kappa}^{2} \mathrm{~d} \omega\right)$ can be expanded into an $h$-harmonic series. Let $\left\{S_{\alpha, n}\right\}$ be an orthonormal basis of $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$. For $f$ in $L^{2}\left(h_{\kappa}^{2} \mathrm{~d} \omega\right)$, its Fourier expansion in terms of $\left\{S_{\alpha, n}\right\}$ is given by

$$
f \sim \sum_{n=0}^{\infty} \sum_{\alpha} a_{\alpha}^{n}(f) S_{\alpha, n}, \quad \text { where } \quad a_{\alpha}^{n}(f)=\int_{S^{d-1}} f S_{\alpha, n} h_{\kappa}^{2} \mathrm{~d} \omega .
$$

For the ordinary harmonics, this is usually called the Laplace series. The $n$th component of this expansion is written, see (7.3.1), as an integral with reproducing kernel $P_{n}\left(h_{\kappa}^{2} ; x, y\right)$ :

$$
S_{n}\left(h_{\kappa}^{2} ; f, x\right)=c_{h}^{\prime} \int_{S^{d-1}} f(y) P_{n}\left(h_{\kappa}^{2} ; x, y\right) h_{\kappa}^{2}(y) \mathrm{d} \omega .
$$

It should be emphasized that the $n$th component is independent of the particular choice of orthogonal basis. Many results on orthogonal expansions for weight functions whose support set has a nonempty interior, such as those in Section 9.1, hold also for $h$-harmonic expansions. For example, a standard $L^{2}$ argument shows that:

Proposition 9.2.1 If $f \in L^{2}\left(h_{\kappa}^{2} \mathrm{~d} \omega\right)$ then $S_{n}\left(h_{\kappa}^{2} ; f\right)$ converges to $f$ in $L^{2}\left(h_{\kappa}^{2} \mathrm{~d} \omega\right)$.
For uniform convergence or $L^{p}$-convergence for $p \neq 2$, it is necessary to consider a summability method. It turns out that the formula for $P_{n}\left(h_{\kappa}^{2} ; x, y\right)$ in Corollary 7.3.2 allows us to show that the summability of $h$-harmonics can be reduced to that of Gegenbauer polynomials.

In the following, we denote by $L^{p}\left(h_{\kappa}^{2} \mathrm{~d} \omega\right)$ the space of Lebesgue-measurable functions $f$ defined on $S^{d-1}$ for which the norm

$$
\|f\|_{p, h}=\left(c_{h}^{\prime} \int_{S^{d-1}}|f(x)|^{p} h_{\kappa}^{2} \mathrm{~d} \omega\right)^{1 / p}
$$

is finite. When $p=\infty$, we take the space as $C\left(S^{d-1}\right)$, the space of continuous functions with uniform norm $\|f\|_{\infty}$. The essential ingredient is the explicit formula for the reproducing kernel in Corollary 7.3.2. Denote by $w_{\lambda}$ the normalized weight function

$$
w_{\lambda}(t)=B\left(\lambda+\frac{1}{2}, \frac{1}{2}\right)^{-1}\left(1-t^{2}\right)^{\lambda-1 / 2}, \quad t \in[-1,1],
$$

whose orthogonal polynomials are the Gegenbauer polynomials (Subsection 1.4.3). A function $f \in L^{2}\left(w_{\lambda},[-1,1]\right)$ can be expressed as a Gegenbauer expansion:

$$
f \sim \sum_{k=0}^{\infty} b_{k}(f) \widetilde{C}_{n}^{\lambda} \quad \text { with } \quad b_{k}(f):=\int_{-1}^{1} f(t) \widetilde{C}_{n}^{\lambda}(t) w_{\lambda}(t) \mathrm{d} t
$$

where $\widetilde{C}_{n}^{\lambda}$ denotes the orthonormal Gegenbauer polynomial. A summability method for the Gegenbauer expansion is a sum in the form $\phi_{n}\left(f, w_{\lambda} ; t\right)=$ $\sum_{k=0}^{n} c_{k, n} b_{k}(f) \widetilde{C}_{k}^{\lambda}(t)$, where the $c_{k, n}$ are given constants such that $\sum_{k=0}^{n} c_{k, n} \rightarrow 1$ as $n \rightarrow \infty$. Evidently the sum can be written as an integral:

$$
\phi_{n}\left(f, w_{\lambda} ; t\right)=\int_{-1}^{1} p_{n}^{\phi}\left(w_{\lambda} ; s, t\right) f(s) w_{\lambda}(s) \mathrm{d} s
$$

with $p_{n}^{\phi}\left(w_{\lambda} ; s, t\right)=\sum_{k=0}^{n} c_{k, n} \widetilde{C}_{k}^{\lambda}(s) \widetilde{C}_{k}^{\lambda}(t)$.
Proposition 9.2.2 For $p=1$ and $p=\infty$, the operator norm is given by

$$
\sup _{\|f\|_{p} \leq 1}\left\|\phi_{n}\left(f, w_{\lambda}\right)\right\|_{p}=\max _{t \in[-1,1]} \int_{-1}^{1}\left|p_{n}^{\phi}\left(w_{\lambda} ; s, t\right)\right| w_{\lambda}(s) \mathrm{d} s,
$$

where $\|g\|$ is the $L^{1}\left(w_{\lambda},[-1,1]\right)$ norm of $g$.

Proof An elementary inequality shows that the left-hand side is no greater than the right-hand side. For $p=\infty$ and fixed $t$, the choice $f(s)=\operatorname{sign}\left[p_{n}^{\phi}(s, t)\right]$ is then used to show that the equality holds. For $p=1$, consider a sequence $s_{n}(f)$ defined by $s_{n}(f, t)=\int_{-1}^{1} f(u) q_{n}(u, t) w_{\lambda}(u) \mathrm{d} u$ which converges uniformly to $f$ whenever $f$ is continuous on $[-1,1]$ (for example, the Cesàro means of sufficiently high order). Then choose $f_{N}(s)=q_{N}\left(s, t^{*}\right)$, where $t^{*}$ is a point for which the maximum in the right-hand side is attained, such that

$$
\phi_{n}\left(f_{N}, w_{\lambda} ; t\right)=\int_{-1}^{1} q_{N}\left(s, t^{*}\right) p_{n}^{\phi}\left(w_{\lambda} ; s, t\right) w_{\lambda}(s) \mathrm{d} s=s_{N}\left(p_{n}^{\phi}\left(w_{\lambda} ; \cdot, t\right) ; t^{*}\right),
$$

which converges to $p_{n}^{\phi}\left(w_{\lambda} ; t^{*}, t\right)$ as $N \rightarrow \infty$. The dominated convergence theorem shows that $\left\|\phi_{n}\left(f_{N}, w_{\lambda}\right)\right\| \rightarrow \int_{-1}^{1}\left|p_{n}^{\phi}\left(w_{\lambda} ; t, t^{*}\right)\right| w_{\lambda}(t) \mathrm{d} t$ as $N \rightarrow \infty$, which gives the stated identity for $p=1$.

Theorem 9.2.3 Let $\lambda=\gamma_{\kappa}+\frac{d-2}{2}$. If $\phi_{n}\left(\cdot, w_{\lambda} ; t\right)=\sum_{k=0}^{n} c_{k, n} b_{k}(\cdot) \widetilde{C}_{k}^{\lambda}(t)$ defines a bounded operator on $L^{p}\left(w_{\lambda},[-1,1]\right)$ for $1 \leq p \leq \infty$ then $\Phi_{n}(\cdot)=$ $\sum_{k=0}^{n} c_{k, n} S_{k}\left(\cdot, h_{\kappa}^{2}\right)$ defines a bounded operator on $L^{p}\left(h_{\kappa}^{2} \mathrm{~d} \omega\right)$. More precisely, if

$$
\left(\int_{-1}^{1}\left|\phi_{n}\left(f, w_{\lambda} ; t\right)\right|^{p} w_{\lambda}(t) \mathrm{d} t\right)^{1 / p} \leq C\left(\int_{-1}^{1}|f(t)|^{p} w_{\lambda}(t) \mathrm{d} t\right)^{1 / p}
$$

for $f \in L^{p}\left(w_{\lambda},[-1,1]\right)$, where $C$ is a constant independent of $f$ and $n$, then

$$
\left(\int_{S^{d-1}}\left|\Phi_{n}(g ; x)\right|^{p} h_{\kappa}^{2}(x) \mathrm{d} \omega\right)^{1 / p} \leq C\left(\int_{S^{d-1}}|g(x)|^{p} h_{\kappa}^{2}(x) \mathrm{d} \omega\right)^{1 / p}
$$

for $g \in L^{p}\left(h_{K}^{2} \mathrm{~d} \omega\right)$ with the same constant. In particular, if $\phi_{n}\left(f, w_{\lambda}\right)$ converges to $f$ in $L^{p}\left(w_{\lambda},[-1,1]\right)$ then the means $\Phi_{n}(g)$ converge to $g$ in $L^{p}\left(h_{\kappa}^{2} \mathrm{~d} \omega\right)$.

Proof Like $\phi_{n}$, the means $\Phi_{n}$ can be written as integrals:

$$
\Phi_{n}(g ; x)=c_{h}^{\prime} \int_{S^{d-1}} P_{n}^{\Phi}(x, y) g(y) h_{\kappa}^{2}(y) \mathrm{d} \omega
$$

with $P_{n}^{\Phi}(x, y)=\sum_{k=0}^{n} c_{k, n} P_{k}\left(h_{\kappa}^{2} ; x, y\right)$. Since $\tilde{C}_{k}^{\lambda}(t) \tilde{C}_{k}^{\lambda}(1)=[(n+\lambda) / \lambda] C_{k}^{\lambda}(t)$, it follows from the explicit formula for $P_{n}\left(h_{\kappa}^{2} ; x, y\right)$ given by Corollary 7.3.2 and (7.3.1) that

$$
P_{n}^{\Phi}(x, y)=V\left[p_{n}^{\phi}\left(w_{\lambda} ;\langle x, \cdot\rangle, 1\right)\right](y)
$$

Since $V$ is positive,

$$
\left|V\left[p_{n}^{\phi}\left(w_{\lambda} ;\langle x, \cdot\rangle, 1\right)\right](y)\right| \leq V\left[\left|p_{n}^{\phi}\left(w_{\lambda} ;\langle x, \cdot\rangle, 1\right)\right|\right](y) .
$$

Consequently, for $p=\infty$ and $p=1$, applying Corollary 7.4.5 gives

$$
\begin{aligned}
\left\|\Phi_{n}(g)\right\|_{p, h} & \leq\|g\|_{p, h} c_{h}^{\prime} \int_{S^{d-1}}\left|V\left[p_{n}^{\phi}\left(w_{\lambda} ;\langle x, \cdot\rangle, 1\right)\right](y)\right| h_{\kappa}^{2}(y) \mathrm{d} \omega(y) \\
& \leq\|g\|_{p, h} \int_{-1}^{1}\left|p_{n}^{\phi}\left(w_{\lambda} ; 1, t\right)\right| w_{\lambda}(t) \mathrm{d} t \\
& \leq C\|g\|_{p, h}
\end{aligned}
$$

by Proposition 9.2.2. The case $1<p<\infty$ follows from the Riesz interpolation theorem; see Rudin [1991].

Note that the proof in fact shows that the convergence of the $\Phi_{n}$ means depends only on the convergence of $\phi_{n}$ at the point $t=1$.

Let $S_{n}^{\delta}\left(h_{\kappa}^{2} ; f\right)$ denote the $n$th Cesàro $(C, \delta)$ mean of the $h$-harmonic expansion. It can be written as an integral,

$$
S_{n}^{\delta}\left(h_{\kappa}^{2} ; f, x\right)=c_{h}^{\prime} \int_{S^{d-1}} f(y) P_{n}^{\delta}\left(h_{\kappa} ; x, y\right) h_{\kappa}^{2}(y) \mathrm{d} \omega
$$

where $P_{n}^{\delta}\left(h_{\kappa} ; x, y\right)$ is the Cesàro $(C, \delta)$-mean of the sequence of reproducing kernels as in Definition 9.1.7. As an immediate corollary of Theorem 9.2.3, we have

Corollary 9.2.4 Let $f \in L^{p}\left(h_{\kappa}^{2} \mathrm{~d} \omega\right), 1 \leq p<\infty$, or $f \in C\left(S^{d-1}\right)$. Then the $h$-harmonic expansion of $f$ with respect to $h_{\kappa}^{2}$ is $(C, \delta)$-summable in $L^{p}\left(h_{\kappa}^{2} \mathrm{~d} \omega\right)$ or $C\left(S^{d-1}\right)$ provided that $\delta_{\kappa}>\gamma_{\kappa}+\frac{d-2}{2}$.

Proof The $(C, \delta)$-means of the Gegenbauer expansion with respect to $w_{\lambda}$ converge if and only if $\delta>\lambda$; see Szegő [1975, p. 246, Theorem 9.1.3].

Corollary 9.2.5 The $(C, \delta)$-means of the $h$-harmonic expansion with respect to $h_{\kappa}^{2}$ define a positive linear operator provided that $\delta \geq 2 \gamma_{\kappa}+d-1$.

Proof According to an inequality due to Kogbetliantz [1924], see also Askey [1975, p. 71], the $(C, \delta)$-kernel of the Gegenbauer expansion with respect to $w_{\lambda}$ is positive if $\delta \geq 2 \lambda+1$.

Note that for $\kappa=0$ these results reduce to the classical results of ordinary harmonics. In that case, the condition $\delta>\frac{d-2}{2}$ is the so-called critical index (see, for example, Stein and Weiss [1971]), and both corollaries are sharp.

We conclude this section with a result on the expansion of the function $V f(\langle x, y\rangle)$ in $h$-harmonics. It comes as an application of the Funk-Hecke formula in Theorem 7.3.4. Let us denote by $s_{n}^{\delta}\left(w_{\lambda} ; \dot{)}\right.$ the Cesàro $(C, \delta)$-means of the Gegenbauer expansion with respect to $w_{\lambda}$.

Proposition 9.2.6 Let $f$ be a continuous function on $[-1,1]$. Then

$$
S_{n}^{\delta}\left(h_{\kappa}^{2} ; V f(\langle x, \cdot\rangle), y\right)=V\left[s_{n}^{\delta}\left(w_{\gamma_{\kappa}+(d-2) / 2} ; f,\langle x, \cdot\rangle\right)\right](y)
$$

Proof Let $\lambda=\gamma_{\kappa}+\frac{d-2}{2}$. For each fixed $x \in S^{d-1}, P_{n}\left(h_{\kappa}^{2} ; x, y\right)$ is an element in $\mathscr{H}_{n}^{d}\left(h_{\kappa}^{2}\right)$ and it follows from the Funk-Hecke formula that

$$
\begin{aligned}
S_{n}\left(h_{\kappa}^{2} ; V f(\langle x, \cdot\rangle), y\right) & =\int_{S^{d-1}} V f(\langle x, u\rangle) P_{n}\left(h_{\kappa}^{2} ; y, u\right) h_{\kappa}^{2}(u) \mathrm{d} \omega(u) \\
& =\tau_{n}(f) \frac{n+\lambda}{\lambda} V\left[C_{n}^{\lambda}(\langle x, \cdot\rangle)\right](y)
\end{aligned}
$$

by Corollary 7.3.2. Hence, by the formula for $\tau_{n}(f)$ in Theorem 7.3.4,

$$
S_{n}\left(h_{\kappa}^{2} ; V f(\langle x, \cdot\rangle), y\right)=\int_{-1}^{1} f(t) \widetilde{C}_{n}^{\lambda}(t) w_{\lambda}(t) \mathrm{d} t V\left[\widetilde{C}_{n}^{\lambda}(\langle x, \cdot\rangle)\right](y) .
$$

Taking the Cesàro means of this identity gives the stated formula.

### 9.3 Orthogonal Expansion on the Ball

For a weight function $W$ defined on the set $\Omega$ of $\mathbb{R}^{d}$, denote by $L^{p}(W, \Omega)$ the weighted $L^{p}$ space with norm defined by

$$
\|f\|_{W, p}=\left(\int_{\Omega}|f(x)|^{p} W(x) \mathrm{d} x\right)^{1 / p}
$$

for $1 \leq p<\infty$. When $p=\infty$, take the space as $C(\Omega)$, the space of continuous functions on $\Omega$ with uniform norm.

Recall that $\mathscr{V}_{n}^{d}(W)$ denotes the space of orthogonal polynomials of degree $n$ with respect to $W$ and $\mathbf{P}_{n}(W ; x, y)$ denotes the reproducing kernel of $\mathscr{V}_{n}^{d}(W)$. Denote by $\mathbf{P}_{n}(f ; x)$ the $n$th component of the orthogonal expansion which has $\mathbf{P}_{n}(W ; x, y)$ as the integral kernel. Let $H$ be an admissible function defined on $\mathbb{R}^{d+m+1}$, as in Definition 4.3.1. Denote the weighted $L^{p}$ space by $L^{p}\left(H, S^{d+m}\right)$ to
emphasize the dependence on $S^{d+m}$. The orthogonal polynomials with respect to the weight function $W_{H}^{m}$ defined in (4.3.1) are related to the orthogonal polynomials with respect to $H \mathrm{~d} \omega_{d+m}$ on $S^{d+m}$, as discussed in Section 4.3.

Theorem 9.3.1 Let $H$ be an admissible weight function and $W_{m}^{H}$ be defined as in (4.3.1). Let $p$ be fixed, $1 \leq p \leq \infty$. If the means $\Phi_{n}(\cdot)=\sum_{k=0}^{n} c_{k, n} S_{k}(\cdot)$ define bounded operators on $L^{p}\left(H, S^{d+m}\right)$ then the means $\Psi_{n}(\cdot)=\sum_{k=0}^{n} c_{k, n} \mathbf{P}_{k}(\cdot)$ define bounded operators on $L^{p}\left(W_{H}^{m}, B^{d}\right)$. More precisely, if

$$
\left(\int_{S^{d+m}}\left|\Phi_{n}(F ; x)\right|^{p} H(x) \mathrm{d} \omega\right)^{1 / p} \leq C\left(\int_{S^{d+m}}|F(x)|^{p} H(x) \mathrm{d} \omega\right)^{1 / p}
$$

for $F \in L^{p}\left(H, S^{d+m}\right)$, where $C$ is a constant independent of $F$ and $n$, then

$$
\left(\int_{B^{d}}\left|\Psi_{n}(f ; x)\right|^{p} W_{H}^{m}(x) \mathrm{d} x\right)^{1 / p} \leq C\left(\int_{B^{d}}|f(x)|^{p} H(x) \mathrm{d} x\right)^{1 / p}
$$

for $f \in L^{p}\left(W_{H}^{m}, B^{d}\right)$. In particular, if the means $\Phi_{n}(F)$ converge to $F$ in $L^{p}\left(H, S^{d+m}\right)$ then the means $\Psi_{n}(f)$ converge to $f$ in $L^{p}\left(W_{H}^{m}, B^{d}\right)$.

Proof For $f \in L^{p}\left(W_{H}^{m}, B^{d}\right)$, define a function $F$ on $S^{d+m}$ by $F(x)=f\left(\mathbf{x}_{1}\right)$, where $x=\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \in S^{d+m}, \mathbf{x}_{1} \in B^{d}$. By Lemma 4.3.2 it follows that

$$
\int_{S^{d+m}}|F(x)|^{p} H(x) \mathrm{d} \omega=C \int_{B^{d}}|f(x)|^{p} W_{H}^{m}(x) \mathrm{d} x
$$

hence, $F \in L^{p}\left(H, S^{d+m}\right)$. Using Theorem 4.3.5 and the notation $y=\left(\mathbf{y}_{1}, \mathbf{y}_{2}\right) \in$ $S^{d+m}$ and $\mathbf{y}_{2}=\left|\mathbf{y}_{2}\right| \eta, \eta \in S^{m}$, the sums $P_{n}(F)$ and $\mathbf{P}_{n}(f)$ are seen to be related as follows:

$$
\begin{aligned}
\mathbf{P}_{n}\left(f ; \mathbf{x}_{1}\right) & =\int_{B^{d}} \mathbf{P}_{n}\left(W_{H}^{m} ; \mathbf{x}_{1}, \mathbf{y}_{1}\right) f\left(\mathbf{y}_{1}\right) W_{H}^{m}\left(\mathbf{y}_{1}\right) \mathrm{d} \mathbf{y}_{1} \\
& =\int_{B^{d}}\left[\int_{S^{m}} P_{n}\left(H ; x,\left(\mathbf{y}_{1}, \sqrt{1-\left|\mathbf{y}_{1}\right|^{2}} \eta\right)\right) H_{2}(\eta) \mathrm{d} \omega(\eta)\right] f\left(\mathbf{y}_{1}\right) W_{H}^{m}\left(\mathbf{y}_{1}\right) \mathrm{d} \mathbf{y}_{1} \\
& =\int_{S^{d+m}} P_{n}(H ; x, y) F(y) H(y) \mathrm{d} y=P_{n}(F ; x)
\end{aligned}
$$

where we have used Lemma 4.3.2. Using the same lemma again,

$$
\begin{aligned}
\int_{B^{d}}\left|\Phi_{n}\left(f ; \mathbf{x}_{1}\right)\right|^{p} W_{H}^{m}\left(\mathbf{x}_{1}\right) \mathrm{d} \mathbf{x}_{1} & =\int_{S^{d+m}}\left|\Phi_{n}\left(f ; \mathbf{x}_{1}\right)\right|^{p} H(x) \mathrm{d} \omega(x) \\
& =\int_{S^{d+m}}\left|\Psi_{n}(F ; x)\right|^{p} H(x) \mathrm{d} \omega(x)
\end{aligned}
$$

Hence, the boundedness of the last integral can be used to conclude that

$$
\begin{aligned}
\int_{B^{d}}\left|\Phi_{n}\left(f ; \mathbf{x}_{1}\right)\right|^{p} W_{H}^{m}\left(\mathbf{x}_{1}\right) \mathrm{d} \mathbf{x}_{1} & \leq C^{p} \int_{S^{d+m}}|F(x)|^{p} H(x) \mathrm{d} \omega \\
& =C^{p} \int_{B^{d}}|f(x)|^{p} W_{H}^{m}(x) \mathrm{d} x
\end{aligned}
$$

This completes the proof for $1 \leq p<\infty$. In the case $p=\infty$, the norm becomes the uniform norm and the result follows readily from the fact that $\mathbf{P}_{n}\left(f ; \mathbf{x}_{1}\right)=$ $P_{n}(F ; x)$. This completes the proof for $m>0$. In the case $m=0$, we use Theorem 4.2.8 instead of Theorem 4.3.5.

Theorem 9.3.1 shows that, in order to study the summability of the Fourier orthogonal expansion on the unit ball, we need only study the summability on the unit sphere. In particular, in the limiting case $m=0$ we can use Theorem 9.2.3 with $d$ replaced by $d+1$ to obtain the following result for the reflection-invariant weight function $W_{\kappa, \mu}^{B}$ defined in Definition 8.1.1.

Theorem 9.3.2 Let $\lambda=\gamma_{\kappa}+\frac{d-2}{2}$. If the expression $\phi_{n}(\cdot)=\sum_{k=0}^{n} c_{k, n} b_{k}(\cdot) \widetilde{C}_{k}^{\lambda}$ defines bounded operators on $L^{p}\left(w_{\lambda},[-1,1]\right), 1 \leq p \leq \infty$, then the expression $\Psi_{n}(\cdot)=\sum_{k=0}^{n} c_{k, n} \mathbf{P}_{k}(\cdot)$ defines bounded operators on $L^{p}\left(W_{\kappa, \mu}^{B}, B^{d}\right)$. More precisely, if

$$
\left(\int_{-1}^{1}\left|\phi_{n}(f ; t)\right|^{p} w_{\lambda}(t) \mathrm{d} t\right)^{1 / p} \leq C\left(\int_{-1}^{1}|f(t)|^{p} w_{\lambda}(t) \mathrm{d} t\right)^{1 / p}
$$

for $f \in L^{p}\left(w_{\lambda},[-1,1]\right)$, where $C$ is a constant independent of $f$ and $n$, then

$$
\left(\int_{B^{d}}\left|\Psi_{n}(g ; x)\right|^{p} W_{\kappa, \mu}^{B}(x) \mathrm{d} x\right)^{1 / p} \leq C\left(\int_{B^{d}}|g(x)|^{p} W_{\kappa, \mu}^{B}(x) \mathrm{d} x\right)^{1 / p}
$$

for $g \in L^{p}\left(W_{\kappa, \mu}^{B}, B^{d}\right)$ with the same constant. In particular, if the means $\phi_{n}(f)$ converge to $f$ in $L^{p}\left(w_{\lambda},[-1,1]\right)$, then the means $\Phi_{n}(g)$ converge to $g$ in $L^{p}\left(W_{\kappa, \mu}^{B}, B^{d}\right)$.

For $\delta>0$, let $S_{n}^{\delta}\left(f ; W_{\kappa, \mu}^{B}\right)$ denote the Cesàro $(C, \delta)$ means of the orthogonal expansion with respect to $W_{\kappa, \mu}^{B}$. As a corollary of the above theorem and the results for Gegenbauer expansions, we can state analogues of Corollaries 9.2.4 and 9.2.5.

Corollary 9.3.3 Let $W_{\kappa, \mu}^{B}$ be as in Definition 8.1.1 with $\mu \geq 0$ and let $\lambda_{\kappa, \mu}:=$ $\gamma_{\kappa}+\mu+\frac{d-1}{2}$. Let $f \in L^{p}\left(W_{\kappa, \mu}^{B}, B^{d}\right)$. Then the orthogonal expansion of $f$ with respect to $W_{\kappa, \mu}^{B}$ is $(C, \delta)$-summable in $L^{p}\left(W_{\kappa, \mu}^{B}, B^{d}\right), 1 \leq p \leq \infty$, provided that $\delta>\lambda_{\kappa, \mu}$. Moreover, the $(C, \delta)$-means define a positive linear operator if $\delta \geq$ $2 \lambda_{\kappa, \mu}+1$.

For the classical weight function $W_{\mu}^{B}(x)=\left(1-\|x\|^{2}\right)^{\mu-1 / 2}(\kappa=0)$, the condition for $(\boldsymbol{C}, \boldsymbol{\delta})$-summability in Corollary 9.3 .3 is sharp.

Theorem 9.3.4 The orthogonal expansion of every continuous function $f$ with respect to $W_{\mu}$, with $\mu \geq 0$, is uniformly $(C, \delta)$-summable on $B^{d}$ if and only if $\delta>\mu+\frac{d-1}{2}$.

Proof We only need to prove the necessary condition. Let $\|x\|=1$. Let $\mathbf{K}_{n}^{\delta}\left(W_{\mu}^{B}\right)$ denote the $(C, \delta)$-means of the reproducing kernel of the orthogonal expansion. We need to show that

$$
\mathscr{I}_{n}^{\mu}(x)=\int_{B^{d}}\left|\mathbf{K}_{n}^{\delta}\left(W_{\mu}^{B} ; x, y\right)\right|\left(1-\|y\|^{2}\right)^{\mu-1 / 2} \mathrm{~d} y
$$

is unbounded when $\delta=\mu+\frac{d-1}{2}$. By Theorem 5.2.8, $P_{n}\left(W_{\mu}^{B} ; x, y\right)=$ $\widetilde{C}_{n}^{\mu+(d-1) / 2}(1) \widetilde{C}_{n}^{\mu+(d-1) / 2}(\langle x, y\rangle)$, where we use the normalized Gegenbauer polynomials. Therefore $\mathbf{K}_{n}^{\delta}\left(W_{\mu}^{B} ; x, y\right)=K_{n}^{\delta}\left(w_{\mu+(d-1) / 2} ; 1,\langle x, y\rangle\right)$, where $K_{n}^{\delta}\left(w_{\lambda}\right)$ denotes the $(C, \delta)$ means of the Gegenbauer expansion with respect to $w_{\lambda}$. Using the polar coordinates and Lemma 7.4.4,

$$
\mathscr{I}_{n}^{\mu}=\sigma_{d-2} \int_{0}^{1} r^{d-1} \int_{-1}^{1}\left|K_{n}^{\delta}\left(w_{\mu+(d-1) / 2} ; r s, 1\right)\right|\left(1-s^{2}\right)^{(d-3) / 2} \mathrm{~d} s\left(1-r^{2}\right)^{\mu-1 / 2} \mathrm{~d} r .
$$

Making the change of variables $s \mapsto t / r$ and exchanging the order of integration, use of a beta integral shows that

$$
\begin{aligned}
\mathscr{I}_{n}^{\mu} & =\sigma_{d-2} \int_{-1}^{1}\left|K_{n}^{\delta}\left(w_{\mu+(d-1) / 2} ; t, 1\right)\right| \int_{|t|}^{1}\left(r^{2}-t^{2}\right)^{(d-3) / 2} r\left(1-r^{2}\right)^{\mu-1 / 2} \mathrm{~d} r \mathrm{~d} t \\
& =\sigma_{d-2} A_{\mu} \int_{-1}^{1}\left|K_{n}^{\delta}\left(w_{\mu+(d-1) / 2} ; t, 1\right)\right|\left(1-t^{2}\right)^{\mu+(d-2) / 2} \mathrm{~d} t
\end{aligned}
$$

where $A_{\mu}$ is a constant. Therefore, the $(C, \delta)$-summability of the orthogonal expansion with respect to $W_{\mu}^{B}$ on the boundary of $B^{d}$ is equivalent to the $(C, \delta)$ summability of the Gegenbauer expansion with index $\mu+\frac{d-1}{2}$ at the point $x=1$. The desired result follows from Szegő [1975, Theorem 9.1.3, p. 246], where the result is stated for the Jacobi expansion; a shift of $\frac{1}{2}$ on the index is necessary for the Gegenbauer expansion.

The proof in fact shows that the maximum of the $(C, \delta)$-means with respect to $W_{\mu}^{B}$ is attained on the boundary of the unit ball.

Since the weight function on the sphere requires all parameters to be nonnegative, we need to assume $\mu \geq 0$ in the above results. The necessary part of the last theorem, however, holds for all $\mu>-\frac{1}{2}$.

For the weight function $W_{\kappa, \mu}^{B}$ defined in (8.1.5), further results about orthogonal expansions can be derived. Let $S_{n}^{\delta}\left(W_{\kappa, \mu}^{B} ; f\right)$ denote the Cesàro $(C, \delta)$-means of the orthogonal expansion with respect to $W_{\kappa, \mu}^{B}$ and let $\mathbf{P}\left(W_{\kappa, \mu}^{B} ; f\right)$ denote the $n$th component of the expansion as in (3.6.2). Recall that $s_{n}^{\delta}(w ; f)$ denotes the $n$th $(C, \delta)$-mean of the orthogonal expansion with respect to $w$. Let $w_{a, b}(t)=$ $|t|^{2 a}\left(1-t^{2}\right)^{b-1 / 2}$ denote the generalized Gegenbauer weight function.

Proposition 9.3.5 Let $W_{\kappa, \mu}^{B}(x)=\prod_{i=1}^{d}\left|x_{i}\right|^{\kappa_{i}}\left(1-\|x\|^{2}\right)^{\mu-1 / 2}$. Let $f_{0}$ be an even function defined on $[-1,1]$ and $f(x)=f_{0}(\|x\|)$; then

$$
S_{n}^{\delta}\left(W_{\kappa, \mu}^{B} ; f, x\right)=s_{n}^{\delta}\left(w_{|\kappa|+(d-1) / 2, \mu} ; f_{0},\|x\|\right) .
$$

Proof The formula for the intertwining operator $V$ in Theorem 7.5.4 shows that, for $y=s y^{\prime}$ with $\left|y^{\prime}\right|=1, V[g(\langle x, \cdot\rangle)](y)=V[g(\langle s x, \cdot\rangle)]\left(y^{\prime}\right)$. Hence, using polar coordinates, the formulae for the reproducing kernel in Theorem 8.1.10 and Corollary 7.4.5, we obtain, with $\lambda=|\kappa|+\frac{d-1}{2}$,

$$
\begin{aligned}
\mathbf{P}_{n}\left(W_{\kappa, \mu}^{B} ; f, x\right)= & w_{\kappa, \mu}^{B} c_{\mu} \frac{n+\lambda+\mu}{\lambda+\mu} \int_{0}^{1} f_{0}(s) s^{d-1}\left(1-s^{2}\right)^{\mu-1 / 2} \\
& \times \int_{S^{d-1}} V\left(\int_{-1}^{1} C_{n}^{\lambda+\mu}\left(\langle s x, \cdot\rangle+\sqrt{1-\|x\|^{2}} \sqrt{1-s^{2}} t\right)\left(1-t^{2}\right)^{\mu-1} \mathrm{~d} t\right)\left(y^{\prime}\right) \\
& \times h_{\kappa}^{2}\left(y^{\prime}\right) \mathrm{d} \omega\left(y^{\prime}\right) \mathrm{d} s \\
= & c_{\mu} w_{\kappa, \mu}^{B} \frac{n+\lambda+\mu}{\lambda+\mu} B_{\kappa} \int_{0}^{1} f_{0}(s) s^{d-1}\left(1-s^{2}\right)^{\mu-1 / 2} \\
& \times \int_{-1}^{1} \int_{-1}^{1} C_{n}^{\lambda+\mu}\left(s\|x\| u+\sqrt{1-s^{2}} \sqrt{1-\|x\|^{2}} t\right)\left(1-t^{2}\right)^{\mu-1} \mathrm{~d} t \\
& \quad \times\left(1-u^{2}\right)^{\lambda-1} \mathrm{~d} u \mathrm{~d} s .
\end{aligned}
$$

Upon using Corollary 7.5 .6 we conclude that

$$
\begin{aligned}
& \mathbf{P}_{n}\left(W_{\kappa, \mu}^{B} ; f, x\right)= c \tilde{C}_{n}^{(\mu, \lambda)}(\|x\|) \int_{0}^{1}\left[\tilde{C}_{n}^{(\mu, \lambda)}(s)+\tilde{C}_{n}^{(\mu, \lambda)}(-s)\right] f_{0}(|s|) \\
& \times s^{d-1}\left(1-s^{2}\right)^{\mu-1 / 2} \mathrm{~d} s \\
&=c \widetilde{C}_{n}^{(\mu, \lambda)}(\|x\|) \int_{-1}^{1} \widetilde{C}_{n}^{(\mu, \lambda)}(s) f_{0}(s)|s|^{d-1}\left(1-s^{2}\right)^{\mu-1 / 2} \mathrm{~d} s,
\end{aligned}
$$

where $\left\{\widetilde{C}_{n}^{(\mu, \lambda)}(t)\right\}$ are the normalized generalized Gegenbauer polynomials and $c$ is the normalization constant of $w_{\lambda, \mu}$, as can be seen by setting $n=0$. Taking Cesàro $(C, \delta)$-means proves the stated result.

Proposition 9.3.5 states that the partial sum of a radial function is also a radial function. It holds, in particular, for the classical weight function $W_{\mu}^{B}$. For $W_{\mu}^{B}$, there is another class of functions that are preserved in such a manner. A function $f$ defined on $\mathbb{R}^{d}$ is called a ridge function if $f(x)=f_{0}(\langle x, y\rangle)$ for some $f_{0}: \mathbb{R} \mapsto \mathbb{R}$ and $y \in \mathbb{R}^{d}$. The next proposition states that the partial sum of a ridge function is also a ridge function.

Proposition 9.3.6 Let $f: \mathbb{R} \mapsto \mathbb{R}$. For $\|y\|=1$ and $n \geq 0$,

$$
S_{n}^{\delta}\left(W_{\mu}^{B} ; f(\langle x, \cdot\rangle), y\right)=s_{n}^{\delta}\left(w_{\mu+(d-1) / 2} ; f,\langle x, y\rangle\right)
$$

In fact, using the the Funk-Hecke formula in Theorem 8.1.17 and following the proof of Proposition 9.2.6, such a result can be established, for functions of
the form $V_{B} f(\langle x, \cdot\rangle)$, for the weight function $W_{\kappa, \mu}^{B}$ in Proposition 9.3.5. The most interesting case is the result for the classical weight function. The proof is left to the reader.

### 9.4 Orthogonal Expansion on the Simplex

Although the structures of the orthogonal polynomials and the reproducing kernel on $T^{d}$ follow from those on $B^{d}$, the summability of orthogonal expansions on $T^{d}$ does not follow in general as a consequence of the summability on $B^{d}$. To state the result, let us denote by $w^{(a, b)}(t)=(1-t)^{a}(1+t)^{b}$ the Jacobi weight function and by $p_{n}^{(a, b)}$ the orthonormal Jacobi polynomials with respect to $w^{(a, b)}$. In the following theorem, let $\mathbf{P}_{n}(f)$ denote the $n$th component of the orthogonal expansion with respect to $W_{\kappa, \mu}^{T}$.

Theorem 9.4.1 Let $\lambda=\gamma_{\kappa}+\mu+\frac{d-2}{2}$. If $\phi_{n}(\cdot)=\sum_{k=0}^{n} c_{k, n} b_{k}(\cdot) p_{k}^{(\lambda,-1 / 2)}$ defines bounded operators on $L^{p}\left(w^{(\lambda,-1 / 2)},[-1,1]\right), 1 \leq p \leq \infty$, then the means $\Phi_{n}(\cdot)=$ $\sum_{k=0}^{n} c_{k, n} \mathbf{P}_{k}(\cdot)$ define bounded operators on $L^{p}\left(W_{\kappa, \mu}^{T}, T^{d}\right)$. More precisely, if

$$
\left(\int_{-1}^{1}\left|\phi_{n}(f ; t)\right|^{p} w^{(\lambda,-1 / 2)}(t) \mathrm{d} t\right)^{1 / p} \leq C\left(\int_{-1}^{1}|f(t)|^{p} w^{(\lambda,-1 / 2)}(t) \mathrm{d} t\right)^{1 / p}
$$

for $f \in L^{p}\left(w^{(\lambda,-1 / 2)},[-1,1]\right)$, where $C$ is a constant independent of $f$ and $n$, then

$$
\left(\int_{T^{d}}\left|\Phi_{n}(g ; x)\right|^{p} W_{\kappa, \mu}^{T}(x) \mathrm{d} x\right)^{1 / p} \leq C\left(\int_{T^{d}}|g(x)|^{p} W_{\kappa, \mu}^{T}(x) \mathrm{d} x\right)^{1 / p}
$$

for $g \in L^{p}\left(W_{\kappa, \mu}^{T}, T^{d}\right)$ with the same constant. In particular, if the means $\phi_{n}(f)$ converge to $f$ in $L^{p}\left(w^{(\lambda,-1 / 2)},[-1,1]\right)$ then the means $\Phi_{n}(g)$ converge to $g$ in $L^{p}\left(W_{\kappa, \mu}^{T}, T^{d}\right)$.

Proof We follow the proof of Theorem 9.2.3. The means $\Phi_{n}$ can be written as integrals,

$$
\Phi_{n}(g ; x)=w_{\kappa, \mu}^{T} \int_{T^{d}} \mathbf{P}_{n}^{\Phi}(x, y) g(y) W_{\kappa, \mu}^{T}(y) \mathrm{d} y,
$$

with $\mathbf{P}_{n}^{\Phi}(x, y)=\sum_{k=0}^{n} c_{k, n} \mathbf{P}_{k}\left(W_{\kappa, \mu}^{T} ; x, y\right)$. Likewise, write $\phi_{n}(f)$ as an integral with kernel $p_{n}^{\phi}\left(w^{\lambda,-1 / 2} ; s, t\right)=\sum_{k=0}^{n} c_{k, n} p_{k}^{(\lambda,-1 / 2)}(s) p_{k}^{(\lambda,-1 / 2)}(t)$. Thus, following the proof of Theorem 9.2.3, the essential part is to show that

$$
\mathscr{I}_{n}(\Phi ; x)=\int_{T^{d}}\left|\mathbf{P}_{n}^{\Phi}(x, y)\right| W_{\kappa, \mu}^{T}(y) \mathrm{d} y=\int_{S^{d}}\left|\mathbf{P}_{n}^{\Phi}\left(x,\{y\}^{2}\right)\right| h_{\kappa, \mu}^{2}\left(y^{\prime}\right) \mathrm{d} \omega\left(y^{\prime}\right)
$$

with $y^{\prime}=\left(y, y_{d+1}\right)$ uniformly bounded for $x \in T^{d}$, where the second equality follows from Lemmas 4.4.1 and 4.2.3. Let $V$ be the intertwining operator associated with $h_{\kappa, \mu}$ and the reflection group $W=W_{0} \times \mathbb{Z}_{2}$. From the proof of Theorem
8.1.10, we see that the formula for the reproducing kernel $\mathbf{P}_{k}\left(W_{\kappa, \mu}^{T}\right)$ in Theorem 8.2 .7 can be written as

$$
\mathbf{P}_{k}\left(W_{\kappa, \mu}^{T} ; x, y\right)=\frac{2 n+\lambda+\frac{1}{2}}{\lambda+\frac{1}{2}} V\left[C_{2 n}^{\lambda+1 / 2}\left(\left\langle\left\{x^{\prime}\right\}^{1 / 2}, \cdot\right\rangle\right)\right]\left(\left\{y^{\prime}\right\}^{1 / 2}\right),
$$

where $x^{\prime}=\left(x, x_{d+1}\right)$ and $\left|x^{\prime}\right|=1$. Using the relation between the Jacobi and Gegenbauer polynomials (Definition 1.5 .5 with $\mu=0$ ), we have

$$
\frac{2 n+\lambda+\frac{1}{2}}{\lambda+\frac{1}{2}} C_{2 n}^{\lambda+1 / 2}(t)=p_{n}^{(\lambda,-1 / 2)}(1) p_{n}^{(\lambda,-1 / 2)}\left(2 t^{2}-1\right)
$$

Hence the kernel can be written in terms of Jacobi polynomials as

$$
\mathbf{P}_{n}^{\Phi}\left(x,\{y\}^{2}\right)=2^{-d} \sum_{\varepsilon \in \mathbb{Z}_{2}^{d}} V\left[p_{n}^{\phi}\left(w^{(\lambda,-1 / 2)} ; 1,2\langle\cdot, \mathbf{z}(\varepsilon)\rangle^{2}-1\right)\right]\left(y^{\prime}\right)
$$

where $\mathbf{z}(\varepsilon)=\left\{x^{\prime}\right\}^{1 / 2} \varepsilon$. We observe that $|\mathbf{z}(\varepsilon)|^{2}=\left|x^{\prime}\right|=1$. Hence, since $V$ is a positive operator, we can use Corollary 7.4.5 to conclude that

$$
\begin{aligned}
\mathscr{I}_{n}(\Phi ; x) & \leq 2^{-d} \sum_{\varepsilon \in \mathbb{Z}_{2}^{d}} \int_{S^{d}} V\left[\left|p_{n}^{\phi}\left(w^{(\lambda,-1 / 2)} ; 1,2\langle\cdot, \mathbf{z}(\varepsilon)\rangle^{2}-1\right)\right|\right]\left(y^{\prime}\right) h_{\kappa}^{2}\left(y^{\prime}\right) \mathrm{d} \omega \\
& =B_{\kappa} \int_{-1}^{1}\left|p_{n}^{\phi}\left(w^{(\lambda,-1 / 2)} ; 1,2 t^{2}-1\right)\right|\left(1-t^{2}\right)^{\lambda} \mathrm{d} t \\
& =\int_{-1}^{1}\left|p_{n}^{\phi}\left(w^{(\lambda,-1 / 2)} ; 1, u\right)\right| w^{(\lambda,-1 / 2)}(u) \mathrm{d} u
\end{aligned}
$$

where the last step follows from a change of variables, and the constant in front of the integral becomes 1 (on setting $n=0$ ). This completes the proof.

As a corollary of the above theorem and the results for the Jacobi expansion, we can state an analogue of Corollary 9.3.3.

Corollary 9.4.2 Let $W_{\kappa, \mu}^{T}$ be as in Definition 8.2.1 with $\mu, \kappa \geq 0$ and $f \in$ $L^{p}\left(W_{\kappa, \mu}^{T}, T^{d}\right)$. Then the orthogonal expansion of $f$ with respect to $W_{\kappa, \mu}^{T}$ is $(C, \delta)$ summable in $L^{p}\left(W_{\kappa, \mu}^{T}, T^{d}\right), 1 \leq p \leq \infty$, provided that $\delta>\gamma_{\kappa}+\mu+\frac{d-1}{2}$. Moreover, the ( $C, \delta$ )-means are positive linear operators if $\delta \geq 2 \gamma_{\kappa}+2 \mu+d$.

In particular, these results apply to the classical orthogonal polynomials on $T^{d}$. In this case, it should be pointed out that the condition $\delta>\gamma_{\kappa}+\mu+\frac{d-1}{2}$ is sharp only when at least one $\kappa_{i}=0$. For sharp results and further discussion, see the notes at the end of the chapter.

For $\delta>0$, let $S_{n}^{\delta}\left(W_{\kappa, \mu}^{T} ; f\right)$ denote the Cesàro $(C, \delta)$-means of the orthogonal expansion with respect to $W_{\kappa, \mu}^{T}$. Let us also point out the following analogue of Proposition 9.3.5.

Proposition 9.4.3 Let $w^{(a, b)}(t)=(1-t)^{a}(1+t)^{b}$ be the Jacobi weight function. Let $f(x)=f_{0}(2|x|-1)$. Then

$$
S_{n}^{\delta}\left(W_{\kappa, \mu}^{T} ; f, x\right)=s_{n}^{\delta}\left(w^{\left(\gamma_{\kappa}+(d-2) / 2, \mu-1 / 2\right)} ; f_{0}, 2|x|-1\right)
$$

Proof Let $P_{\beta, m}^{n}$ denote the orthonormal basis in Proposition 8.2.5. By definition,

$$
\mathbf{P}_{n}\left(W_{\kappa, \mu}^{T} ; x, y\right)=\sum_{m=0}^{n} \sum_{|\beta|=m} P_{\beta, m}(x) P_{\beta, m}(y)
$$

Since $P_{\beta, m}^{n}(x)=b_{m, n} p_{n-m}^{(\gamma+2 m+(d-2) / 2, \mu-1 / 2)}(2 s-1) R_{\beta}^{m}(x)$ and $R_{\beta}^{m}$ is homogeneous in the homogeneous coordinates of $T^{d}$, using the $\ell^{1}$-radial coordinates for the simplex, $x=s u$, we obtain

$$
\begin{aligned}
& w_{\kappa, \mu}^{T} \int_{T^{d}} f(x) \mathbf{P}_{n}\left(W_{\kappa, \mu}^{T} ; x, y\right) W_{\kappa, \mu}^{T}(y) \mathrm{d} y \\
& =w_{\kappa, \mu}^{T} \int_{0}^{1} f_{0}(2 s-1) s^{\gamma+d-1} \\
& \quad \times(1-s)^{\mu-1 / 2} \int_{|u|=1} \mathbf{P}_{n}\left(W_{\kappa, \mu}^{T} ; x, s u\right) h\left(\sqrt{u_{1}}, \ldots, \sqrt{u_{d}}\right) \frac{\mathrm{d} u}{\sqrt{u_{1} \cdots u_{d}}} \mathrm{~d} s \\
& =c \int_{0}^{1} f_{0}(2 s-1) p_{n}^{(\gamma+(d-2) / 2, \mu-1 / 2)}(2 t-1) p_{n}^{(\gamma+(d-2) / 2, \mu-1 / 2)}(2 s-1) \\
& \quad \times s^{\gamma+d-1}(1-s)^{\mu-1 / 2} \mathrm{~d} s,
\end{aligned}
$$

where $t=|x|$ and $c=B\left(\gamma+\frac{d}{2}, \mu+\frac{1}{2}\right)^{-1}$.

### 9.5 Orthogonal Expansion of Laguerre and Hermite Polynomials

For the multiple Laguerre polynomials with respect to the weight function $W_{\kappa}^{L}(x)=x^{\kappa} \mathrm{e}^{-|x|}$ with $x^{\kappa}=\prod_{i=1}^{d}\left|x_{i}\right|^{\kappa_{i}}$, we start with

Theorem 9.5.1 If $f$ is continuous at the origin and satisfies

$$
\int_{x \in \mathbb{R}_{+}^{d},|x| \geq 1}|f(x)| x^{\kappa}|x|^{-\delta-1 / 2} \mathrm{e}^{-|x| / 2} \mathrm{~d} x<\infty
$$

then the Cesàro $(C, \delta)$-means of the multiple Laguerre expansion of $f$ converge at the origin if and only if $\delta>|\kappa|+d-\frac{1}{2}$.

Proof The generating function of the Laguerre polynomials (Subsection 1.4.2) can be written as

$$
\sum_{n=0}^{\infty} \widetilde{L}_{n}^{\alpha}(0) \widetilde{L}_{n}^{\alpha}(x) r^{n}=(1-r)^{-\alpha-1} \mathrm{e}^{-x r /(1-r)}, \quad|r|<1
$$

Summing the above formula gives a generating function for $\mathbf{P}_{n}\left(W_{\kappa}^{L} ; x, 0\right)$ :

$$
\begin{aligned}
\sum_{n=0}^{\infty} \mathbf{P}_{n}\left(W_{\kappa}^{L} ; x, 0\right) r^{n} & =\sum_{n=0}^{\infty} \sum_{|\mathbf{k}|=n} \widetilde{L}_{\mathbf{k}}^{\kappa}(0) \widetilde{L}_{\mathbf{k}}^{\kappa}(x) r^{n} \\
& =(1-r)^{-|\kappa|-d} \mathrm{e}^{-|x| r /(1-r)}
\end{aligned}
$$

which implies that $\mathbf{P}_{n}\left(W_{\kappa}^{L} ; x, 0\right)=L_{n}^{|\kappa|+d-1}(|x|)$. Multiplying the last expression by the power series of $(1-r)^{-\delta-1}$ shows that

$$
\mathbf{P}_{n}^{\delta}\left(W_{\kappa}^{L} ; x, 0\right)=\frac{n!}{(\delta+1)_{n}} L_{n}^{|\kappa|+\delta+d}(|x|)
$$

Therefore, we conclude that

$$
S_{n}^{\delta}\left(W_{\kappa}^{L} ; f, 0\right)=\frac{n!}{(\delta+1)_{n}} w_{\kappa}^{L} \int_{\mathbb{R}_{+}^{d}} f(x) L_{n}^{|\kappa|+d+\delta}(|x|) W_{\kappa}^{L}(x) \mathrm{d} x .
$$

Using $\ell^{1}$ radial coordinates as in (8.4.3), it follows that

$$
\begin{aligned}
S_{n}^{\delta}\left(W_{\kappa}^{L} ; f, 0\right)=w_{\kappa}^{L} \frac{n!}{(\delta+1)_{n}} \int_{0}^{\infty} & \left(\int_{|y|=1} f(r y) y^{\kappa} \mathrm{d} y\right) \\
& \times L_{n}^{|\kappa|+d+\delta}(r) r^{|\kappa|+d-1} \mathrm{e}^{-r} \mathrm{~d} r
\end{aligned}
$$

The right-hand side is the $(C, \delta)$-mean of the Laguerre expansion of a onevariable function. Indeed, define $F(r)=c_{d} \int_{|y|=1} f(r y) y^{\kappa} \mathrm{d} y$, where the constant $c_{d}=\Gamma(|\kappa|+d) / \prod_{i=1}^{d} \Gamma\left(\kappa_{i}+1\right)$; then the above equation can be written as

$$
S_{n}^{\delta}\left(W_{\kappa}^{L} ; f, 0\right)=s^{\delta}\left(w_{|\alpha|+d-1} ; F, 0\right),
$$

where $w_{a}(t)=t^{a} \mathrm{e}^{-t}$ is the usual Laguerre weight function for one variable. Note that $c_{d}=1 / \int_{|y|=1} y^{\kappa} \mathrm{d} y$, so that $F$ is just the average of $f$ over the simplex $\{y:|y|=1\}$. This allows us to use the summability theorems for the Laguerre expansion of one variable. The desired result follows from Szegő [1975, p. 247, Theorem 9.1.7]. The condition of that theorem is verified as follows:

$$
\begin{aligned}
& \int_{1}^{\infty}|F(r)| r^{|\kappa|+d-1-\delta-1 / 2} \mathrm{e}^{-r / 2} \mathrm{~d} r \\
& \quad \leq c_{d} \int_{1}^{\infty} \int_{|y|=1}\left|f(r y) y^{\kappa}\right| \mathrm{d} y r^{|\kappa|+d-\delta-3 / 2} \mathrm{e}^{-r / 2} \mathrm{~d} r \\
& \quad \leq c_{d} \int_{x \in \mathbb{R}_{+}^{d},|x| \geq 1}\left|f(x) x^{\kappa}\right||x|^{-\delta-1 / 2} \mathrm{e}^{-|x| / 2} \mathrm{~d} x,
\end{aligned}
$$

which is bounded under the given condition; it is evident that $F$ is continuous at $r=0$ if $f$ is continuous at the origin.

The result can be extended to $\mathbb{R}_{+}$by using a convolution structure of the Laguerre expansion on $\mathbb{R}_{+}$. The convolution is motivated by the product formula of Laguerre polynomials,

$$
\begin{array}{r}
L_{n}^{\lambda}(x) L_{n}^{\lambda}(y)=\frac{\Gamma(n+\lambda+1) 2^{\lambda}}{\Gamma(n+1) \sqrt{2 \pi}} \int_{0}^{\pi} L_{n}^{\lambda}(x+y+2 \sqrt{x y} \cos \theta) \mathrm{e}^{-\sqrt{x y} \cos \theta} \\
\\
\times j_{\lambda-1 / 2}(\sqrt{x y} \sin \theta) \sin ^{2 \lambda} \theta \mathrm{~d} \theta
\end{array}
$$

where $j_{\mu}$ is the Bessel function of fractional order (see, for example, Abramowitz and Stegun [1970]). For a function $f$ on $\mathbb{R}_{+}$define the Laguerre translation operator $T_{x}^{\lambda} f$ by

$$
\begin{aligned}
T_{x}^{\lambda} f(y)=\frac{\Gamma(\lambda+1) 2^{\lambda}}{\sqrt{2 \pi}} \int_{0}^{\pi} & f(x+y+2 \sqrt{x y} \cos \theta) \mathrm{e}^{-\sqrt{x y} \cos \theta} \\
& \times j_{\lambda-1 / 2}(\sqrt{x y} \sin \theta) \sin ^{2 \lambda} \theta \mathrm{~d} \theta
\end{aligned}
$$

The product formula implies that $L_{n}^{\lambda}(x) L_{n}^{\lambda}(y)=L_{n}^{\lambda}(0) T_{x}^{\lambda} L_{n}^{\lambda}(y)$. The convolution of $f$ and $g$ is defined by

$$
(f * g)(x)=\int_{0}^{\infty} f(y) T_{x}^{\lambda} g(y) y^{\lambda} \mathrm{e}^{-y} \mathrm{~d} y
$$

It satisfies the following property due to Görlich and Markett [1982].
Lemma 9.5.2 Let $\lambda \geq 0$ and $1 \leq p \leq \infty$. Then, for $f \in L^{p}\left(w_{\lambda}, \mathbb{R}_{+}\right)$and $g \in$ $L^{1}\left(w_{\lambda}, \mathbb{R}_{+}\right)$,

$$
\|f * g\|_{p, w_{\lambda}} \leq\|f\|_{p, w_{\lambda}}\|g\|_{1, w_{\lambda}}
$$

For the proof we refer to the paper of Görlich and Markett or to the monograph by Thangavelu [1993, p. 139]. The convolution structure can be extended to multiple Laguerre expansions and used to prove the following result.

Theorem 9.5.3 Let $\kappa_{i} \geq 0,1 \leq i \leq d$, and $1 \leq p \leq \infty$. The Cesàro $(C, \delta)$ means of the multiple Laguerre expansion are uniformly bounded as operators on $L^{p}\left(W_{\kappa}, \mathbb{R}_{+}^{d}\right)$ if $\delta>|\kappa|+d-\frac{1}{2}$. Moreover, for $p=1$ and $\infty$, the $(C, \delta)$-means converge in the $L^{p}\left(W_{\kappa}, \mathbb{R}_{+}^{d}\right)$ norm if and only if $\delta>|\kappa|+d-\frac{1}{2}$.

Proof The product formula of the Laguerre polynomials and the definition of the reproducing kernel gives

$$
\mathbf{P}_{n}^{\delta}\left(W_{\kappa} ; x, y\right)=T_{x_{1}}^{\kappa_{1}} \cdots T_{x_{d}}^{\kappa_{d}} P_{n}^{\delta}\left(W_{\kappa} ; 0, y\right)
$$

where $T_{x_{i}}$ acts on the variable $y_{i}$. Therefore, it follows that

$$
S_{n}^{\delta}\left(W_{\kappa} ; f, x\right)=\int_{\mathbb{R}_{+}^{d}} f(y) T_{x_{1}}^{\kappa_{1}} \cdots T_{x_{d}}^{\kappa_{d}} \mathbf{P}_{n}^{\delta}\left(W_{\kappa} ; 0, \mathbf{y}\right) W_{\kappa}(\mathbf{y}) \mathrm{d} \mathbf{y}
$$

which can be written as a $d$-fold convolution in an obvious way. Therefore, applying the inequality in Lemma 9.5.2 $d$ times gives

$$
\left\|S_{n}^{\delta}\left(W_{\kappa} ; f\right)\right\|_{p, W_{\kappa}} \leq\left\|\mathbf{P}_{n}^{\delta}\left(W_{\kappa} ; 0, \cdot\right)\right\|_{1, W_{\kappa}}\|f\|_{p, W_{\kappa}}
$$

The norm of $\mathbf{P}_{n}^{\delta}\left(W_{\kappa}, 0, \mathbf{x}\right)$ is bounded if and only if $\delta>|\kappa|+d-\frac{1}{2}$ by the Theorem 9.5.1. The convergence follows from the standard density argument.

The following result states that the expansion of an $\ell^{1}$-radial function is also an $\ell^{1}$-radial function.

Proposition 9.5.4 Let $w_{a}(t)=t^{a} \mathrm{e}^{-t}$ denote the Laguerre weight function. Let $f_{0}$ be a function defined on $\mathbb{R}_{+}$and $f(x)=f_{0}(|x|)$. Then, for the multiple Laguerre expansion,

$$
S_{n}\left(W_{\kappa}^{L} ; f, x\right)=s_{n}^{\delta}\left(w_{|\kappa|+d-1} ; f_{0},|x|\right) .
$$

Proof The proof is based on Proposition 8.4.7. Using (8.4.3) and the orthogonality of $R_{\beta}^{m}$, we obtain

$$
\begin{aligned}
& \int_{\mathbb{R}_{+}^{d}} f_{0}(|y|) \mathbf{P}_{n}\left(W_{\kappa}^{L} ; x, y\right) y^{\kappa} \mathrm{e}^{-|y|} \mathrm{d} y \\
& \quad=\int_{0}^{\infty} f(r) r^{|\kappa|+d-1} \mathrm{e}^{-r} \int_{|u|=1} \mathbf{P}_{n}\left(W_{\kappa} ; x, r u\right) u^{\kappa} \mathrm{d} u \mathrm{~d} r \\
& \quad=c \int_{0}^{\infty} f(r) r^{|\kappa|+d-1} \mathrm{e}^{-r} \widetilde{L}_{n}^{|\kappa|+d-1}(r) \mathrm{d} r \widetilde{L}_{n}^{|\kappa|+d-1}(|x|)
\end{aligned}
$$

where the constant $c$ can be determined by setting $n=0$. Taking the Cesàro means gives the desired result.

For the summability of the multiple Hermite expansion, there is no special boundary point for $\mathbb{R}^{d}$ or convolution structure. In this case the summability often involves techniques from classical Fourier analysis.

Proposition 9.5.5 Let $W_{\kappa}^{H}$ be as in Definition 8.3.1. Let $f_{\mu}(x)=f(\sqrt{\mu} x)$. Then, for each $x \in \mathbb{R}^{d}$,

$$
\lim _{\mu \rightarrow \infty} S_{n}^{\delta}\left(W_{\kappa, \mu}^{B} ; f_{\mu}, x / \sqrt{\mu}\right)=S_{n}^{\delta}\left(W_{\kappa}^{H} ; f, x\right)
$$

Proof We look at the Fourier coefficient of $f_{\mu}$. Making the change of variables $x \mapsto y / \sqrt{\mu}$ leads to

$$
\begin{aligned}
& a_{\alpha}^{n}\left(W_{\kappa, \mu}^{B} ; f\right)=w_{\kappa, \mu}^{B} \int_{B^{d}} f(\sqrt{\mu} x) P_{\alpha}^{n}\left(W_{\kappa, \mu}^{B} ; x\right) W_{\kappa, \mu}^{B}(x) \mathrm{d} x \\
& \quad=w_{\kappa, \mu}^{B} \mu^{-(\gamma+d) / 2} \int_{\mathbb{R}^{d}} f(y) \chi_{\mu}(y) P_{\alpha}^{n}\left(W_{\kappa, \mu}^{B} ; y / \sqrt{\mu}\right) h_{\kappa}^{2}(y)\left(1-\|y\|^{2} / \mu\right)^{\mu-1 / 2} \mathrm{~d} y,
\end{aligned}
$$

where $\chi_{\mu}$ is the characteristic function of the set $\{y:\|y\| \leq \sqrt{\mu}\}$. Using the fact that $w_{\kappa, \mu}^{B} \mu^{-(\gamma+d) / 2} \rightarrow w_{\kappa}^{H}$ as $\mu \rightarrow \infty$ and Theorem 8.3.4, the dominated convergence theorem shows that

$$
\lim _{\mu \rightarrow \infty} a_{\alpha}^{n}\left(W_{\kappa, \mu}^{B} ; f\right)=w_{\kappa}^{H} \int_{\mathbb{R}^{d}} f(y) P_{\alpha}^{n}\left(W_{\kappa}^{H} ; y\right) h_{\kappa}^{2}(y) \mathrm{e}^{-\|y\|^{2}} \mathrm{~d} y
$$

which is the Fourier coefficient $a_{\alpha}^{n}\left(W_{\kappa}^{H} ; f\right)$; the stated equation follows from Theorem 8.3.4.

A similar result can be seen to hold for the Laguerre expansion by using the limit relation in Theorem 8.4.4. We leave it to the reader. As an application of this limit relation we obtain

Proposition 9.5.6 Let $w_{a}(t)=|t|^{2 a} \mathrm{e}^{-t^{2}}$. Let $f_{0}$ be an even function on $\mathbb{R}$ and $f(x)=f_{0}(\|x\|)$. Then, for the orthogonal expansion with respect to $W_{\kappa}^{H}(x)=$ $\prod_{i=1}^{d} x_{i}^{2 \kappa_{i}} \mathrm{e}^{-\|x\|^{2}}$,

$$
S_{n}^{\delta}\left(W_{\kappa}^{H} ; f, x\right)=s_{n}^{\delta}\left(w_{|\kappa|+(d-1) / 2} ; f_{0},\|x\|\right)
$$

Proof In the identity of Proposition 9.3.5 set $f(x)=f(\sqrt{\mu} x)$ and replace $x$ by $x / \sqrt{\mu}$; then take the limit $\mu \rightarrow \infty$. The left-hand side is the limit in Proposition 9.5.5, while the right-hand side is the same limit as that for $d=1$.

Furthermore, for the classical multiple Hermite polynomials there is an analogue of Proposition 9.3.6 for ridge functions.

Proposition 9.5.7 Let $W^{H}(x)=\mathrm{e}^{-\|x\|^{2}}$ and $w(t)=\mathrm{e}^{-t^{2}}$. Let $f: \mathbb{R} \mapsto \mathbb{R}$. For $\|y\|=1$ and $n \geq 0$,

$$
S_{n}^{\delta}\left(W^{H} ; f(\langle x, \cdot\rangle), y\right)=s_{n}^{\delta}(w ; f,\langle x, y\rangle)
$$

The proof follows by taking the limit $\mu \rightarrow \infty$ in Proposition 9.3.6.

Corollary 9.5.8 Let $f(x)=f_{0}(\|x\|)$ be as in Proposition 9.5.6. Let $f \in$ $L^{p}\left(W^{H} ; \mathbb{R}^{d}\right), 1 \leq p<\infty$. Then $S_{n}^{\delta}\left(W^{H} ; f\right)$ converges to $f$ in the $L^{p}\left(W^{H} ; \mathbb{R}^{d}\right)$ norm if $\delta>\frac{d-1}{2}$.

Proof Using polar coordinates, we obtain
$\pi^{-d / 2} \int_{\mathbb{R}^{d}}\left|S_{n}^{\delta}\left(W^{H} ; f, x\right)\right|^{p} \mathrm{e}^{-\|x\|^{2}} \mathrm{~d} x=\pi^{-d / 2} \sigma_{d-1} \int_{0}^{\infty} s_{n}^{\delta}\left(w_{(d-1) / 2} ; f_{0}, r\right) r^{d-1} \mathrm{e}^{-r^{2}} \mathrm{~d} r$.
Hence, the stated result follows from the result for the Hermite expansion on the real line; see Thangavelu [1993].

For general results on the summability of multiple Hermite expansion, we again refer to Thangavelu [1993].

### 9.6 Multiple Jacobi Expansion

Multiple Jacobi polynomials are orthogonal with respect to the weight function $W_{\alpha, \beta}(x)=\prod_{i=1}^{d}\left(1-x_{i}\right)^{\alpha_{i}}\left(1+x_{i}\right)^{\beta_{i}}$; see Subsection 5.1.1. Recall that $p_{n}^{(a, b)}(t)$ denotes an orthonormal Jacobi polynomial with respect to $(1-t)^{a}(1+t)^{b}$. There is a convolution structure for the Jacobi polynomials, discovered by Gasper [1972].

Lemma 9.6.1 Let $\alpha, \beta>-1$. There is an integral representation of the form

$$
p_{n}^{(\alpha, \beta)}(x) p_{n}^{(\alpha, \beta)}(y)=p_{n}^{(\alpha, \beta)}(1) \int_{-1}^{1} p_{n}^{(\alpha, \beta)}(t) \mathrm{d} \mu_{x, y}^{(\alpha, \beta)}(t), \quad n \geq 0
$$

where the real Borel measure $\mathrm{d} \mu_{x, y}^{(\alpha, \beta)}$ on $[-1,1]$ satisfies

$$
\int_{-1}^{1}\left|\mathrm{~d} \mu_{x, y}^{(\alpha, \beta)}(t)\right| \leq M, \quad-1<x, y<1
$$

for some constant $M$ independent of $x, y$ if and only if $\alpha \geq \beta$ and $\alpha+\beta \geq-1$. Moreover, the measures are nonnegative, that is, $\mathrm{d} \mu_{x, y}^{(\alpha, \beta)}(t) \geq 0$ if and only if $\beta \geq-\frac{1}{2}$ or $\alpha+\beta \geq 0$.

The product in Lemma 9.6.1 gives rise to a convolution structure of multiple Jacobi polynomials, which allows us to reduce the summability on $[-1,1]^{d}$ to the summability at the point $\varepsilon=(1, \ldots, 1)$, just as in the Laguerre case. The Jacobi polynomials have a generating function (Bailey [1935, p. 102, Ex. 19])

$$
\begin{aligned}
G^{(\alpha, \beta)}(r ; x) & =\sum_{k=0}^{\infty} p_{k}^{(\alpha, \beta)}(1) p_{k}^{(\alpha, \beta)}(x) r^{n} \\
& =\frac{1-r}{(1+r)^{\alpha+\beta+2}}{ }_{2} F_{1}\left(\frac{\alpha+\beta+2}{2}, \frac{\alpha+\beta+3}{2} ; \frac{2 r(1+x)}{(1+r)^{2}}\right), \quad 0 \leq r<1
\end{aligned}
$$

Multiplying this formula with different variables gives a generating function for the multiple Jacobi polynomials,

$$
\sum_{n=0}^{\infty} r^{n} \sum_{|\mathbf{k}|=n} P_{\mathbf{k}}^{(\alpha, \beta)}(x) P_{\mathbf{k}}^{(\alpha, \beta)}(\mathbf{1})=\prod_{i=1}^{d} G^{\left(\alpha_{i}, \beta_{i}\right)}\left(r ; x_{i}\right):=G_{d}^{(\alpha, \beta)}(r ; x),
$$

where $\mathbf{1}=(1,1, \ldots, 1)$. Further multiplication, by

$$
(1-r)^{-\delta-1}=\sum_{n=0}^{\infty} \frac{(\delta+1)_{n} r^{n}}{n!}
$$

gives

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{(\delta+1)_{n}}{n!} \mathbf{K}_{n, d}^{\delta}\left(W_{\alpha, \beta} ; x, \mathbf{1}\right) r^{n}=(1-r)^{-\delta-1} G_{d}^{(\alpha, \beta)}(r ; \mathbf{1}) \tag{9.6.1}
\end{equation*}
$$

for the Cesàro $(C, \delta)$-means of the multiple Jacobi polynomials.

Theorem 9.6.2 Let $\alpha_{j} \geq-\frac{1}{2}$ and $\beta_{j} \geq-\frac{1}{2}$ for $1 \leq j \leq d$. Then the Cesàro $(C, \delta)$-means $S_{n, d}^{\delta}\left(W_{\alpha, \beta} ; f\right)$ of the product Jacobi expansion define a positive approximate identity on $C([-1,1])^{d}$ if $\delta \geq \sum_{i=1}^{d}\left(\alpha_{i}+\beta_{i}\right)+3 d-1$; moreover, the order of summability is best possible in the sense that $(C, \delta)$-means are not positive for $0<\delta<\sum_{i=1}^{d}\left(\alpha_{i}+\beta_{i}\right)+3 d-1$.

Proof Let $\rho(\alpha)=\sum_{i=1}^{d} \alpha_{i}$; if all $\alpha_{i} \geq 0$ then $\rho(\alpha)=|\alpha|$. Lemma 9.6.1 shows that it is sufficient to prove that, for $\alpha_{j} \geq \beta_{j}$, the kernel $K_{n, d}^{\delta}\left(W_{\alpha, \beta} ; x, \mathbf{1}\right) \geq 0$ if and only if $\delta \geq \rho(\alpha)+\rho(\beta)+3 d-1$. For $d=1$, the $(C, \alpha+\beta+2)$-means $K_{n, 1}^{\alpha+\beta+2}\left(w_{\alpha, \beta} ; x, 1\right)$ are nonnegative for $-1 \leq x \leq 1$, as proved in Gasper [1977]. Hence, by (9.6.1) with $d=1$, the function $(1-r)^{-\alpha-\beta-3} G^{(\alpha, \beta)}(r ; x)$ is a completely monotone function of $r$, that is, a function whose power series has all nonnegative coefficients. Since multiplication is closed in the space of completely monotone functions, it follows that

$$
(1-r)^{-\rho(\alpha)-\rho(\beta)-3 d} G_{d}^{(\alpha, \beta)}(r ; \mathbf{x})=\prod_{j=1}^{d}(1-r)^{-\alpha_{j}-\beta_{j}-3} G_{d}^{\left(\alpha_{j}, \beta_{j}\right)}\left(r ; x_{j}\right)
$$

is a completely monotone function. Consequently, by (9.6.1) we conclude that the means $K_{n, d}^{\rho(\alpha)+\rho(\beta)+3 d-1}\left(W_{\alpha, \beta} ; \mathbf{x}, \mathbf{1}\right) \geq 0$. We now prove that the order of summation cannot be improved. If the $\left(C, \delta_{0}\right)$-means are positive then $(C, \delta)$ means are positive for $\delta \geq \delta_{0}$. Hence, it suffices to show that the $(C, \rho(\alpha)+$ $\rho(\beta)+3 d-1-\sigma)$-means of the kernel are not positive for $0<\sigma<1$. From the generating function and the fact that ${ }_{2} F_{1}(a, b ; c ; 0)=1$, we conclude that, for $\delta=\rho(\alpha)+\rho(\beta)+3 d-2$,

$$
\begin{aligned}
(1-r)^{-\delta-1} G_{d}^{(\alpha, \beta)}(r ;-\mathbf{1}) & =(1-r)\left(1-r^{2}\right)^{-\rho(\alpha)-\rho(\beta)-2 d} \\
& =\sum_{k=0}^{\infty} \frac{(\rho(\alpha)+\rho(\beta)+2 d)_{k}}{k!}\left(r^{2 k}-r^{2 k+1}\right)
\end{aligned}
$$

Hence, setting

$$
A_{k}=\frac{(\rho(\alpha)+\rho(\beta)+3 d-1)_{k}}{k!} K_{k, d}^{\rho(\alpha)+\rho(\beta)+3 d-2}\left(W_{\alpha, \beta} ;-\mathbf{1}, \mathbf{1}\right)
$$

and comparing with (9.6.1), we conclude that

$$
A_{2 k}=-A_{2 k+1}=\frac{(\rho(\alpha)+\rho(\beta)+2 d)_{k}}{k!} \geq 0
$$

Therefore, it follows that

$$
\begin{aligned}
& \frac{(\rho(\alpha)+\rho(\beta)+3 d-\sigma+2)_{2 n-1}}{(2 n-1)!} K_{2 n+1, d}^{\rho(\alpha)+\rho(\beta)+3 d-1-\sigma}\left(W_{\alpha, \beta} ;-\mathbf{1}, \mathbf{1}\right) \\
& \quad=\sum_{k=0}^{2 n+1} \frac{(-\sigma)_{2 n+1-k}}{(2 n+1-k)!} A_{k}=-\sigma \sum_{k=0}^{n} \frac{1}{2 n-2 k+1} \frac{(1-\sigma)_{2 n-2 k}}{(2 n-2 k)!} A_{2 k} .
\end{aligned}
$$

Since $0<\sigma<1$, we conclude that the $(C, \rho(\alpha)+\rho(\beta)+3 d-1-\sigma)$-means are not positive.

The positivity of these Cesàro means implies their convergence, since it shows that the uniform norm of $S_{n}^{\delta}\left(W_{\alpha, \beta} ; f\right)$ is 1 . The explicit formula for the reproducing kernel is known only in one special case, namely, the case when $\alpha_{i}=\beta_{i}=-\frac{1}{2}$ for all $i$; see Xu [1995] or Berens and Xu [1996]. This formula, given below, is nonetheless of interest and shows a character different from the explicit formulae for the reproducing kernel on the ball and on the simplex. Denote the weight function by $W_{0}(x)$, that is,

$$
W_{0}(x)=\left(1-x_{1}^{2}\right)^{-1 / 2} \cdots\left(1-x_{d}^{2}\right)^{-1 / 2}, \quad x \in[-1,1]^{d} .
$$

We also need the notion of divided difference. The divided difference of a function $f: \mathbb{R} \rightarrow \mathbb{R}$ at the pairwise distinct points $x_{0}, x_{1}, \ldots, x_{n}$ in $\mathbb{R}$, is defined inductively by

$$
\left[x_{0}\right] f=f\left(x_{0}\right) \quad \text { and } \quad\left[x_{0}, \ldots, x_{n}\right] f=\frac{\left[x_{0}, \ldots, x_{n-1}\right] f-\left[x_{1}, \ldots, x_{n}\right] f}{x_{0}-x_{n}}
$$

The difference is a symmetric function of the coordinates of the points.

Theorem 9.6.3 Let $\mathbf{1}=(1,1, \ldots 1)$. Then

$$
\mathbf{P}_{n}\left(W_{0} ; x, \mathbf{1}\right)=\left[x_{1}, \ldots, x_{d}\right] G_{n}
$$

with

$$
G_{n}(t)=(-1)^{[(d+1) / 2]} 2\left(1-t^{2}\right)^{(d-1) / 2} \begin{cases}T_{n}(t) & \text { for d even } \\ U_{n-1}(t) & \text { for d odd }\end{cases}
$$

Proof The generating function of the Chebyshev polynomials $T_{n}$ and $U_{n}$, given in Proposition 1.4.12, implies that

$$
\frac{\left(1-r^{2}\right)^{d}}{\prod_{i=1}^{d}\left(1-2 r x_{i}+r^{2}\right)}=\sum_{n=0}^{\infty} \mathbf{P}\left(W_{0} ; x, \mathbf{1}\right) r^{n}
$$

The left-hand side can be expanded as a power series using the formula

$$
\left[x_{1}, \ldots, x_{d}\right] \frac{1}{a-b(\cdot)}=\frac{b^{d-1}}{\prod_{i=1}^{d}\left(a-b x_{i}\right)}
$$

which can be proved by induction on the number of variables; the result is

$$
\begin{aligned}
\frac{\left(1-r^{2}\right)^{d}}{\prod_{i=1}^{d}\left(1-2 r x_{i}+r^{2}\right)} & =\frac{\left(1-r^{2}\right)^{d}}{(2 r)^{d-1}}\left[x_{1}, \ldots, x_{d}\right] \frac{1}{1-2 r(\cdot)+r^{2}} \\
& =\frac{\left(1-r^{2}\right)^{d}}{(2 r)^{d-1}}\left[x_{1}, \ldots, x_{d}\right] \sum_{n=d-1}^{\infty} U_{n}(\cdot) r^{n} \\
& =2^{1-d}\left[x_{1}, \ldots, x_{d}\right] \sum_{n=0}^{\infty} r^{n} \sum_{k=0}^{d}\binom{d}{k}(-1)^{k} U_{n-2 k+d-1}(\cdot),
\end{aligned}
$$

where the second equation uses the generating function of the Chebyshev polynomials of the second kind, given in Definition 1.4.10, and the third equation uses the fact that $\left[x_{1}, \ldots, x_{d}\right] p=0$ whenever $p$ is a polynomial of degree at most $d-2$. Using $U_{m+1}(t)=\sin m \theta / \sin \theta$ and $\sin m \theta=\left(\mathrm{e}^{\mathrm{i} m \theta}-\mathrm{e}^{-\mathrm{i} m \theta}\right) /(2 \mathrm{i})$, with $t=\cos \theta$, as well as the binomial theorem, we obtain

$$
\begin{aligned}
& \sum_{k=0}^{d}\binom{d}{k}(-1)^{k} U_{n-2 k+d-1}(t) \\
& \quad=\frac{1}{\sin \theta} \sum_{k=0}^{d}\binom{d}{k}(-1)^{k}(\sin \theta)^{n-2 k+d} \\
& \quad=\frac{1}{2 \mathrm{i} \sin \theta}\left[\mathrm{e}^{\mathrm{i}(n+d) \theta}\left(1-\mathrm{e}^{-2 \mathrm{i} \theta}\right)^{d}+\mathrm{e}^{-\mathrm{i}(n+d) \theta}\left(1-\mathrm{e}^{2 \mathrm{i} \theta}\right)^{d}\right] \\
& \quad=(2 \mathrm{i})^{d}(\sin \theta)^{d-1} \frac{\mathrm{e}^{\mathrm{i} n \theta}(-1)^{d}-\mathrm{e}^{-\mathrm{i} n \theta}}{2 \mathrm{i}}=2^{d-1} G_{n}(t),
\end{aligned}
$$

from which the stated formula follows on comparing the coefficients of $r^{n}$ in the two power expansions.

Proposition 9.6.4 Define $x=\cos \Theta=\left(\cos \theta_{1}, \ldots, \cos \theta_{d}\right)$ and $y=\cos \Phi=$ $\left(\cos \phi_{1}, \ldots, \cos \phi_{d}\right)$. For $\tau \in \mathbb{Z}_{2}^{d}$, denote by $\Phi+\tau \Theta$ the vector that has components $\phi_{i}+\tau_{i} \theta_{i}$. Then

$$
\mathbf{P}_{n}\left(W_{0} ; x, y\right)=\sum_{\tau \in \mathbb{Z}_{2}^{d}} \mathbf{P}_{n}\left(W_{0} ; \cos (\Phi+\tau \Theta), \mathbf{1}\right)
$$

Proof With respect to the normalized weight function $\pi^{-1}\left(1-t^{2}\right)^{-1 / 2}$, the orthonormal Chebyshev polynomials are $\widetilde{T}_{0}(t)=1$ and $\widetilde{T}_{n}(t)=\sqrt{2} \cos n \theta$. Hence

$$
\mathbf{P}_{n}\left(W_{0} ; \mathbf{x}, \mathbf{y}\right)=2^{d} \sum_{|\alpha|=n}^{\prime} \cos \alpha_{1} \theta_{1} \cos \alpha_{1} \phi_{1} \cdots \cos \alpha_{d} \theta_{d} \cos \alpha_{d} \phi_{d},
$$

where $\alpha \in \mathbb{N}_{0}^{d}$ and the notation $\Sigma^{\prime}$ means that whenever $\alpha_{i}=0$ the term containing $\cos \alpha_{i} \theta_{i}$ is halved. Then the stated formula is seen to be merely a consequence of the addition formula for the cosine function.

The multiple Chebyshev expansion is related to the multiple Fourier series on $\mathbb{T}^{d}$. In fact, $\mathbf{P}_{n}\left(W_{0} ; x, \mathbf{1}\right)$ is the Dirichlet kernel in the following sense:

$$
\mathbf{P}_{n}\left(W_{0} ; x, \mathbf{1}\right)=\sum_{|\alpha|=n} \mathrm{e}^{\mathrm{i}\langle\alpha, \Theta\rangle}, \quad x=\cos \Theta .
$$

The corresponding summability of the multiple Fourier series is called $\ell_{1}$ summability; it has a completely different character to the usual spherical summability (in which the summation of the kernel is taken over multi-indices in $\left\{\alpha \in \mathbb{N}_{0}^{d}\right.$ : $\|\alpha\|=n\}$ ); see, for example, Stein and Weiss [1971], Podkorytov [1981] or Berens and Xu [1997].

### 9.7 Notes

Section 9.1 Proposition 9.1.2 and its proof are extensions of the one-variable results; see Freud [1966, p. 139]. The properties of best polynomial approximations can be found in books on approximation theory, for example, Lorentz [1986], Cheney [1998] or DeVore and Lorentz [1993].

For $d=1$, the asymptotics of the Christoffel function are known for general weight functions. It was proved in Máté, Nevai and Totik [1991] that

$$
\lim _{n \rightarrow \infty} n \lambda_{n}(\mathrm{~d} \mu, x)=\pi \mu^{\prime}(x) \sqrt{1-x^{2}} \quad \text { for a.e. } \quad x \in[-1,1]
$$

for measures $\mu$ belonging to the Szegő class (that is, $\left.\log \mu^{\prime}(\cos t) \in L^{1}[0,2 \pi]\right)$. For orthogonal polynomials of several variables, we may conjecture that an analogous result holds:

$$
\lim _{n \rightarrow \infty}\binom{n+d}{d} \Lambda_{n}(W ; x)=\frac{W(x)}{W_{0}(x)}
$$

where $W_{0}$ is the analogue of the normalized Chebyshev weight function for the given domain. This limit relation was established for several classical-type weight functions on the cube $[-1,1]^{d}$ with $W_{0}(x)=\pi^{-d}\left(1-x_{1}^{2}\right)^{-1 / 2} \cdots\left(1-x_{d}^{2}\right)^{-1 / 2}$, on the ball $B^{d}$ with $W_{0}(x)=w^{B}\left(1-\|x\|^{2}\right)^{-1 / 2}$ and on the simplex $T^{d}$ with $W_{0}(x)=w^{T} x_{1}^{-1 / 2} \cdots x_{d}^{-1 / 2}(1-|x|)^{-1 / 2}$, where $w^{B}$ and $w^{T}$ are normalization constants, so that $W_{0}$ has unit integral on the corresponding domain; see Xu [1995], Bos [1994] and Xu [1996a, b], The above limit was also studied for a central symmetric weight function in Bos, Della Vecchia and Mastroianni [1998]. More recently, fairly general results on the asymptotics of the Christoffel function were established in Kroó and Lubinsky [2013a, b]; their results were motivated by the universality limit, a concept originating in random matrix theory.

Section 9.2 Kogbetliantz's inequality on the positivity of the $(C, \delta)$-means of Gegenbauer polynomials is a special case of a much more general positivity result on Jacobi polynomials due to Askey and to Gasper (see, for example, Askey [1975] and Gasper [1977]). These inequalities also imply other positivity results for $h$-harmonics.

For the weight function $h_{\kappa}(x)=\prod_{i=1}^{d}\left|x_{i}\right|^{\kappa_{i}}$, which is invariant under $\mathbb{Z}_{2}^{d}$, the result in Corollary 9.2.4 can be improved as follows.

Theorem 9.7.1 The $(C, \delta)$-means of the h-harmonic expansion of every continuous function for $h_{\kappa}(x)=\prod_{i=1}^{d}\left|x_{i}\right|^{\kappa_{i}}$ converge uniformly to $f$ if and only if $\delta>\frac{d-2}{2}+|\kappa|-\min _{1 \leq i \leq d} \kappa_{i}$.

A further result shows that the great circles defined by the intersection of $S^{d-1}$ and the coordinate planes form boundaries on $S^{d-1}$. Define

$$
S_{\mathrm{int}}^{d-1}=S^{d-1} \backslash \bigcup_{i=1}^{d}\left\{x \in S^{d-1}: x_{i}=0\right\}
$$

which is the interior region bounded by these boundaries on $S^{d-1}$. Then, for continuous functions, $S_{n}^{\delta}\left(h_{\kappa}^{2}, f ; x\right)$ converges to $f(x)$ for every $x \in S_{\mathrm{int}}^{d-1}$ provided that $\delta>\frac{d-2}{2}$, independently of $\kappa$. The proof of these results is in Li and Xu [2003], which uses rather involved sharp estimates of the Cesàro means of the reproducing kernels given in Theorem 7.5.5. For $L^{p}$ convergence with $1<p<\infty$, a sharp critical index for the convergence of $S_{n}^{\delta}\left(h_{\kappa}^{2}, f\right)$ was established in Dai and Xu [2009b].

Section 9.3 The summability of the expansion in classical orthogonal polynomials on the ball can be traced back to the work of Chen, Koschmieder, and several others, where the assumption that $2 \mu$ is an integer was imposed; see Section 12.7 of Erdélyi et al. [1953]. Theorem 9.3.4 was proved in Xu [1999a]. The general relation between summability of orthogonal expansion on the sphere and on the ball is studied in Xu [2001a]. For the weight function $W_{\kappa, \mu}^{B}(x)=$ $\prod_{i=1}^{d}\left|x_{i}\right|^{\kappa_{i}}\left(1-\|x\|^{2}\right)^{\mu-1 / 2}$, which is invariant under $\mathbb{Z}_{2}^{d}$, Corollary 9.3.3 can be improved to a sharp result: $S_{n}^{\delta}\left(W_{\kappa, \mu}^{B}, f\right)$ converges to $f$ uniformly for continuous functions $f$ if and only if $\delta>\frac{d-1}{2}+|\kappa|-\min _{1 \leq i \leq d+1} \kappa_{i}$, with $\kappa_{d+1}=\mu$ as in Theorem 9.7.1; further, pointwise convergence holds for $x$ inside $B^{d}$ and $x$ not on one of the coordinate hyperplanes, provided that $\delta>\frac{d-1}{2}$. The proof uses Theorem 9.3.1.

Section 9.4 A result similar to that in Theorem 9.7.1 also holds for classical orthogonal polynomials on the simplex. The proof requires a sharp estimate for the Cesàro means of the reproducing kernels given in Theorem 8.2.7. The estimate is similar to that for the kernel in the case of $\mathbb{Z}_{2}^{d}$-invariant $h_{\kappa}^{2}$, but there are additional difficulties. A partial result appeared in Li and Xu [2003]; a complete analogue to the result on the ball was proved in Dai and Xu [2009a], that is, that $S_{n}^{\delta}\left(W_{\kappa, \mu}^{T}, f\right)$ converges to $f$ uniformly for continuous functions $f$ if and only if $\delta>\frac{d-1}{2}+|\kappa|-\min _{1 \leq i \leq d+1} \kappa_{i}$ with $\kappa_{d+1}=\mu$. The pointwise convergence in the interior of $T^{d}$ holds if $\delta>\frac{d-1}{2}$. Furthermore, a sharp result for convergence in $L^{p}, 1<p<\infty$, was established in Dai and Xu [2009b].

Section 9.5 For Laguerre expansions, there are several different forms of summability, depending on the $L^{2}$ spaces under consideration. For example, considering the Laguerre functions $\mathscr{L}_{n}^{\alpha}(x)=L_{n}^{\alpha}(x) \mathrm{e}^{-x / 2} x^{-\alpha / 2}$ and their other varieties, $\mathscr{L}_{n}^{\alpha}\left(\frac{1}{2} x^{2}\right) x^{-\alpha}$ or $\mathscr{L}_{n}^{\alpha}\left(x^{2}\right)(2 x)^{1 / 2}$, one can form orthogonal systems in $L^{2}\left(\mathrm{~d} x, \mathbb{R}_{+}\right)$and $L^{2}\left(x^{2 \alpha+1} \mathrm{~d} x, \mathbb{R}_{+}\right)$. Consequently, there have been at least four types of Laguerre expansion on $\mathbb{R}_{+}$studied in the literature and each has its extension in the multiple setting; see Thangavelu [1992] for the definitions. We considered only orthogonal polynomials in $L^{2}\left(x^{\alpha} \mathrm{d} x ; \mathbb{R}_{+}\right)$, following Xu [2000d]. For results in the multiple Hermite and Laguerre expansions, see the monograph by Thangavelu [1993].

Section 9.6 For multiple Jacobi expansions the order of $\delta$ can be reduced if we consider only convergence without positivity. However, although their product nature leads to a convolution structure, which allows us to reduce the summability to the point $x=\mathbf{1}$, convergence at the point $\mathbf{1}$ no longer follows from the product of the results for one variable.

Theorem 9.7.2 Let $\alpha_{j}, \beta_{j} \geq-\frac{1}{2}$. The Cesàro $(C, \delta)$ means of the multiple Jacobi expansion with respect to $W_{\alpha, \beta}$ are uniformly convergent in the norm of $C\left([-1,1]^{d}\right)$ provided that $\delta>\sum_{j=1}^{d} \max \left\{\alpha_{j}, \beta_{j}\right\}+\frac{d}{2}$.

Similar results also hold for the case where $\alpha_{j}>-1, \beta_{j}>-1$ and $\alpha_{j}+\beta_{j} \geq$ $-1,1 \leq j \leq d$, with a properly modified condition on $\delta$. In particular, if $\alpha_{j}=\beta_{j}=$ $-\frac{1}{2}$ then convergence holds for $\delta>0$. This is the order of the $\ell_{1}$ summability of the multiple Fourier series. The proof of these results was given in Li and Xu [2000], which uses elaborate estimates of the kernel function that are written in terms of the integral of the Poisson kernel of the Jacobi polynomials.

Further results The concise formulae for the reproducing kernels with respect to the $h_{\kappa}^{2}$ associated with $\mathbb{Z}_{2}^{d}$ on the sphere, $W_{\kappa, \mu}^{B}$ on the unit ball and $W_{\kappa, \mu}^{T}$ on the simplex open the way for in-depth study of various topics in approximation theory and harmonic analysis. Many recent advances in this direction are summed up in the book Dai and Xu [2013]. These kernels are also useful in the construction of highly localized bases, called needlets, a name coined in Narcowich, Petrushev, and Ward [2006], where such bases were constructed on the unit sphere. These bases were constructed and studied by Petrushev and Xu [2008a] for $W_{\mu}^{B}$ on the ball; by Ivanov, Petrushev and Xu [2010], [2012] for $W_{\kappa, \mu}^{T}$ on the simplex and on product domains, respectively; by Kerkyacharian, Petrushev, Picard and Xu [2009] for the Laguerre weight on $\mathbb{R}_{+}^{d}$; and by Petrushev and Xu [2008b] for the Hermite weight on $\mathbb{R}^{d}$.

The Cesàro-summability of orthogonal expansions on a cylindrical domain was studied by Wade [2011].

# Orthogonal Polynomials Associated with Symmetric Groups 

In this chapter we consider analysis associated with symmetric groups. The differential-difference operators for these groups, called type $A$ in Weyl group nomenclature, are crucial in this theory. The techniques tend to be algebraic, relying on methods from combinatorics and linear algebra. Nevertheless the chapter culminates in explicit evaluations of norm formulae and integrals of the Macdonald-Mehta-Selberg type. These integrals involve the weight function $\Pi_{1 \leq i<j \leq d}\left|x_{i}-x_{j}\right|^{2 \kappa}$ on the torus and the weight function on $\mathbb{R}^{d}$ equipped with the Gaussian measure. The fundamental objects are a commuting set of self-adjoint operators and the associated eigenfunction decomposition. The simultaneous eigenfunctions are certain homogeneous polynomials, called nonsymmetric Jack polynomials. The Jack polynomials are a family of parameterized symmetric polynomials, which have been studied mostly in combinatorial settings.

The fact that the symmetric group is generated by transpositions of adjacent entries will frequently be used in proofs; for example, it suffices to prove invariance under adjacent transpositions to show group invariance. Two bases of polynomials will be used, not only the usual monomial basis but also the $p$-basis; these are polynomials, defined by a generating function, which have convenient transformation formulae for the differential-difference operators. Also, they provide expressions for the nonsymmetric Jack polynomials which are independent of the number of trailing zeros of the label $\alpha \in \mathbb{N}_{0}^{d}$. The chapter concludes with expressions for the type- $A$ exponential-type kernel and the intertwining operators and an algorithm for the nonsymmetric Jack polynomials labeled by partitions. The algorithm is easily implementable in a symbolic computation system. There is a brief discussion of the associated Hermite-type polynomials.

### 10.1 Partitions, Compositions and Orderings

In this chapter we will be concerned with the action of the symmetric group $S_{d}$ on $\mathbb{R}^{d}$ and on polynomials. Some orderings of $\mathbb{N}_{0}^{d}$ are fundamental and are
especially relevant to the idea of expressing a permutation as a product of adjacent transpositions.

Consider the elements of $S_{d}$ as functions on $\{1,2, \ldots, d\}$. For $x \in \mathbb{R}^{d}$ and $w \in S_{d}$ let $(x w)_{i}=x_{w(i)}$ for $1 \leq i \leq d$; extend this action to polynomials by writing $w f(x)=f(x w)$. This has the effect that monomials transform to monomials, $w\left(x^{\alpha}\right)=x^{w \alpha}$, where $(w \alpha)_{i}=\alpha_{w^{-1}(i)}$ for $\alpha \in \mathbb{N}_{0}^{d}$. (Consider $x$ as a row vector $\alpha$ as a column vector and $w$ as a permutation matrix, with 1 s at the $(w(j), j)$ entries.) The reflections in $S_{d}$ are transpositions interchanging $x_{i}$ and $x_{j}$, denoted by $(i, j)$ for $i \neq j$. The term composition is a synonym for multi-index; it is commonly used in algebraic combinatorics. The basis polynomials (some orthogonal) that will be considered have composition labels and are contained in subspaces invariant under $S_{d}$. In such a subspace the "standard" composition label will be taken to be the associated partition. We recall the notation $\varepsilon_{i}$ for the unit label: $\left(\varepsilon_{i}\right)_{j}=\delta_{i, j}$. This will be used in calculations of quantities such as $\alpha-\varepsilon_{i}$ (when $\alpha \in \mathbb{N}_{0}^{d}$ and $\alpha_{i} \geq 1$ ).

Definition 10.1.1 A partition (with no more than $d$ parts) is a composition $\lambda \in$ $\mathbb{N}_{0}^{d}$ such that $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{d}$. The set of all such partitions is denoted by $\mathbb{N}_{0}^{d, P}$. For any $\alpha \in \mathbb{N}_{0}^{d}$, let $\alpha^{+}$be the unique partition such that $\alpha^{+}=w \alpha$ for some $w \in S_{d}$. The length of a composition is $\ell(\alpha):=\max \left\{i: \alpha_{i}>0\right\}$.

There is a total order on compositions, namely, lexicographic order ("lex order" for short) (see also Section 3.1), defined as follows: $\alpha \succ_{L} \beta$ means that $\alpha_{i}=\beta_{i}$ for $1 \leq i<m$ and $\alpha_{m}>\beta_{m}$ for some $m \leq d\left(\alpha, \beta \in \mathbb{N}_{0}^{d}\right)$; but there is a partial order better suited for our purposes, the dominance order.

Definition 10.1.2 For $\alpha, \beta \in \mathbb{N}_{0}^{d}$, say, $\alpha$ dominates $\beta$, that is, $\alpha \succeq \beta$, when $\sum_{i=1}^{j} \alpha_{i} \geq \sum_{i=1}^{j} \beta_{i}$ for $1 \leq j \leq d$. Also, $\alpha \succ \beta$ means $\alpha \succeq \beta$ with $\alpha \neq \beta$. Further, $\alpha \triangleright \beta$ means that $|\alpha|=|\beta|$ and either $\alpha^{+} \succ \beta^{+}$or $\alpha^{+}=\beta^{+}$and $\alpha \succ \beta$.

Clearly the relations $\succeq$ and $\unrhd$ are partial orderings ( $\alpha \unrhd \beta$ means $\alpha \triangleright \beta$ or $\alpha=$ $\beta$ ). Dominance has the nice property of "reverse invariance": for $\alpha \in \mathbb{N}_{0}^{d}$ let $\alpha^{R}=$ $\left(\alpha_{d}, \alpha_{d-1}, \ldots, \alpha_{1}\right)$; then, for $\alpha, \beta \in \mathbb{N}_{0}^{d},|\alpha|=|\beta|$ and $\alpha \succeq \beta$ implies that $\beta^{R} \succeq$ $\alpha^{R}$. In our applications dominance order will be used to compare compositions $\alpha, \beta$ having $\alpha^{+}=\beta^{+}$and partitions $\lambda, \mu$ having $|\lambda|=|\mu|$. The following lemma shows the effect of two basic operations.

Lemma 10.1.3 Suppose that $\alpha \in \mathbb{N}_{0}^{d}$ and $\lambda \in \mathbb{N}_{0}^{d, P}$; then
(i) if $\alpha_{i}>\alpha_{j}$ and $i<j$ then $\alpha \succ(i, j) \alpha$;
(ii) if $\lambda_{i}>\lambda_{j}+1$ (implying $i<j$ ) then $\lambda \succ \mu^{+}$, where $\mu_{i}=\lambda_{i}-1, \mu_{j}=\lambda_{j}+1$ and $\mu_{k}=\lambda_{k}$ for $k \neq i, j$;
(iii) $\alpha^{+} \succeq \alpha$;
(iv) if $\lambda_{i}>\lambda_{j}+1$ and $1 \leq s<\lambda_{i}-\lambda_{j}$ then $\lambda \succ\left(\mu^{(s)}\right)^{+}$where $\mu_{i}^{(s)}=\lambda_{i}-s$, $\mu_{j}^{(s)}=\lambda_{j}+s$ and $\mu_{k}^{(s)}=\lambda_{k}$ for $k \neq i, j\left(\right.$ that $\left.i s, \mu^{(s)}=\lambda-s\left(\varepsilon_{i}-\varepsilon_{j}\right)\right)$.

Proof For part (i) let $\beta=(i, j) \alpha$; then $\sum_{k=1}^{m} \alpha_{k}=\sum_{k=1}^{m} \beta_{k}+\left(\alpha_{i}-\alpha_{j}\right)$ for $i \leq m<$ $j$, otherwise $\sum_{k=1}^{m} \alpha_{j}=\sum_{k=1}^{m} \beta_{j}$. For part (ii) assume (by relabeling if necessary) that $\lambda_{i}>\lambda_{i+1} \geq \cdots \geq \lambda_{j-1}>\lambda_{j} \geq \lambda_{j+1}$ (possibly $j=i+1$ ) and that now $\mu_{k}=\lambda_{k}$ for all $k$ except $i$, for which $\mu_{i}=\lambda_{i}-1$ and $j$, for which $\mu_{j}=\lambda_{j}+1$. By construction $\mu_{i} \geq \mu_{i+1}$ and $\mu_{j-1} \geq \mu_{j}$, so $\mu=\mu^{+}$(this is the effect of the relabeling) and clearly $\lambda \succ \mu^{+}$. For part (iii) note that $\alpha^{+}$can be obtained by applying a finite sequence of adjacent transpositions (apply $(i, i+1)$ when $\alpha_{i}<\alpha_{i+1}$ ).

For part (iv), note that $\left(\mu^{\left(\lambda_{i}-\lambda_{j}-s\right)}\right)^{+}=\left(\mu^{(s)}\right)^{+}$. Part (ii) shows that $\lambda \succ$ $\left(\mu^{(1)}\right)^{+} \succ\left(\mu^{(2)}\right)^{+} \succ \cdots \succ\left(\mu^{(t)}\right)^{+}$for $t=\left[\frac{1}{2}\left(\lambda_{i}-\lambda_{j}\right)\right]$, and this proves part (iv).

### 10.2 Commuting Self-Adjoint Operators

The differential-difference operators of Chapter 4 for the group $S_{d}$ allow one parameter, denoted by $\kappa$, and have the formula, for $f \in \Pi^{d}$ and $1 \leq i \leq d$,

$$
\mathscr{D}_{i} f(x)=\frac{\partial f(x)}{\partial x_{i}}+\kappa \sum_{j=1, j \neq i}^{d} \frac{f(x)-f(x(i, j))}{x_{i}-x_{j}}
$$

often abbreviated as $\partial_{i}+\kappa \sum_{j \neq i}[1-(i, j)] /\left(x_{i}-x_{j}\right)$.
Lemma 10.2.1 The following commutants hold for $1 \leq i, j \leq d$ :
(i) $x_{i} \mathscr{D}_{i} f(x)-\mathscr{D}_{i} x_{i} f(x)=-f(x)-\kappa \sum_{j \neq i}(i, j) f(x)$;
(ii) $x_{j} \mathscr{D}_{i} f(x)-\mathscr{D}_{i} x_{j} f(x)=\kappa(i, j) f(x)$ for $i \neq j$.

Proof In Proposition 6.4.10 set $u=\varepsilon_{i}, t=\varepsilon_{j}$; then

$$
x_{j} \mathscr{D}_{i} f(x)=\mathscr{D}_{i} x_{j} f(x)-\left\langle\varepsilon_{j}, \varepsilon_{i}\right\rangle f(x)-\kappa \sum_{k \neq i}\left\langle\varepsilon_{j}, \varepsilon_{i}-\varepsilon_{k}\right\rangle(i, k) f(x) .
$$

Only the positive roots $v= \pm\left(\varepsilon_{i}-\varepsilon_{k}\right)$ appear in the sum (the inner product is the usual one on $\mathbb{R}^{d}$ ).

Lemma 10.2.2 For $m, n \in \mathbb{N}_{0}$,

$$
\frac{x_{1}^{m} x_{2}^{n}-x_{1}^{n} x_{2}^{m}}{x_{1}-x_{2}}=\operatorname{sign}(m-n) \sum_{i=\min \{m, n\}}^{\max \{m, n\}-1} x_{1}^{m+n-1-i} x_{2}^{i}
$$

We will describe several inner products $\langle\cdot, \cdot\rangle$ on $\Pi^{d}$ with the following properties; such inner products are called permissible.

1. if $p \in \mathscr{P}_{n}^{d}$ and $q \in \mathscr{P}_{m}^{d}$ then $n \neq m$ implies that $\langle p, q\rangle=0$;
2. for $p, q \in \Pi^{d}$ and $w \in S_{d},\langle w p, w q\rangle=\langle p, q\rangle$;
3. for each $i$, the operator $\mathscr{D}_{i} x_{i}$ is self-adjoint, that is,

$$
\left\langle\mathscr{D}_{i}\left(x_{i} p(x)\right), q(x)\right\rangle=\left\langle p(x), \mathscr{D}_{i}\left(x_{i} q(x)\right)\right\rangle .
$$

One such inner product has already been defined, in Definition 7.2.2, namely $\langle p, q\rangle=\left.p\left(\mathscr{D}_{1}, \mathscr{D}_{2}, \ldots, \mathscr{D}_{d}\right) q(x)\right|_{x=0}$. Here $\mathscr{D}_{i}^{*}=x_{i}$ (a multiplication factor) and so $\mathscr{D}_{i} x_{i}$ is self-adjoint for each $i$. These operators do not commute, but a simple modification provides sufficient commuting self-adjoint operators that the decomposition of $\Pi^{d}$ into joint eigenfunctions provides an orthogonal basis.

Recall that for two linear operators $A, B$, operating on the same linear space, the commutant is $[A, B]=A B-B A$.

Lemma 10.2.3 For $i \neq j,\left[\mathscr{D}_{i} x_{i}, \mathscr{D}_{j} x_{j}\right]=\kappa\left(\mathscr{D}_{i} x_{i}-\mathscr{D}_{j} x_{j}\right)(i, j) ;$ moreover, $\left[\mathscr{D}_{i} x_{i}, \mathscr{D}_{j} x_{j}-\kappa(i, j)\right]=0$.

Proof By part (ii) of Lemma 10.2.1, $x_{j} \mathscr{D}_{i}=\mathscr{D}_{i} x_{j}+\kappa(i, j)$. Since $\mathscr{D}_{i} \mathscr{D}_{j}=\mathscr{D}_{j} \mathscr{D}_{i}$, we have

$$
\begin{aligned}
\mathscr{D}_{i} x_{i} \mathscr{D}_{j} x_{j}-\mathscr{D}_{j} x_{j} \mathscr{D}_{i} x_{i} & =\mathscr{D}_{i}\left[\mathscr{D}_{j} x_{i}+\kappa(i, j)\right] x_{j}-\mathscr{D}_{j}\left(\mathscr{D}_{i} x_{j}+\kappa(i, j)\right) x_{i} \\
& =\kappa\left(\mathscr{D}_{i} x_{i}-\mathscr{D}_{j} x_{j}\right)(i, j) .
\end{aligned}
$$

Also, $\kappa\left(\mathscr{D}_{i} x_{i}-\mathscr{D}_{j} x_{j}\right)(i, j)=\kappa\left[\mathscr{D}_{i} x_{i}(i, j)-(i, j) \mathscr{D}_{i} x_{i}\right]$.
Definition 10.2.4 For $1 \leq i \leq d$ define the self-adjoint operators $\mathscr{U}_{i}$ on $\Pi^{d}$ by

$$
\mathscr{U}_{i}=\mathscr{D}_{i} x_{i}+\kappa-\kappa \sum_{j=1}^{i-1}(j, i) .
$$

Note that each $\mathscr{U}_{i}$ preserves the degree of homogeneity; that is, it maps $\mathscr{P}_{n}^{d}$ to $\mathscr{P}_{n}^{d}$ for each $n$. The transpositions are self-adjoint because $\langle(i, j) p, q\rangle=$ $\left\langle p,(i, j)^{-1} q\right\rangle=\langle p,(i, j) q\rangle$ by the hypothesis on the inner product.

Theorem 10.2.5 For $1 \leq i<j \leq d, \mathscr{U}_{i} \mathscr{U}_{j}=\mathscr{U}_{j} \mathscr{U}_{i}$.
Proof Write $\mathscr{U}_{i}=\mathscr{D}_{i} x_{i}+\kappa-\kappa A$ and $\mathscr{U}_{j}=\mathscr{D}_{j} x_{j}+\kappa-\kappa(i, j)-\kappa B$, where $A=\sum_{k<i}(k, i)$ and $B=\sum_{k<j, k \neq i}(k, j)$. Then $\left[\mathscr{U}_{i}, \mathscr{U}_{j}\right]=\left[\mathscr{D}_{i} x_{i}, \mathscr{D}_{j} x_{j}-\kappa(i, j)\right]-$ $\kappa\left[\mathscr{D}_{i} x_{i}, B\right]-\kappa\left[A, \mathscr{D}_{j} x_{j}\right]+\kappa^{2}[A, B+(i, j)]$. The first term is zero by Lemma 10.2.3, and the middle two are zero because the transpositions in $A, B$ individually
commute with the other terms; for example $\mathscr{D}_{i} x_{i}(k, j)=(k, j) \mathscr{D}_{i} x_{i}$ for $k \neq i$. Further,

$$
\begin{aligned}
{[A, B+(i, j)] } & =\sum_{k=1}^{i-1} \sum_{s=1}^{j-1}[(k, i),(s, j)] \\
& =\sum_{k=1}^{i-1}([(k, i)(k, j)-(i, j)(k, i)]-[(k, j)(k, i)-(k, i)(i, j)])
\end{aligned}
$$

Each bracketed term is zero since $(k, i)(k, j)=(i, j)(k, i)$ in the sense of multiplication in the group $S_{d}$.

We consider the action of $\mathscr{U}_{i}$ on a monomial $x^{\alpha}$. For any $i$, by Lemma 10.2.2 we have

$$
\mathscr{D}_{i} x_{i} x^{\alpha}=\left(\alpha_{i}+1\right) x^{\alpha}+\kappa \sum_{\beta \in A} x^{\beta}-\kappa \sum_{\beta \in B} x^{\beta}
$$

where

$$
\begin{aligned}
A & =\bigcup_{j \neq i}\left\{\alpha+k\left(\varepsilon_{j}-\varepsilon_{i}\right):\left(\alpha_{i} \geq \alpha_{j}\right), 0 \leq k \leq \alpha_{i}-\alpha_{j}\right\}, \\
B & =\bigcup_{j \neq i}\left\{\alpha+k\left(\varepsilon_{i}-\varepsilon_{j}\right):\left(\alpha_{i}<\alpha_{j}-1\right), 1 \leq k \leq \alpha_{j}-\alpha_{i}-1\right\} .
\end{aligned}
$$

The combined coefficient of $x^{\alpha}$ is $\left(\alpha_{i}+1\right)+\kappa \#\left\{j: \alpha_{j} \leq \alpha_{i}, j \neq i\right\}$. Monomials with coefficient $\kappa$ are of the form $x^{\beta}$, where

$$
\beta=\left(\alpha_{1}, \ldots, \alpha_{i}-k, \ldots, \alpha_{j}+k, \ldots\right) \quad \text { for } 1 \leq k \leq \alpha_{i}-\alpha_{j}
$$

in each case $\alpha^{+} \succ \beta^{+}$, by part (iv) of Lemma 10.1.3, except for $\beta=(i, j) \alpha$ (for $k=\alpha_{i}-\alpha_{j}$ ). Monomials with coefficient $-\kappa$ have the form $x^{\beta}$, where $\beta=$ $\left(\alpha_{1}, \ldots, \alpha_{i}+k, \ldots, \alpha_{j}-k, \ldots\right)$ for $1 \leq k \leq \alpha_{j}-\alpha_{i}-1$. Again by Lemma 10.1.3, $\alpha^{+} \succ \beta^{+}$. When the remaining terms of $\mathscr{U}_{i}$ are added, the effect is to remove the terms $\kappa(j, i) x^{\alpha}$ with $j<i$ and $\alpha_{j}<\alpha_{i}$, for which $(j, i) \alpha \succ \alpha$. Thus

$$
\mathscr{U}_{i} x^{\alpha}=\left(\kappa\left(d-\#\left\{j: \alpha_{j}>\alpha_{i}\right\}-\#\left\{j: j<i \text { and } \alpha_{j}=\alpha_{i}\right\}\right)+\alpha_{i}+1\right) x^{\alpha}+q_{\alpha, i},
$$

where $q_{\alpha, i}$ is a sum of terms $\pm \kappa x^{\beta}$ with $\alpha \triangleright \beta$. This shows that $\mathscr{U}_{i}$ is represented by a triangular matrix on the monomial basis (triangularity with respect to the partial order $\unrhd$ ). It remains to study the simultaneous eigenfunctions, called nonsymmetric Jack polynomials, in detail.

### 10.3 The Dual Polynomial Basis

There is a basis of homogeneous polynomials which has relatively tractable behavior under the actions of $\mathscr{D}_{i}$ and $\mathscr{U}_{i}$ and also provides an interesting inner product. These polynomials are products of analogues of $x_{i}^{n}$.

Definition 10.3.1 For $1 \leq i \leq d$ define the homogeneous polynomials $p_{n}\left(x_{i} ; x\right)$, $n \in \mathbb{N}_{0}$, by logarithmic differentiation applied to the generating function:

$$
\sum_{n=0}^{\infty} p_{n}\left(x_{i} ; x\right) y^{n}=\left(1-x_{i} y\right)^{-1} \prod_{j=1}^{d}\left(1-x_{j} y\right)^{-\kappa}
$$

valid for $|y|<\min _{j}\left(1 /\left|x_{j}\right|\right)$.
We will show that $\mathscr{D}_{i} p_{n}\left(x_{i} ; x\right)=(d \kappa+n) p_{n-1}\left(x_{i} ; x\right)$ and $\mathscr{D}_{j} p_{n}\left(x_{i} ; x\right)=0$ for $j \neq i$, using an adaptation of logarithmic differentiation. Let $f_{0}=\left(1-x_{i} y\right)^{-1}$ and $f_{1}=\prod_{j=1}^{d}\left(1-x_{j} y\right)^{-\kappa}$ (the latter is $S_{d}$-invariant); then

$$
\begin{aligned}
\frac{\mathscr{D}_{i}\left(f_{0} f_{1}\right)}{f_{0} f_{1}}-\frac{y^{2} \partial\left(f_{0} f_{1}\right) / \partial y}{f_{0} f_{1}}= & \frac{(1+\kappa) y}{1-x_{i} y}+\kappa \sum_{j \neq i} \frac{1}{x_{i}-x_{j}}\left(1-\frac{1-x_{i} y}{1-x_{j} y}\right) \\
& -\frac{y^{2} x_{i}}{1-x_{i} y}-\kappa \sum_{j=1}^{d} \frac{y^{2} x_{j}}{1-x_{j} y} \\
= & (1+\kappa) y+\kappa \sum_{j \neq i} \frac{y-y^{2} x_{j}}{1-x_{j} y}=(d \kappa+1) y .
\end{aligned}
$$

In the generating function,

$$
\sum_{n=0}^{\infty} \mathscr{D}_{i} p_{n}\left(x_{i} ; x\right) y^{n}=\sum_{n=0}^{\infty} p_{n}\left(x_{i} ; x\right)(n+d \kappa+1) y^{n+1},
$$

as claimed. For $j \neq i$,

$$
\frac{\mathscr{D}_{j}\left(f_{0} f_{1}\right)}{f_{0} f_{1}}=\kappa \frac{y}{1-x_{j} y}+\kappa \frac{1}{x_{j}-x_{i}}\left(1-\frac{1-x_{i} y}{1-x_{j} y}\right)=0
$$

These polynomials are multiplied together (over $i$ ) to form a basis.
Definition 10.3.2 For $\alpha \in \mathbb{N}_{0}^{d}$ let $p_{\alpha}(x)=\prod_{i=1}^{d} p_{\alpha_{i}}\left(x_{i} ; x\right)$; alternatively, set

$$
\sum_{\alpha \in \mathbb{N}_{0}^{d}} p_{\alpha}(x) y^{\alpha}=\prod_{i=1}^{d}\left(\left(1-x_{i} y_{i}\right)^{-1} \prod_{j=1}^{d}\left(1-x_{j} y_{i}\right)^{-\kappa}\right)
$$

valid for $\max _{i}\left|y_{i}\right|<\min _{i}\left(1 /\left|x_{i}\right|\right)$.
The polynomials $p_{\alpha}(x)$ transform like monomials under the action of $S_{d}$; indeed, if $w \in S_{d}$ then $w p_{\alpha}(x)=p_{\alpha}(x w)=p_{w \alpha}(x)$; this can be proved using the generating function.

Denote the generating function by $F(x, y)$. The value of $\mathscr{D}_{i} p_{\alpha}$ will be derived from the equation

$$
\frac{\mathscr{D}_{i} F}{F}=\frac{y_{i}^{2}}{F} \frac{\partial F}{\partial y_{i}}+(d \kappa+1) y_{i}+\kappa \sum_{j \neq i} \frac{y_{i} y_{j}\left[F-\left(y_{j}, y_{i}\right) F\right]}{\left(y_{i}-y_{j}\right) F},
$$

where $\left(y_{i}, y_{j}\right)$ denotes the interchange of the variables $y_{i}, y_{j}$ in $F$. A typical term in the difference part has the form

$$
\frac{1}{x_{i}-x_{j}}\left(1-\frac{\left(1-x_{i} y_{i}\right)\left(1-x_{j} y_{j}\right)}{\left(1-x_{i} y_{j}\right)\left(1-x_{j} y_{i}\right)}\right)=\frac{y_{i}-y_{j}}{\left(1-x_{i} y_{j}\right)\left(1-x_{j} y_{i}\right)} .
$$

Using similar methods as for $p_{n}\left(x_{i} ; x\right)$ we obtain

$$
\begin{aligned}
& \frac{1}{F}\left(\mathscr{D}_{i} F-y_{i}^{2} \frac{\partial F}{\partial y_{i}}\right) \\
& \quad=\frac{y_{i}-y_{i}^{2} x_{i}}{1-x_{i} y_{i}}+\kappa \sum_{j=1}^{d}\left(\frac{y_{j}}{1-x_{i} y_{j}}-\frac{y_{i}^{2} x_{j}}{1-x_{j} y_{i}}\right)+\kappa \sum_{j \neq i} \frac{y_{i}-y_{j}}{\left(1-x_{i} y_{j}\right)\left(1-x_{j} y_{i}\right)} \\
& \quad=(d \kappa+1) y_{i}+\kappa \sum_{j \neq i}\left[\frac{y_{i}-y_{j}}{\left(1-x_{i} y_{j}\right)\left(1-x_{j} y_{i}\right)}+\frac{y_{j}}{1-x_{i} y_{j}}-\frac{y_{i}}{1-x_{j} y_{i}}\right] \\
& \quad=(d \kappa+1) y_{i}+\kappa \sum_{j \neq i} \frac{y_{i} y_{j}\left(x_{i}-x_{j}\right)}{\left(1-x_{i} y_{j}\right)\left(1-x_{j} y_{i}\right)}
\end{aligned}
$$

the sum in the last line equals

$$
\kappa \sum_{j \neq i} \frac{y_{i} y_{j}\left(F-\left(y_{j}, y_{i}\right) F\right)}{\left(y_{i}-y_{j}\right) F} .
$$

As before, if the superscript $(x)$ refers to the variable being acted upon then $\mathscr{D}_{i}^{(x)} x_{i} F(x, y)=\mathscr{D}_{i}^{(y)} y_{i} F(x, y)$ for each $i$. Indeed,

$$
\begin{aligned}
\frac{1}{F} \mathscr{D}_{i}^{(x)} x_{i} F= & 1+\frac{x_{i} y_{i}}{1-x_{i} y_{i}}+\kappa \sum_{j=1}^{d} \frac{x_{i} y_{j}}{1-x_{i} y_{j}} \\
& +\kappa \sum_{j \neq i} \frac{1}{x_{i}-x_{j}}\left(x_{i}-\frac{x_{j}\left(1-x_{i} y_{i}\right)\left(1-x_{j} y_{j}\right)}{\left(1-x_{i} y_{j}\right)\left(1-x_{j} y_{i}\right)}\right) \\
= & 1+\frac{(1+\kappa) x_{i} y_{i}}{1-x_{i} y_{i}}+\kappa \sum_{j \neq i} \frac{1-x_{j} y_{j}}{\left(1-x_{i} y_{j}\right)\left(1-x_{j} y_{i}\right)}
\end{aligned}
$$

which is symmetric in $x, y$ (as is $F$, of course).
Proposition 10.3.3 For $\alpha \in \mathbb{N}_{0}^{d}$ and $1 \leq i \leq d$, $\mathscr{D}_{i} p_{\alpha}=0$ if $\alpha_{i}=0$, else

$$
\mathscr{D}_{i} p_{\alpha}=\left[\kappa\left(1+\#\left\{j: \alpha_{j}<\alpha_{i}\right\}\right)+\alpha_{i}\right] p_{\alpha-\varepsilon_{i}}+\kappa \sum_{\beta \in A} p_{\beta}-\kappa \sum_{\beta \in B} p_{\beta},
$$

where

$$
\begin{aligned}
A & =\bigcup_{j \neq i}\left\{\alpha+k \varepsilon_{i}-(k+1) \varepsilon_{j}: \max \left\{0, \alpha_{j}-\alpha_{i}\right\} \leq k \leq \alpha_{j}-1\right\}, \\
B & =\bigcup_{j \neq i}\left\{\alpha-(k+1) \varepsilon_{i}+k \varepsilon_{j}: \max \left\{1, \alpha_{i}-\alpha_{j}\right\} \leq k \leq \alpha_{i}-1\right\}
\end{aligned}
$$

Proof We have that $\mathscr{D}_{i} p_{\alpha}$ is the coefficient of $y^{\alpha}$ in

$$
\left(y_{i}^{2} \frac{\partial}{\partial y_{i}}+(d \kappa+1) y_{i}\right) F+\kappa \sum_{j \neq i} \frac{y_{i} y_{j}}{\left(y_{i}-y_{j}\right)}\left[F-\left(y_{j}, y_{i}\right) F\right]
$$

The first term contributes $\left(d \kappa+\alpha_{i}\right) p_{\alpha-\varepsilon_{i}}$. For any $j \neq i$ let $\beta \in \mathbb{N}_{0}^{d}$ satisfy $\beta_{k}=\alpha_{k}$ for $k \neq i, j$. Then $p_{\beta}$ appears in the sum with coefficient $\kappa$ when there is a solution to $\beta_{i}-s=\alpha_{i}, \beta_{j}+1+s=\alpha_{j}, 0 \leq s \leq \beta_{i}-\beta_{j}-1$ (this follows from Lemma 10.2.2), that is, for $0 \leq \beta_{j} \leq \min \left\{\alpha_{i}-1, \alpha_{j}-1\right\}$ and $\beta_{i}+\beta_{j}=\alpha_{i}+\alpha_{j}-1$, and $p_{\beta}$ appears in the sum with coefficient $-\kappa$ when there is a solution to the same equations but with $\beta_{i}$ and $\beta_{j}$ interchanged. In the case $\alpha_{j} \geq \alpha_{i}$ the values $\beta_{i}=\alpha_{i}-$ $1, \beta_{j}=\alpha_{j}$ appear (so that $\beta=\gamma$ ). These are deleted from the set $B$ and combined to give the coefficient of $p_{\gamma}$; the total is $\kappa\left(d-\#\left\{j: j \neq i\right.\right.$ and $\left.\left.\alpha_{j} \geq \alpha_{i}\right\}\right)$.

A raising operator for the polynomials $p_{\alpha}$ is useful, as follows.
Definition 10.3.4 For $\alpha \in \mathbb{N}_{0}^{d}$ and $1 \leq i \leq d$ let $\rho_{i} p_{\alpha}=p_{\alpha+\varepsilon_{i}}$, and extend by linearity to $\operatorname{span}\left\{p_{\beta}: \beta \in \mathbb{N}_{0}^{d}\right\}$.

Proposition 10.3.5 For $1 \leq i \leq d$ the operator $\mathscr{D}_{i} \rho_{i}$ satisfies

$$
\mathscr{D}_{i} \rho_{i} p_{\alpha}=\left[\kappa\left(d-\#\left\{j: \alpha_{j}>\alpha_{i}\right\}\right)+\alpha_{i}+1\right] p_{\alpha}+\kappa \sum_{\beta \in A} p_{\beta}-\kappa \sum_{\beta \in B} p_{\beta}
$$

where $\alpha \in \mathbb{N}_{0}^{d}$ and

$$
\begin{aligned}
& A=\bigcup_{j \neq i}\left\{\alpha+k\left(\varepsilon_{i}-\varepsilon_{j}\right): \max \left\{1, \alpha_{j}-\alpha_{i}\right\} \leq k \leq \alpha_{j}\right\} \\
& B=\bigcup_{j \neq i}\left\{\alpha+k\left(\varepsilon_{j}-\varepsilon_{i}\right): \max \left\{1, \alpha_{i}-\alpha_{j}+1\right\} \leq k \leq \alpha_{i}\right\}
\end{aligned}
$$

Proof This is a consequence of Proposition 10.3 .3 with $\alpha$ replaced by $\alpha+\varepsilon_{i}$. The sets $A, B$ used before are reformulated, setting $\beta_{j}=\alpha_{j}-k$ in $A$ and $\beta_{i}=\alpha_{i}-k$ in $B$.

Corollary 10.3.6 For $\alpha \in \mathbb{N}_{0}^{d}$ and $1 \leq i \leq d$,

$$
\mathscr{D}_{i} \rho_{i} p_{\alpha}=\left[\kappa\left(d-\#\left\{j: \alpha_{j}>\alpha_{i}\right\}\right)+\alpha_{i}+1\right] p_{\alpha}+\kappa \sum_{\alpha_{j}>\alpha_{i}} p_{(i, j) \alpha}+\kappa q_{\alpha, i},
$$

where $q_{\alpha, i}$ is a sum of terms of the form $\pm p_{\beta}$ with $|\beta|=|\alpha|$ and $\beta^{+} \succ \alpha^{+}$and $\alpha_{j}=0$ implies that $\beta_{j}=0$.

Proof Suppose that $\beta, \gamma \in \mathbb{N}_{0}^{d}$ with $|\beta|=|\gamma|$ and $\beta_{k}=\gamma_{k}$ for all $k \neq i, j$ (for any $i, j$ with $i \neq j$ ); then part (iv) of Lemma 10.1.3 implies that $\beta^{+} \succ \gamma^{+}$if and only if $\min \left\{\beta_{i}, \beta_{j}\right\}<\min \left\{\gamma_{i}, \gamma_{j}\right\} \leq \max \left\{\gamma_{i}, \gamma_{j}\right\}<\max \left\{\beta_{i}, \beta_{j}\right\}$; of course the latter
inequality is redundant since $\beta_{i}+\beta_{j}=\gamma_{i}+\gamma_{j}$. Then any $\beta \in A \cup B$ (the sets in Proposition 10.3.5) satisfies the condition $\min \left\{\beta_{i}, \beta_{j}\right\}<\min \left\{\alpha_{i}, \alpha_{j}\right\}$ for some $j$; the exceptions $\beta=(i, j) \alpha$ occur in $A$ when $\alpha_{i} \leq \alpha_{j}-1$.

It remains to show that $\left\{p_{\alpha}: \alpha \in \mathbb{N}_{0}^{d}\right\}$ is actually a basis for $\Pi^{d}$ for all but a discrete set of negative values of $\kappa$; further, $\mathscr{D}_{i} \rho_{i}=\mathscr{D}_{i} x_{i}+\kappa$, as one might already suspect from the coefficient of $p_{\alpha}$ in $\mathscr{D}_{i} \rho_{i} p_{\alpha}$. The following is valid for $\operatorname{span}\left\{p_{\alpha}\right\} \subseteq \Pi^{d}$, which in fact is an apparent restriction, only.

Proposition 10.3.7 For $1 \leq i \leq d, \mathscr{D}_{i} \rho_{i}=\mathscr{D}_{i} x_{i}+\kappa$.
Proof The generating function for $p_{n}\left(x_{i} ; x\right)$ is $\left(1-x_{i} y\right)^{-1} \prod_{j=1}^{d}\left(1-x_{j} y\right)^{-\kappa}$. Let $\prod_{j=1}^{d}\left(1-x_{j} y\right)^{-\kappa}=\sum_{n=0}^{\infty} \pi_{n}(x) y^{n}$, where $\pi_{n}$ is a homogeneous $S_{d}$-invariant polynomial; thus

$$
p_{n+1}\left(x_{i} ; x\right)=\sum_{j=0}^{n+1} x_{i}^{j} \pi_{n+1-j}(x)=\pi_{n+1}(x)+x_{i} p_{n}\left(x_{i} ; x\right)
$$

Also, $\partial \pi_{n+1}(x) / \partial x_{i}=\kappa p_{n}\left(x_{i} ; x\right)$ because

$$
\sum_{n=0}^{\infty} \frac{\partial}{\partial x_{i}} \pi_{n}(x) y^{n}=\frac{\kappa y}{1-x_{i} y} \prod_{j=1}^{d}\left(1-x_{j} y\right)^{-\kappa}
$$

Let $\alpha \in \mathbb{N}_{0}^{d}$ and write $p_{\alpha}(x)=p_{\alpha_{i}}\left(x_{i} ; x\right) g(x)$, where $g(x)=\prod_{j \neq i} p_{\alpha_{j}}\left(x_{j} ; x\right)$. Then

$$
\begin{aligned}
\mathscr{D}_{i} \rho_{i} p_{\alpha}-\mathscr{D}_{i} x_{i} p_{\alpha} & =\mathscr{D}_{i}\left[\left(p_{1+\alpha_{i}}\left(x_{i} ; x\right)-x_{i} p_{\alpha_{i}}\left(x_{i} ; x\right)\right) g(x)\right] \\
& =\mathscr{D}_{i}\left[\pi_{1+\alpha_{i}}(x) g(x)\right] \\
& =\left(\frac{\partial}{\partial x_{i}} \pi_{1+\alpha_{i}}(x)\right) g(x)+\pi_{1+\alpha_{i}}(x) \mathscr{D}_{i} g(x) \\
& =\kappa p_{\alpha_{i}}\left(x_{i} ; x\right) g(x)=\kappa p_{\alpha}(x) .
\end{aligned}
$$

This uses the product rule for $\mathscr{D}_{i}$ with one factor invariant and the fact that $\mathscr{D}_{i} g(x)=0$ (Proposition 10.3.3).

Proposition 10.3.8 For $1 \leq i \leq d$ and $\kappa \geq 0$, the linear operator $\mathscr{D}_{i} \rho_{i}$ is one to one on $\operatorname{span}\left\{p_{\alpha}: \alpha \in \mathbb{N}_{0}^{d}\right\}$.

Proof Because $\mathscr{D}_{i} \rho_{i}=(1, i) \mathscr{D}_{1} \rho_{1}(1, i)$ it suffices to show that $\mathscr{D}_{1} \rho_{1}$ is one to one. The effect of $\mathscr{D}_{1} \rho_{1}$ on $\left\{p_{\alpha}: \alpha \in \mathbb{N}_{0}^{d},|\alpha|=n\right\}$ respects the partial order $\unlhd$ because $\mathscr{D}_{1} \rho_{1} p_{\alpha}=\left[\kappa\left(d-\#\left\{j: \alpha_{j}>\alpha_{1}\right\}\right)+\alpha_{1}+1\right] p_{\alpha}+\kappa \sum_{\alpha_{j}>\alpha_{1}} p_{(1, j) \alpha}+$ $\kappa q_{\alpha, 1}$ (Corollary 10.3.6), where each term $p_{\beta}$ in $q_{\alpha, 1}$ satisfies $\beta^{+} \succ \alpha^{+}$and $(1, j) \alpha \succ \alpha$ when $\alpha_{j}>\alpha_{1}$ (part (i) of Lemma 10.1.3).

To show that $\left\{p_{\alpha}: \alpha \in \mathbb{N}_{0}^{d}\right\}$ is a basis we let

$$
\mathscr{V}_{n}^{m}=\operatorname{span}\left\{p_{\alpha}: \alpha \in \mathbb{N}_{0}^{d},|\alpha|=n, \alpha_{i}=0 \text { for } i>m\right\}
$$

and demonstrate that $\operatorname{dim} \mathscr{V}_{n}^{m}=\operatorname{dim} \mathscr{P}_{n}^{m}$, where $\mathscr{P}_{n}^{m}$ are the homogeneous polynomials in $m$ variables, by a double induction argument for $1 \leq m \leq d$.

Proposition 10.3.9 For $n \in \mathbb{N}_{0}, 1 \leq m \leq d$ and $\kappa \geq 0$,

$$
\operatorname{dim} \mathscr{V}_{n}^{m}=\binom{m+n-1}{n} \quad \text { with } \quad \mathscr{V}_{n}^{m}=\left\{p \in \mathscr{P}_{n}^{d}: \mathscr{D}_{i} p=0, \text { for } i>m\right\}
$$

Proof The boundary values are $\operatorname{dim} \mathscr{V}_{0}^{m}=1$ and

$$
\operatorname{dim} \mathscr{V}_{n}^{1}=\operatorname{dim}\left[c p_{n}\left(x_{1} ; x\right): c \in \mathbb{R}\right]=1
$$

the latter holds because $p_{n}(1 ;(1,0, \ldots))=(\kappa+1)_{n} / n!\neq 0$. Suppose that $\operatorname{dim} \mathscr{V}_{n}^{m}=\binom{m+n-1}{n}$ for all pairs $(m, n)$ with $m+n=s$ and $1 \leq m \leq d$; this implies that the associated $\left\{p_{\alpha}\right\}$ are linearly independent. For $m<d$ and $m+n=s$ we have

$$
\begin{aligned}
\mathscr{V}_{n}^{m+1} & =\operatorname{span}\left\{p_{\alpha}:|\alpha|=n, \alpha_{i}=0 \text { for } i>m+1, \alpha_{m+1} \geq 1\right\}+\mathscr{V}_{n}^{m} \\
& =\rho_{m+1} \mathscr{V}_{n-1}^{m+1}+\mathscr{V}_{n}^{m} .
\end{aligned}
$$

This is a direct sum because $\mathscr{D}_{m+1} \rho_{m+1}$ is one to one on $\mathscr{V}_{n-1}^{m+1}$ and $\mathscr{D}_{m+1} \mathscr{V}_{n}^{m}=$ $\{0\}$, which shows that $\operatorname{dim} \mathscr{V}_{n}^{m+1}=\operatorname{dim} \mathscr{V}_{n-1}^{m+1}+\operatorname{dim} \mathscr{V}_{n}^{m}=\binom{m+n-1}{n-1}+\binom{m+n-1}{n}=$ $\binom{m+n}{n}$ by the inductive hypothesis. Further, $\mathscr{V}_{n}^{m}=\left\{p \in \mathscr{V}_{n}^{m+1}: \mathscr{D}_{m+1} p=0\right\}$; together with $\mathscr{V}_{n}^{1} \subset \mathscr{V}_{n}^{2} \subset \cdots \subset \mathscr{V}_{n}^{d}$ this proves the remaining statement.

We now discuss the matrices of $\mathscr{U}_{i}$ with respect to the basis $\left\{p_{\alpha}: \alpha \in \mathbb{N}_{0}^{d}\right\}$; their triangularity is opposite to that of the basis $\left\{x^{\alpha}: \alpha \in \mathbb{N}_{0}^{d}\right\}$. The eigenvalues appear in so many calculations that they deserve a formal definition. There is an associated rank function $r$.

Definition 10.3.10 For $\alpha \in \mathbb{N}_{0}^{d}$ and $1 \leq i \leq d$ let

$$
\begin{aligned}
r_{\alpha}(i) & =\#\left\{j: \alpha_{j}>\alpha_{i}\right\}+\#\left\{j: 1 \leq j \leq i, \alpha_{j}=\alpha_{i}\right\} \\
\xi_{i}(\alpha) & =\left(d-r_{\alpha}(i)+1\right) \kappa+\alpha_{i}+1
\end{aligned}
$$

For a partition $\lambda \in \mathbb{N}_{0}^{d, P}$, one has $r_{\lambda}(i)=i$ and $\xi_{i}(\lambda)=\kappa(d-i+1)+\lambda_{i}+1$. Thus $r_{\alpha}$ is a permutation of $\{1, \ldots, N\}$ for any $\alpha \in \mathbb{N}_{0}^{d}$.

Proposition 10.3.11 For $\alpha \in \mathbb{N}_{0}^{d}$ and $1 \leq i \leq d, \mathscr{U}_{i} p_{\alpha}=\xi_{i}(a) p_{\alpha}+\kappa q_{\alpha, i}$, where $q_{\alpha, i}$ is a sum of $\pm p_{\beta}$ with $\beta \triangleright \alpha$; also, if $\alpha_{j}=0$ for each $j \geq m$ then $\beta_{j}=0$ for $j \geq m$, with $2 \leq m<d$.

Proof By Corollary 10.3.6 and Proposition 10.3.7,

$$
\begin{aligned}
\mathscr{U}_{i} p_{\alpha}= & {\left[\kappa\left(d-\#\left\{j: \alpha_{j}>\alpha_{i}\right\}\right)+\alpha_{i}+1\right] p_{\alpha} } \\
& +\kappa \sum_{\alpha_{j}>\alpha_{i}} p_{(i, j) \alpha}-\kappa \sum_{j<i} p_{(i, j) \alpha}+\kappa q_{\alpha, i} \\
= & \xi_{i}(a) p_{\alpha}+\kappa \sum\left\{p_{(i, j) \alpha}: j>i ; \alpha_{j}>\alpha_{i}\right\} \\
& -\kappa \sum\left\{p_{(i, j) \alpha}: j<i ; \alpha_{j}<\alpha_{i}\right\}+\kappa q_{\alpha, i},
\end{aligned}
$$

where $q_{\alpha, i}$ is a sum of $\pm p_{\beta}$ with $\beta^{+} \succ \alpha^{+}$and $|\beta|=|\alpha|$. Also, $(i, j) \alpha \succ \alpha$ in the two cases $j>i, \alpha_{j}>\alpha_{i}$ and $j<i, \alpha_{j}<\alpha_{i}$; that is, $(i, j) \alpha \triangleright \alpha$.

Corollary 10.3.12 For $\alpha \in \mathbb{N}_{0}^{d}$ and $2 \leq m<d$, if $\alpha_{j}=0$ for all $j \geq m$ then $\mathscr{U}_{i} p_{\alpha}=[\kappa(d-i+1)+1] p_{\alpha}=\xi_{i}(\alpha) p_{\alpha}$ for all $i \geq m$.

Proof Suppose that $\alpha$ satisfies the hypothesis and $i \geq m$; then, by Proposition 10.3.5,

$$
\mathscr{D}_{i} \rho_{i} p_{\alpha}=\left[\kappa\left(d-\#\left\{j: \alpha_{j}>0\right\}\right)+1\right] p_{\alpha}+\kappa \sum_{\alpha_{j}>0}(i, j) p_{\alpha}
$$

and $\kappa \sum_{j<i}(i, j) p_{\alpha}=\kappa \sum_{\alpha_{j}>0}(i, j) p_{\alpha}+\kappa\left[\#\left\{j: j<i ; \alpha_{i}=0\right\}\right] p_{\alpha}$. Thus $\mathscr{U}_{i} p_{\alpha}=$ $\left[\kappa\left(d-\#\left\{j: \alpha_{j}>0\right\}-\#\left\{j: j<i ; \alpha_{j}=0\right\}\right)+1\right] p_{\alpha}=[\kappa(d-i+1)+1] p_{\alpha}$.

The set of values $\left\{\xi_{i}(\alpha)\right\}$ determines $\alpha^{+}$, provided that $\kappa>0$ : arrange the values in decreasing order, so that if $\alpha_{i}>\alpha_{j}$ then $\xi_{i}(\alpha)>\xi_{j}(\alpha)$ and if $\alpha_{i}=\alpha_{j}$ and $i<j$ then $\xi_{i}(\alpha)-\xi_{j}(\alpha)=m \kappa$ for some $m=1,2, \ldots$ It is now easy to see that the list $\left\{\xi_{1}(\alpha), \ldots, \xi_{d}(\alpha)\right\}$ determines $\alpha$ and thus a uniquely defined set of joint eigenvectors of $\left\{\mathscr{U}_{i}\right\}$. The following are the nonsymmetric Jack polynomials normalized to be monic in the $p$-basis.

Theorem 10.3.13 For $\alpha \in \mathbb{N}_{0}^{d}$ let $\zeta_{\alpha}$ be the unique polynomial of the form

$$
\zeta_{\alpha}=p_{\alpha}+\sum\left\{B(\beta, \alpha) p_{\beta}: \beta \triangleright \alpha\right\}
$$

which satisfies $\mathscr{U}_{i} \zeta_{\alpha}=\xi_{i}(\alpha) \zeta_{\alpha}$ for $1 \leq i \leq d$. The coefficients $B(\beta, \alpha)$ are in $\mathbb{Q}(\kappa)$ and do not depend on the number $d$ of variables provided that $\alpha_{j}=0$ for all $j>m$ for some $m$ and $d \geq m$. For any permissible inner product, $\alpha \neq \beta$ implies that $\left\langle\zeta_{\alpha}, \zeta_{\beta}\right\rangle=0$.

Proof The existence of the polynomials in the stated form follows from the selfadjointness of the operators $\mathscr{U}_{i}$ and their triangular matrix action on the $p$-basis ordered by $\triangleright$. Suppose that $\alpha_{j}=0$ for all $j>m$, with some fixed $m$. Because each $\mathscr{U}_{i}$ with $i \leq m$ has $\operatorname{span}\left\{p_{\beta}: \beta_{j}=0\right.$ for all $\left.j>m\right\}$ as an invariant subspace, this space contains the joint eigenvectors of $\left\{\mathscr{U}_{i}: 1 \leq i \leq m\right\}$. In the action of $\mathscr{U}_{i}$ the value of $d$ appears only on the diagonal, so that $\mathscr{U}_{i}-(d \kappa) 1$ has the same
eigenvectors as $\mathscr{U}_{i}$ and the eigenvectors have coefficients that are rational in $\mathbb{Q}(\kappa)$ with respect to the $p$-basis. By Corollary 10.3 .12 any polynomial in $\operatorname{span}\left\{p_{\beta}\right.$ : $\beta_{j}=0$ for all $\left.j>m\right\}$ is an eigenfunction of $\mathscr{U}_{i}$ with eigenvalue $\kappa(d-i+1)+1$ when $i>m$ (as was shown, this agrees with $\xi_{i}(\alpha)$ when $\alpha_{j}=0$ for all $j>m$ ).

If $\alpha, \beta \in \mathbb{N}_{0}^{d}$ and $\alpha \neq \beta$ then $\xi_{i}(\alpha) \neq \xi_{i}(\beta)$ for some $i$; thus $\left\langle\zeta_{\alpha}, \zeta_{\beta}\right\rangle=0$ for any inner product for which $\mathscr{U}_{i}$ is self-adjoint.

## 10.4 $S_{d}$-Invariant Subspaces

Using only the properties of permissible inner products (that they are $S_{d}$-invariant and that each $\mathscr{D}_{i} \rho_{i}$ or $\mathscr{D}_{i} x_{i}$ is self-adjoint), many useful relations can be established on the subspaces $\operatorname{span}\left\{\zeta_{\alpha}: \alpha^{+}=\lambda\right\}$ for any partition $\lambda \in \mathbb{N}_{0}^{d, P}$. We will show that $\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle$ is a multiple of $\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle$ which is independent of the choice of inner product. Of course, $\left\langle\zeta_{\alpha}, \zeta_{\beta}\right\rangle=0$ if $\alpha \neq \beta$ because $\xi_{i}(\alpha) \neq \xi_{i}(\beta)$ for some $i$. It is convenient to have a basis which transforms like $x^{\alpha}$ or $p_{\alpha}$ (where $(x w)^{\alpha}=x^{w \alpha}$ for $w \in S_{d}$ ), and this is provided by the orbit of $\zeta_{\lambda}$. In fact the action of $S_{d}$ on the eigenfunctions $\zeta_{\alpha}$ is not conveniently expressible, but adjacent transpositions $(i, i+1)$ not only have elegant formulations but are crucial in the development.

Lemma 10.4.1 For $1 \leq i \leq d$ the commutant $\left[\mathscr{U}_{i},(j, j+1)\right]=0$ for $j>i$ or $j<i-1$ and $(i, i+1) \mathscr{U}_{i}=\mathscr{U}_{i+1}(i, i+1)+\kappa$.

Proof First, $\left[\mathscr{D}_{i} \rho_{i},(j, j+1)\right]=0$ if $j<i-1$ or $j>i$. Also, $(j, k)(m, j)(j, k)=$ $(m, k)$ provided that $j, k, m$ are all distinct. This shows that $\left[\sum_{k<i}(k, i),(j, j+1)\right]=$ 0 under the same conditions on $j$, when $j<i-1$ the key fact is $(j, j+1)\{(j, i)+$ $(j+1, i)\}=\{(j+1, i)+(j, i)\}(j, j+1)$. For $i=j$, we have $(i, i+1) \mathscr{U}_{i}=$ $\mathscr{D}_{i+1} \rho_{i+1}(i, i+1)-\kappa \sum_{m<i}(m, i+1)(i, i+1)=\mathscr{U}_{i+1}(i, i+1)+\kappa(i, i+1)$ $(i, i+1)$.

Proposition 10.4.2 For $\alpha \in \mathbb{N}_{0}^{d}$, if $\alpha_{i}=\alpha_{i+1}$ for some $i<d$ then $(i, i+1) \zeta_{\alpha}=$ $\zeta_{\alpha} ;$ if $\lambda \in \mathbb{N}_{0}^{d, P}$ and $w \lambda=\lambda$ then $w \zeta_{\lambda}=\zeta_{\lambda}$ with $w \in S_{d}$.

Proof Let $g=(i, i+1) \zeta_{\alpha}-\zeta_{\alpha}$. By the lemma, $\mathscr{U}_{j} g=\xi_{j}(\alpha) g$ when $j<i$ or $j>i+1$, while $\mathscr{U}_{i+1} g=\xi_{i}(\alpha)(i, i+1) \zeta_{\alpha}-\left(\xi_{i+1}(\alpha)+\kappa\right) \zeta_{\alpha}=\xi_{i}(\alpha) g$ and similarly $\mathscr{U}_{i} g=\xi_{i+1}(\alpha)(i, i+1) \zeta_{\alpha}-\left(\xi_{i}(\alpha)-\kappa\right) \zeta_{\alpha}=\xi_{i+1}(\alpha) g$. Consequently, either $g=0$ or it is a joint eigenfunction of the $\mathscr{U}_{j}$ with eigenvalues $\left(\xi_{1}(\alpha), \ldots, \xi_{i+1}(\alpha), \xi_{i}(\alpha), \ldots\right)$. This is impossible by the definition of $\xi_{j}$.

For a partition $\lambda$, the permutations which fix $\lambda$ are generated by adjacent transpositions (for example, suppose that $\lambda_{j-1}>\lambda_{j}=\cdots=\lambda_{k}>\lambda_{k+1}$ for some $0<j<k<d$; then $(i, i+1) \lambda=\lambda$ for $j \leq i<k)$. Thus $w \lambda=\lambda$ implies $w \zeta_{\lambda}=\zeta_{\lambda}$.

With this, one can define a "monomial"-type basis for $\operatorname{span}\left\{\zeta_{\alpha}: \alpha^{+}=\lambda\right\}$ for each $\lambda \in \mathbb{N}_{0}^{d, P}$ (the term monomial refers to the actions $w x^{\alpha}=x^{w \alpha}$ or $w p_{\alpha}=p_{w \alpha}$ for $w \in S_{d}$ and $\alpha \in \mathbb{N}_{0}^{d}$ ).

Definition 10.4.3 For $\lambda \in \mathbb{N}_{0}^{d, P}$ let $\omega_{\lambda}=\zeta_{\lambda}$ and for $\alpha \in \mathbb{N}_{0}^{d}$ with $\alpha^{+}=\lambda$ let $\omega_{\alpha}=w \omega_{\lambda}$, where $w \lambda=\alpha$.

Proposition 10.4.2 shows that $\omega_{\alpha}$ is well defined, for if $w_{1} \lambda=\alpha=w_{2} \lambda$ then $w_{2}^{-1} w_{1} \lambda=\lambda$ and $w_{2} \omega_{\lambda}=w_{2}\left(w_{2}^{-1} w_{1} \omega_{\lambda}\right)=w_{1} \omega_{\lambda}$. We now collect some properties of $\omega_{\alpha}$.

Proposition 10.4.4 For $\alpha \in \mathbb{N}_{0}^{d}$ and $w \in S_{d}$ the following hold:
(i) $w \omega_{\alpha}=\omega_{w \alpha}$;
(ii) $\omega_{\alpha}=p_{\alpha}+\sum\left\{B(\beta, \alpha) p_{\beta}: \beta^{+} \succ \alpha^{+}, \alpha_{i}=0\right.$ implies $\left.\beta_{i}=0\right\}$, where the coefficients $B(\beta, \alpha) \in \mathbb{Q}(\kappa)$ and are independent of $d$;
(iii) $\mathscr{D}_{i} \rho_{i} \omega_{\alpha}=\left[\kappa\left(d-\#\left\{j: \alpha_{j}>\alpha_{i}\right\}\right)+\alpha_{i}+1\right] \omega_{\alpha}+\kappa \sum_{\alpha_{j}>\alpha_{i}} \omega_{(i, j) \alpha}$ for $1 \leq$ $i \leq d$.

Proof Let $\lambda=\alpha^{+}$. Part (i) follows from the basic property that $w \lambda=\lambda$ implies $w \omega_{\lambda}=\omega_{\lambda}$. Theorem 10.3 .13 shows that $\omega_{\lambda}$ satisfies part (ii) because $\lambda$ is maximal for the dominance ordering $\succeq$ on $\left\{\beta: \beta^{+}=\lambda\right\}$, that is, $\beta \succeq \lambda$ and $\beta^{+}=\lambda$ implies that $\beta=\lambda$. The equation in (ii) transforms under $w \in S_{d}$ with $w \lambda=\alpha$ to the claimed expression.

The fact that $\omega_{\lambda}=\zeta_{\lambda}$ is an eigenfunction of $\mathscr{U}_{i}$ implies that

$$
\begin{aligned}
\mathscr{D}_{i} \rho_{i} \omega_{\lambda} & =\left[\kappa(d-i+1)+\lambda_{i}+1\right] \omega_{\lambda}+\kappa \sum_{j<i}(i, j) \omega_{\lambda} \\
& =\left[\kappa\left(d-\#\left\{j: \lambda_{j}>\lambda_{i}\right\}\right)+\lambda_{i}+1\right] \omega_{\lambda}+\kappa \sum_{\lambda_{j}>\lambda_{i}} \omega_{(i, j) \lambda},
\end{aligned}
$$

where the terms in the sum in the first line which correspond to values of $j$ satisfying $j<i$ and $\lambda_{j}=\lambda_{i}$ have been added into the first part of the second line. Again apply $w$ to this formula with $w \lambda=\alpha$ (the index $i$ is changed also, but this does not matter because $i$ is arbitrary).

A few more details will establish that $\operatorname{span}\left\{\omega_{\alpha}: \alpha^{+}=\lambda\right\}=\operatorname{span}\left\{\zeta_{\alpha}: \alpha^{+}=\right.$ $\lambda\}$. The important thing is to give an explicit method for calculating $\zeta_{\alpha}$ from $\zeta_{\lambda}$, for $\alpha^{+}=\lambda$. Adjacent transpositions are the key.

Proposition 10.4.5 Suppose that $\alpha \in \mathbb{N}_{0}^{d}$ and $\alpha_{i}>\alpha_{i+1}$; then, for $c=\kappa\left[\xi_{i}(\alpha)-\right.$ $\left.\xi_{i+1}(\alpha)\right]^{-1}$ and $\sigma=(i, i+1)$,

$$
\zeta_{\sigma \alpha}=\sigma \zeta_{\alpha}-c \zeta_{\alpha}, \quad \sigma \zeta_{\sigma \alpha}=\left(1-c^{2}\right) \zeta_{\alpha}-c \zeta_{\sigma \alpha}
$$

and $\operatorname{span}\left\{\zeta_{\alpha}, \zeta_{\sigma \alpha}\right\}$ is invariant under $\sigma$.

Proof Note that $\xi_{i}(\alpha)=\xi_{i+1}(\sigma \alpha), \xi_{i+1}(\alpha)=\xi_{i}(\sigma \alpha)$ and $\xi_{i}(\alpha)-\xi_{i+1}(\alpha) \geq$ $\alpha_{i}-\alpha_{i+1}+\kappa$; thus $0<c<1$. Let $g=\sigma \zeta_{\alpha}-c \zeta_{\alpha}$; then $\mathscr{U}_{j} g=\xi_{j}(\alpha) g=\xi_{j}(\sigma \alpha) g$ for $j<i$ or $j>i+1$ (by Lemma 10.4.1). Further, $\mathscr{U}_{i} g=\xi_{i+1}(\alpha) g$ and $\mathscr{U}_{i+1} g=$ $\xi_{i}(\alpha) g$, because $\sigma \mathscr{U}_{i} \sigma=\mathscr{U}_{i+1}+\kappa \sigma$. This shows that $g$ is a scalar multiple of $\zeta_{\sigma \alpha}$, having the same eigenvalues. The coefficient of $p_{\sigma \alpha}$ in $g$ is 1 (coming from $\sigma \zeta_{\alpha}$ because $p_{\sigma \alpha}$ does not appear in the expansion of $\zeta_{\alpha}$ since $\left.\alpha \succ \sigma \alpha\right)$.

Thus $\sigma \zeta_{\alpha}=c \zeta_{\alpha}+\zeta_{\sigma \alpha}$. To find $\sigma \zeta_{\sigma \alpha}$, note that $\sigma \zeta_{\sigma \alpha}=\zeta_{\alpha}-c \sigma \zeta_{\alpha}=$ $\left(1-c^{2}\right) \zeta_{\alpha}-c \zeta_{\sigma \alpha}$.

Now, for $\lambda \in \mathbb{N}_{0}^{d, P}$ let

$$
E_{\lambda}=\operatorname{span}\left\{\omega_{\alpha}: \alpha^{+}=\lambda\right\}
$$

Since $E_{\lambda}$ is closed under the action of $S_{d}$, the proposition shows that $\operatorname{span}\left\{\zeta_{\alpha}\right.$ : $\left.\alpha^{+}=\lambda\right\}=E_{\lambda}$. The set $\left\{\zeta_{\alpha}\right\}$ forms an orthogonal basis and $E_{\lambda}$ is invariant under each $\mathscr{D}_{i} \rho_{i}, 1 \leq i \leq d$. The next task is to determine the structural constants $\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle$ and $\zeta_{\alpha}\left(\mathbf{1}^{d}\right)$ in terms of $\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle$ and $\zeta_{\lambda}\left(\mathbf{1}^{d}\right)$, respectively.

Proposition 10.4.6 Suppose that $\alpha \in \mathbb{N}_{0}^{d}$ and $\alpha_{i}>\alpha_{i+1}, \sigma=(i, i+1)$, and $c=$ $\kappa\left[\xi_{i}(\alpha)-\xi_{i+1}(\alpha)\right]^{-1}$. Then:
(i) $\left\langle\zeta_{\sigma \alpha}, \zeta_{\sigma \alpha}\right\rangle=\left(1-c^{2}\right)\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle$;
(ii) $\zeta_{\sigma \alpha}\left(\mathbf{1}^{d}\right)=(1-c) \zeta_{\alpha}\left(\mathbf{1}^{d}\right)$;
(iii) $f_{0}=(1+c) \zeta_{\alpha}+\zeta_{\sigma \alpha}$ satisfies $\sigma f_{0}=f_{0}$;
(iv) $f_{1}=(1-c) \zeta_{\alpha}-\zeta_{\sigma \alpha}$ satisfies $\sigma f_{1}=-f_{1}$.

Proof Because $\left\langle\zeta_{\alpha}, \zeta_{\sigma \alpha}\right\rangle=0$ and $\sigma$ is an isometry we have

$$
\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle=\left\langle\sigma \zeta_{\alpha}, \sigma \zeta_{\alpha}\right\rangle=c^{2}\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle+\left\langle\zeta_{\sigma \alpha}, \zeta_{\sigma \alpha}\right\rangle
$$

thus $\left\langle\zeta_{\sigma \alpha}, \zeta_{\sigma \alpha}\right\rangle=\left(1-c^{2}\right)\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle$. The map of evaluation at $\mathbf{1}^{d}$ is invariant under $\sigma$; thus $\zeta_{\sigma \alpha}\left(\mathbf{1}^{d}\right)=\sigma \zeta_{\alpha}\left(\mathbf{1}^{d}\right)-c \zeta_{\alpha}\left(\mathbf{1}^{d}\right)=(1-c) \zeta_{\alpha}\left(\mathbf{1}^{d}\right)$. Parts (iii) and (iv) are trivial calculations.

Aiming to use induction on adjacent transpositions, we introduce a function which measures (heuristically speaking) how much $\alpha$ is out of order.

Definition 10.4.7 Functions on $\alpha \in \mathbb{N}_{0}^{d}$ for $1 \leq i, j \leq d$ and $\varepsilon= \pm$ are given by:
(i) $\tau_{i, j}^{\varepsilon}(\alpha)=1+\frac{\varepsilon \kappa}{\xi_{j}(\alpha)-\xi_{i}(\alpha)}$ if $i<j$ and $\alpha_{i}<\alpha_{j}$, else $\tau_{i, j}^{\varepsilon}(\alpha)=1$,
(ii) $\mathscr{E}_{\varepsilon}(\alpha)=\prod_{i<j} \tau_{i, j}^{\varepsilon}(\alpha) \quad\left(\mathscr{E}_{\varepsilon}(\lambda)=1\right.$ for $\left.\lambda \in \mathbb{N}_{0}^{d, P}\right)$.

Theorem 10.4.8 For $\alpha \in \mathbb{N}_{0}^{d}$ and $\lambda=\alpha^{+}$,
(i) $\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle=\mathscr{E}_{+}(\alpha) \mathscr{E}_{-}(\alpha)\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle$,
(ii) $\zeta_{\alpha}\left(\mathbf{1}^{d}\right)=\mathscr{E}_{-}(\alpha) \zeta_{\lambda}\left(\mathbf{1}^{d}\right)$.

Proof First, suppose that $\beta^{+}=\lambda, \beta_{i}>\beta_{i+1}$ and $\sigma=(i, i+1)$; then

$$
\mathscr{E}_{\varepsilon}(\sigma \beta) / \mathscr{E}_{\varepsilon}(\beta)=1+\varepsilon \kappa\left[\xi_{i}(\beta)-\xi_{i+1}(\beta)\right]^{-1}
$$

Indeed, $\tau_{k, j}^{\varepsilon}(\sigma \beta)=\tau_{k, j}^{\varepsilon}(\beta)$ for all values of $j, k \neq i, i+1$. Also, $\tau_{i, j}^{\varepsilon}(\sigma \beta)=$ $\tau_{i+1, j}^{\varepsilon}(\beta)$ and $\tau_{i+1, j}^{\varepsilon}(\sigma \beta)=\tau_{i, j}^{\varepsilon}(\beta)$ for $j>i+1 ; \tau_{j, i}^{\varepsilon}(\sigma \beta)=\tau_{j, i+1}^{\varepsilon}(\beta)$ and $\tau_{j, i+1}^{\varepsilon}(\sigma \beta)=\tau_{j, i}^{\varepsilon}(\beta)$ for $j<i$. The claim is now proven from the special values $\tau_{i, i+1}^{\varepsilon}(\beta)=1$ and $\tau_{i, i+1}^{\varepsilon}(\sigma \beta)=1+\varepsilon \kappa\left[\xi_{i}(\beta)-\xi_{i+1}(\beta)\right]^{-1}$ (recall that $\xi_{i}(\beta)=$ $\xi_{i+1}(\sigma \beta)$ and $\left.\xi_{i+1}(\beta)=\xi_{i}(\sigma \beta)\right)$.

By part (i) of Proposition 10.4.6,

$$
\frac{\left\langle\zeta_{\sigma \beta}, \zeta_{\sigma \beta}\right\rangle}{\left\langle\zeta_{\beta}, \zeta_{\beta}\right\rangle}=1-c^{2}=\frac{\mathscr{E}_{+}(\sigma \beta) \mathscr{E}_{-}(\sigma \beta)}{\mathscr{E}_{+}(\beta) \mathscr{E}_{-}(\beta)}
$$

(recall that $c=\kappa\left[\xi_{i}(\beta)-\xi_{i+1}(\beta)\right]^{-1}$. Similarly,

$$
\frac{\zeta_{\sigma \beta}\left(\mathbf{1}^{d}\right)}{\zeta_{\beta}\left(\mathbf{1}^{d}\right)}=1-c=\frac{\mathscr{E}_{-}(\sigma \beta)}{\mathscr{E}_{-}(\beta)}
$$

Since $\alpha$ is obtained from $\lambda$ by a sequence of adjacent transpositions satisfying this hypothesis, the proof is complete.

The last results of this section concern the unique symmetric and skewsymmetric polynomials in $E_{\lambda}$ (which exist if $\lambda_{1}>\cdots>\lambda_{d}$ ). Recall that $\lambda^{R}=$ $\left(\lambda_{d}, \lambda_{d-1}, \ldots, \lambda_{1}\right)$; the set of values $\left\{\xi_{i}\left(\lambda^{R}\right)\right\}$ is the same as $\left\{\xi_{i}(\lambda)\right\}$ but not necessarily in reverse order. For example, suppose that $\lambda_{j-1}>\lambda_{j}=\cdots=\lambda_{k}>$ $\lambda_{k+1}$ for some $0<j<k<d$; then the list $\left\{\xi_{i}(\lambda): i=j, \ldots, k\right\}$ agrees with $\left\{\xi_{d-k-i+1}\left(\lambda^{R}\right): i=j, \ldots, k\right\}$ (in that order). Thus

$$
\mathscr{E}_{\varepsilon}\left(\lambda^{R}\right)=\prod\left\{1+\frac{\varepsilon \kappa}{\xi_{i}(\lambda)-\xi_{j}(\lambda)}: \lambda_{i}>\lambda_{j}\right\} .
$$

Definition 10.4.9 For $\lambda \in \mathbb{N}_{0}^{d, P}$ let

$$
j_{\lambda}=\mathscr{E}_{+}\left(\lambda^{R}\right) \sum_{\alpha^{+}=\lambda} \frac{1}{\mathscr{E}_{+}(\alpha)} \zeta_{\alpha}
$$

and, if $\lambda_{1}>\cdots>\lambda_{d}$, let

$$
a_{\lambda}=\mathscr{E}_{-}\left(\lambda^{R}\right) \sum_{w \in S_{d}} \frac{\operatorname{sign}(w)}{\mathscr{E}_{-}(w \lambda)} \zeta_{w \lambda}
$$

Recall that $\operatorname{sign}(w)=(-1)^{m}$, where $w$ can be expressed as a product of $m$ transpositions. For $\lambda \in \mathbb{N}_{0}^{d, P}$ we use the notation $\# S_{d}(\lambda)=\#\left\{\alpha \in \mathbb{N}_{0}^{d}: \alpha^{+}=\lambda\right\}$ for the cardinality of the $S_{d}$-orbit of $\lambda$.

Theorem 10.4.10 For $\lambda \in \mathbb{N}_{0}^{d, P}$, the polynomial $j_{\lambda}$ has the following properties:
(i) $j_{\lambda}=\sum_{\alpha^{+}=\lambda} \omega_{\alpha}$;
(ii) $w j_{\lambda}=j_{\lambda}$ for each $w \in S_{d}$;
(iii) $j_{\lambda}\left(\mathbf{1}^{d}\right)=\# S_{d}(\lambda) \zeta_{\lambda}\left(\mathbf{1}^{d}\right)$;
(iv) $\left\langle j_{\lambda}, j_{\lambda}\right\rangle=\# S_{d}(\lambda) \mathscr{E}_{+}\left(\lambda^{R}\right)\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle$.

Proof It suffices to show that $(i, i+1) j_{\lambda}=j_{\lambda}$ for any $i<d$. Indeed, with $\sigma=$ $(i, i+1)$,

$$
\begin{aligned}
j_{\lambda}=\mathscr{E}_{+}\left(\lambda^{R}\right)[ & \sum\left\{\frac{\zeta_{\alpha}}{\mathscr{E}_{+}(\alpha)}: \alpha^{+}=\lambda, \alpha_{i}=\alpha_{i+1}\right\} \\
& \left.+\sum\left\{\frac{\zeta_{\alpha}}{\mathscr{E}_{+}(\alpha)}+\frac{\zeta_{\sigma \alpha}}{\mathscr{E}_{+}(\sigma \alpha)}: \alpha^{+}=\lambda, \alpha_{i}>\alpha_{i+1}\right\}\right]
\end{aligned}
$$

Each term in the first sum is invariant under $\sigma$. By part (iii) of Proposition 10.4.6, each term in the second sum is invariant because

$$
\mathscr{E}_{+}(\sigma \alpha) / \mathscr{E}_{+}(\alpha)=1+\kappa\left[\xi_{i}(\alpha)-\xi_{i+1}(\alpha)\right]^{-1}
$$

Thus $j_{\lambda}$ is invariant under $S_{d}$ and is a scalar multiple of $\sum_{\alpha^{+}=\lambda} \omega_{\alpha}$. Since $\lambda^{R}$ is minimal for $\succeq$ in $\left\{\alpha: \alpha^{+}=\lambda\right\}$ and, by the triangularity for $\zeta_{\alpha}$ in the $p$-basis, the coefficient of $p_{\lambda^{R}}$ in $j_{\lambda}$ is 1 , part (i) holds. Part (iii) is an immediate consequence of (i).

By the group invariance of the inner product,

$$
\begin{aligned}
\left\langle j_{\lambda}, j_{\lambda}\right\rangle & =\sum_{\alpha^{+}=\lambda}\left\langle j_{\lambda}, \omega_{\alpha}\right\rangle=\#\left\{\alpha: \alpha^{+}=\lambda\right\}\left\langle j_{\lambda}, \zeta_{\lambda}\right\rangle \\
& =\# S_{d}(\lambda) \mathscr{E}_{+}\left(\lambda^{R}\right)\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle
\end{aligned}
$$

Note that $\omega_{\lambda}=\zeta_{\lambda}$ and $\mathscr{E}_{+}(\lambda)=1$.
Theorem 10.4.11 For $\lambda \in \mathbb{N}_{0}^{d, P}$ with $\lambda_{1}>\cdots>\lambda_{d}$, the polynomial $a_{\lambda}$ has the following properties:
(i) $a_{\lambda}=\sum_{w \in S_{d}} \operatorname{sign}(w) \omega_{w \lambda}$;
(ii) $w a_{\lambda}=\operatorname{sign}(w) a_{\lambda}$ for each $w \in S_{d}$;
(iii) $\left\langle a_{\lambda}, a_{\lambda}\right\rangle=d!\mathscr{E}_{-}\left(\lambda^{R}\right)\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle$.

Proof The proof is similar to the previous one. To show part (ii) it suffices to show that $\sigma a_{\lambda}=-a_{\lambda}$ for $\sigma=(i, i+1)$ and for each $i<d$. As before, each term in the sum is skew under $\sigma$ :

$$
a_{\lambda}=\mathscr{E}_{-}\left(\lambda^{R}\right) \sum\left\{\operatorname{sign}(w)\left[\frac{\zeta_{w \lambda}}{\mathscr{E}_{-}(w \lambda)}-\frac{\zeta_{\sigma w \lambda}}{\mathscr{E}_{-}(\sigma w \lambda)}\right]: w \in S_{d},(w \lambda)_{i}>(w \lambda)_{i+1}\right\}
$$

Both $a_{\lambda}$ and $\sum_{w \in S_{d}} \operatorname{sign}(w) \omega_{w \lambda}$ have the skew property and coefficient $\operatorname{sign}(w)$ for $p_{\lambda^{R}}$, where $w \lambda=\lambda^{R}$. Thus part (i) holds. Finally,

$$
\begin{aligned}
\left\langle a_{\lambda}, a_{\lambda}\right\rangle & =\sum_{w_{1} \in S_{d}} \sum_{w_{2} \in S_{d}} \operatorname{sign}\left(w_{1}\right) \operatorname{sign}\left(w_{2}\right)\left\langle\omega_{w_{1} \lambda}, \omega_{w_{2} \lambda}\right\rangle \\
& =d!\sum_{w \in S_{d}} \operatorname{sign}(w)\left\langle\omega_{\lambda}, \omega_{w \lambda}\right\rangle=d!\left\langle\zeta_{\lambda}, a_{\lambda}\right\rangle \\
& =d!\mathscr{E}_{-}\left(\lambda^{R}\right)\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle
\end{aligned}
$$

and this proves part (iii) (in the first line we change the variable of summation, letting $\left.w_{2}=w_{1} w\right)$.

The polynomial $j_{\lambda}$ is a scalar multiple of the Jack polynomial $J_{\lambda}(x ; 1 / \kappa)$. The actual multiplying factor will be discussed later.

### 10.5 Degree-Changing Recurrences

In this section the emphasis will be on the transition from $\zeta_{\lambda-\varepsilon_{m}}$ to $\zeta_{\lambda}$, where $\lambda \in$ $\mathbb{N}_{0}^{d, P}$ and $\lambda_{m}>\lambda_{m+1}=0$ for some $m \leq d$. By use of the defining properties we will determine the ratios $\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle /\left\langle\zeta_{\lambda-\varepsilon_{m}}, \zeta_{\lambda-\varepsilon_{m}}\right\rangle$ for each of three permissible inner products. This leads to norm and $\mathbf{1}^{d}$ evaluation formulae in terms of hook-length products. A certain cyclic shift is a key tool.

Definition 10.5.1 For $1<m \leq d$, let $\theta_{m}=(1,2)(2,3) \cdots(m-1, m) \in S_{d}$, so that $\theta_{m} \lambda=\left(\lambda_{m}, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{m-1}, \lambda_{m+1}, \ldots\right)$ for $\lambda \in \mathbb{N}_{0}^{d, P}$.

Suppose that $\lambda \in \mathbb{N}_{0}^{d, P}$ satisfies $m=\ell(\lambda)$, and let

$$
\tilde{\lambda}=\left(\lambda_{m}-1, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{m-1}, 0, \ldots\right)=\theta_{m}\left(\lambda-\varepsilon_{m}\right)
$$

We will show that $\mathscr{D}_{m} \zeta_{\lambda}=\left[(d-m+1) \kappa+\lambda_{m}\right] \theta_{m}^{-1} \zeta_{\tilde{\lambda}}$, which leads to the desired recurrences. The idea is to identify $\mathscr{D}_{m} \zeta_{\lambda}$ as a joint eigenfunction of the operators $\theta_{m}^{-1} \mathscr{U}_{i} \theta_{m}$ and match up the coefficients of the $p_{\tilde{\lambda}}$.

Lemma 10.5.2 Suppose that $\lambda \in \mathbb{N}_{0}^{d, P}$ and $m=\ell(\lambda)$; then the following hold:
(i) $x_{m} \mathscr{D}_{m} \zeta_{\lambda}=\left[\kappa(d-m)+\lambda_{m}\right] \zeta_{\lambda}-\kappa \sum_{j>m}(m, j) \zeta_{\lambda}$;
(ii) $x_{m} \mathscr{D}_{m} \zeta_{\lambda}\left(\mathbf{1}^{d}\right)=\lambda_{m} \zeta_{\lambda}\left(\mathbf{1}^{d}\right)$;
(iii) $\left\langle x_{m} \mathscr{D}_{m} \zeta_{\lambda}, \zeta_{\lambda}\right\rangle=\frac{\lambda_{m}}{\kappa+\lambda_{m}}\left[\kappa(d-m+1)+\lambda_{m}\right]\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle$;
(iv) $\left\langle x_{m} \mathscr{D}_{m} \zeta_{\lambda}, x_{m} \mathscr{D}_{m} \zeta_{\lambda}\right\rangle=\frac{\lambda_{m}}{\kappa+\lambda_{m}}\left[\kappa(d-m+1)+\lambda_{m}\right]$

$$
\times\left[\kappa(d-m)+\lambda_{m}\right]\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle
$$

Proof By part (i) of Lemma 10.2.1,

$$
\begin{aligned}
x_{m} \mathscr{D}_{m} \zeta_{\lambda} & =\left(\mathscr{D}_{m} x_{m}-1-\kappa \sum_{j \neq m}(m, j)\right) \zeta_{\lambda} \\
& =\left(\mathscr{U}_{m}-\kappa-1\right) \zeta_{\lambda}-\kappa \sum_{j>m}(m, j) \zeta_{\lambda} \\
& =\left[\xi_{m}(\lambda)-\kappa-1\right] \zeta_{\lambda}-\kappa \sum_{j>m}(m, j) \zeta_{\lambda} \\
& =\left[\kappa(d-m)+\lambda_{m}\right] \zeta_{\lambda}-\kappa \sum_{j>m}(m, j) \zeta_{\lambda}
\end{aligned}
$$

This proves parts (i) and (ii). Next, observe that $\left\langle\zeta_{\lambda},(m, j) \zeta_{\lambda}\right\rangle=\left\langle\zeta_{\lambda},(m, m+\right.$ 1) $\left.\zeta_{\lambda}\right\rangle$ for $j>m$; by Proposition 10.4.5, $\sigma \zeta_{\lambda}=\zeta_{\sigma \lambda}+c \zeta_{\lambda}$ where $\sigma=$ $(m, m+1)$ and $c=\kappa\left[\xi_{m}(\lambda)-\xi_{m+1}(\lambda)\right]^{-1}=\kappa\left(\kappa+\lambda_{m}\right)^{-1}$ (recall that $\xi_{i}(\lambda)=$ $\kappa(d-i+1)+\lambda_{i}+1$ for each $\left.\lambda \in \mathbb{N}_{0}^{d, P}\right)$. Thus

$$
\begin{aligned}
\left\langle x_{m} \mathscr{D}_{m} \zeta_{\lambda}, \zeta_{\lambda}\right\rangle & =\left[\kappa(d-m)+\lambda_{m}\right]\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle-\kappa(d-m)\left\langle\zeta_{\lambda},(m, j) \zeta_{\lambda}\right\rangle \\
& =\left(\left[\kappa(d-m)+\lambda_{m}\right]-\frac{\kappa^{2}(d-m)}{\kappa+\lambda_{m}}\right)\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle \\
& =\frac{\lambda_{m}}{\kappa+\lambda_{m}}\left[\kappa(d-m+1)+\lambda_{m}\right]\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle .
\end{aligned}
$$

For part (iv), let $a=\kappa(d-m)+\lambda_{m}$; the group invariance properties of the inner product are now used repeatedly:

$$
\begin{aligned}
\left\langle x_{m}\right. & \left.\mathscr{D}_{m} \zeta_{\lambda}, x_{m} \mathscr{D}_{m} \zeta_{\lambda}\right\rangle \\
\quad= & a^{2}\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle-2 a \kappa \sum_{j>m}\left\langle\zeta_{\lambda},(m, j) \zeta_{\lambda}\right\rangle \\
& +\kappa^{2}\left(\sum_{j>m}\left\langle(m, j) \zeta_{\lambda},(m, j) \zeta_{\lambda}\right\rangle+2 \sum_{m<j<k}\left\langle(m, j) \zeta_{\lambda},(m, k) \zeta_{\lambda}\right\rangle\right) \\
= & \left(a^{2}-2 a c \kappa(d-m)+\kappa^{2}(d-m)(1+c(d-m-1))\right)\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle \\
= & \frac{\lambda_{m}}{\kappa+\lambda_{m}}\left[\kappa(d-m)+\lambda_{m}\right]\left[\kappa(d-m+1)+\lambda_{m}\right]\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle .
\end{aligned}
$$

Next, we consider the behavior of $\mathscr{D}_{m} \zeta_{\lambda}$ under $\mathscr{D}_{i} \rho_{i}$, with the aim of identifying it as a transform $\left(\theta_{m}^{-1}\right)$ of a joint eigenfunction. The cyclic shift $\theta_{m}$ satisfies $\theta_{m}^{-1}(1)=m$ and $\theta_{m}^{-1}(i)=i-1$ for $2 \leq i \leq m$. Recall the commutation relations for $\mathscr{D}_{i} \rho_{i},(i, j)$ and $w \in S_{d}$ :

1. $w \mathscr{D}_{i} \rho_{i}=\mathscr{D}_{w(i)} \rho_{w(i)} w$;
2. $w\left(w^{-1}(i), w^{-1}(j)\right)=(i, j) w$.

Lemma 10.5.3 Suppose that $\lambda \in \mathbb{N}_{0}^{d, P}$ and $m=\ell(\lambda)$; then
(i) $\mathscr{D}_{i} \rho_{i} \mathscr{D}_{m} \zeta_{\lambda}=\left(\xi_{i}(\lambda)+\kappa\left[\sum_{j<i}(j, i)+(i, m)\right]\right) \mathscr{D}_{m} \zeta_{\lambda} \quad$ for $i<m$;
(ii) $\mathscr{D}_{m} \rho_{m} \mathscr{D}_{m} \zeta_{\lambda}=\left[\xi_{m}(\lambda)-1\right] \mathscr{D}_{m} \zeta_{\lambda}$;
(iii) $\mathscr{U}_{i} \theta_{m} \mathscr{D}_{m} \zeta_{\lambda}=[\kappa(d-i+1)+1] \theta_{m} \mathscr{D}_{m} \zeta_{\lambda} \quad$ for $i>m$;
(iv) $\mathscr{U}_{i} \theta_{m} \mathscr{D}_{m} \zeta_{\lambda}=\xi_{i-1}(\lambda) \theta_{m} \mathscr{D}_{m} \zeta_{\lambda} \quad$ for $1<i \leq m$;
(v) $\mathscr{U}_{1} \theta_{m} \mathscr{D}_{m} \zeta_{\lambda}=\left[\xi_{m}(\lambda)-1\right] \theta_{m} \mathscr{D}_{m} \zeta_{\lambda}$.

Proof By Proposition 10.3.7 and Lemma 10.2.1, $\mathscr{D}_{i} \rho_{i} \mathscr{D}_{m}=\kappa \mathscr{D}_{m}+\mathscr{D}_{i}\left[\mathscr{D}_{m} x_{i}+\right.$ $\kappa(i, m)]$ for $i<m$; thus

$$
\begin{aligned}
\mathscr{D}_{i} \rho_{i} \mathscr{D}_{m} \zeta_{\lambda} & =\mathscr{D}_{m} \mathscr{D}_{i} \rho_{i} \zeta_{\lambda}+\kappa(i, m) \mathscr{D}_{m} \zeta_{\lambda} \\
& =\mathscr{D}_{m}\left(\xi_{i}(\lambda)+\kappa \sum_{j<i}(j, i)\right) \zeta_{\lambda}+\kappa(i, m) \mathscr{D}_{m} \zeta_{\lambda},
\end{aligned}
$$

which proves part (i), since $\mathscr{D}_{i}(i, m)=(i, m) \mathscr{D}_{m}$ and $\mathscr{D}_{m}(j, i)=(j, i) \mathscr{D}_{m}$ for $j<$ $i<m$. Next, $\mathscr{D}_{m} \rho_{m} \mathscr{D}_{m}=\kappa \mathscr{D}_{m}+\mathscr{D}_{m}\left[\mathscr{D}_{m} x_{m}-1-\kappa \sum_{j \neq m}(j, m)\right]$, so that

$$
\begin{aligned}
\mathscr{D}_{m} \rho_{m} \mathscr{D}_{m} \zeta_{\lambda} & =\mathscr{D}_{m}\left(\mathscr{U}_{m}-1-\kappa \sum_{j>m}(j, m)\right) \zeta_{\lambda} \\
& =\left[\xi_{m}(\lambda)-1\right] \mathscr{D}_{m} \zeta_{\lambda}-\kappa \sum_{j>m}(j, m) \mathscr{D}_{j} \zeta_{\lambda} .
\end{aligned}
$$

However, $\mathscr{D}_{j} \zeta_{\lambda}=0$ for $j>m$ because the expansion of $\zeta_{\lambda}$ in the $p$-basis (see Definition 10.3.2 and Proposition 10.3.9) contains no $p_{\beta}$ with $\beta_{j}>0$. Also, $\mathscr{D}_{m} \zeta_{\lambda}$ has the latter property, which shows that $\mathscr{U}_{i} \mathscr{D}_{m} \zeta_{\lambda}=[\kappa(d-i+1)+1] \mathscr{D}_{m} \zeta_{\lambda}$ for each $i>m$ (Corollary 10.3.12). Thus part (iii) follows from $\theta_{m} \mathscr{U}_{i}=\mathscr{U}_{i} \theta_{m}$ for $i>m$.

Apply $\theta_{m}$ to both sides of the equation in (i):

$$
\left(\mathscr{D}_{i} \rho_{i}-\kappa\left[\sum_{j<i}(j, i)+(i, m)\right]\right) \mathscr{D}_{m} \zeta_{\lambda}=\xi_{i}(\lambda) \mathscr{D}_{m} \zeta_{\lambda},
$$

and obtain equation (iv) with index $i+1$ (so that $2 \leq i+1 \leq m$ ). A similar operation on equation (ii) proves equation (v).

Consider the multi-index $\tilde{\lambda}=\left(\lambda_{m}-1, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{m-1}, 0, \ldots\right)$; clearly $\tilde{\lambda}$ the eigenvalues are given by $\xi_{1}(\widetilde{\lambda})=\left[\kappa(d-m)+\lambda_{m}\right]=\xi_{m}(\lambda)-1$ and $\xi_{i}(\widetilde{\lambda})=$ $\xi_{i-1}(\lambda)$ for $2 \leq i \leq m$, because $\lambda_{m}-1<\lambda_{m-1}$. The remaining eigenvalues are trivially $\xi_{i}(\widetilde{\lambda})=\xi_{i}(\lambda)=\kappa(d-i+1)+1$ for $i>m$. Thus $\theta_{m} \mathscr{D}_{m} \zeta_{\lambda}$ is a multiple of $\zeta_{\tilde{\lambda}}$; the value of the multiple can be determined from the coefficient of $p_{\tilde{\lambda}}$ in $\theta_{m} \mathscr{D}_{m} \zeta_{\lambda}$, that is, the coefficient of $p_{\lambda-\varepsilon_{m}}$ in $\mathscr{D}_{m} \zeta_{\lambda}$. As usual, this calculation depends on the dominance ordering.

Lemma 10.5.4 Suppose that $\lambda \in \mathbb{N}_{0}^{d, P}, m=\ell(\lambda)$ and $p_{\lambda-\varepsilon_{m}}$ appears with a nonzero coefficient in $\mathscr{D}_{m} p_{\alpha}$; then one of the following holds:
(i) $\alpha=\lambda$, with coefficient $\kappa(d-m+1)+\lambda_{m}$;
(ii) $\alpha=\lambda+k\left(\varepsilon_{j}-\varepsilon_{m}\right)$, where $j>m, 1 \leq k<\lambda_{m}$, with coefficient $\kappa$;
(iii) $\alpha=\lambda+k\left(\varepsilon_{m}-\varepsilon_{j}\right)$, where $j<m, 1 \leq k \leq \lambda_{j}-\lambda_{m}$, with coefficient $-\kappa$.

Proof By Proposition 10.3.3, when $\alpha=\lambda$ the coefficient of $p_{\lambda-\varepsilon_{i}}$ in $\mathscr{D}_{m} p_{\alpha}$ is $\kappa\left(1+\#\left\{j: \lambda_{j}<\lambda_{m}\right\}\right)+\lambda_{m}=\kappa(d-m+1)+\lambda_{m}$. The two other possibilities correspond to sets $A, B$ with $\alpha$ differing from $\lambda$ in two entries. In the case of set $A$, for some $j \neq m$ we have $\alpha_{j}=\lambda_{j}+k, \alpha_{m}=\lambda_{m}-k$ and $\lambda_{j} \leq \lambda_{m}-k-1$. Since $\lambda_{m}$ is the smallest nonzero part of $\lambda$ this implies that $j>m$ and $\lambda_{j}=0$. In the case of set $B$, for some $j \neq m$ we have $\alpha_{j}=\lambda_{j}-k, \alpha_{m}=\lambda_{m}+k$ and $\lambda_{m} \leq \lambda_{j}-k<\lambda_{j}$ (and $\lambda_{j}>\lambda_{m}$ implies $j<m$ ).

Theorem 10.5.5 Suppose that $\lambda \in \mathbb{N}_{0}^{d, P}$ and $m=\ell(\lambda)$; then

$$
\mathscr{D}_{m} \zeta_{\lambda}=\left[\kappa(d-m+1)+\lambda_{m}\right] \theta_{m}^{-1} \zeta_{\tilde{\lambda}} .
$$

Proof In Lemma 10.5 .3 it was established that $\mathscr{D}_{m} \zeta_{\lambda}$ is a scalar multiple of $\theta_{m}^{-1} \zeta_{\tilde{\lambda}}$. The multiple equals the coefficient of $p_{\lambda-\varepsilon_{m}}$ in $\mathscr{D}_{m} \zeta_{\lambda}$ (because the coefficient of $p_{\tilde{\lambda}}$ in $\zeta_{\tilde{\lambda}}$ is 1). But $p_{\lambda-\varepsilon_{m}}$ only arises from $\mathscr{D}_{m} p_{\lambda}$ in the expansion of $\mathscr{D}_{m} \zeta_{\lambda}$, by Lemma 10.5.4: case (i) is the desired coefficient; case (ii) cannot occur because if $p_{\beta}$ appears in the expansion of $\zeta_{\lambda}$ then $\beta_{j}=0$ for all $j>m$; case (iii) cannot occur because $\lambda \succ \lambda+k\left(\varepsilon_{m}-\varepsilon_{j}\right)$ for $j<m, 1 \leq k \leq \lambda_{j}-\lambda_{m}$.

Because $\theta_{m}$ is an isometry we can now assert that

$$
\left\langle\mathscr{D}_{m} \zeta_{\lambda}, \mathscr{D}_{m} \zeta_{\lambda}\right\rangle=\left[\kappa(d-m+1)+\lambda_{m}\right]^{2} \mathscr{E}_{+}(\widetilde{\lambda}) \mathscr{E}_{-}(\widetilde{\lambda})\left\langle\zeta_{\lambda-\varepsilon_{m}}, \zeta_{\lambda-\varepsilon_{m}}\right\rangle
$$

and

$$
\mathscr{D}_{m} \zeta_{\lambda}\left(\mathbf{1}^{d}\right)=\left[\kappa(d-m+1)+\lambda_{m}\right] \mathscr{E}_{-}(\widetilde{\lambda}) \zeta_{\lambda-\varepsilon_{m}}\left(\mathbf{1}^{d}\right) .
$$

### 10.6 Norm Formulae

### 10.6.1 Hook-length products and the pairing norm

The quantities (functions on $\mathbb{N}_{0}^{d, P}$ ) which have the required recurrence behavior (see Lemma 10.5.2 and Theorem 10.5.5) are of two kinds: the easy one is the generalized Pochhammer symbol, and the harder one comes from hook length products.

Definition 10.6.1 For a partition $\lambda \in \mathbb{N}_{0}^{d, P}$ and implicit parameter $\kappa$, the generalized Pochhammer symbol is defined by

$$
(t)_{\lambda}=\prod_{i=1}^{d}(t-(i-1) \kappa)_{\lambda_{i}} .
$$

For example, in the situation described above,

$$
\frac{(d \kappa+1)_{\lambda}}{(d \kappa+1)_{\lambda-\varepsilon_{m}}}=\frac{(\kappa(d-m+1)+1)_{\lambda_{m}}}{(\kappa(d-m+1)+1)_{\lambda_{m}-1}}=\kappa(d-m+1)+\lambda_{m} .
$$

Next, we calculate $\mathscr{E}_{\varepsilon}(\tilde{\lambda})$ : indeed,

$$
\begin{aligned}
\mathscr{E}_{\varepsilon}(\tilde{\lambda}) & =\prod_{j=2}^{m}\left(1+\frac{\varepsilon \kappa}{\xi_{j}(\tilde{\lambda})-\xi_{1}(\tilde{\lambda})}\right)=\prod_{j=2}^{m}\left(1+\frac{\varepsilon \kappa}{\xi_{j-1}(\lambda)-\left[\xi_{m}(\lambda)-1\right]}\right) \\
& =\prod_{j=1}^{m-1}\left(\frac{\kappa(m-j+\varepsilon 1)+\lambda_{j}-\lambda_{m}+1}{\kappa(m-j)+\lambda_{j}-\lambda_{m}+1}\right) .
\end{aligned}
$$

Recall that $\xi_{j}(\lambda)=\kappa(d-j+1)+\lambda_{j}+1$. It turns out that the appropriate device to handle this factor is the hook-length product of a tableau or of a composition. Here we note that a tableau is a function whose domain is a Ferrers diagram and whose values are numbers or algebraic expressions. The Ferrers diagram of $\alpha \in$ $\mathbb{N}_{0}^{d}$ is the set $\left\{(i, j): 1 \leq i \leq d, 1 \leq j \leq \alpha_{i}\right\}$ : for each node $(i, j)$ with $1 \leq j \leq \alpha_{i}$ there are two special subsets, the arm

$$
\left\{(i, l): j<l \leq \alpha_{i}\right\}
$$

and the leg

$$
\left\{(l, j): l>i, j \leq \alpha_{l} \leq \alpha_{i}\right\} \cup\left\{(l, j): l<i, j \leq \alpha_{l}+1 \leq \alpha_{i}\right\}
$$

(when $j=\alpha_{l}+1$ the point is outside the diagram). The node itself, the arm and the leg make up the hook. The definition of hooks for compositions is from [160, p. 15]. The cardinality of the leg is called the leg length, formalized by the following:

Definition 10.6.2 For $\alpha \in \mathbb{N}_{0}^{d}, 1 \leq i \leq d$ and $1 \leq j \leq \alpha_{i}$ the leg length is

$$
L(\alpha ; i, j):=\#\left\{l: l>i, j \leq \alpha_{l} \leq \alpha_{i}\right\}+\#\left\{l: l<i, j \leq \alpha_{l}+1 \leq \alpha_{i}\right\}
$$

For $t \in \mathbb{Q}(\kappa)$ the hook length and the hook-length product for $\alpha$ are given by

$$
\begin{aligned}
h(\alpha, t ; i, j) & =\alpha_{i}-j+t+\kappa L(\alpha ; i, j) \\
h(\alpha, t) & =\prod_{i=1}^{\ell(\alpha)} \prod_{j=1}^{\alpha_{i}} h(\alpha, t ; i, j) .
\end{aligned}
$$

For the special case $\kappa=1$ and $\alpha \in \mathbb{N}_{0}^{d, P}$, this goes back to the beginnings of the representation theory for the symmetric group $S_{d}$ (due to Schur and to Young in the early twentieth century); for arbitrary parameter values the concept is due to Stanley (1989), with a more recent modification by Knop and Sahi (1997).

Here is an example. Below, we give the tableau (Ferrers diagram) for $\lambda=$ $(5,3,2,2)$ with the factors of the hook-length product $h(\lambda, t)$ entered in each cell:

| $4+t+3 \kappa$ | $3+t+3 \kappa$ | $2+t+\kappa$ | $1+t$ | $t$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $2+t+2 \kappa$ | $1+t+2 \kappa$ | $t$ |  |  |  |
| $1+t+\kappa$ | $t+\kappa$ |  |  |  |  |
| $1+t$ | $t$ |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |

Compare this with the analogous diagram for $\alpha=(2,3,2,5)$ :

| $1+t+\kappa$ | $t+\kappa$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $2+t+2 \kappa$ | $1+t+2 \kappa$ | $1+t$ |  |  |  |
| $1+t$ | $t$ |  |  |  |  |
| $4+t+3 \kappa$ | $3+t+3 \kappa$ | $2+t+3 \kappa$ | $1+t+\kappa$ |  |  |

There is an important relation between $h(\alpha, t)$, for the values $t=1, \kappa+1$, and $\mathscr{E}_{\varepsilon}(\alpha)$. We will use the relation $\xi_{i}(\alpha)-\xi_{j}(\alpha)=\kappa\left[r_{\alpha}(j)-r_{\alpha}(i)\right]+\alpha_{i}-\alpha_{j}$ :

Lemma 10.6.3 For $\alpha \in \mathbb{N}_{0}^{d}$, we have

$$
h(\alpha, \kappa+1)=h\left(\alpha^{+}, \kappa+1\right) \mathscr{E}_{+}(\alpha)
$$

and

$$
h(\alpha, 1)=\frac{h\left(\alpha^{+}, 1\right)}{\mathscr{E}_{-}(\alpha)}
$$

Proof We will use induction on adjacent transpositions. The statements are true for $\alpha=\alpha^{+}$. Fix $\alpha^{+}$and suppose that $\alpha_{i}>\alpha_{i+1}$ for some $i$. Let $\sigma=(i, i+1)$. Consider the ratio $h(\sigma \alpha, t) / h(\alpha, t)$. The only node whose hook length changes (in the sense of an interchange of rows $i$ and $i+1$ of the Ferrers diagram) is $\left(i, \alpha_{i+1}+1\right)$. Explicitly, $h(\sigma \alpha, t ; s, j)=h(\alpha, t ; s, j)$ for $s \neq i, i+1$ and $1 \leq$ $j \leq \alpha_{s}, h(\sigma \alpha, t ; i, j)=h(\alpha, t ; i+1, j)$ for $1 \leq j \leq \alpha_{i+1}$ and $h(\sigma \alpha, t ; i+1, j)$ $=h(\alpha, t ; i, j)$ for $1 \leq j \leq \alpha_{i}$ except for $j=\alpha_{i+1}+1$. Thus $h(\sigma \alpha, t) / h(\alpha, t)=$ $h\left(\sigma \alpha, t ; i+1, \alpha_{i+1}+1\right) / h\left(\alpha, t ; i, \alpha_{i+1}+1\right)$. Note that $L\left(\sigma \alpha ; i+1, \alpha_{i+1}+1\right)$ $=L\left(\alpha ; i, \alpha_{i+1}+1\right)+1$ (since the node $\left(i, \alpha_{i+1}+1\right)$ is adjoined to the leg). Let

$$
\begin{aligned}
& E_{1}=\left\{s: s \leq i, \alpha_{s} \geq \alpha_{i}\right\} \cup\left\{s: s>i, \alpha_{s}>\alpha_{i}\right\} \\
& E_{2}=\left\{s: s \leq i+1, \alpha_{s} \geq \alpha_{i+1}\right\} \cup\left\{s: s>i+1, \alpha_{s}>\alpha_{i+1}\right\}
\end{aligned}
$$

thus, by definition, $r_{\alpha}(i)=\# E_{1}$ and $r_{\alpha}(i+1)=\# E_{2}$. Now, $E_{1} \subset E_{2}$ so that $r_{\alpha}(i+1)-r_{\alpha}(i)=\#\left(E_{2} \backslash E_{1}\right)$ and

$$
E_{2} \backslash E_{1}=\left\{s: s<i, \alpha_{i}>\alpha_{s} \geq \alpha_{i+1}\right\} \cup\{i\} \cup\left\{s: s>i+1, \alpha_{i} \geq \alpha_{s}>\alpha_{i+1}\right\}
$$

This shows that $\#\left(E_{2} \backslash E_{1}\right)=1+L\left(\alpha ; i, \alpha_{i+1}+1\right)$ and

$$
\begin{aligned}
h\left(\alpha, t ; i, \alpha_{i+1}+1\right) & =\kappa\left[r_{\alpha}(i+1)-r_{\alpha}(i)-1\right]+t+\alpha_{i}-\alpha_{i+1}-1, \\
h\left(\sigma \alpha, t ; i+1, \alpha_{i+1}+1\right) & =\kappa\left[r_{\alpha}(i+1)-r_{\alpha}(i)\right]+t+\alpha_{i}-\alpha_{i+1}-1 .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\frac{h\left(\sigma \alpha, \kappa+1 ; i+1, \alpha_{i+1}+1\right)}{h\left(\alpha, \kappa+1 ; i, \alpha_{i+1}+1\right)} & =\frac{\kappa\left[r_{\alpha}(i+1)-r_{\alpha}(i)+1\right]+\alpha_{i}-\alpha_{i+1}}{\kappa\left(r_{\alpha}(i+1)-r_{\alpha}(i)\right)+\alpha_{i}-\alpha_{i+1}} \\
& =1+\frac{\kappa}{\kappa\left[r_{\alpha}(i+1)-r_{\alpha}(i)\right]+\alpha_{i}-\alpha_{i+1}} \\
& =\frac{\mathscr{E}_{+}(\sigma \alpha)}{\mathscr{E}_{+}(\alpha)}
\end{aligned}
$$

(the last equation is proven in Theorem 10.4.8) and

$$
\begin{aligned}
\frac{h\left(\sigma \alpha, 1 ; i+1, \alpha_{i+1}+1\right)}{h\left(\alpha, 1 ; i, \alpha_{i+1}+1\right)} & =\frac{\kappa\left[r_{\alpha}(i+1)-r_{\alpha}(i)\right]+\alpha_{i}-\alpha_{i+1}}{\kappa\left[r_{\alpha}(i+1)-r_{\alpha}(i)-1\right]+\alpha_{i}-\alpha_{i+1}} \\
& =\left(1-\frac{\kappa}{\kappa\left[r_{\alpha}(i+1)-r_{\alpha}(i)\right]+\alpha_{i}-\alpha_{i+1}}\right)^{-1} \\
& =\frac{\mathscr{E}_{-}(\alpha)}{\mathscr{E}_{-}(\sigma \alpha)}
\end{aligned}
$$

Thus $h(\alpha, \kappa+1)$ and $h\left(\alpha^{+}, \kappa+1\right) \mathscr{E}_{+}(\alpha)$ have the same transformation properties under adjacent transpositions and hence are equal. Similarly, $h(\alpha, 1)=$ $h\left(\alpha^{+}, 1\right) / \mathscr{E}_{-}(\alpha)$.

Next we consider the ratio $h(\lambda, t) / h\left(\lambda-\varepsilon_{m}, t\right)$. Each cell above $\left(m, \lambda_{m}\right)$ changes (the leg length decreases by 1) and each entry in row $m$ changes. Thus

$$
\frac{h(\lambda, t)}{h\left(\lambda-\varepsilon_{m}, t\right)}=\prod_{i=1}^{m-1} \frac{\lambda_{i}-\lambda_{m}+t+\kappa(m-i)}{\lambda_{i}-\lambda_{m}+t+\kappa(m-i-1)}\left(\lambda_{m}-1+t\right) .
$$

The following relates this to $\mathscr{E}_{\mathcal{E}}(\tilde{\lambda})$.
Lemma 10.6.4 Suppose that $\lambda \in \mathbb{N}_{0}^{d, P}$ and $\tilde{\lambda}=\left(\lambda_{m}-1, \lambda_{1}, \ldots, \lambda_{m-1}, 0, \ldots\right)$ with $m=\ell(\boldsymbol{\lambda})$; then

$$
\left(\kappa+\lambda_{m}\right) \mathscr{E}_{+}(\widetilde{\lambda})=\frac{h(\lambda, \kappa+1)}{h\left(\lambda-\varepsilon_{m}, \kappa+1\right)} \quad \text { and } \quad \frac{1}{\lambda_{m}} \mathscr{E}_{-}(\tilde{\lambda})=\frac{h\left(\lambda-\varepsilon_{m}, 1\right)}{h(\lambda, 1)} .
$$

Proof For the first equation,

$$
\begin{aligned}
\mathscr{E}_{+}(\widetilde{\lambda}) & =\prod_{i=1}^{m-1}\left(\frac{\kappa(m-i+1)+\lambda_{i}-\lambda_{m}+1}{\kappa(m-i)+\lambda_{i}-\lambda_{m}+1}\right) \\
& =\frac{h(\lambda, \kappa+1)}{h\left(\lambda-\varepsilon_{m}, \kappa+1\right)\left(\kappa+\lambda_{m}\right)}
\end{aligned}
$$

by use of the above formula for $h(\lambda, t) / h\left(\lambda-\varepsilon_{m}, t\right)$ with $t=\kappa+1$. For the second equation,

$$
\mathscr{E}_{-}(\tilde{\lambda})=\prod_{i=1}^{m-1}\left(\frac{\kappa(m-i-1)+\lambda_{i}-\lambda_{m}+1}{\kappa(m-i)+\lambda_{i}-\lambda_{m}+1}\right)=\lambda_{m} \frac{h\left(\lambda-\varepsilon_{m}, 1\right)}{h(\lambda, 1)}
$$

by the same formula with $t=1$.

The easiest consequence is the formula for $\zeta_{\lambda}\left(\mathbf{1}^{d}\right)$; the proof of Lemma 10.6.4 illustrates the ideas that will be used for the norm calculations.

Proposition 10.6.5 For $\alpha \in \mathbb{N}_{0}^{d}$ and $\lambda=\alpha^{+} \in \mathbb{N}_{0}^{d, P}$,

$$
\zeta_{\alpha}\left(\mathbf{1}^{d}\right)=\mathscr{E}_{-}(\alpha) \frac{(d \kappa+1)_{\lambda}}{h(\lambda, 1)}=\frac{(d \kappa+1)_{\lambda}}{h(\alpha, 1)} .
$$

Proof From Theorem 10.4 .8 we have $\zeta_{\alpha}\left(\mathbf{1}^{d}\right)=\mathscr{E}_{-}(\alpha) \zeta_{\lambda}\left(\mathbf{1}^{d}\right)$. Suppose that $m=\ell(\lambda)$; then, by part (ii) of Lemma 10.5.2 and Theorem 10.5.5, $\zeta_{\lambda}\left(\mathbf{1}^{d}\right)=$ $\lambda_{m}^{-1} \mathscr{D}_{m} \zeta_{\lambda}\left(\mathbf{1}^{d}\right)=\lambda_{m}^{-1}\left[\kappa(d-m+1)+\lambda_{m}\right] \mathscr{E}_{-}(\widetilde{\lambda}) \zeta_{\lambda-\varepsilon_{m}}\left(\mathbf{1}^{d}\right)$; thus

$$
\frac{\zeta_{\lambda}\left(\mathbf{1}^{d}\right)}{\zeta_{\lambda-\varepsilon_{m}}\left(\mathbf{1}^{d}\right)}=\left[\kappa(d-m+1)+\lambda_{m}\right] \frac{h\left(\lambda-\varepsilon_{m}, 1\right)}{h(\lambda, 1)} .
$$

Clearly $\zeta_{\mathbf{0}}\left(\mathbf{1}^{d}\right)=1$ (the trivial $\left.\mathbf{0}=(0, \ldots, 0) \in \mathbb{N}_{0}^{d}\right)$ and

$$
\frac{(d \kappa+1)_{\lambda}}{(d \kappa+1)_{\lambda-\varepsilon_{m}}}=\kappa(d-m+1)+\lambda_{m}
$$

An obvious inductive argument finishes the proof.
We now specialize to the permissible inner product $\langle f, g\rangle_{h}=\left.f(\mathscr{D}) g(x)\right|_{x=0}$. In this case $\mathscr{D}_{m}$ is the adjoint of multiplication by $x_{m}$, and we use part (iii) of Lemma 10.5.2.

Theorem 10.6.6 For $\alpha \in \mathbb{N}_{0}^{d}$ and $\lambda=\alpha^{+} \in \mathbb{N}_{0}^{d, P}$,

$$
\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle_{h}=\mathscr{E}_{+}(\alpha) \mathscr{E}_{-}(\alpha)(d \kappa+1)_{\lambda} \frac{h(\lambda, \kappa+1)}{h(\lambda, 1)}
$$

Proof From Theorem 10.4.8, $\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle_{h}=\mathscr{E}_{+}(\alpha) \mathscr{E}_{-}(\alpha)\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle_{h}$. From the definition of the inner product, $\left\langle x_{m} \mathscr{D}_{m} \zeta_{\lambda}, \zeta_{\lambda}\right\rangle_{h}=\left\langle\mathscr{D}_{m} \zeta_{\lambda}, \mathscr{D}_{m} \zeta_{\lambda}\right\rangle_{h}$. Suppose that $m=\ell(\lambda)$; then, again by part (iii) of Lemma 10.5.2 and Theorem 10.5.5,

$$
\begin{aligned}
\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle_{h} & =\frac{\kappa+\lambda_{m}}{\lambda_{m}\left[\kappa(d-m+1)+\lambda_{m}\right]}\left\langle\mathscr{D}_{m} \zeta_{\lambda}, \mathscr{D}_{m} \zeta_{\lambda}\right\rangle_{h} \\
& =\frac{\kappa+\lambda_{m}}{\lambda_{m}}\left[\kappa(d-m+1)+\lambda_{m}\right]\left\langle\zeta_{\tilde{\lambda}}, \zeta_{\tilde{\lambda}}\right\rangle_{h} \\
& =\frac{\kappa+\lambda_{m}}{\lambda_{m}}\left[\kappa(d-m+1)+\lambda_{m}\right] \mathscr{E}_{+}(\widetilde{\lambda}) \mathscr{E}_{-}(\widetilde{\lambda})\left\langle\zeta_{\lambda-\varepsilon_{m}}, \zeta_{\lambda-\varepsilon_{m}}\right\rangle_{h}
\end{aligned}
$$

Thus

$$
\frac{\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle_{h}}{\left\langle\zeta_{\lambda-\varepsilon_{m}}, \zeta_{\lambda-\varepsilon_{m}}\right\rangle_{h}}=\frac{(d \kappa+1)_{\lambda} h(\lambda, \kappa+1) h\left(\lambda-\varepsilon_{m}, 1\right)}{(d \kappa+1)_{\lambda-\varepsilon_{m}} h\left(\lambda-\varepsilon_{m}, \kappa+1\right) h(\lambda, 1)} .
$$

Induction finishes the proof.
Corollary 10.6.7 For $\alpha \in \mathbb{N}_{0}^{d}$,

$$
\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle_{h}=(d \kappa+1)_{\alpha^{+}} \frac{h(\alpha, \kappa+1)}{h(\alpha, 1)}
$$

### 10.6.2 The biorthogonal-type norm

Recall the generating function

$$
F(x, y)=\sum_{\alpha \in \mathbb{N}_{0}^{d}} p_{\alpha}(x) y^{\alpha}=\prod_{i=1}^{d}\left(1-x_{i} y_{i}\right)^{-1} \prod_{j, k=1}^{d}\left(1-x_{j} y_{k}\right)^{-\kappa}
$$

Because $F$ is symmetric in $x, y$, the matrix $A$ given by

$$
\sum_{\alpha \in \mathbb{N}_{0}^{d}} p_{\alpha}(x) y^{\alpha}=\sum_{n=0}^{\infty} \sum_{|\alpha|=|\beta|=n} A_{\beta \alpha} x^{\beta} y^{\alpha}
$$

expressing $p_{\alpha}(x)$ in terms of $x^{\beta}$, is symmetric (consider the matrix $A$, which is locally finite, as a direct sum of ordinary matrices, one for each degree $n=|\alpha|=$ $|\beta| \in \mathbb{N}$ ). The matrix is invertible and thus we can define a symmetric bilinear form on $\Pi^{d}$ (in the following sum the coefficients have only finitely many nonzero values):

$$
\left\langle\sum_{\alpha \in \mathbb{N}_{0}^{d}} a_{\alpha} x^{\alpha}, \sum_{\beta \in \mathbb{N}_{0}^{d}} b_{\beta} x^{\beta}\right\rangle_{p}=\sum_{\alpha, \beta} a_{\alpha} b_{\beta}\left(A^{-1}\right)_{\alpha \beta},
$$

that is,

$$
\left\langle p_{\alpha}, x^{\beta}\right\rangle_{p}=\delta_{\alpha, \beta} .
$$

From the transformation properties of $p_{\alpha}$ it follows that $\langle w f, w g\rangle_{p}=\langle f, g\rangle_{p}$ for $f, g \in \Pi^{d}$ and $w \in S_{d}$. We showed that $\mathscr{D}_{i}^{(x)} x_{i} F(x, y)=\mathscr{D}_{i}^{(y)} y_{i} F(x, y)$, which implies that $\mathscr{D}_{i}^{(x)} x_{i}$ is self-adjoint with respect to the form defined above $(1 \leq i \leq$ $d$ ). To see this, let $\mathscr{D}_{i}^{(x)} x_{i} x^{\alpha}=\sum_{\gamma} B_{\gamma \alpha} x^{\gamma}$; then $B A=A B^{\mathrm{T}}$ (T denotes the transpose). Thus $\langle\cdot, \cdot\rangle_{p}$ is a permissible inner product. To compute $\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle_{p}$ we use the fact that $\left\langle x_{i} f, \rho_{i} g\right\rangle_{p}=\langle f, g\rangle_{p}$ for $f, g \in \Pi^{d}, 1 \leq i \leq d$.

Lemma 10.6.8 Suppose that $\lambda \in \mathbb{N}_{0}^{d, P}$ and $m=\ell(\lambda)$; then

$$
\rho_{m} \mathscr{D}_{m} \zeta_{\lambda}=\left[\kappa(d-m+1)+\lambda_{m}\right] \zeta_{\lambda}+f_{0}
$$

where $\mathscr{D}_{m} f_{0}=0$ and $\left\langle w \zeta_{\lambda}, f_{0}\right\rangle=0$ for any $w \in S_{d}$.
Proof Let $f_{0}=\rho_{m} \mathscr{D}_{m} \zeta_{\lambda}-\left[\kappa(d-m+1)+\lambda_{m}\right] \zeta_{\lambda}$; by part (ii) of Lemma 10.5.3, $\mathscr{D}_{m} f_{0}=0$. Further, the basis elements $p_{\beta}$ which appear in the expansions of $\mathscr{D}_{m} \zeta_{\lambda}$ and $\zeta_{\lambda}$ satisfy $\beta_{j}=0$ for all $j>m$. By Proposition 10.3.9, if $p_{\beta}$ appears in $f_{0}$ then $\beta_{j}=0$ for all $j>m$. The expansion of $f_{0}$ in the orthogonal basis $\left\{\zeta_{\beta}\right\}$ involves only compositions $\beta$ with the same property, $\beta_{j}=0$ for all $j>m$. Thus $\left\langle f_{0}, g\right\rangle=0$ for any $g \in E_{\lambda}$ (note that $\lambda_{m}>0$ ). Since $E_{\lambda}$ is closed under the action of $S_{d}$, this shows that $\left\langle f_{0}, w \zeta_{\lambda}\right\rangle=0$ for all $w \in S_{d}$.

The statement in Lemma 10.6 .8 applies to any permissible inner product.
Theorem 10.6.9 For $\alpha \in \mathbb{N}^{d}$,

$$
\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle_{p}=\frac{h(\alpha, \kappa+1)}{h(\alpha, 1)}, \quad \lambda=\alpha^{+} \in \mathbb{N}_{0}^{d, P} .
$$

Proof Let $\lambda=\alpha^{+} \in \mathbb{N}_{0}^{d, P}$. From Theorem 10.4 .8 we have

$$
\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle_{p}=\mathscr{E}_{+}(\alpha) \mathscr{E}_{-}(\alpha)\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle_{p}
$$

From the definition of the inner product,

$$
\left\langle x_{m} \mathscr{D}_{m} \zeta_{\lambda}, \rho_{m} \mathscr{D}_{m} \zeta_{\lambda}\right\rangle_{p}=\left\langle\mathscr{D}_{m} \zeta_{\lambda}, \mathscr{D}_{m} \zeta_{\lambda}\right\rangle_{p}
$$

Suppose that $m=\ell(\boldsymbol{\lambda})$; then, by parts (i) and (iii) of Lemma 10.5.2 and Lemma 10.6.8,

$$
\begin{aligned}
\left\langle\mathscr{D}_{m} \zeta_{\lambda}, \mathscr{D}_{m} \zeta_{\lambda}\right\rangle_{p}= & \left\langle x_{m} \mathscr{D}_{m} \zeta_{\lambda},\left[\kappa(d-m+1)+\lambda_{m}\right] \zeta_{\lambda}+f_{m}\right\rangle_{p} \\
= & {\left[\kappa(d-m+1)+\lambda_{m}\right]\left\langle x_{m} \mathscr{D}_{m} \zeta_{\lambda}, \zeta_{\lambda}\right\rangle_{p} } \\
& +\left[(d-m) \kappa+\lambda_{m}\right]\left\langle\zeta_{\lambda}, f_{m}\right\rangle_{p}-\kappa \sum_{j>m}\left\langle(m, j) \zeta_{\lambda}, f_{m}\right\rangle_{p} \\
= & \frac{\lambda_{m}}{\kappa+\lambda_{m}}\left[\kappa(d-m+1)+\lambda_{m}\right]^{2}\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle_{p} .
\end{aligned}
$$

But, as before (by Theorem 10.5.5),

$$
\begin{aligned}
\left\langle\mathscr{D}_{m} \zeta_{\lambda}, \mathscr{D}_{m} \zeta_{\lambda}\right\rangle_{p} & =\left[\kappa(d-m+1)+\lambda_{m}\right]^{2}\left\langle\zeta_{\tilde{\lambda}}, \zeta_{\tilde{\lambda}}\right\rangle_{p} \\
& =\left[\kappa(d-m+1)+\lambda_{m}\right]^{2} \mathscr{E}_{+}(\tilde{\lambda}) \mathscr{E}_{-}(\tilde{\lambda})\left\langle\zeta_{\lambda-\varepsilon_{m}}, \zeta_{\lambda-\varepsilon_{m}}\right\rangle_{p}
\end{aligned}
$$

and so

$$
\frac{\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle_{p}}{\left\langle\zeta_{\lambda-\varepsilon_{m}}, \zeta_{\lambda-\varepsilon_{m}}\right\rangle_{p}}=\frac{\kappa+\lambda_{m}}{\lambda_{m}} \mathscr{E}_{+}(\tilde{\lambda}) \mathscr{E}_{-}(\widetilde{\lambda})=\frac{h(\lambda, \kappa+1) h\left(\lambda-\varepsilon_{m}, 1\right)}{h\left(\lambda-\varepsilon_{m}, \kappa+1\right) h(\lambda, 1)}
$$

As before, induction on $n=|\lambda|$ finishes the proof $\left(\langle 1,1\rangle_{p}=1\right)$.

Considering the generating function in Definition 10.3 .2 as a reproducing kernel for $\langle\cdot, \cdot\rangle_{p}$ establishes the following.

Corollary 10.6.10 For $\kappa>0, \max _{i}\left|x_{i}\right|<1, \max _{i}\left|y_{i}\right|<1$, the following expansion holds:

$$
\prod_{i=1}^{d}\left(1-x_{i} y_{i}\right)^{-1} \prod_{j, k=1}^{d}\left(1-x_{j} y_{k}\right)^{-\kappa}=\sum_{\alpha \in \mathbb{N}_{0}^{d}} \frac{h(\alpha, 1)}{h(\alpha, \kappa+1)} \zeta_{\alpha}(x) \zeta_{\alpha}(y)
$$

Later we will consider the effect of this corollary on the determination of the intertwining operator.

### 10.6.3 The torus inner product

By considering the variables $x_{i}$ as coordinates on the complex $d$-torus, one can define an $L^{2}$ structure which provides a permissible inner product. Algebraically this leads to 'constant-term' formulae: the problem is to determine the constant term in a Laurent polynomial (in $x_{1}, x_{1}^{-1}, x_{2}, x_{2}^{-1}, \ldots$ ) when $\kappa \in \mathbb{N}$.

Definition 10.6.11 The $d$-torus is given by

$$
\mathbb{T}^{d}=\left\{x: x_{j}=\exp \left(\mathrm{i} \theta_{j}\right) ;-\pi<\theta_{j} \leq \pi ; 1 \leq j \leq d\right\}
$$

The standard measure $m$ on $\mathbb{T}^{d}$ is

$$
\mathrm{d} m(x)=(2 \pi)^{-d} \mathrm{~d} \theta_{1} \cdots \mathrm{~d} \theta_{d}
$$

and the conjugation operator on polynomials (with real coefficients) is

$$
g^{*}(x)=g\left(x_{1}^{-1}, x_{2}^{-1}, \ldots, x_{d}^{-1}\right), \quad g \in \Pi^{d} .
$$

The weight function is a power of

$$
k(x)=\prod_{1 \leq i<j \leq d}\left(x_{i}-x_{j}\right)\left(x_{i}^{-1}-x_{j}^{-1}\right) ;
$$

thus $k(x) \geq 0$ since $\left(x_{i}-x_{j}\right)\left(x_{i}^{-1}-x_{j}^{-1}\right)=\left[2 \sin \frac{1}{2}\left(\theta_{i}-\theta_{j}\right)\right]^{2}$ for $x \in \mathbb{T}^{d}$. For now we do not give the explicit value of the normalizing constant $c_{\kappa}$, where $c_{\kappa}^{-1}=$ $\int_{\mathbb{T}^{d}} k^{\kappa} \mathrm{d} m$. The associated inner product is

$$
\langle f, g\rangle_{\mathbb{T}}=c_{\kappa} \int_{\mathbb{T}^{d}} f g^{*} k^{\kappa} \mathrm{d} m, \quad f, g \in \Pi^{d}
$$

For real polynomials $\langle f, g\rangle_{\mathbb{T}}=\langle g, f\rangle_{\mathbb{T}}$, since $k^{\kappa} \mathrm{d} m$ is invariant under inversion, that is, $x_{j} \rightarrow x_{j}^{-1}$ for all $j$. Also, $\langle w f, w g\rangle_{\mathbb{T}}=\langle f, g\rangle_{\mathbb{T}}$ for each $w \in S_{d}$ by the invariance of $k$.

The fact that $k(x)$ is homogeneous of degree 0 implies that homogeneous polynomials of different degrees are orthogonal for $\langle\cdot, \cdot\rangle_{\mathbb{T}}$, when $\kappa>0$. The next theorem completes the proof that $\langle\cdot, \cdot\rangle_{\mathbb{T}}$ is a permissible inner product. Write

$$
\partial_{i}:=\frac{\partial}{\partial x_{i}} \quad \text { and } \quad \delta_{i}:=\sum_{j \neq i} \frac{1}{x_{i}-x_{j}}[1-(i, j)]
$$

in the next proof.
Theorem 10.6.12 For $\kappa>0$, polynomials $f, g \in \Pi^{d}$ and $1 \leq i \leq d$,

$$
\left\langle\mathscr{D}_{i} x_{i} f, g\right\rangle_{\mathbb{T}}=\left\langle f, \mathscr{D}_{i} x_{i} g\right\rangle_{\mathbb{T}} ;
$$

if $f, g$ are homogeneous of different degrees then $\langle f, g\rangle_{\mathbb{T}}=0$.
Proof Since $\left(\partial / \partial \theta_{i}\right) f(x)=\mathrm{i} \exp \left(\mathrm{i} \theta_{i}\right) \partial_{i} f(x)=\mathrm{i} x_{i} \partial_{i} f(x)$, integration by parts shows that $\int_{\mathbb{T}^{d}} x_{i} \partial_{i} h(x) \mathrm{d} m(x)=0$ for any periodic differentiable $h$. Also, note that $x_{i} \partial_{i} g^{*}(x)=-x_{i}^{-1}\left(\partial_{i} g\right)^{*}=-\left(x_{i} \partial_{i} g\right)^{*}$. Thus the Euler operator $\psi=\sum_{i=1}^{d} x_{i} \partial_{i}$ is self-adjoint for $\langle\cdot, \cdot\rangle_{\mathbb{T}}$ (observe that $\psi\left(k^{\kappa}\right)=\kappa k^{\kappa-1} \psi k=0$ for any $\kappa>0$ ). Suppose that $f, g$ are homogeneous of degrees $m, n$, respectively; then $m\langle f, g\rangle_{\mathbb{T}}=$ $\langle\psi f, g\rangle_{\mathbb{T}}=\langle\psi f, \psi g\rangle_{\mathbb{T}}=n\langle f, g\rangle_{\mathbb{T}} ;$ so $m \neq n$ implies $\langle f, g\rangle_{\mathbb{T}}=0$. Next,

$$
\begin{aligned}
\int_{\mathbb{T}^{d}} & \left(\mathscr{D}_{i} x_{i} f(x) g^{*}(x)-f(x)\left[\mathscr{D}_{i} x_{i} g(x)\right]^{*}\right) k(x)^{\kappa} \mathrm{d} m(x) \\
= & \int_{\mathbb{T}^{d}}\left(f g^{*}+x_{i}\left(\partial_{i} f\right) g^{*}-f g^{*}+x_{i} f \partial_{i} g^{*}+x_{i} f g^{*} \kappa \frac{1}{k} \partial_{i} k\right) k^{\kappa} \mathrm{d} m(x) \\
& +\kappa \int_{\mathbb{T}^{d}}\left(-x_{i} f g^{*} \frac{1}{k} \partial_{i} k+\left(\delta_{i} x_{i} f\right) g^{*}-f\left(\delta_{i} x_{i} g\right)^{*}\right) k^{\kappa} \mathrm{d} m(x) .
\end{aligned}
$$

This equation results from integration by parts, and the first part is clearly zero. The integrand of the second part equals

$$
\begin{aligned}
& \kappa \sum_{j \neq i}\left[-f g^{*} x_{i}\left(\frac{1}{x_{i}-x_{j}}+\frac{-x_{i}^{-2}}{x_{i}^{-1}-x_{j}^{-1}}\right)\right. \\
& \left.\quad+\frac{x_{i} f-x_{j}(i, j) f}{x_{i}-x_{j}} g^{*}-f \frac{x_{i}^{-1} g^{*}-x_{j}^{-1}(i, j) g^{*}}{x_{i}^{-1}-x_{j}^{-1}}\right] \\
& =\kappa \sum_{j \neq i} \frac{1}{x_{i}-x_{j}}\left[-f g^{*}\left(x_{i}+x_{j}\right)+x_{i} f g^{*}-x_{j} g^{*}(i, j) f\right. \\
& \left.\quad+x_{j} f g^{*}-x_{i} f(i, j) g^{*}\right]
\end{aligned}
$$

For each $j \neq i$ the corresponding term is skew under the transposition $(i, j)$ and the measure $k^{\kappa} \mathrm{d} m$ is invariant, and so the second part of the integral is also zero, proving the theorem.

Theorem 10.6.13 For $\alpha \in \mathbb{N}_{0}^{d}$,

$$
\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle_{\mathbb{T}}=\frac{(d \kappa+1)_{\lambda} h(\alpha, \kappa+1)}{((d-1) \kappa+1)_{\lambda} h(\alpha, 1)}
$$

Proof From Theorem 10.4 .8 we have $\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle_{\mathbb{T}}=\mathscr{E}_{+}(\alpha) \mathscr{E}_{-}(\alpha)\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle_{\mathbb{T}}$. By the definition of the inner product $\left\langle x_{m} \mathscr{D}_{m} \zeta_{\lambda}, x_{m} \mathscr{D}_{m} \zeta_{\lambda}\right\rangle_{\mathbb{T}}=\left\langle\mathscr{D}_{m} \zeta_{\lambda}, \mathscr{D}_{m} \zeta_{\lambda}\right\rangle_{\mathbb{T}}$ (that is, multiplication by $x_{i}$ is an isometry). Suppose that $m=\ell(\lambda)$; then by part (iv) of Lemma 10.5.2 and Theorem 10.5.5

$$
\begin{aligned}
\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle_{\mathbb{T}} & =\frac{\kappa+\lambda_{m}}{\lambda_{m}\left[\kappa(d-m+1)+\lambda_{m}\right]\left[\kappa(d-m)+\lambda_{m}\right]}\left\langle\mathscr{D}_{m} \zeta_{\lambda}, \mathscr{D}_{m} \zeta_{\lambda}\right\rangle_{\mathbb{T}} \\
& =\frac{\left(\kappa+\lambda_{m}\right)\left[\kappa(d-m+1)+\lambda_{m}\right]}{\lambda_{m}\left[\kappa(d-m)+\lambda_{m}\right]}\left\langle\zeta_{\tilde{\lambda}}, \zeta_{\tilde{\lambda}}\right\rangle_{\mathbb{T}} \\
& =\frac{\left(\kappa+\lambda_{m}\left[\kappa(d-m+1)+\lambda_{m}\right]\right.}{\lambda_{m}\left[\kappa(d-m)+\lambda_{m}\right]} \mathscr{E}_{+}(\tilde{\lambda}) \mathscr{E}_{-}(\widetilde{\lambda})\left\langle\zeta_{\lambda-\varepsilon_{m}}, \zeta_{\lambda-\varepsilon_{m}}\right\rangle_{\mathbb{T}} .
\end{aligned}
$$

Thus

$$
\frac{\left\langle\zeta_{\lambda}, \zeta_{\lambda}\right\rangle_{\mathbb{T}}}{\left\langle\zeta_{\lambda-\varepsilon_{m}}, \zeta_{\lambda-\varepsilon_{m}}\right\rangle_{\mathbb{T}}}=\frac{(d \kappa+1)_{\lambda}((d-1) \kappa+1)_{\lambda-\varepsilon_{m}} h(\lambda, \kappa+1) h\left(\lambda-\varepsilon_{m}, 1\right)}{(d \kappa+1)_{\lambda-\varepsilon_{m}}((d-1) \kappa+1)_{\lambda} h\left(\lambda-\varepsilon_{m}, \kappa+1\right) h(\lambda, 1)}
$$

Induction on $n=|\lambda|$ finishes the proof.

### 10.6.4 Monic polynomials

Another normalization of nonsymmetric Jack polynomials is such that they are monic in the $x$-basis; the polynomials are then denoted by $\zeta_{\alpha}^{x}$. For $\alpha \in \mathbb{N}_{0}^{d}$,

$$
\zeta_{\alpha}^{x}(x)=x^{\alpha}+\sum\left\{B(\beta, \alpha) x^{\beta}: \alpha \triangleright \beta\right\},
$$

with coefficients in $\mathbb{Q}(\kappa)$. Note that the triangularity in the $x$-basis is in the opposite direction to that in the $p$-basis. Since this polynomial has the same eigenvalues for $\left\{\mathscr{U}_{i}\right\}$ as $\zeta_{\alpha}$, it must be a scalar multiple of the latter. The value of this scalar multiple can be obtained from the fact that $\left\langle\zeta_{\alpha}, \zeta_{\alpha}^{x}\right\rangle_{p}=1$ (since $\left\langle p_{\alpha}, x^{\alpha}\right\rangle_{p}=1$ and the other terms appearing in $\zeta_{\alpha}, \zeta_{\alpha}^{x}$ are pairwise orthogonal, owing to the $\triangleright$-ordering). Let $\zeta_{\alpha}^{x}=c_{\alpha} \zeta_{\alpha}$; then $1=c_{\alpha}\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle_{p}$ and thus

$$
c_{\alpha}=\frac{h(\alpha, 1)}{h(\alpha, \kappa+1)} .
$$

The formulae for norms and value at $\mathbf{1}^{d}$ imply the following (where $\lambda=\alpha^{+}$):

1. $\zeta_{\alpha}^{x}\left(\mathbf{1}^{d}\right)=\frac{(d \kappa+1)_{\lambda}}{h(\alpha, \kappa+1)} ;$
2. $\left\langle\zeta_{\alpha}^{x}, \zeta_{\alpha}^{x}\right\rangle_{h}=(d \kappa+1)_{\lambda} \frac{h(\alpha, 1)}{h(\alpha, \kappa+1)}$;
3. $\left\langle\zeta_{\alpha}^{x}, \zeta_{\alpha}^{x}\right\rangle_{\mathbb{T}}=\frac{(d \kappa+1)_{\lambda}}{((d-1) \kappa+1)_{\lambda}} \frac{h(\alpha, 1)}{h(\alpha, \kappa+1)} ;$
4. $\left\langle\zeta_{\alpha}^{x}, \zeta_{\alpha}^{x}\right\rangle_{p}=\frac{h(\alpha, 1)}{h(\alpha, \kappa+1)}$.

### 10.6.5 Normalizing constants

The alternating polynomial for $S_{d}$, namely

$$
a(x)=\prod_{1 \leq i<j \leq d}\left(x_{i}-x_{j}\right)
$$

has several important properties relevant to these calculations. For an inner product related to an $L^{2}$ structure, the value of $\langle a, a\rangle$ shows the effect of changing $\kappa$ to $\kappa+1$. Also, $a$ is $h$-harmonic because $\Delta_{h} a$ is a skew polynomial of degree $\binom{\mathrm{d}}{2}-2$, hence 0 . Let

$$
\delta=(d-1, d-2, \ldots, 1,0) \in \mathbb{N}_{0}^{d, P}
$$

then $a$ is the unique skew element of $E_{\delta}$ (and $a=a_{\delta}$, cf. Definition 10.4.9). The previous results will thus give the values of $\langle a, a\rangle$ in the permissible inner products.

Theorem 10.6.14 The alternating polynomial satisfies

$$
a(x)=\sum_{w \in S_{d}} \operatorname{sign}(w) x^{w \delta}=\sum_{w \in S_{d}} \operatorname{sign}(w) p_{w \delta}=\sum_{w \in S_{d}} \operatorname{sign}(w) \omega_{w \delta} .
$$

Proof The first equation for $a$ is nothing other than the Vandermonde determinant. By Proposition 10.4.4, $\omega_{\delta}=p_{\delta}+\sum\left\{B(\beta, \delta) p_{\beta}: \beta^{+} \succ \delta ;|\beta|=|\delta|\right\}$. But $\beta^{+} \succ \delta$ and $|\beta|=|\delta|=\binom{d}{2}$ implies that $\beta_{j}=\beta_{k}$ for some $j \neq k$; in turn this implies that $\sum_{w \in S_{d}} \operatorname{sign}(w) p_{w \beta}=0$. Thus $\sum_{w \in S_{d}} \operatorname{sign}(w) \omega_{w \delta}=$ $\sum_{w \in S_{d}} \operatorname{sign}(w) p_{w \delta}$. To compute this we use a determinant formula of Cauchy: for $1 \leq i, j \leq d$ let $A_{i j}=\left(1-x_{i} y_{j}\right)^{-1}$; then

$$
\operatorname{det} A=\frac{a(x) a(y)}{\prod_{i, j=1}^{d}\left(1-x_{i} y_{j}\right)} .
$$

To prove this, use row operations to put zeros in the first column (below the first row): let $B_{1 j}=A_{1 j}$ and $B_{i j}=A_{i j}-A_{i 1} A_{1 j} / A_{11}$ for $2 \leq i \leq d$ and $1 \leq j \leq d$; thus $B_{i 1}=0$ and

$$
B_{i j}=\frac{\left(x_{1}-x_{i}\right)\left(y_{1}-y_{j}\right)}{\left(1-x_{1} y_{j}\right)\left(1-x_{i} y_{1}\right)\left(1-x_{i} y_{j}\right)} .
$$

Extracting the common factors from each row and column shows that

$$
\operatorname{det} A=\operatorname{det} B=\frac{\prod_{i=2}^{d}\left(x_{1}-x_{i}\right) \prod_{j=2}^{d}\left(y_{1}-y_{j}\right)}{\left(1-x_{1} y_{1}\right) \prod_{i=2}^{d}\left(1-x_{i} y_{1}\right) \prod_{j=2}^{d}\left(1-x_{1} y_{j}\right)} \operatorname{det}\left(A_{i j}\right)_{i, j=2}^{d},
$$

which proves the formula inductively.
Now apply the skew operator to the generating function for $\left\{p_{\alpha}\right\}$ :

$$
\begin{aligned}
& \sum_{w \in S_{d}} \operatorname{sign}(w) \sum_{\alpha \in \mathbb{N}_{0}^{d}} p_{w \alpha}(x) y^{\alpha} \\
& \quad=\sum_{w \in S_{d}} \operatorname{sign}(w) \prod_{i=1}^{d}\left[1-(w x)_{i} y_{i}\right]^{-1} \prod_{j, k=1}^{d}\left(1-x_{j} y_{k}\right)^{-\kappa} \\
& \quad=a(x) a(y) \prod_{j, k=1}^{d}\left(1-x_{j} y_{k}\right)^{-\kappa-1} .
\end{aligned}
$$

This holds by the Cauchy formula, since the second part of the product is $S_{d^{-}}$ invariant. The coefficient of $y^{\delta}$ in $a(y)$ is 1 since the rest of the product does not contribute to this exponent, and thus $\sum_{w \in S_{d}} \operatorname{sign}(w) p_{w \delta}(x)=a(x)$.

Proposition 10.6.15 In the pairing norm, $\langle a, a\rangle_{p}=d!$; also,

$$
\mathscr{E}_{-}\left(\delta^{R}\right) h(\delta, \kappa+1) / h(\delta, 1)=1
$$

Proof By the norm formula in Theorem 10.4.11,

$$
\langle a, a\rangle_{p}=d!\mathscr{E}_{-}\left(\delta^{R}\right)\left\langle\zeta_{\delta}, \zeta_{\delta}\right\rangle_{p}=d!\mathscr{E}_{-}\left(\delta^{R}\right) h(\delta, \kappa+1) / h(\delta, 1)
$$

but $\langle a, a\rangle_{p}=\sum_{w_{1}, w_{2} \in S_{d}} \operatorname{sign}\left(w_{1} w_{2}\right)\left\langle p_{w_{1} \delta}(x), x^{w_{2} \delta}\right\rangle_{p}=d$ !, by definition.

The second part of the proposition can be proved by a direct calculation showing that

$$
\mathscr{E}_{-}\left(\delta^{R}\right)=\prod_{1 \leq i<j \leq d} \frac{(j-i-1) \kappa+(j-i)}{(j-i)(\kappa+1)}=\frac{h(\delta, 1)}{h(\delta, \kappa+1)}
$$

Theorem 10.6.16 The torus norm for a is $\langle a, a\rangle_{\mathbb{T}}=d!\frac{(d \kappa+1)_{\delta}}{((d-1) \kappa+1)_{\delta}}$, and for $\kappa>0$ the normalizing constant is

$$
c_{\kappa}=\left(\int_{\mathbb{T}^{d}} k^{\kappa} \mathrm{d} m\right)^{-1}=\frac{\Gamma(\kappa+1)^{d}}{\Gamma(\kappa d+1)}
$$

for $\kappa \in \mathbb{N}, c_{\kappa}=(\kappa!)^{d} /(\kappa d)!$.
Proof By the norm formula and Proposition 10.6.15,

$$
\langle a, a\rangle_{\mathbb{T}}=d!\mathscr{E}_{-}\left(\delta^{R}\right) \frac{(d \kappa+1)_{\delta}}{((d-1) \kappa+1)_{\delta}} \frac{h(\delta, \kappa+1)}{h(\delta, 1)}=d!\frac{(d \kappa+1)_{\delta}}{((d-1) \kappa+1)_{\delta}}
$$

Further, $c_{\kappa+1}^{-1}=\int_{\mathbb{T}^{d}} a a^{*} k^{\kappa} \mathrm{d} m=c_{\kappa}^{-1}\langle a, a\rangle_{\mathbb{T}}$ and so

$$
\frac{c_{\kappa}}{c_{\kappa+1}}=d!\frac{(d \kappa+1)_{\delta}}{((d-1) \kappa+1)_{\delta}}=\frac{(d \kappa+1)_{d}}{(\kappa+1)^{d}}
$$

Analytic function theory and the asymptotics for the gamma function are used to complete the proof. Since $k \geq 0$, the function

$$
\phi(\kappa)=\frac{\Gamma(\kappa+1)^{d}}{\Gamma(\kappa d+1)} \int_{\mathbb{T}^{d}} k^{\kappa} \mathrm{d} m
$$

is analytic on $\{\kappa: \operatorname{Re} \kappa>0\}$; additionally, the formula for $c_{\kappa} / c_{\kappa+1}$ shows that $\phi(\kappa+1)=\phi(\kappa)$. Analytic continuation shows that $\phi$ is the restriction of an entire function that is periodic and of period 1 . We will show that $\phi(\kappa)=$ $O\left(|\kappa|^{(d-1) / 2}\right)$, implying that $\phi$ is a polynomial and periodic, hence constant; of course, $\phi(0)=1$. Restrict $\kappa$ to a strip, say $\{\kappa: 1 \leq \operatorname{Re} \kappa \leq 2\}$. On this strip $\left|\int_{\mathbb{T}^{d}} k^{\kappa} \mathrm{d} m\right| \leq \int_{\mathbb{T}^{d}}{ }^{\operatorname{Re} \kappa} \mathrm{d} m \leq M_{1}$ for some $M_{1}>0$. By the Gauss multiplication formula, we have

$$
\frac{\Gamma(\kappa+1)^{d}}{\Gamma(\kappa d+1)}=(2 \pi)^{(d-1) / 2} d^{-d \kappa-1 / 2} \prod_{j=1}^{d-1} \frac{\Gamma(\kappa+1)}{\Gamma(\kappa+j / d)}
$$

The asymptotic formula $\Gamma(\kappa+a) / \Gamma(\kappa+b)=\kappa^{a-b}\left(1+\mathscr{O}\left(\kappa^{-1}\right)\right)$, valid on Re $\kappa \geq 1$, applied to each factor yields

$$
\left|\frac{\Gamma(\kappa+1)^{d}}{\Gamma(\kappa d+1)}\right|=M_{2}\left|d^{-d \kappa}\right||\kappa|^{(d-1) / 2}\left[1+O\left(\frac{1}{\kappa}\right)\right]
$$

Extend this bound by periodicity. Hence $\phi=1$.

Recall that, for $f, g \in \Pi^{d}$ (Theorem 7.2.7),

$$
\langle f, g\rangle_{h}=(2 \pi)^{-d / 2} b_{\kappa} \int_{\mathbb{R}^{d}}\left(\mathrm{e}^{-\Delta_{h} / 2} f\right)\left(\mathrm{e}^{-\Delta_{h} / 2} g\right)|a(x)|^{2 \kappa} \mathrm{e}^{-\|x\|^{2} / 2} \mathrm{~d} x
$$

where the normalizing constant $b_{\kappa}$ satisfies $\langle 1,1\rangle_{h}=1$. Since $\mathrm{e}^{-\Delta_{h} / 2} a=a$, the following holds.

Theorem 10.6.17 For $\kappa>0$,

$$
\langle a, a\rangle_{h}=d!(d \kappa+1)_{\delta} \quad \text { and } \quad b_{\kappa}=\prod_{j=2}^{d} \frac{\Gamma(\kappa+1)}{\Gamma(j \kappa+1)}
$$

Proof Using the method of the previous proof,

$$
\langle a, a\rangle_{h}=d!\mathscr{E}_{-}\left(\delta^{R}\right) \frac{(d \kappa+1)_{\delta} h(\delta, \kappa+1)}{h(\delta, 1)}=d!(d \kappa+1)_{\delta}
$$

Further,

$$
b_{\kappa+1}^{-1}=(2 \pi)^{-d / 2} \int_{\mathbb{R}^{d}} \prod_{i<j}\left|x_{i}-x_{j}\right|^{2 \kappa+2} \mathrm{e}^{-\|x\|^{2} / 2} \mathrm{~d} x=b_{\kappa}^{-1}\langle a, a\rangle_{h} .
$$

Also, $d!(d \kappa+1)_{\delta}=d!\prod_{j=2}^{d}(j \kappa+1)_{j-1}=(\kappa+1)^{1-d} \prod_{j=2}^{d}(j \kappa+1)_{j}$; thus

$$
\prod_{j=2}^{d} \frac{\Gamma(j \kappa+1)}{\Gamma(\kappa+1)} d!(d \kappa+1)_{\delta}=\prod_{j=2}^{d} \frac{\Gamma(j \kappa+j+1)}{\Gamma(\kappa+2)}
$$

We will use the same technique as for the torus, first converting the integral to one over the sphere $S^{d-1}$, a compact set. Let $\gamma=\frac{1}{2} \kappa d(d-1)$, the degree of $h$. In spherical polar coordinates,

$$
\begin{aligned}
& (2 \pi)^{-d / 2} \int_{\mathbb{R}^{d}} \prod_{i<j}\left|x_{i}-x_{j}\right|^{2 \kappa} \mathrm{e}^{-\|x\|^{2} / 2} \mathrm{~d} x \\
& \quad=2^{\gamma} \sigma_{d} \frac{\Gamma\left(\frac{d}{2}+\gamma\right)}{\Gamma\left(\frac{d}{2}\right)} \int_{S^{d-1}} \prod_{i<j}\left|x_{i}-x_{j}\right|^{2 \kappa} \mathrm{~d} \omega(x)
\end{aligned}
$$

the normalizing constant (see (4.1.3)) satisfies $\sigma_{d-1}=\int_{S^{d-1}} \mathrm{~d} \omega=1$. Define the analytic function

$$
\begin{aligned}
\phi(\kappa)=\Gamma\left(\frac{d}{2}+\frac{d(d-1)}{2} \kappa\right) \prod_{j=2}^{d} & {\left[\frac{\Gamma(\kappa+1)}{\Gamma(j \kappa+1)} \frac{2^{\kappa d(d-1) / 2}}{\Gamma\left(\frac{d}{2}\right) \sigma_{d-1}}\right.} \\
& \left.\times \int_{S^{d-1}} \prod_{i<j}\left|x_{i}-x_{j}\right|^{2 \kappa} \mathrm{~d} \omega(x)\right]
\end{aligned}
$$

The formula for $b_{\kappa} / b_{\kappa+1}$ shows that $\phi(\kappa+1)=\phi(\kappa)$. By analytic continuation, $\phi$ is entire and periodic. On the strip $\{\kappa: 1 \leq \operatorname{Re} \kappa \leq 2\}$ the factors of $\phi$ excluding
the gamma functions in $\kappa$ are uniformly bounded. From the asymptotic formulae (valid in $-\pi<\arg z<\pi$ and $a, b>0$ ),

$$
\begin{aligned}
\log \Gamma(z) & =\left(z-\frac{1}{2}\right) \log z-z+\frac{1}{2} \log (2 \pi)+\mathscr{O}\left(\frac{1}{|z|}\right) \\
\log \Gamma(a z+b) & =\left(a z+b-\frac{1}{2}\right)(\log z+\log a)-a z+\frac{1}{2} \log (2 \pi)+\mathscr{O}\left(\frac{1}{|z|}\right)
\end{aligned}
$$

the second formula is obtained from the first by the use of $\log (a z+b)=\log a z+$ $b /(a z)+\mathscr{O}\left(|z|^{-2}\right)$ (see Lebedev [1972], p. 10). Apply this to the first part of $\log \phi$ :

$$
\begin{aligned}
\log \Gamma & \left(\frac{d}{2}+\frac{d(d-1)}{2} \kappa\right)+(d-1) \log \Gamma(\kappa+1)-\sum_{j=2}^{d} \log \Gamma(j \kappa+1) \\
= & \frac{d-1}{2}(1+d \kappa) \log \frac{d(d-1)}{2}-\sum_{j=2}^{d}\left(j \kappa+\frac{1}{2}\right) \log j+\frac{1}{2} \log (2 \pi) \\
& +\left(\frac{d-1}{2}+\frac{d(d-1)}{2} \kappa+(d-1)\left(\kappa+\frac{1}{2}\right)-\sum_{j=2}^{d}\left(j \kappa+\frac{1}{2}\right)\right) \log \kappa \\
& +\left(-\frac{d(d-1)}{2}-(d-1)+\sum_{j=2}^{d} j\right) \kappa+O\left(|\kappa|^{-1}\right) \\
= & C_{1}+C_{2} \kappa+\frac{d-1}{2} \log \kappa+O\left(|\kappa|^{-1}\right),
\end{aligned}
$$

where $C_{1}$ and $C_{2}$ are real constants depending only on $d$. Consequently, $\phi(\kappa)=$ $O\left(|\kappa|^{(d-1) / 2}\right)$ in the strip $\{\kappa: 1 \leq \operatorname{Re} \kappa \leq 2\}$. By periodicity the same bound applies for all $\kappa$, implying that $\phi$ is a periodic polynomial and hence constant. This proves the formula for $b_{\kappa}$.

### 10.7 Symmetric Functions and Jack Polynomials

In the present context, a symmetric function is an element of the abstract ring of polynomials in infinitely many indeterminates $e_{0}=1, e_{1}, e_{2}, \ldots$ with coefficients in some field (an extension of $\mathbb{Q}$ ). Specialized to $\mathbb{R}^{d}$, the generators $e_{i}$ become the elementary symmetric functions of degree $i$ (and $e_{j}=0$ for $j>d$ ). For fixed $\alpha \in \mathbb{N}_{0}^{d}$ a polynomial $p_{\alpha}$ can be expressed as a polynomial in $x_{1}, \ldots, x_{d}$ and the indeterminates $e_{i}$ (involving an arbitrary unbounded number of variables) as follows. Let $n \geq \max _{i} \alpha_{i}$; then $p_{\alpha}$ is the coefficient of $y^{\alpha}$ in

$$
\prod_{i=1}^{d}\left(1-x_{i} y_{i}\right)^{-1} \prod_{j=1}^{d}\left[1-e_{1} y_{j}+e_{2} y_{j}^{2}+\cdots+(-1)^{n} e_{n} y_{j}^{n}\right]^{-\kappa}
$$

When $e_{i}$ is evaluated at $x \in \mathbb{R}^{d}$ the original formula is recovered. As remarked before, the polynomials $\zeta_{\beta}$ have expressions in the $p$-basis with coefficients
independent of the number $d$ of underlying variables provided that $d \geq m$, where $\beta_{j}=0$ for any $j>m$. Thus the mixed $\left\{x_{j}, e_{i}\right\}$ expression for $p_{\alpha}$ provides a similar one for $\zeta_{\beta}$ which is now meaningful for any number ( $\geq m$ ) of variables.

The Jack polynomials are parametrized by $1 / \kappa$ and the original formulae (Stanley [1989]) use two hook-length products $h^{*}, h_{*}$, called upper and lower, respectively. In terms of our notation:

Definition 10.7.1 For a partition $\lambda \in \mathbb{N}_{0}^{d, P}$, with $m=\ell(\lambda)$ and parameter $\kappa$, the upper and lower hook-length products are

$$
\begin{aligned}
& h^{*}(\lambda)=\kappa^{-|\lambda|} h(\lambda, 1)=\prod_{i=1}^{m} \prod_{j=1}^{\lambda_{i}}\left[\kappa^{-1}\left(\lambda_{i}-j+1\right)+\#\left\{k: k>i ; j \leq \lambda_{k}\right\}\right] \\
& h_{*}(\lambda)=\kappa^{-|\lambda|} h(\lambda, \kappa)=\prod_{i=1}^{m} \prod_{j=1}^{\lambda_{i}}\left[\kappa^{-1}\left(\lambda_{i}-j\right)+1+\#\left\{k: k>i ; j \leq \lambda_{k}\right\}\right] .
\end{aligned}
$$

There is a relationship between $h\left(\lambda^{R}, \kappa+1\right)$ and $h(\lambda, \kappa)$, which is needed in the application of our formulae. The quantity $\# S_{d}(\lambda)=\#\left\{\alpha: \alpha^{+}=\lambda\right\}=$ $\operatorname{dim} E_{\lambda}$ appears because of the symmetrization.

Let $m_{j}(\lambda)=\#\left\{i: 1 \leq i \leq d, \lambda_{i}=j\right\}$ (zero for $j>\lambda_{1}$ ) for $j \geq 0$. Then $\# S_{d}(\lambda)=d!/ \prod_{j=0}^{\lambda_{1}} m_{j}(\lambda)!$.

Lemma 10.7.2 For a partition $\lambda \in \mathbb{N}_{0}^{d, P}$,

$$
h\left(\lambda^{R}, \kappa+1\right)=\# S_{d}(\lambda) \frac{(d \kappa+1)_{\lambda}}{(d \kappa)_{\lambda}} h(\lambda, \kappa)
$$

Proof We will evaluate the ratios $(d \kappa+1)_{\lambda} /(d \kappa)_{\lambda}$ and $h\left(\lambda^{R}, \kappa+1\right) / h(\lambda, \kappa)$. Clearly,

$$
\begin{aligned}
\frac{(d \kappa+1)_{\lambda}}{(d \kappa)_{\lambda}} & =\frac{1}{\kappa^{d} d!} \prod_{i=1}^{d}\left[(d+1-i) \kappa+\lambda_{i}\right] \\
& =\frac{[d-\ell(\lambda)]!}{\kappa^{\ell(d)} d!} \prod_{i=1}^{\ell(\lambda)}\left[(d+1-i) \kappa+\lambda_{i}\right]
\end{aligned}
$$

If the multiplicity of a particular $\lambda_{i}$ is 1 (in $\lambda$ ) then

$$
L\left(\lambda^{R} ; d+1-i, j+1\right)=L(\lambda ; i, j)
$$

for $1 \leq j<\lambda_{i}$. To account for multiplicities, let $w$ be the inverse of $r_{\lambda^{R}}$, that is, $r_{\lambda^{R}}(w(i))=i$ for $1 \leq i \leq d$. Then $\lambda_{w(i)}^{R}=\lambda_{i}$ (for example, suppose that $\lambda_{1}>\lambda_{2}=$ $\lambda_{3}>\lambda_{4}$; then $\left.w(1)=d, w(2)=d-2, w(3)=d-1\right)$. As in the multiplicity- 1 case we have

$$
L\left(\lambda^{R} ; w(i), j+1\right)=L(\lambda ; i, j), \quad 1 \leq j<\lambda_{i} .
$$

Then $h\left(\lambda^{R}, \kappa+1 ; w(i), j+1\right)=\left[\lambda_{i}-j+\kappa(L(\lambda ; i, j)+1)\right]$, which is the same as $h(\lambda, \kappa ; i, j)$ for $1 \leq j<\lambda_{i}$. Thus

$$
\frac{h\left(\lambda^{R}, \kappa+1\right)}{h(\lambda, \kappa)}=\prod_{i=1}^{\ell(\lambda)} \frac{h\left(\lambda^{R}, \kappa+1 ; w(i), 1\right)}{h\left(\lambda, \kappa ; i, \lambda_{i}\right)} .
$$

By the construction of $w, h\left(\lambda^{R}, \kappa+1 ; w(i), 1\right)=\left(\lambda_{i}+\kappa(d+1-i)\right)$. Suppose that $\lambda_{i}$ has multiplicity $m$ (that is, $\lambda_{i-1}>\lambda_{i}=\cdots=\lambda_{i+m-1}>\lambda_{i+m}$ ); it then follows that $L\left(\lambda ; i+l-1, \lambda_{i}\right)=m-l$ for $1 \leq l \leq m$ and

$$
\prod_{l=1}^{m} h\left(\lambda, \kappa ; i+l-1, \lambda_{i}\right)=\prod_{l=1}^{m}[(m-l+1) \kappa]=\kappa^{m} m!
$$

Thus

$$
\frac{h\left(\lambda^{R}, \kappa+1\right)}{h(\lambda, \kappa)}=\frac{\prod_{i=1}^{\ell(\lambda)}\left[\lambda_{i}+\kappa(d+1-i)\right]}{\kappa^{\ell(\lambda)} \prod_{j=1}^{\lambda_{1}} m_{\lambda}(j)!} .
$$

Combining the ratios, we find that

$$
h\left(\lambda^{R}, \kappa+1\right)=\frac{(d \kappa+1)_{\lambda}}{(d \kappa)_{\lambda}} \frac{d!}{[d-\ell(\lambda)]!\prod_{j=1}^{\lambda_{1}} m_{\lambda}(j)!} h(\lambda, \kappa)
$$

Since $m_{\lambda}(0)=d-\ell(\lambda)$, this completes the proof.
There is another way to express the commuting operators, formulated by Cherednik [1991] for $f \in \Pi^{d}$ :

$$
X_{i} f=\frac{1}{\kappa} x_{i} \frac{\partial f}{\partial x_{i}}+x_{i} \sum_{j<i} \frac{f-(i, j) f}{x_{i}-x_{j}}+\sum_{j>i} \frac{x_{j}[f-(i, j) f]}{x_{i}-x_{j}}+(1-i) f
$$

it is easy to check that $\kappa X_{i} f-\mathscr{D}_{i} x_{i} f=-\kappa \sum_{j<i}(i, j) f-[1+\kappa(d-1)] f$, so that $\kappa X_{i} f=\mathscr{U}_{i} f-(1+\kappa d) f$. Another definition of nonsymmetric Jack polynomials is as the simultaneous eigenfunctions of $\left\{X_{i}\right\}$, normalized to be monic in the $x$ basis. Another notation for these in the literature is $E_{\alpha}\left(x ; \kappa^{-1}\right)$; this is the same polynomial as $\zeta_{\alpha}^{x}$.

Previously, we defined symmetric (that is, $S_{d}$-invariant) elements $j_{\lambda}$ of the spaces $E_{\lambda}$ for each $\lambda \in \mathbb{N}_{0}^{d, P}$. An alternative approach to $j_{\lambda}$ is to regard them as the simultaneous eigenfunctions of $d$ algebraically independent symmetric differential operators. These eigenfunctions can be taken as restrictions of elementary symmetric functions of $\left\{\mathscr{U}_{i}\right\}$; subsequently to the definition we will prove their $S_{d}$-invariance.

Definition 10.7.3 For $0 \leq i \leq d$, let $\mathscr{T}_{i}$ be the linear operator on $\Pi^{d}$ defined by (for indeterminate $t$ )

$$
\sum_{i=0}^{d} t^{i} \mathscr{T}_{i}=\prod_{j=1}^{d}\left(1+t \mathscr{U}_{j}\right)
$$

The definition is unambiguous since $\left\{\mathscr{U}_{i}\right\}$ is a commutative set.

Theorem 10.7.4 For $1 \leq i \leq d$ and $w \in S_{d}, w \mathscr{T}_{i}=\mathscr{T}_{i} w$. Further, $\mathscr{T}_{i}$ coincides with a differential operator when restricted to $\Pi^{W}$ (the symmetric polynomials).

Proof It suffices to show that $(j, j+1) \mathscr{T}_{i}=\mathscr{T}_{i}(j, j+1)$ for $1 \leq j<d$. Let $\sigma=$ $(j, j+1)$. By Lemma 10.4.1 $\sigma \mathscr{U}_{k}=\mathscr{U}_{k} \sigma$ for each $k \neq j, j+1$, so it remains to prove that $\sigma\left(1+t \mathscr{U}_{j}\right)\left(1+t \mathscr{U}_{j+1}\right) \sigma=\left(1+t \mathscr{U}_{j}\right)\left(1+t \mathscr{U}_{j+1}\right)$. Again by Lemma 10.4.1, $\sigma\left(\mathscr{U}_{j}+\mathscr{U}_{j+1}\right) \sigma=\left(\mathscr{U}_{j+1}+\kappa \sigma\right)+\left(\mathscr{U}_{j}-\kappa \sigma\right)$, implying that $\mathscr{U}_{j}+\mathscr{U}_{j+1}$ commutes with $\sigma$. Also, $\sigma \mathscr{U}_{j} \mathscr{U}_{j+1}=\left(\mathscr{U}_{j+1} \sigma+\kappa\right) \mathscr{U}_{j+1}=\mathscr{U}_{j+1}\left(\mathscr{U}_{j} \sigma-\kappa\right)+$ $\kappa \mathscr{U}_{j+1}=\mathscr{U}_{j} \mathscr{U}_{j+1} \sigma$. Thus $\sigma \mathscr{T}_{i}=\mathscr{T}_{i} \sigma$.

This shows that $q \in \Pi^{W}$ implies $\mathscr{T}_{i} q \in \Pi^{W}$. The same proof as that used for Theorem 6.7.10 (which depended on the Leibniz rule) can be used to show that $\mathscr{T}_{i}$ is consistent with a differential operator of degree $\leq i$ on $\Pi^{W}$, provided that $\operatorname{ad}(q)^{2} \mathscr{U}_{k}=0$ for each $q \in \Pi^{W}$ and $1 \leq k \leq d$. But, for any $f \in \Pi^{d}$, we have $q \mathscr{U}_{k} f=\mathscr{U}_{k}(q f)-\left(x_{k} \partial q / \partial x_{k}\right) f$, so that $a d(q) \mathscr{U}_{k}=-x_{k} \partial q / \partial x_{k}$ (a multiplier) and $[\operatorname{ad}(q)]^{2} \mathscr{U}_{k}=0$.

The eigenvalue of $\mathscr{T}_{i}$ acting on $\zeta_{\lambda}$ is the coefficient of $t^{i}$ in $\prod_{j=1}^{d}\left[1+t \xi_{j}(\lambda)\right]$; define

$$
\sum_{i=0}^{d} v_{i}(\lambda) t^{i}=\prod_{j=1}^{d}\left(1+t\left[\kappa(d-i+1)+\lambda_{i}+1\right]\right)
$$

The values $\left\{v_{i}(\lambda): 1 \leq i \leq d\right\}$ determine $\lambda \in \mathbb{N}_{0}^{d, P}$ uniquely. For any $w \in S_{d}, w \zeta_{\lambda}$ is an eigenfunction of $\mathscr{T}_{i}$ with eigenvalue $v_{i}(\lambda)$. The following is now obvious.

Theorem 10.7.5 For each $\lambda \in \mathbb{N}_{0}^{d, P}$ there is a unique (up to scalar multiplication) symmetric polynomial $q$ such that $\mathscr{T}_{i} q=v_{i}(\lambda) q$, for each $i$ with $1 \leq i \leq d$ and $q=b j_{\lambda}$ for some $b \in \mathbb{Q}(\kappa)$.

The Jack polynomials $J_{\lambda}\left(x ; \kappa^{-1}\right)$ (in $d$ variables, thus labeled by partitions with no more than $d$ nonzero parts) were defined to be an orthogonal family for an algebraically defined inner product on symmetric functions (see Jack [1970/71], Stanley [1989] and Macdonald [1995]) and for the torus (Beerends and Opdam [1993]). The polynomials with $\kappa=\frac{1}{2}$ are called zonal spherical functions in statistics (James and Constantine [1974]). Bergeron and Garsia [1992] showed that these are spherical functions on a certain finite homogeneous space. Beginning with a known coefficient, on the one hand we can express $J_{\lambda}$ in terms of $j_{\lambda}$, indeed the coefficient of $x^{\lambda}$ in $J_{\lambda}\left(x ; \kappa^{-1}\right)$ is $h_{*}(\lambda)=$ $\kappa^{-|\lambda|} h(\lambda, \kappa)$. On the other hand,

$$
j_{\lambda}=\mathscr{E}_{+}\left(\lambda^{R}\right) \sum_{\alpha^{+}=\lambda} \frac{1}{\mathscr{E}_{+}(\alpha)} \zeta_{\alpha}
$$

and the expansion of $\zeta_{\alpha}$ in the $x$-basis shows that $x^{\lambda}$ only occurs in $\zeta_{\lambda}$. But $E_{\lambda}\left(x ; \kappa^{-1}\right)$ is monic in $x^{\lambda}$ and thus the coefficient of $x^{\lambda}$ in $j_{\lambda}$ is $h\left(\lambda^{R}, \kappa+1\right) / h(\lambda, 1)$.

Proposition 10.7.6 For $\lambda \in \mathbb{N}_{0}^{d, P}$,

$$
J_{\lambda}\left(\cdot ; \kappa^{-1}\right)=\frac{(d \kappa)_{\lambda} h(\lambda, 1)}{(d \kappa+1)_{\lambda} \kappa^{|\lambda| \# S_{d}(\lambda)}} j_{\lambda}
$$

Proof Let $J_{\lambda}\left(\cdot ; \kappa^{-1}\right)=b j_{\lambda}$ and match up the coefficients of $x^{\lambda}$. This implies that

$$
b=\frac{h(\lambda, \kappa) h(\lambda, 1)}{k^{|\lambda|} h\left(\lambda^{R}, \kappa+1\right)}
$$

and Lemma 10.7.2 finishes the calculation.
Corollary 10.7.7 For $\lambda \in \mathbb{N}_{0}^{d, P}$ the following hold:
(i) $J_{\lambda}\left(\mathbf{1}^{d} ; \kappa^{-1}\right)=\kappa^{-|\lambda|}(d \kappa)_{\lambda}$;
(ii) $\left\langle J_{\lambda}\left(\cdot ; \kappa^{-1}\right), J_{\lambda}\left(\cdot ; \kappa^{-1}\right)\right\rangle_{h}=(d \kappa)_{\lambda} h_{*}(\lambda) h^{*}(\lambda)$;
(iii) $\left\langle J_{\lambda}\left(\cdot ; \kappa^{-1}\right), J_{\lambda}\left(\cdot ; \kappa^{-1}\right)\right\rangle_{p}=\frac{(d \kappa)_{\lambda}}{(d \kappa+1)_{\lambda}} h_{*}(\lambda) h^{*}(\lambda)$;
(iv) $\left\langle J_{\lambda}\left(\cdot ; \kappa^{-1}\right), J_{\lambda}\left(\cdot ; \kappa^{-1}\right)\right\rangle_{\mathbb{T}}=\frac{(d \kappa)_{\lambda}}{((d-1) \kappa+1)_{\lambda}} h_{*}(\lambda) h^{*}(\lambda)$.

Proof This involves straightforward calculations using the norm formulae from the previous section, Theorem 10.4.10 and Lemma 10.7.2.

For their intrinsic interest as well as for applications to Calogero-Sutherland models we derive the explicit forms of the two operators, $\sum_{i=1}^{d} \mathscr{U}_{i}$ and $\sum_{i=1}^{d} \mathscr{U}_{i}^{2}$ (actually, we will use a convenient shift of the second). Recall the notation $\partial_{i}=$ $\partial / \partial x_{i}$ for $1 \leq i \leq d$.

Proposition 10.7.8 We have $\sum_{i=1}^{d} \mathscr{U}_{i}=\sum_{i=1}^{d} x_{i} \partial_{i}+d+\frac{1}{2} \kappa d(d+1)$.
Proof For $1 \leq i \leq d$, by Lemma 10.2.1

$$
\begin{aligned}
\mathscr{U}_{i} & =x_{i} \mathscr{D}_{i}+\kappa+1+\kappa \sum_{j \neq i}(i, j)-\kappa \sum_{j<i}(i, j) \\
& =x_{i} \mathscr{D}_{i}+\kappa+1+\kappa \sum_{j>i}(i, j)
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{i=1}^{d} \mathscr{U}_{i} & =\sum_{i=1}^{d} x_{i} \partial_{i}+\kappa \sum_{1 \leq i<j \leq d}[1-(i, j)]+\kappa \sum_{1 \leq i<j \leq d}(i, j)+d(1+\kappa) \\
& =\sum_{i=1}^{d} x_{i} \partial_{i}+d(1+\kappa)+\frac{1}{2} \kappa d(d-1)
\end{aligned}
$$

We used here the general formula for $\sum_{i=1}^{d} x_{i} \mathscr{D}_{i}$ (see Proposition 6.5.3).

Theorem 10.7.9 An invariant operator commuting with each $\mathscr{U}_{j}$ is given by

$$
\begin{aligned}
& \sum_{i=1}^{d}\left(\mathscr{U}_{i}-1-\kappa d\right)^{2} \\
& \quad=\sum_{i=1}^{d}\left(x_{i} \partial_{i}\right)^{2}+2 \kappa \sum_{1 \leq i<j \leq d} x_{i} x_{j}\left[\frac{\partial_{i}-\partial_{j}}{x_{i}-x_{j}}-\frac{1-(i, j)}{\left(x_{i}-x_{j}\right)^{2}}\right]+\frac{1}{6} \kappa^{2} d(d-1)(2 d-1)
\end{aligned}
$$

Proof For $i \neq j$, let $\phi_{i j}=[1-(i, j)] /\left(x_{i}-x_{j}\right)$, an operator on polynomials. From the proof of the preceding proposition, $\mathscr{U}_{i}-1-\kappa d=x_{i} \partial_{i}+\kappa \sum_{j \neq i} x_{i} \phi_{i j}-$ $\kappa(d-1)+\kappa \sum_{j>i}(i, j)$, and we write

$$
\begin{aligned}
\sum_{i=1}^{d}\left(\mathscr{U}_{i}-1-\kappa d\right)^{2}= & \sum_{i=1}^{d}\left(x_{i} \partial_{i}\right)^{2}+\kappa\left(E_{1}+E_{2}\right)+\kappa^{2}\left(E_{3}+E_{4}\right) \\
& -2 \kappa(d-1) \sum_{i=1}^{d}\left(\mathscr{U}_{i}-1-\kappa\right)+\kappa^{2} d(d-1)^{2}
\end{aligned}
$$

where

$$
\begin{aligned}
E_{1} & =\sum_{i \neq j}\left(x_{i} \partial_{i} x_{i} \phi_{i j}+x_{i} \phi_{i j} x_{i} \partial_{i}\right), \\
E_{2} & =\sum_{i<j}\left[x_{i} \partial_{i}(i, j)+(i, j) x_{i} \partial_{i}\right]=\sum_{i \neq j}(i, j) x_{i} \partial_{i}, \\
E_{3} & =\sum_{i \neq j}\left(\sum_{k \neq i} x_{i} \phi_{i j} x_{i} \phi_{i k}+\sum_{k>i}\left[x_{i} \phi_{i j}(i, k)+(i, k) x_{i} \phi_{i j}\right]\right), \\
E_{4} & =\sum_{i=1}^{d-1} \sum_{j>i} \sum_{k>i}(i, j)(i, k) \\
& =\sum_{i=1}^{d-1}\left(d-i+\sum_{i<j<k}[(i, j)(i, k)+(i, k)(i, j)]\right) .
\end{aligned}
$$

The argument depends on the careful grouping of terms and permuting the indices of summation. Fix a pair $(i, j)$ with $i<j$ and combine the corresponding terms in $E_{1}+E_{2}$ to obtain

$$
\begin{aligned}
& x_{i} \frac{1-(i, j)}{x_{i}-x_{j}}+x_{i}^{2} \frac{\partial_{i}-\partial_{i}(i, j)}{x_{i}-x_{j}}-x_{i}^{2} \frac{1-(i, j)}{\left(x_{i}-x_{j}\right)^{2}} \\
& \quad+x_{i} \frac{x_{i} \partial_{i}-(i, j) x_{i} \partial_{i}}{x_{i}-x_{j}}+(i, j) x_{i} \partial_{i}+x_{j} \frac{1-(i, j)}{x_{j}-x_{i}}+x_{j}^{2} \frac{\partial_{j}-\partial_{j}(i, j)}{x_{j}-x_{i}} \\
& \quad-x_{j}^{2} \frac{1-(i, j)}{\left(x_{i}-x_{j}\right)^{2}}+x_{j} \frac{x_{j} \partial_{j}-(i, j) x_{j} \partial_{j}}{x_{j}-x_{i}}+(i, j) x_{j} \partial_{j} ;
\end{aligned}
$$

the second line comes from interchanging $i$ and $j$. The coefficient of $(i, j) \partial_{i}$ is $-x_{i} x_{j}+x_{j}^{2} /\left(x_{i}-x_{j}\right)+x_{j}=0$, and similarly the coefficient of $(i, j) \partial_{j}$ is zero. The nonvanishing terms are

$$
\begin{aligned}
& 2 \frac{x_{i}^{2} \partial_{i}-x_{j}^{2} \partial_{j}}{x_{i}-x_{j}}-2 \frac{x_{i} x_{j}[1-(i, j)]}{\left(x_{i}-x_{j}\right)^{2}} \\
& \quad=2 x_{i} x_{j}\left[\frac{\partial_{i}-\partial_{j}}{x_{i}-x_{j}}-\frac{1-(i, j)}{\left(x_{i}-x_{j}\right)^{2}}\right]+2\left(x_{i} \partial_{i}+x_{j} \partial_{j}\right)
\end{aligned}
$$

Summing the last term over all $i<j$ results in $2(d-1) \sum_{i=1}^{d} x_{i} \partial_{i}$.
There are terms in $E_{3}$ with only two distinct indices: for any pair $\{i, j\}$ with $i<j$ one has

$$
x_{i} \phi_{i j} x_{i} \phi_{i j}+x_{j} \phi_{j i} x_{j} \phi_{j i}+x_{i} \phi_{i j}(i, j)+(i, j) x_{i} \phi_{i j}=[1-(i, j)]-[1-(i, j)]=0,
$$

because $(i, j) \phi_{i j}=\phi_{i j}$ so that

$$
x_{i} \phi_{i j} x_{i} \phi_{i j}=x_{i} / x_{i}-x_{j}\left(x_{i} \phi_{i j}-x_{j} \phi_{i j}\right)=x_{i} \phi_{i j},
$$

which combines with $x_{j} \phi_{j i} x_{j} \phi_{j i}$ to produce $1-(i, j)$. Also,

$$
x_{i} \phi_{i j}(i, j)+(i, j) x_{i} \phi_{i j}=x_{i}(i, j)-1 / x_{i}-x_{j}+x_{j}(i, j)-1 / x_{j}-x_{i}=-[1-(i, j)] .
$$

For any triple $(i, j, k)$ (all distinct, and the order matters), the first part of $E_{3}$ (in the second term interchange $j$ and $k$ ) contributes

$$
\frac{x_{i}^{2}[1-(i, k)]}{\left(x_{i}-x_{j}\right)\left(x_{i}-x_{k}\right)}-\frac{x_{i} x_{k}[(i, k)-(i, k)(i, j)]}{\left(x_{i}-x_{k}\right)\left(x_{k}-x_{j}\right)}
$$

and the second part of $E_{3}$ contributes (but only for $k>i$ )

$$
\frac{x_{i}[p(i, k)-(i, j)(i, k)]}{x_{i}-x_{j}}+\frac{x_{k}[(i, k)-(i, k)(i, j)]}{x_{k}-x_{j}} ;
$$

however, this is symmetric in $i, k$ since $(k, j)(k, i)=(i, k)(i, j)$ (interchanging $i$ and $k$ in the first term). Fix a triple $(p, q, s)$ with $p<q$, and then the transposition $(p, q)$ appears in the triples $(p, s, q),(q, s, p)$ with coefficient

$$
\begin{gathered}
\frac{-x_{p}^{2}}{\left(x_{p}-x_{s}\right)\left(x_{p}-x_{q}\right)}+\frac{-x_{q}^{2}}{\left(x_{q}-x_{s}\right)\left(x_{q}-x_{p}\right)}-\frac{x_{p} x_{q}}{\left(x_{p}-x_{q}\right)\left(x_{q}-x_{s}\right)} \\
-\frac{x_{p} x_{q}}{\left(x_{q}-x_{p}\right)\left(x_{p}-x_{s}\right)}+\frac{x_{p}}{x_{p}-x_{s}}+\frac{x_{q}}{x_{q}-x_{s}}=0 .
\end{gathered}
$$

Finally we consider the coefficient of a given 3-cycle (of permutations), say, $(p, q)(p, s)=(q, s)(q, p)=(s, p)(s, q)$, which arises as follows:

$$
\begin{gathered}
\frac{x_{p} x_{q}}{\left(x_{p}-x_{q}\right)\left(x_{q}-x_{s}\right)}-\frac{x_{q}}{x_{q}-x_{s}}+\frac{x_{q} x_{s}}{\left(x_{q}-x_{s}\right)\left(x_{s}-x_{p}\right)}-\frac{x_{s}}{x_{s}-x_{p}} \\
+\frac{x_{s} x_{p}}{\left(x_{s}-x_{p}\right)\left(x_{p}-x_{q}\right)}-\frac{x_{p}}{x_{p}-x_{q}}=-1 .
\end{gathered}
$$

This is canceled by the corresponding 3-cycle in $E_{4}$. It remains to find the coefficient of 1 (the identity operator) in $E_{3}$ and $E_{4}$. The six permutations of any triple $p<q<s$ correspond to the six permutations of $x_{p}^{2} /\left(x_{p}-x_{q}\right)\left(x_{p}-x_{s}\right)$,
and these terms add to 2 . Thus $E_{3}$ and $E_{4}$ contribute $2\binom{d}{3}+\sum_{i=1}^{d-1}(d-i)=$ $\frac{1}{6} d(d-1)(2 d-1)$. Further,

$$
2 \kappa(d-1) \sum_{i=1}^{d}\left[x_{i} \partial_{i}-\left(\mathscr{U}_{i}-1-\kappa\right)\right]+\kappa^{2} d(d-1)^{2}=0
$$

and this finishes the proof.
Corollary 10.7.10 For $\lambda \in \mathbb{N}_{0}^{d, P}$ and $\alpha^{+}=\lambda$,

$$
\left[\sum_{i=1}^{d}\left(x_{i} \partial_{i}\right)^{2}+2 \kappa \sum_{i<j} x_{i} x_{j}\left(\frac{\partial_{i}-\partial_{j}}{x_{i}-x_{j}}-\frac{1-(i, j)}{\left(x_{i}-x_{j}\right)^{2}}\right)\right] \zeta_{\alpha}=\sum_{i=1}^{d} \lambda_{i}\left[\lambda_{i}-2 \kappa(i-1)\right] \zeta_{\alpha} .
$$

Proof The operator is $\sum_{i=1}^{d}\left(\mathscr{U}_{i}-1-\kappa d\right)^{2}-\frac{1}{6} \kappa^{2} d(d-1)(2 d-1)$. Because of its invariance, the eigenvalue for $\zeta_{\alpha}$ is the same as that for $\zeta_{\lambda}$, namely, $\sum_{i=1}^{d}[\kappa(d-$ $\left.i+1)+\lambda_{i}-\kappa d\right]^{2}-\kappa^{2} \sum_{i=1}^{d}(i-1)^{2}$.

The difference part of the operator vanishes for symmetric polynomials.
Corollary 10.7.11 For $\lambda \in \mathbb{N}_{0}^{d, P}$,

$$
\left(\sum_{i=1}^{d}\left(x_{i} \partial_{i}\right)^{2}+2 \kappa \sum_{i<j} x_{i} x_{j} \frac{\partial_{i}-\partial_{j}}{x_{i}-x_{j}}\right) j_{\lambda}=\sum_{i=1}^{d} \lambda_{i}\left[\lambda_{i}-2 \kappa(i-1)\right] j_{\lambda} .
$$

This is the second-order differential operator whose eigenfunctions are Jack polynomials.

### 10.8 Miscellaneous Topics

Recall the exponential-type kernel $K(x, y)$, defined for all $x, y \in \mathbb{R}^{d}$, with the property that $\mathscr{D}_{i}^{(x)} K(x, y)=y_{i} K(x, y)$ for $1 \leq i \leq d$. The component $K_{n}(x, y)$ that is homogeneous of degree $n$ in $x$ (and in $y$ ) has the reproducing property for the inner product $\langle\cdot, \cdot\rangle_{h}$ on $\mathscr{P}_{n}^{d}$, that is, $K_{n}\left(x, \mathscr{D}^{(y)}\right) q(y)=q(x)$ for $q \in \mathscr{P}_{n}^{d}$. So, the orthogonal basis can be used to obtain the following:

$$
K_{n}(x, y)=\sum_{|\alpha|=n} \frac{h(\alpha, 1)}{h(\alpha, \kappa+1)(d \kappa+1)_{\alpha^{+}}} \zeta_{\alpha}(x) \zeta_{\alpha}(y)
$$

The intertwining map $V$ can also be expressed in these terms. Recall its defining properties: $V \mathscr{P}_{n}^{d} \subseteq \mathscr{P}_{n}^{d}, V 1=1$ and $\mathscr{D}_{i} V q(x)=V \partial q(x) / \partial x_{i}$ for every $q \in \Pi^{d}, 1 \leq$ $i \leq d$. The homogeneous component of degree $n$ of $V^{-1}$ is given by

$$
V^{-1} q(x)=\frac{1}{n!} \sum_{|\alpha|=n}\binom{n}{\alpha} x^{\alpha}\left(\mathscr{D}^{(y)}\right)^{\alpha} q(y) .
$$

Define a linear map $\xi$ on polynomials by $\xi p_{\alpha}=x^{\alpha} / \alpha$ !; then $\xi^{-1} V^{-1} q(x)$ $=\sum_{|\alpha|=n} p_{\alpha}(x)\left(\mathscr{D}^{(y)}\right)^{\alpha} q(y)=\left\langle F_{n}(x, \cdot), q\right\rangle_{h}$, the pairing of the degree- $n$ homogeneous part of $F(x, y)$ (the generating function for $p_{\alpha}$ and the reproducing kernel for $\langle\cdot, \cdot\rangle_{p}$ ) with $q$ in the $h$ inner product (see Definition 7.2.2).

Write $q=\sum_{|\beta|=n} b_{\beta} \zeta_{\beta}$ (expanding in the $\zeta$-basis); then, with $|\alpha|=n=|\beta|$,

$$
\left\langle F_{n}(x, \cdot), q\right\rangle_{h}=\sum_{\alpha, \beta} \frac{1}{\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle_{p}} \zeta_{\alpha}(x) b_{\beta}\left\langle\zeta_{\alpha}, \zeta_{\beta}\right\rangle_{h}=\sum_{\alpha}(d \kappa+1)_{\alpha^{+}} b_{\alpha} \zeta_{\alpha}(x)
$$

Thus $\xi^{-1} V^{-1}$ acts as the scalar $(d \kappa+1)_{\lambda} 1$ on the space $E_{\lambda}$; hence $V \xi=$ $(d \kappa+1)_{\lambda}^{-1} 1$ on $E_{\lambda}$. From the expansion

$$
\zeta_{\alpha}=p_{\alpha}+\sum\left\{B_{\beta \alpha} p_{\beta}: \beta \triangleright \alpha\right\}
$$

the matrix $B_{\beta, \alpha}$ can be defined for all $\alpha, \beta \in \mathbb{N}_{0}^{d}$ with $|\alpha|=n=|\beta|$, for fixed $n$, such that $B_{\alpha, \alpha}=1$ and $B_{\beta \alpha}=0$ unless $\beta \unrhd \alpha$. The inverse of the matrix has the same triangularity property, so that

$$
p_{\alpha}=\zeta_{\alpha}+\sum\left\{\left(B^{-1}\right)_{\beta \alpha} \zeta_{\beta}: \beta \triangleright \alpha\right\}
$$

and thus

$$
V x^{\alpha}=\alpha!V \xi p_{\alpha}=\frac{\alpha!}{(d \kappa+1)_{\alpha^{+}}} \zeta_{\alpha}+\sum\left\{\frac{\alpha!}{(d \kappa+1)_{\beta^{+}}}\left(B^{-1}\right)_{\beta \alpha} \zeta_{\beta}: \beta \triangleright \alpha\right\}
$$

Next, we consider algorithms for $p_{\alpha}$ and $\zeta_{\alpha}$. Since $p_{\alpha}$ is a product of polynomials $p_{n}\left(x_{i} ; x\right)$ only these need to be computed. Further, we showed in the proof of Proposition 10.3.7 that $p_{n}\left(x_{i} ; x\right)=\pi_{n}(x)+x_{i} p_{n-1}\left(x_{i} ; x\right)$ (and also that $\partial \pi_{n+1}(x) / \partial x_{i}=\kappa p_{n}\left(x_{i} ; x\right)$ ), where $\pi_{n}$ is generated by

$$
\sum_{n=0}^{\infty} \pi_{n}(x) t^{n}=\prod_{i=1}^{d}\left(1-x_{i} t\right)^{-\kappa}=\left(\sum_{j=0}^{d}(-1)^{j} e_{j} t^{j}\right)^{-\kappa}
$$

in terms of the elementary symmetric polynomials in $x\left(e_{0}=1, e_{1}=x_{1}+x_{2}+\cdots\right.$, $\left.e_{2}=x_{1} x_{2}+\cdots, \ldots, e_{d}=x_{1} x_{2} \cdots x_{d}\right)$.

Proposition 10.8.1 For $\kappa>0$, the polynomials $\pi_{n}$ are given by the recurrence (with $\pi_{j}=0$ for $j<0$ )

$$
\pi_{n}=\frac{1}{n} \sum_{i=1}^{d}(-1)^{i-1}(n-i+i \kappa) e_{i} \pi_{n-i}
$$

Proof Let $g=\sum_{j=0}^{d}(-1)^{j} e_{j} t^{j}$ and differentiate both sides of the generating equation:

$$
\sum_{n=1}^{\infty} n \pi_{n}(x) t^{n}=t \frac{\partial}{\partial t} g^{-\kappa}=-\kappa\left(\sum_{j=1}^{d}(-1)^{j} j e_{j} t^{j}\right) g^{-\kappa-1}
$$

thus

$$
\sum_{n=1}^{\infty} n \pi_{n}(x) t^{n} \sum_{j=0}^{d}(-1)^{j} e_{j} t^{j}=-\kappa \sum_{j=1}^{d}(-1)^{j} j e_{j} t^{j} \sum_{n=0}^{\infty} \pi_{n}(x) t^{n}
$$

The coefficient of $t^{m}$ in this equation is

$$
\sum_{j=0}^{d}(-1)^{j}(m-j) e_{j} \pi_{m-j}=-\kappa \sum_{j=1}^{d}(-1)^{j} j e_{j} \pi_{m-j}
$$

which yields $m \pi_{m}=-\sum_{j=1}^{d}(-1)^{j}(m-j+\kappa j) e_{j} \pi_{m-j}$.
It is an easy exercise to show that $\pi_{n}$ is the sum over distinct $\gamma \in \mathbb{N}_{0}^{d}$, with $\gamma_{1}+2 \gamma_{2}+\cdots+d \gamma_{d}=n$, of $(\kappa)_{\mid \gamma \gamma}(-1)^{n-|\gamma|} \prod_{j=1}^{d}\left(e_{j}^{\gamma_{j}} / \gamma_{j}!\right)$.

The monic polynomials $\zeta_{\alpha}^{x}$ can be computed algorithmically by means of a kind of Yang-Baxter graph. This is a directed graph, and each node of the graph consists of a triple $\left(\alpha, \xi(\alpha), \zeta_{\alpha}^{x}\right)$ where $\alpha \in \mathbb{N}_{0}^{d}$ and $\xi(\alpha)$ denotes the vector $\left(\xi_{i}(\alpha)\right)_{i=1}^{d}$. The latter is called the spectral vector because it contains the $\left\{\mathscr{U}_{i}\right\}-$ eigenvalues. The node can be labeled by $\alpha$ for brevity. The adjacent transpositions are fundamental in this application and are denoted by $s_{i}=(i, i+1), 1 \leq i<d$. One type of edge in the graph comes from the following:

Proposition 10.8.2 Suppose that $\alpha \in \mathbb{N}_{0}^{d}$ and $\alpha_{i}<\alpha_{i+1}$; then

$$
\left(1-c^{2}\right) \zeta_{\alpha}^{x}=s_{i} \zeta_{s_{i} \alpha}^{x}-c \zeta_{s_{i} \alpha}^{x}
$$

where

$$
c=\frac{\kappa}{\xi_{i+1}(\alpha)-\xi_{i}(\alpha)} \zeta_{s_{i} \alpha}^{x}=s_{i} \zeta_{\alpha}^{x}+c \zeta_{\alpha}^{x}
$$

and the spectral vector $\xi\left(s_{i} \alpha\right)=s_{i} \xi(\alpha)$.
Proof The proof is essentially the same as that for Proposition 10.4.5. In the monic case the leading term of $s_{i} \zeta_{\alpha}^{x}+c \zeta_{\alpha}^{x}$ is $x^{s_{i} \alpha}$, because every monomial $x^{\beta}$ in $\zeta_{\alpha}^{x}$ satisfies $\beta \unlhd \alpha \triangleleft s_{i} \alpha$.

The other type of edge is called an affine step and corresponds to the map $\Phi \alpha=\left(\alpha_{2}, \alpha_{3}, \ldots, \alpha_{d}, \alpha_{1}+1\right)$ for $\alpha \in \mathbb{N}_{0}^{d}$.

Lemma 10.8.3 For $\alpha \in \mathbb{N}_{0}^{d}$ the spectral vector $\xi(\Phi \alpha)=\Phi \xi(\alpha)$.
Proof For $2 \leq j \leq d$, let $\varepsilon_{j}=1$ if $\alpha_{1} \geq \alpha_{j}$ (equivalently, $\alpha_{1}+1>\alpha_{j}$ ) and $\varepsilon_{j}=0$ otherwise. Then, for $1 \leq i<d$,

$$
\begin{aligned}
r_{\Phi \alpha}(i)= & \varepsilon_{i+1}+\#\left\{l: 2 \leq l \leq i+1, \alpha_{l} \geq \alpha_{i+1}\right\} \\
& +\#\left\{l: i+1<l \leq d, \alpha_{l}>\alpha_{i+1}\right\} \\
= & r_{\alpha}(i+1)
\end{aligned}
$$

see Definition 10.3.10. Thus $\xi_{\Phi \alpha}(i)=\kappa\left[d-r_{\alpha}(i+1)+1\right]+\alpha_{i+1}+1=$ $\xi_{\alpha}(i+1)$. Similarly, $r_{\Phi \alpha}(d)=r_{\alpha}(1)$ and $\xi_{\Phi \alpha}(d)=\xi_{\alpha}(1)+1$.

From the commutation relations in Lemma 10.2.1 we obtain

$$
\begin{aligned}
& \mathscr{U}_{i} x_{d} f=x_{d}\left[\mathscr{U}_{i}-\kappa(i, d)\right] f, \quad 1 \leq i<d, \\
& \mathscr{U}_{d} x_{d} f=x_{d}\left(1+\mathscr{D}_{d} x_{d}\right) f .
\end{aligned}
$$

Let $\theta_{d}=s_{1} s_{2} \ldots s_{d-1}$; thus $\theta_{d}(d)=1$ and $\theta_{d}(i)=i+1$ for $1 \leq i<d$ (a cyclic shift). Then, by the use of $\mathscr{U}_{i+1}=s_{i} \mathscr{U}_{i} s_{i}-\kappa s_{i}$ and $s_{j} \mathscr{U}_{i} s_{j}=s_{j} \mathscr{U}_{i} s_{j}$ for $j<i-1$ or $j>i$,

$$
\begin{aligned}
\mathscr{U}_{i} x_{d} f & =x_{d}\left(\theta_{d}^{-1} \mathscr{U}_{i+1} \theta_{d}\right) f, \quad 1 \leq i<d, \\
\mathscr{U}_{d} x_{d} f & =x_{d}\left(1+\theta_{d}^{-1} \mathscr{U}_{1} \theta_{d}\right) f .
\end{aligned}
$$

If $f$ satisfies $\mathscr{U}_{i} f=\lambda_{i} f$ for $1 \leq i \leq d$ then $\mathscr{U}_{i}\left(x_{d} \theta_{d}^{-1} f\right)=\lambda_{i+1}\left(x_{d} \theta_{d}^{-1} f\right)$ for $1 \leq$ $i<d$ and $\mathscr{U}_{d}\left(x_{d} \theta_{d}^{-1} f\right)=\left(\lambda_{1}+1\right)\left(x_{d} \theta_{d}^{-1} f\right)$. Note that $\theta_{d}^{-1} f(x)=f\left(x \theta_{d}^{-1}\right)=$ $f\left(x_{d}, x_{1}, \ldots, x_{d-1}\right)$.

Proposition 10.8.4 Suppose that $\alpha \in \mathbb{N}_{0}^{d}$; then

$$
\zeta_{\Phi \alpha}^{x}(x)=x_{d} \zeta_{\alpha}^{x}\left(x_{d}, x_{1}, \ldots, x_{d-1}\right)
$$

Proof The above argument shows that $x_{d} \zeta_{\alpha}^{x}\left(x \theta_{d}^{-1}\right)$ has spectral vector $\xi(\Phi \alpha)$. The coefficient of $x^{\Phi \alpha}$ in $x_{d} \zeta_{\alpha}^{x}\left(x \theta_{d}^{-1}\right)$ is the same as the coefficient of $x^{\alpha}$ in $\zeta_{\alpha}^{x}$.

The Yang-Baxter graph is interpreted as an algorithm as follows:

1. the base point is $\left(0^{d},((d-i+1) \kappa+1)_{i=1}^{d}, 1\right)$,
2. the node $(\alpha, \xi(\alpha), f)$ is joined to $\left(\Phi \alpha, \Phi \xi(\alpha), x_{d} f\left(x_{d}, x_{1}, \ldots, x_{d-1}\right)\right)$ by a directed edge labeled $S$;
3. if $\alpha_{i}<\alpha_{i+1}$ then the node $(\alpha, \xi(\alpha), f)$ is joined to

$$
\left(s_{i} \alpha, s_{i} \xi(\alpha),\left(s_{i}+\frac{\kappa}{\xi_{i+1}(\alpha)-\xi_{i}(\alpha)}\right) f\right)
$$

by a directed edge labeled $T_{i}$.

A path in the graph is a sequence of connected edges (respecting the directions) joining the base point to another node. By Propositions 10.8.4 and 10.8.2 the end result of the path is a triple $\left(\alpha, \xi(\alpha), \zeta_{\alpha}^{x}\right)$.

For example, here is a path to the node labeled $(0,1,0,2):(0,0,0,0) \xrightarrow{S}$ $(0,0,0,1) \xrightarrow{T_{3}}(0,0,1,0) \xrightarrow{T_{2}}(0,1,0,0) \xrightarrow{S}(1,0,0,1) \xrightarrow{T_{3}}(1,0,1,0) \xrightarrow{S}(0,1,0,2)$.

All paths with the same end point have the same length. To show, this introduce the function $\tau(t)=\frac{1}{2}(|t|+|t+1|-1)$ for $t \in \mathbb{Z}$; then $\tau(t)=t$ for $t \geq 0$ and $=-t-1$ for $t \leq-1$, also $\tau(-t-1)=\tau(t)$. For $\alpha \in \mathbb{N}_{0}^{d}$, define $\tau^{\prime}(\alpha)=$ $\sum_{1 \leq i<j \leq d} \tau\left(\alpha_{i}-\alpha_{j}\right)$.

Proposition 10.8.5 For $\alpha \in \mathbb{N}_{0}^{d}$, the number of edges in a path joining the base point to the node $\left(\alpha, \xi(\alpha), \zeta_{\alpha}^{x}\right)$ is $\tau^{\prime}(\alpha)+|\alpha|$.

Proof Argue by induction on the length. The induction starts with $\tau^{\prime}\left(0^{d}\right)+$ $\left|0^{d}\right|=0$. Suppose that the claim is true for some $\alpha$. Consider the step to $\Phi \alpha$. It suffices to show that $\tau^{\prime}(\Phi \alpha)=\tau^{\prime}(\alpha)$, since $|\Phi \alpha|=|\alpha|+1$. Indeed,

$$
\begin{aligned}
\tau^{\prime}(\Phi \alpha)-\tau^{\prime}(\alpha) & =\sum_{i=1}^{d-1} \tau\left(\alpha_{i+1}-\left(\alpha_{1}+1\right)\right)-\sum_{i=2}^{d} \tau\left(\alpha_{1}-\alpha_{i}\right) \\
& =\sum_{i=2}^{d}\left[\tau\left(-\left(\alpha_{1}-\alpha_{i}\right)-1\right)-\tau\left(\alpha_{1}-\alpha_{i}\right)\right]=0
\end{aligned}
$$

Now, suppose that $\alpha_{i}<\alpha_{i+1}$ (that is, $\alpha_{i}-\alpha_{i+1} \leq-1$ ); then $\left|s_{i} \alpha\right|=|\alpha|$ and

$$
\begin{aligned}
\tau^{\prime}\left(s_{i} \alpha\right)-\tau^{\prime}(\alpha) & =\tau\left(\alpha_{i+1}-\alpha_{i}\right)-\tau\left(\alpha_{i}-\alpha_{i+1}\right) \\
& =\left(\alpha_{i+1}-\alpha_{i}\right)-\left(\alpha_{i+1}-\alpha_{i}-1\right) \\
& =1
\end{aligned}
$$

This completes the induction.

In the above example

$$
\tau^{\prime}((0,1,0,2))=\tau(-1)+\tau(-2)+\tau(1)+\tau(-1)+\tau(-2)=3
$$

Recall that $\mathrm{e}^{-\Delta_{h} / 2}$ is an isometric map on polynomials from the inner product $\langle\cdot, \cdot\rangle_{h}$ to $\mathscr{H}=L^{2}\left(\mathbb{R}^{d} ; b_{\kappa} \prod_{i<j}\left|x_{i}-x_{j}\right|^{2 \kappa} \mathrm{e}^{-\|x\|^{2} / 2} \mathrm{~d} x\right)$. The images of $\left\{\zeta_{\alpha}\right.$ : $\left.\alpha \in \mathbb{N}_{0}^{d}\right\}$ under $\mathrm{e}^{-\Delta_{h} / 2}$ form the orthogonal basis of nonsymmetric Jack-Hermite polynomials. By determining $\mathrm{e}^{-\Delta_{h} / 2} \mathscr{U}_{i} \mathrm{e}^{\Delta_{h} / 2}$, we will exhibit commuting selfadjoint operators on $\mathscr{H}$ whose simultaneous eigenfunctions are exactly these polynomials.

Proposition 10.8.6 For $1 \leq i \leq d$, the operator

$$
\mathscr{U}_{i}^{\mathscr{H}}=\mathrm{e}^{-\Delta_{h} / 2} \mathscr{U}_{i} \mathrm{e}^{\Delta_{h} / 2}=\mathscr{D}_{i} x_{i}+\kappa-\mathscr{D}_{i}^{2}-\kappa \sum_{j<i}(j, i)
$$

is self-adjoint on $\mathscr{H}$.

Proof The self-adjoint property is a consequence of the isometric transformation. Since $\Delta_{h}$ commutes with each transposition $(j, i)$, it suffices to show that

$$
\mathrm{e}^{-\Delta_{h} / 2} \mathscr{D}_{i} x_{i}=\left(\mathscr{D}_{i} x_{i}-\mathscr{D}_{i}^{2}\right) \mathrm{e}^{-\Delta_{h} / 2} .
$$

Use the relation (Lemma 7.1.10) $\Delta_{h} x_{i}=x_{i} \Delta_{h}+2 \mathscr{D}_{i}$ to show inductively that

$$
\Delta_{h}^{n} \mathscr{D}_{i} x_{i}-\mathscr{D}_{i} x_{i} \Delta_{h}^{n}=2 n \mathscr{D}_{i}^{2} \Delta_{h}^{n-1} ;
$$

now apply $\Delta_{h}$ to both sides of the equation to obtain

$$
\begin{aligned}
\Delta_{h}^{n+1} \mathscr{D}_{i} x_{i}-\Delta_{h} \mathscr{D}_{i} x_{i} \Delta_{h}^{n} & =2 n \mathscr{D}_{i}^{2} \Delta_{h}^{n} \\
& =\Delta_{h}^{n+1} \mathscr{D}_{i} x_{i}-\mathscr{D}_{i} x_{i} \Delta_{h}^{n+1}-2 \mathscr{D}_{i}^{2} \Delta_{h}^{n} .
\end{aligned}
$$

Multiply the equation for $n$ by $\left(-\frac{1}{2}\right)^{n} / n$ ! and sum over $n=0,1,2, \ldots$; the result is $\mathrm{e}^{-\Delta_{h} / 2} \mathscr{D}_{i} x_{i}-\mathscr{D}_{i} x_{i} \mathrm{e}^{-\Delta_{h} / 2}=-\mathscr{D}_{i}^{2} \mathrm{e}^{-\Delta_{h} / 2}$.

The nonsymmetric Jack-Hermite polynomials $\left\{\mathrm{e}^{-\Delta_{h} / 2} \zeta_{\alpha}\right\}$ are not homogeneous; the norms in $\mathscr{H}$ are the same as the $\langle\cdot, \cdot\rangle_{h}$ norms for $\left\{\zeta_{\alpha}\right\}$.

### 10.9 Notes

The forerunners of the present study of orthogonal polynomials with finite group symmetry were the Jack polynomials and also the Jacobi polynomials of Heckman [1987], Heckman and Opdam [1987] and Opdam [1988]. These are trigonometric polynomials periodic on the root lattice of a Weyl group and are eigenfunctions of invariant (under the corresponding Weyl group) differential operators (see, for example, Section 5.5 for an example in the type- $A$ category). Beerends and Opdam [1993] found an explicit relationship between Jack polynomials and the Heckman-Opdam Jacobi polynomials of type A. Okounkov and Olshanski [1998] studied the asymptotics of Jack polynomials as $d \rightarrow \infty$. It seems clear now that the theory of orthogonal polynomials with respect to invariant weight functions requires the use of differential-difference operators. Differential operators do not suffice. After Dunkl's [1989a] construction of rational differential-difference operators, Heckman 1991a] defined trigonometric ones; the connection between the two is related to the change of variables $x_{j}=\exp \left(\mathrm{i} \theta_{j}\right)$, at least for $S_{d}$. Heckman's operators are self-adjoint but not commuting; later, Cherednik [1991] found a modification providing commutativity. Lapointe and Vinet [1996] introduced the explicit form of $\mathscr{U}_{i}$ used in this chapter to generate Jack polynomials by a Rodrigues-type formula. Opdam [1995] constructed orthogonal decompositions for polynomials associated with Weyl groups in terms of commuting self-adjoint differential-difference operators. Several details and formulae in this chapter are special cases of Opdam's results; because we considered only symmetric groups, the formulae are a good deal more accessible.

Dunkl [1998b] introduced the $p$-basis, partly for the purpose of analyzing the intertwining operator. The algorithm for $\zeta_{\lambda}$ in terms of $\zeta_{\lambda-\varepsilon_{m}}$ (when $m=\ell(\lambda)$ ) was taken from this paper. Sahi [1996] computed the norms of the nonsymmetric Jack polynomials for the inner product $\langle\cdot, \cdot\rangle_{p}$, that is, the formal biorthogonality $\left\langle p_{\alpha}, x^{\beta}\right\rangle_{p}=\delta_{\alpha \beta}$. Knop and Sahi [1997] developed a hook-length product associated with tableaux of compositions (the row lengths were not in monotone order). Baker and Forrester, in a series of papers ([1997a,b, 1998]) studied nonsymmetric Jack polynomials for their application to Calogero-Moser systems (see Chapter 11) and also exponential-type kernels. Baker and Forrester and also Lassalle [1991a] studied the Hermite polynomials of type A. Some techniques involving the $p$-basis and the symmetric and skew-symmetric polynomials appeared in Dunkl [1998a] and in Baker, Dunkl and Forrester [2000]. The evaluation of the pairing $\prod_{i<j}\left(\mathscr{D}_{i}-\mathscr{D}_{j}\right) \prod_{i<j}\left(x_{i}-x_{j}\right)$, used here in norm calculations, was used previously in Dunkl and Hanlon [1998].

Proposition 10.8.5 was proved in Dunkl and Luque [2011, Proposition 2.13]. Etingof [2010] gave a proof for the explicit evaluation integrals of Macdonald-Mehta-Selberg type for all the irreducible groups except type $B_{N}$.

# Orthogonal Polynomials Associated with Octahedral Groups, and Applications 

### 11.1 Introduction

The adjoining of sign changes to the symmetric group produces the hyperoctahedral group. Many techniques and results from the previous chapter can be adapted to this group by considering only functions that are even in each variable. A second parameter $\kappa^{\prime}$ is associated with the conjugacy class of sign changes. The main part of the chapter begins with a description of the differential-difference operators for these groups and their effect on polynomials of arbitrary parity (odd in some variables, even in the others). As in the type- $A$ case there is a fundamental set of first-order commuting self-adjoint operators, and their eigenfunctions are expressed in terms of nonsymmetric Jack polynomials. The normalizing constant for the Hermite polynomials, that is, the Macdonald-Mehta-Selberg integral, is computed by the use of a recurrence relation and analytic-function techniques. There is a generalization of binomial coefficients for the nonsymmetric Jack polynomials which can be used for the calculation of the Hermite polynomials. Although no closed form is as yet available for these coefficients, we present an algorithmic scheme for obtaining specific desired values (by symbolic computation). Calogero and Sutherland were the first to study nontrivial examples of many-body quantum models and to show their complete integrability. These systems concern identical particles in a one-dimensional space, the line or the circle. The corresponding models have been extended to include nonsymmetric wave functions by allowing the exchange of spin values between two particles. We give a concise description of the Schrödinger equations for the models and of the construction of wave functions and commuting operators, using type $A$ and type $B$ operators. Type $A$ operators belong to the symmetric groups; see Section 6.2 for a classification of reflection groups. The chapter concludes with notes on the research literature in current mathematics and physics journals.

### 11.2 Operators of Type $B$

The Coxeter groups of type $B$ are the symmetry groups of the hypercubes $\{( \pm 1, \pm 1, \ldots, \pm 1)\} \subset \mathbb{R}^{d}$ and of the hyperoctahedra $\left\{ \pm \varepsilon_{i}: 1 \leq i \leq d\right\}$. For given $d$, the corresponding group is denoted $W_{d}$ and is of order $2^{d} d!$. For compatibility with the previous chapter we use $\kappa, \kappa^{\prime}$ for the values of the multiplicity function, with $\kappa$ assigned to the class of roots $\left\{ \pm \varepsilon_{i} \pm \varepsilon_{j}: 1 \leq i<j \leq d\right\}$ and $\kappa^{\prime}$ assigned to the class of roots $\left\{ \pm \varepsilon_{i}: 1 \leq i \leq d\right\}$. For $i \neq j$ the roots $\varepsilon_{i}-\varepsilon_{j}, \varepsilon_{i}+\varepsilon_{j}$ correspond to reflections $\sigma_{i j}, \tau_{i j}$ respectively, where, for $x \in \mathbb{R}^{d}$,

$$
\begin{aligned}
x \sigma_{i j} & =\left(x_{1}, \ldots, \dot{x}_{j}, \ldots, \dot{x}_{i}, \ldots, x_{d}\right), \\
x \tau_{i j} & =\left(x_{1}, \ldots,-\dot{x}_{j}^{i}, \ldots,-\dot{j}_{i}, \ldots, x_{d}\right) .
\end{aligned}
$$

As before, the superscripts above a symbol refer to its position in the list of elements. For $1 \leq i \leq d$ the root $\varepsilon_{i}$ corresponds to the reflection (sign change)

$$
x \sigma_{i}=\left(x_{1}, \ldots,-\stackrel{i}{x_{i}}, \ldots, x_{d}\right) .
$$

Note that $\sigma_{i} \sigma_{i j} \sigma_{i}=\sigma_{j} \sigma_{i j} \sigma_{j}=\tau_{i j}$. The associated Dunkl operators are as follows.
Definition 11.2.1 For $1 \leq i \leq d$ and $f \in \Pi^{d}$ the type- $B$ operator $\mathscr{D}_{i}$ is given by

$$
\begin{aligned}
\mathscr{D}_{i} f(x)= & \frac{\partial}{\partial x_{i}} f(x)+\kappa^{\prime} \frac{f(x)-f\left(x \sigma_{i}\right)}{x_{i}} \\
& +\kappa \sum_{j \neq i}\left(\frac{f(x)-f\left(x \sigma_{i j}\right)}{x_{i}-x_{j}}+\frac{f(x)-f\left(x \tau_{i j}\right)}{x_{i}+x_{j}}\right) .
\end{aligned}
$$

Most of the work in constructing orthogonal polynomials was done in the previous chapter. The results transfer, with these conventions: the superscript $A$ indicates the symmetric-group operators and, for $x \in \mathbb{R}^{d}$, let

$$
\begin{aligned}
y & =\left(y_{1}, \ldots, y_{d}\right)=\left(x_{1}^{2}, \ldots, x_{d}^{2}\right) \\
\mathscr{D}_{i}^{A} g(y) & =\frac{\partial}{\partial y_{i}} g(y)+\kappa \sum_{j \neq i} \frac{g(y)-(i, j) g(y)}{y_{i}-y_{j}}, \\
\mathscr{U}_{i}^{A} g(y) & =\mathscr{D}_{i}^{A} \rho_{i} g(y)-\kappa \sum_{j<i}(i, j) g(y)
\end{aligned}
$$

note that both $\sigma_{i j}$ and $\tau_{i j}$ induce the transposition $(i, j)$ on $y$ and recall that $\mathscr{D}_{i}^{A} \rho_{i}=$ $\mathscr{D}_{i}^{A} y_{i}+\kappa$. To keep the numerous inner products distinct, we use $\langle\cdot, \cdot\rangle_{B}$ for the $h$ inner product, that is, for $f, g \in \Pi^{d}$ let

$$
\langle f, g\rangle_{B}=\left.f\left(\mathscr{D}_{1}, \ldots, \mathscr{D}_{d}\right) g\left(x_{1}, \ldots, x_{d}\right)\right|_{x=0} .
$$

As in the type $A$ case, we construct commuting self-adjoint operators whose simultaneous eigenfunctions can be expressed in terms of the nonsymmetric Jack
polynomials. If two polynomials have opposite parities in the same variables then, by a simple argument, they are orthogonal.

Definition 11.2.2 For any subset $E \subseteq\{i: 1 \leq i \leq d\}$, let

$$
x_{E}=\prod_{i \in E} x_{i}
$$

Suppose that $g_{1}, g_{2}$ are polynomials in $y$ and $E, F$ are sets with $E \neq F$; then, for any suitable inner product (specifically, one that is invariant under the signchange group $\mathbb{Z}_{2}^{d}$ ), one has $\left\langle x_{E} g_{1}(y), x_{F} g_{2}(y)\right\rangle=0$. Applying $\mathscr{D}_{i}$ to a polynomial $x_{E} g(y)$ gives two qualitatively different formulae depending on whether $i \in E$.

Proposition 11.2.3 Let $g(y)$ be a polynomial and $E \subseteq\{j: 1 \leq j \leq d\}$. Then, for $1 \leq i \leq d$, if $i \notin E$,

$$
\mathscr{D}_{i} x_{E} g(y)=2 x_{i} x_{E} \mathscr{D}_{i}^{A} g(y) ;
$$

if $i \in E$,

$$
\mathscr{D}_{i} x_{E} g(y)=2 \frac{x_{E}}{x_{i}}\left(\left(\kappa^{\prime}-\frac{1}{2}+\mathscr{D}_{i}^{A} y_{i}\right) g(y)-\kappa \sum_{j \in E, j \neq i}(i, j) g(y)\right) .
$$

Proof We use the product rule, Proposition 6.4.12, specialized as follows:

$$
\begin{aligned}
\mathscr{D}_{i} x_{E} g(y)= & x_{E} \mathscr{D}_{i} g(y)+g(y) \frac{\partial x_{E}}{\partial x_{i}}+\kappa^{\prime} g(y) \frac{x_{E}-\sigma_{i} x_{E}}{x_{i}} \\
& +\kappa \sum_{j \neq i}(i, j) g(y)\left(\frac{x_{E}-\sigma_{i j} x_{E}}{x_{i}-x_{j}}+\frac{x_{E}-\tau_{i j} x_{E}}{x_{i}+x_{j}}\right) .
\end{aligned}
$$

Considering the first term, we obtain

$$
\begin{aligned}
\mathscr{D}_{i} g(y) & =2 x_{i} \frac{\partial}{\partial y_{i}} g(y)+\kappa \sum_{j \neq i}[g(y)-(i, j) g(y)]\left(\frac{1}{x_{i}-x_{j}}+\frac{1}{x_{i}+x_{j}}\right) \\
& =2 x_{i}\left(\frac{\partial}{\partial y_{i}} g(y)+\kappa \sum_{j \neq i} \frac{g(y)-(i, j) g(y)}{y_{i}-y_{j}}\right)=2 x_{i} \mathscr{D}_{i}^{A} g(y) .
\end{aligned}
$$

Next, if $i \notin E$ then $x_{E}-\sigma_{i} x_{E}=0$ and $x_{E}-\sigma_{i j} x_{E}=0=x_{E}-\tau_{i j} x_{E}$ for $j \notin E$. If $i \notin E$ and $j \in E$ then

$$
\frac{x_{E}-\sigma_{i j} x_{E}}{x_{i}-x_{j}}+\frac{x_{E}-\tau_{i j} x_{E}}{x_{i}+x_{j}}=\frac{x_{E}}{x_{j}}\left(\frac{x_{j}-x_{i}}{x_{i}-x_{j}}+\frac{x_{j}+x_{i}}{x_{i}+x_{j}}\right)=0 .
$$

This proves the first formula.
If $i \in E$ then $x_{E}-\sigma_{i} x_{E}=2 x_{E}$ and $x_{E}-\sigma_{i j} x_{E}=0=x_{E}-\tau_{i j} x_{E}$ for $j \in E$, while for $j \notin E$ we have

$$
\frac{x_{E}-\sigma_{i j} x_{E}}{x_{i}-x_{j}}+\frac{x_{E}-\tau_{i j} x_{E}}{x_{i}+x_{j}}=\frac{x_{E}}{x_{i}}\left(\frac{x_{i}-x_{j}}{x_{i}-x_{j}}+\frac{x_{i}+x_{j}}{x_{i}+x_{j}}\right)=2 \frac{x_{E}}{x_{i}} .
$$

Thus, for $i \in E$,

$$
\mathscr{D}_{i} x_{E} g(y)=2 \frac{x_{E}}{x_{i}}\left(y_{i} \mathscr{D}_{i}^{A} g(y)+\left(\frac{1}{2}+\kappa^{\prime}\right) g(y)+\kappa \sum\{(i, j) g(y): j \notin E\}\right) .
$$

The commutation $y_{i} \mathscr{D}_{i}^{A} g(y)=\mathscr{D}_{i}^{A} y_{i} g(y)-g(y)-\kappa \sum_{j \neq i}(i, j) g(y)$ established in Lemma 10.2.1 finishes the proof.

Lemma 11.2.4 For $i \neq j$, the commutant

$$
\left[\mathscr{D}_{i} x_{i}, \mathscr{D}_{j} x_{j}\right]=\kappa\left(\mathscr{D}_{i} x_{i}-\mathscr{D}_{j} x_{j}\right)\left(\sigma_{i j}+\tau_{i j}\right)=\kappa\left(\mathscr{D}_{i} x_{i}, \sigma_{i j}+\tau_{i j}\right) .
$$

Proof By Proposition 6.4.10, $\mathscr{D}_{j} x_{i}-x_{i} \mathscr{D}_{j}=-\kappa\left(\sigma_{i j}-\tau_{i j}\right)$ (as operators on $\Pi^{d}$ ); thus

$$
\begin{aligned}
\mathscr{D}_{i} x_{i} & \mathscr{D}_{j} x_{j}-\mathscr{D}_{j} x_{j} \mathscr{D}_{i} x_{i} \\
& =\mathscr{D}_{i}\left[\mathscr{D}_{j} x_{i}+\kappa\left(\sigma_{i j}-\tau_{i j}\right)\right] x_{j}-\mathscr{D}_{j}\left[\mathscr{D}_{i} x_{j}+\kappa\left(\sigma_{i j}-\tau_{i j}\right)\right] x_{i} \\
& =\kappa \mathscr{D}_{i}\left(\sigma_{i j}-\tau_{i j}\right) x_{j}-\kappa \mathscr{D}_{j}\left(\sigma_{i j}-\tau_{i j}\right) x_{i} \\
& =\kappa\left(\mathscr{D}_{i} x_{i}-\mathscr{D}_{j} x_{j}\right)\left(\sigma_{i j}+\tau_{i j}\right),
\end{aligned}
$$

because $\sigma_{i j} x_{j}=x_{i} \sigma_{i j}$ and $\tau_{i j} x_{j}=-x_{i} \tau_{i j}$. The remaining equation follows from $\left(\sigma_{i j}+\tau_{i j}\right) \mathscr{D}_{i} x_{i}=\mathscr{D}_{j} x_{j}\left(\sigma_{i j}+\tau_{i j}\right)$.

Definition 11.2.5 For $1 \leq i \leq d$, the self-adjoint (in $\langle\cdot, \cdot\rangle_{B}$ ) operators $\mathscr{U}_{i}$ are given by

$$
\mathscr{U}_{i}=\mathscr{D}_{i} x_{i}-\kappa \sum_{j<i}\left(\sigma_{i j}+\tau_{i j}\right)
$$

Theorem 11.2.6 For $1 \leq i, j \leq d, \mathscr{U}_{i} \mathscr{U}_{j}=\mathscr{U}_{j} \mathscr{U}_{i}$.

Proof Assume that $i<j$ and let $\psi_{r s}=\sigma_{r s}+\tau_{r s}$ for $r \neq s$. Further, let $\mathscr{U}_{i}=\mathscr{D}_{i} x_{i}-$ $\kappa A, \mathscr{U}_{j}=\mathscr{D}_{j} x_{j}-\kappa \psi_{i j}-\kappa B$, where $A=\sum_{k<i} \psi_{k i}$ and $B=\sum_{k<j, k \neq i} \psi_{k j}$. Then

$$
\left[\mathscr{U}_{i}, \mathscr{U}_{j}\right]=\left[\mathscr{D}_{i} x_{i}, \mathscr{D}_{j} x_{j}-\kappa \psi_{i j}\right]-\kappa\left[\mathscr{D}_{i} x_{i}, B\right]-\kappa\left[A, \mathscr{D}_{j} x_{j}\right]+\kappa^{2}\left[A, \psi_{i j}+B\right] .
$$

The first term is zero by Lemma 11.2.4 and the next two are zero by the transformation properties of $\mathscr{D}_{i} x_{i}$ and $\mathscr{D}_{j} x_{j}$. The last term reduces to

$$
\kappa^{2} \sum_{k=1}^{i-1}\left(\left[\psi_{k i}, \psi_{k j}\right]+\left[\psi_{k i}, \psi_{i j}\right]\right)=\kappa^{2} \sum_{k=1}^{i-1}\left(\left(\psi_{k i} \psi_{k j}-\psi_{i j} \psi_{k i}\right)+\left(\psi_{k i} \psi_{i j}-\psi_{k j} \psi_{k i}\right)\right) .
$$

Each bracketed term is zero; to see this, start with the known (from $S_{d}$ ) relation $\sigma_{k i} \sigma_{k j}-\sigma_{i j} \sigma_{k i}=0$ and conjugate it by $\sigma_{j}, \sigma_{i}, \sigma_{k}$ to obtain $\sigma_{k i} \tau_{k j}-\tau_{i j} \sigma_{k i}=0$, $\tau_{k i} \sigma_{k j}-\tau_{i j} \tau_{k i}=0, \tau_{k i} \tau_{k j}-\sigma_{i j} \tau_{k i}=0$ respectively. (Replacing $i, k$ by $k, i$ shows that the second term is zero.)

### 11.3 Polynomial Eigenfunctions of Type $B$

The nonsymmetric Jack polynomials immediately provide simultaneous eigenfunctions which are even in each variable.

Proposition 11.3.1 For $\alpha \in \mathbb{N}_{0}^{d}$ and $1 \leq i \leq d$,

$$
\mathscr{U}_{i} \zeta_{\alpha}(y)=\left[\xi_{i}(\alpha)-\kappa+\kappa^{\prime}-\frac{1}{2}\right] \zeta_{\alpha}(y) .
$$

Proof By Proposition 11.2.3,

$$
\begin{aligned}
& \mathscr{D}_{i} x_{i} \zeta_{\alpha}(y)-\kappa \sum_{j<i}\left(\sigma_{i j}+\tau_{i j}\right) \zeta_{\alpha}(y) \\
& \quad=2\left(\kappa^{\prime}-\frac{1}{2}+\mathscr{D}_{i}^{A} y_{i}\right) \zeta_{\alpha}(y)-2 \kappa \sum_{j<i}(i, j) \zeta_{\alpha}(y) \\
& \quad=2\left(\kappa^{\prime}-\kappa-\frac{1}{2}+\mathscr{U}_{i}^{A}\right) \zeta_{\alpha}(y) \\
& \quad=2\left(\xi_{i}(\alpha)-\kappa+\kappa^{\prime}-\frac{1}{2}\right) \zeta_{\alpha}(y)
\end{aligned}
$$

Recall that $\mathscr{D}_{i}^{A} y_{i}=\mathscr{D}_{i}^{A} \rho_{i}-\kappa$.
For mixed parity, the simplest structure involves polynomials of the form $x_{1} x_{2} \cdots x_{k} g(y)$; this is a corollary, given below, of the following.

Lemma 11.3.2 Let $E \subseteq\{j: 1 \leq j \leq d\}$; then, for $i \notin E$,

$$
\mathscr{U}_{i} x_{E} g(y)=2 x_{E}\left(\left(\mathscr{U}_{i}^{A}-\kappa+\kappa^{\prime}-\frac{1}{2}\right)-\kappa \sum_{j>i, j \in E}(i, j)\right) g(y),
$$

and, for $i \in E$,

$$
\mathscr{U}_{i} x_{E} g(y)=2 x_{E}\left(\mathscr{D}_{i}^{A} y_{i}-\kappa \sum_{j<i, j \in E}(i, j)\right) g(y) .
$$

Proof For any $j \neq i$ note that $\left(\sigma_{i j}+\tau_{i j}\right) x_{E} g(y)=0$ if $\#(\{i, j\} \cap E)=1$, otherwise $\left(\sigma_{i j}+\tau_{i j}\right) x_{E} g(y)=2 x_{E}(i, j) g(y)$. For $i \notin E$, by the second part of Proposition 11.2.3,

$$
\mathscr{U}_{i} x_{E} g(y)=2 x_{E}\left(\left(\mathscr{D}_{i}^{A} y_{i}+\kappa^{\prime}-\frac{1}{2}\right)-\kappa \sum_{j \in E}(i, j)\right) g(y)-2 \kappa x_{E} \sum_{j<i, j \notin E}(i, j) g(y),
$$

which proves the first part. For $i \in E$, note that $x_{i} x_{E}=x_{E} y_{i} / x_{i}$ and, by the first part of Proposition 11.2.3,

$$
\begin{aligned}
\mathscr{U}_{i} x_{E} g(y) & =\mathscr{D}_{i} x_{i} x_{E} g(y)-2 \kappa x_{E} \sum_{j<i, j \in E}(i, j) g(y) \\
& =2 x_{E}\left(\mathscr{D}_{i}^{A} y_{i} g(y)-\kappa \sum_{j<i, j \in E}(i, j) g(y)\right) .
\end{aligned}
$$

This completes the proof.

Corollary 11.3.3 For $1 \leq k \leq d$ and $\alpha \in \mathbb{N}_{0}^{d}$, let $E=\{j: 1 \leq j \leq k\}$; then, for $1 \leq i \leq k$,

$$
\mathscr{U}_{i} x_{E} \zeta_{\alpha}(y)=2\left[\xi_{i}(\alpha)-\kappa\right] x_{E} \zeta_{\alpha}(y)
$$

and, for $k<i \leq d$,

$$
\mathscr{U}_{i} x_{E} \zeta_{\alpha}(y)=2\left[\xi_{i}(\alpha)-\kappa+\kappa^{\prime}-\frac{1}{2}\right] x_{E} \zeta_{\alpha}(y) .
$$

It is clear from $S_{d}$ theory that $\left\{x_{E} \zeta_{\alpha}(y): \alpha \in \mathbb{N}_{0}^{d}\right\}$ is a complete set of simultaneous eigenfunctions for $\left\{\mathscr{U}_{i}\right\}$ of this parity type. To handle arbitrary subsets $E$ one uses a permutation which preserves the relative order of the indices corresponding to even and odd parities, respectively. For given $k$, we consider permutations $w \in S_{d}$ with certain properties; the set $w(E)=\{w(1), w(2), \ldots, w(k)\}$ will be the set of indices having odd parities, that is, $w x_{E}=\prod_{i=1}^{k} x_{w(i)}$.

Proposition 11.3.4 For $1 \leq k<d$, let $E=\{j: 1 \leq j \leq k\}, \alpha \in \mathbb{N}_{0}^{d}$, and let $w \in$ $S_{d}$ with the property that $w(i)<w(j)$ whenever $1 \leq i<j \leq k$ or $k+1 \leq i<j \leq d$; then, for $1 \leq i \leq k$,

$$
\mathscr{U}_{w(i)} w x_{E} \zeta_{\alpha}(y)=2\left[\xi_{i}(\alpha)-\kappa\right] w x_{E} \zeta_{\alpha}(y)
$$

and, for $k<i \leq d$,

$$
\mathscr{U}_{w(i)} w x_{E} \zeta_{\alpha}(y)=2\left[\xi_{i}(\alpha)-\kappa+\kappa^{\prime}-\frac{1}{2}\right] w x_{E} \zeta_{\alpha}(y) .
$$

Proof The transformation properties $w \mathscr{D}_{i}^{A} y_{i}=\mathscr{D}_{w(i)}^{A} y_{w(i)} w$ and

$$
(r, s) w=w\left(w^{-1}(r), w^{-1}(s)\right), \quad \text { for } r \neq s
$$

will be used. When $1 \leq i \leq k$, by Lemma 11.3.2 we have

$$
\mathscr{U}_{w(i)} w x_{E} \zeta_{\alpha}(y)=2 x_{w(E)} w\left(\mathscr{D}_{i}^{A} y_{i}-\kappa \sum_{j<w(i), j \in w(E)}\left(w^{-1}(j), i\right)\right) \zeta_{\alpha}(y)
$$

but the set $\left\{w^{-1}(j): j<w(i), j \in w(E)\right\}$ equals $\{r: 1 \leq r<i\}$ by the construction of $w$. Thus $\mathscr{U}_{w(i)} w x_{E} \zeta_{\alpha}(y)=2 x_{w(E)} w\left(\mathscr{U}_{i}^{A}-\kappa\right) \zeta_{\alpha}(y)=2\left[\xi_{i}(\alpha)-\kappa\right] w x_{E} \zeta_{\alpha}(y)$.

When $k<i \leq d$, we express the first part of Lemma 11.3.2 as

$$
\begin{aligned}
\mathscr{U}_{w(i)} w x_{E} \zeta_{\alpha}(y)= & 2 x_{w(E)} w\left(\mathscr{D}_{i}^{A} y_{i}+\kappa^{\prime}-\frac{1}{2}\right. \\
& \left.-\kappa \sum_{j \in w(E)}\left(w^{-1}(j), i\right)-\kappa \sum_{j<w(i), j \notin w(E)}\left(w^{-1}(j), i\right)\right) \zeta_{\alpha}(y) \\
= & 2 x_{w(E)} w\left(\mathscr{U}_{i}^{A}-\kappa+\kappa^{\prime}-\frac{1}{2}\right) \zeta_{\alpha}(y)
\end{aligned}
$$

The set $\{r: 1 \leq r<i\}$ equals $E \cup\{r: k<r<i\}$ and, again by the construction of $w,\{r: k<r<i\}=\left\{w^{-1}(j): j<w(i), j \notin w(E)\right\}$.

To restate the conclusion: the space of polynomials which are odd in the variables $x_{w(i)}, 1 \leq i \leq k$, is the span of the $\left\{\mathscr{U}_{i}\right\}$ simultaneous eigenfunctions $w x_{E} \zeta_{\alpha}(y)$.

To conclude this section, we compute the $\langle\cdot, \cdot\rangle_{B}$ norms of $x_{E} \zeta_{\alpha}(y)$ for $E=\{r$ : $1 \leq r \leq k\}$. By group invariance the norm of $w x_{E} \zeta_{\alpha}(y)$ has the same value. First the $S_{d}$-type results will be used for the all-even case $\zeta_{\alpha}(y)$; this depends on the use of permissible (in the sense of Section 10.3) inner products.

Proposition 11.3.5 The inner product $\langle\cdot, \cdot\rangle_{B}$ restricted to polynomials in $y=$ $\left(x_{1}^{2}, \ldots, x_{d}^{2}\right)$ is permissible .

Proof Indeed, for $f, g \in \Pi^{d}$ the value of this inner product is given by

$$
\langle f, g\rangle_{B}=\left.f\left(\mathscr{D}_{1}^{2}, \ldots, \mathscr{D}_{d}^{2}\right) g\left(x_{1}^{2}, \ldots, x_{d}^{2}\right)\right|_{x=0} .
$$

The invariance $\langle w f, w g\rangle_{B}=\langle f, g\rangle_{B}$ for $w \in S_{d}$ is obvious. By the second part of Proposition 11.2.3, $\mathscr{D}_{i}^{A} y_{i} f(y)=\left(\frac{1}{2} \mathscr{D}_{i} x_{i}+\frac{1}{2}-\kappa^{\prime}\right) f(y)$; the right-hand side is clearly a self-adjoint operator in $\langle\cdot, \cdot\rangle_{B}$.

By Theorem 10.4.8 the following holds.
Corollary 11.3.6 For $\alpha \in \mathbb{N}_{0}^{d}$ and $\lambda=\alpha^{+}$,

$$
\left\langle\zeta_{\alpha}(y), \zeta_{\alpha}(y)\right\rangle_{B}=\mathscr{E}_{+}(\alpha) \mathscr{E}_{-}(\alpha)\left\langle\zeta_{\lambda}(y), \zeta_{\lambda}(y)\right\rangle_{B}
$$

As in Section 10.6, the calculation of $\left\langle\zeta_{\lambda}(y), \zeta_{\lambda}(y)\right\rangle_{B}$ for $\lambda \in \mathbb{N}_{0}^{d, P}$ depends on a recurrence relation involving $\mathscr{D}_{m}^{A} \zeta_{\lambda}$, where $m=\ell(\lambda)$. We recall some key details from Section 10.6. For $1<m \leq d$ let $\theta_{m}=(1,2)(2,3) \cdots(m-1, m) \in S_{d}$. When $m=\ell(\lambda)$, let $\widetilde{\lambda}=\left(\lambda_{m}-1, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{m-1}, 0 \ldots\right)$; then $\mathscr{D}_{m}^{A} \zeta_{\lambda}=[\kappa(d-$ $\left.m+1)+\lambda_{m}\right] \theta_{m}^{-1} \zeta_{\tilde{\lambda}}$. This fact will again be used for norm calculations. For such $\lambda$, for conciseness in calculations set

$$
\begin{aligned}
a_{\lambda} & =(d-m) \kappa+\kappa^{\prime}+\lambda_{m}-\frac{1}{2}, \\
b_{\lambda} & =(d-m+1) \kappa+\lambda_{m} .
\end{aligned}
$$

Lemma 11.3.7 Suppose that $\lambda \in \mathbb{N}_{0}^{d, P}$ and $m=\ell(\lambda)$. Then

$$
\mathscr{D}_{m}^{2} \zeta_{\lambda}(y)=4 a_{\lambda} \mathscr{D}_{m}^{A} \zeta_{\lambda}(y)=4 a_{\lambda} b_{\lambda} \theta_{m}^{-1} \zeta_{\tilde{\lambda}}(y) .
$$

Proof By Proposition 11.2.3,

$$
\mathscr{D}_{m}^{2} \zeta_{\lambda}(y)=\mathscr{D}_{m}\left[2 x_{m} \mathscr{D}_{m}^{A} \zeta_{\lambda}(y)\right]=4\left[\left(\kappa^{\prime}-\frac{1}{2}\right) \mathscr{D}_{m}^{A} \zeta_{\lambda}(y)+\mathscr{D}_{m}^{A} y_{m} \mathscr{D}_{m}^{A} \zeta_{\lambda}(y)\right] .
$$

By Lemma 10.5.3, $\mathscr{D}_{m}^{A} y_{m} \mathscr{D}_{m}^{A} \zeta_{\lambda}(y)=\left[\xi_{m}(\lambda)-\kappa-1\right] \mathscr{D}_{m}^{A} \zeta_{\lambda}(y)$ because $\mathscr{D}_{m}^{A} y_{m}=$ $\mathscr{D}_{m}^{A} \rho_{m}-\kappa$. Since $\xi_{m}(\lambda)=(d-m+1) \kappa+\lambda_{m}+1$, we obtain

$$
\mathscr{D}_{m}^{2} \zeta_{\lambda}(y)=4\left[\kappa^{\prime}-\frac{1}{2}+\xi_{m}(\lambda)-\kappa-1\right] \mathscr{D}_{m}^{A} \zeta_{\lambda}(y)=4 a_{\lambda} \mathscr{D}_{m}^{A} \zeta_{\lambda}(y) .
$$

Finally, $\mathscr{D}_{m}^{A} \zeta_{\lambda}(y)=b_{\lambda} \theta_{m}^{-1} \zeta_{\tilde{\lambda}}(y)$.

Theorem 11.3.8 Suppose that $\lambda \in \mathbb{N}_{0}^{d, P}$. Then

$$
\left\langle\zeta_{\lambda}(y), \zeta_{\lambda}(y)\right\rangle_{B}=2^{2|\lambda|}(d \kappa+1)_{\lambda}\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\lambda} \frac{h(\lambda, \kappa+1)}{h(\lambda, 1)} .
$$

Proof Suppose that $m=\ell(\boldsymbol{\lambda})$. By the defining property of $\langle\cdot, \cdot\rangle_{B}$ we have on the one hand

$$
\begin{aligned}
\left\langle\mathscr{D}_{m}^{2} \zeta_{\lambda}(y), \mathscr{D}_{m}^{2} \zeta_{\lambda}(y)\right\rangle_{B} & =\left\langle x_{m}^{2} \mathscr{D}_{m}^{2} \zeta_{\lambda}(y), \zeta_{\lambda}(y)\right\rangle_{B} \\
& =4 a_{\lambda}\left\langle x_{m}^{2} \mathscr{D}_{m}^{A} \zeta_{\lambda}(y), \zeta_{\lambda}(y)\right\rangle_{B} \\
& =4 a_{\lambda}\left\langle y_{m} \mathscr{D}_{m}^{A} \zeta_{\lambda}(y), \zeta_{\lambda}(y)\right\rangle_{B} \\
& =4 a_{\lambda} b_{\lambda} \frac{\lambda_{m}}{\kappa+\lambda_{m}}\left\langle\zeta_{\lambda}(y), \zeta_{\lambda}(y)\right\rangle_{B},
\end{aligned}
$$

because $\left\langle y_{m} \mathscr{D}_{m}^{A} \zeta_{\lambda}(y), \zeta_{\lambda}(y)\right\rangle_{B}=\left[\lambda_{m} /\left(\kappa+\lambda_{m}\right)\right] b_{\lambda}\left\langle\zeta_{\lambda}(y), \zeta_{\lambda}(y)\right\rangle_{B}$ by part (iii) of Lemma 10.5.2. On the other hand,

$$
\begin{aligned}
\left\langle\mathscr{D}_{m}^{2} \zeta_{\lambda}(y), \mathscr{D}_{m}^{2} \zeta_{\lambda}(y)\right\rangle_{B} & =\left(4 a_{\lambda} b_{\lambda}\right)^{2}\left\langle\theta_{m}^{-1} \zeta_{\tilde{\lambda}}(y), \theta_{m}^{-1} \zeta_{\tilde{\lambda}}(y)\right\rangle_{B} \\
& =\left(4 a_{\lambda} b_{\lambda}\right)^{2}\left\langle\zeta_{\tilde{\lambda}}(y), \zeta_{\tilde{\lambda}}(y)\right\rangle_{B} \\
& =\left(4 a_{\lambda} b_{\lambda}\right)^{2} \mathscr{E}_{+}(\widetilde{\lambda}) \mathscr{E}_{-}(\widetilde{\lambda})\left\langle\zeta_{\lambda-\varepsilon_{m}}(y), \zeta_{\lambda-\varepsilon_{m}}(y)\right\rangle_{B}
\end{aligned}
$$

Combining the two displayed equations shows that

$$
\left\langle\zeta_{\lambda}(y), \zeta_{\lambda}(y)\right\rangle_{B}=4 a_{\lambda} b_{\lambda} \frac{\kappa+\lambda_{m}}{\lambda_{m}} \mathscr{E}_{+}(\widetilde{\lambda}) \mathscr{E}_{-}(\widetilde{\lambda})\left\langle\zeta_{\lambda-\varepsilon_{m}}(y), \zeta_{\lambda-\varepsilon_{m}}(y)\right\rangle_{B}
$$

From Lemma 10.6.4,

$$
\frac{\kappa+\lambda_{m}}{\lambda_{m}} \mathscr{E}_{+}(\widetilde{\lambda}) \mathscr{E}_{-}(\widetilde{\lambda})=\frac{h(\lambda, \kappa+1) h\left(\lambda-\varepsilon_{m}, 1\right)}{h\left(\lambda-\varepsilon_{m}, \kappa+1\right) h(\lambda, 1)}
$$

Moreover,

$$
\frac{(d \kappa+1)_{\lambda}}{(d \kappa+1)_{\lambda-\varepsilon_{m}}}=(d-m+1) \kappa+\lambda_{m}=b_{\lambda}
$$

and

$$
\frac{\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\lambda}}{\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\lambda-\varepsilon_{m}}}=(d-m) \kappa+\kappa^{\prime}+\lambda_{m}-\frac{1}{2}=a_{\lambda} .
$$

The proof is completed by induction on $|\lambda|$.
When $\kappa=0=\kappa^{\prime}$ these formulae reduce to the trivial identity $\left\langle x^{\lambda}, x^{\lambda}\right\rangle=$ $\prod_{i=1}^{d} \lambda_{i}$ !, because $2^{2 n}(1)_{n}\left(\frac{1}{2}\right)_{n}=(2 n)$ ! for $n \in \mathbb{N}_{0}$. It remains to compute the quantity $\left\langle x_{E} \zeta_{\alpha}(y), x_{E} \zeta_{\alpha}(y)\right\rangle_{B}$ for $E=\{j: 1 \leq j \leq k\}$ and $\alpha \in \mathbb{N}_{0}^{d}$. The following is needed to express the result. Let $\lfloor r\rfloor$ denote the largest integer $\leq r$.

Definition 11.3.9 For $\beta \in \mathbb{N}_{0}^{d}$ let $e(\beta), o(\beta) \in \mathbb{N}_{0}^{d}$ with $e(\beta)_{i}=\left\lfloor\beta_{i} / 2\right\rfloor$ and $o(\beta)_{i}=\beta_{i}-e(\beta)_{i}$ for $1 \leq i \leq d$.
(Roughly, $e(\beta)$ and $o(\beta)$ denote the even and odd components of $\beta$.) We start with $\beta \in \mathbb{N}_{0}^{d}$ such that $\beta_{i}$ is odd exactly when $1 \leq i \leq k$ and consider the $\left\{\mathscr{U}_{i}\right\}$ simultaneous eigenfunctions indexed by $\beta$, which are given by $x_{E} \zeta_{\alpha}(y)$ where $\alpha=e(\beta)$.

Theorem 11.3.10 Suppose that $1 \leq k \leq d$ and $\beta \in \mathbb{N}_{0}^{d}$ satisfies the condition that $\beta_{i}$ is odd for $1 \leq i \leq k$ and $\beta_{i}$ is even for $k<i$, and let $E=\{j: 1 \leq j \leq k\}$. Then

$$
\begin{aligned}
& \left\langle x_{E} \zeta_{e(\beta)}(y), x_{E} \zeta_{e(\beta)}(y)\right\rangle_{B} \\
& \quad=2^{|\beta|}(d \kappa+1)_{e(\beta)^{+}}\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{o(\beta)^{+}} \frac{h(e(\beta), \kappa+1)}{h(e(\beta), 1)}
\end{aligned}
$$

Proof For any $\alpha \in \mathbb{N}_{0}^{d}$ and $1 \leq m \leq k$, by Proposition 11.2.3 we have

$$
\begin{aligned}
\mathscr{D}_{m} x_{1} x_{2} \cdots x_{m} \zeta_{\alpha}(y) & =2 x_{1} x_{2} \cdots x_{m-1}\left(\kappa^{\prime}-\frac{1}{2}+\mathscr{D}_{m}^{A} y_{m}-\kappa \sum_{j<m}(j, m)\right) \zeta_{\alpha}(y) \\
& =2 x_{1} x_{2} \cdots x_{m-1}\left(\kappa^{\prime}-\kappa-\frac{1}{2}+\mathscr{U}_{m}^{A}\right) \zeta_{\alpha}(y) \\
& =2\left[\xi_{m}(\alpha)-\kappa+\kappa^{\prime}-\frac{1}{2}\right] x_{1} x_{2} \cdots x_{m-1} \zeta_{\alpha}(y)
\end{aligned}
$$

Let $\alpha=e(\beta)$; then, using this formula inductively, we obtain

$$
\begin{aligned}
\left\langle x_{E} \zeta_{e(\beta)}(y), x_{E} \zeta_{e(\beta)}(y)\right\rangle_{B} & =\left\langle\mathscr{D}_{1} \cdots \mathscr{D}_{k} x_{E} \zeta_{e(\beta)}(y), \zeta_{e(\beta)}(y)\right\rangle_{B} \\
& =2^{k} \prod_{i=1}^{k}\left[\xi_{i}(\alpha)-\kappa+\kappa^{\prime}-\frac{1}{2}\right]\left\langle\zeta_{e(\beta)}(y), \zeta_{e(\beta)}(y)\right\rangle_{B} .
\end{aligned}
$$

The last inner product has already been evaluated (and $2^{2|e(\beta)|} 2^{k}=2^{|\beta|}$ ), so it remains to show that

$$
\prod_{i=1}^{k}\left[\xi_{i}(\alpha)-\kappa+\kappa^{\prime}-\frac{1}{2}\right]\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{e(\beta)^{+}}=\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{o(\beta)^{+}} .
$$

Let $\alpha=e(\beta)$ and $\lambda=\alpha^{+}$and let $w \in S_{d}$ be such that $\alpha_{i}=\lambda_{w(i)}$ and if $\alpha_{i}=\alpha_{j}$ for some $i<j$ then $w(i)<w(j)$. This implies that $\mu=o(\beta)^{+}$satisfies $o(\beta)_{i}=\mu_{w(i)}$, specifically that $\mu_{w(i)}=\alpha_{i}+1$ for $1 \leq i \leq k$ and $\mu_{w(i)}=\alpha_{i}$ for $k<i$. This shows that $\mu \in \mathbb{N}_{0}^{d, P}$; indeed by construction $w(i)<w(j)$ implies that $\lambda_{w(i)} \geq \lambda_{w(j)}$ and $\mu_{w(i)} \geq \mu_{w(j)}$. The latter could only be negated if $\alpha_{i}=\lambda_{w(i)}=\mu_{w(i)}$ and $\mu_{w(j)}=$ $\alpha_{j}+1$ (so that $j \leq k<i$ ), but $\alpha_{j}+1>\alpha_{i} \geq \alpha_{j}$ implies that $\alpha_{i}=\alpha_{j}$ and $j<i$ implies that $w(j)<w(i)$, a contradiction.

For $1 \leq i \leq k$, we have $\xi_{i}(\alpha)=\kappa\left[d-\#\left\{j: \alpha_{j}>\alpha_{i}\right\}-\#\left\{j: j<i ; \alpha_{j}=\alpha_{i}\right\}\right]+$ $\alpha_{i}+1=[d-w(i)+1] \kappa+\lambda_{w(i)}+1=[d-w(i)+1] \kappa+\mu_{w(i)}$. Thus

$$
\begin{aligned}
& \prod_{i=1}^{k} {\left[\xi_{i}(\alpha)-\kappa+\kappa^{\prime}-\frac{1}{2}\right]\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\lambda} } \\
&=\prod_{i=1}^{k}\left([d-w(i)] \kappa+\kappa^{\prime}+\mu_{w(i)}-\frac{1}{2}\right) \prod_{i=1}^{d}\left([d-w(i)] \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\lambda_{w(i)}} \\
& \quad=\prod_{i=1}^{k}\left([d-w(i)] \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\mu_{w(i)}} \prod_{i=k+1}^{d}\left([d-w(i)] \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\lambda_{w(i)}} \\
& \quad=\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\mu} .
\end{aligned}
$$

This completes the proof.
Example 11.3.11 To illustrate the construction of $w$ in the above proof, let $\beta=$ $(7,5,7,2,6,8)$; then $\alpha=e(\beta)=(3,2,3,1,3,4), \lambda=\alpha^{+}=(4,3,3,3,2,1), \mu=$ $o(\beta)^{+}=(4,4,4,3,3,1)$ and

$$
w=\left(\begin{array}{llllll}
1 & 2 & 3 & 4 & 5 & 6 \\
2 & 5 & 3 & 6 & 4 & 1
\end{array}\right)
$$

using the standard notation for permutations.
We turn now to the Selberg-Macdonald integral and use the same techniques as in the type- $A$ case. The alternating polynomial for $S_{d}$, namely

$$
a_{B}(x)=\prod_{1 \leq i<j \leq d}\left(x_{i}^{2}-x_{j}^{2}\right)=a(y),
$$

plays a key role in these calculations. For the type- $B$ inner product the value of $\left\langle a_{B}, a_{B}\right\rangle_{B}$ shows the effect of changing $\kappa$ to $\kappa+1$. Also, $a_{B}$ is $h$-harmonic because $\Delta_{h} a_{B}$ is (under the action of $\sigma_{i j}$ or $\tau_{i j}$ ) a skew polynomial of degree $2\binom{d}{2}-2$, hence 0 (note that $\Delta_{h}=\sum_{i=1}^{d} \mathscr{D}_{i}^{2}$ ). As before, let

$$
\delta=(d-1, d-2, \ldots, 1,0) \in \mathbb{N}_{0}^{d, P}
$$

then $a_{B}$ is the unique skew element of $\operatorname{span}\left\{w \zeta_{\delta}: w \in W_{d}\right\}$ and $a=a_{\delta}$ in Definition 10.4.9). Thus the previous results will give the values of $\left\langle a_{B}, a_{B}\right\rangle_{B}$.

Recall that, for $f, g \in \Pi^{d}$ (Theorem 7.2.7),

$$
\begin{aligned}
\langle f, g\rangle_{B}= & (2 \pi)^{-d / 2} b\left(\kappa, \kappa^{\prime}\right) \\
& \times \int_{\mathbb{R}^{d}}\left(\mathrm{e}^{-\Delta_{h} / 2} f\right)\left(\mathrm{e}^{-\Delta_{h} / 2} g\right) \prod_{i=1}^{d}\left|x_{i}\right|^{2 \kappa^{\prime}}\left|a_{B}(x)\right|^{2 \kappa} \mathrm{e}^{-\|x\|^{2} / 2} \mathrm{~d} x,
\end{aligned}
$$

where the normalizing constant $b\left(\kappa, \kappa^{\prime}\right)$ satisfies $\langle 1,1\rangle_{B}=1$. Since $\mathrm{e}^{-\Delta_{h} / 2} a_{B}=a_{B}$ the following holds (note that $2|\boldsymbol{\delta}|=d(d-1)$ ).

Theorem 11.3.12 We have $\left\langle a_{B}, a_{B}\right\rangle_{B}=2^{d(d-1)} d!(d \kappa+1)_{\delta}\left((d-1) \kappa+\kappa^{\prime}+\right.$ $\left.\frac{1}{2}\right)_{\delta}$ and, for $\kappa, \kappa^{\prime} \geq 0$,

$$
\begin{aligned}
b\left(\kappa, \kappa^{\prime}\right)^{-1} & =(2 \pi)^{-d / 2} \int_{\mathbb{R}^{d}} \prod_{i=1}^{d}\left|x_{i}\right|^{2 \kappa^{\prime}} \prod_{1 \leq i<j \leq d}\left|x_{i}^{2}-x_{j}^{2}\right|^{2 \kappa} \mathrm{e}^{-\|x\|^{2} / 2} \mathrm{~d} x \\
& =2^{d\left[(d-1) \kappa+\kappa^{\prime}\right]} \frac{\Gamma\left(\kappa^{\prime}+\frac{1}{2}\right)}{\pi^{d / 2} \Gamma(\kappa+1)^{d-1}} \prod_{j=2}^{d} \Gamma(j \kappa+1) \Gamma\left((j-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right) .
\end{aligned}
$$

Proof Using the same method as in the proof of Theorem 10.6.17, and by Theorem 11.3.8,

$$
\begin{aligned}
\left\langle a_{B}, a_{B}\right\rangle_{B} & =2^{d(d-1)} d!\mathscr{E}_{-}\left(\delta^{R}\right)(d \kappa+1)_{\delta}\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\delta} \frac{h(\delta, \kappa+1)}{h(\delta, 1)} \\
& =2^{d(d-1)} d!(d \kappa+1)_{\delta}\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\delta}
\end{aligned}
$$

Further,

$$
\begin{aligned}
b\left(\kappa+1, \kappa^{\prime}\right)^{-1} & =(2 \pi)^{-d / 2} \int_{\mathbb{R}^{d}} \prod_{i=1}^{d}\left|x_{i}\right|^{2 \kappa^{\prime}} \prod_{i<j}\left|x_{i}^{2}-x_{j}^{2}\right|^{2 \kappa+2} \mathrm{e}^{-\|x\|^{2} / 2} \mathrm{~d} x \\
& =b\left(\kappa, \kappa^{\prime}\right)^{-1}\left\langle a_{B}, a_{B}\right\rangle_{B}
\end{aligned}
$$

From the proof of Theorem 10.6.17 we have

$$
\prod_{j=2}^{d} \frac{\Gamma(j \kappa+1)}{\Gamma(\kappa+1)} d!(d \kappa+1)_{\delta}=\prod_{j=2}^{d} \frac{\Gamma(j \kappa+j+1)}{\Gamma(\kappa+2)}
$$

Also,

$$
\prod_{j=2}^{d} \Gamma\left((j-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\delta}=\prod_{j=2}^{d} \Gamma\left((j-1)(\kappa+1)+\kappa^{\prime}+\frac{1}{2}\right)
$$

and

$$
b\left(0, \kappa^{\prime}\right)^{-1}=(2 \pi)^{-d / 2} \int_{\mathbb{R}^{d}} \prod_{i=1}^{d}\left|x_{i}\right|^{2 \kappa^{\prime}} \mathrm{e}^{-\|x\|^{2} / 2} \mathrm{~d} x=\left(2^{\kappa^{\prime}} \frac{\Gamma\left(\kappa^{\prime}+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}\right)}\right)^{d}
$$

by an elementary calculation. We will use the same technique as in the type $A$ case, first converting the integral to one over the sphere $S^{d-1}$, a compact set. Let $\gamma=\kappa d(d-1)+\kappa^{\prime} d$. Using spherical polar coordinates,

$$
\begin{aligned}
& (2 \pi)^{-d / 2} \int_{\mathbb{R}^{d}} \prod_{i=1}^{d}\left|x_{i}\right|^{2 \kappa^{\prime}} \prod_{i<j}\left|x_{i}^{2}-x_{j}^{2}\right|^{2 \kappa} \mathrm{e}^{-\|x\|^{2} / 2} \mathrm{~d} x \\
& \quad=2^{\gamma} \sigma_{d-1}^{-1} \frac{\Gamma\left(\frac{d}{2}+\gamma\right)}{\Gamma\left(\frac{d}{2}\right)} \int_{S^{d-1}} \prod_{i=1}^{d}\left|x_{i}\right|^{2 \kappa^{\prime}} \prod_{i<j}\left|x_{i}^{2}-x_{j}^{2}\right|^{2 \kappa} \mathrm{~d} \omega(x) ;
\end{aligned}
$$

the normalizing constant (see (4.1.3)) satisfies $\sigma_{d-1}^{-1} \int_{S^{d-1}} \mathrm{~d} \omega=1$. Fix $\kappa^{\prime} \geq 0$ and define the analytic function

$$
\begin{aligned}
\phi(\kappa)=\Gamma\left(d \left[(d-1) \kappa+\kappa^{\prime}\right.\right. & \left.\left.+\frac{1}{2}\right]\right) \prod_{j=1}^{d}\left(\frac{\Gamma(\kappa+1) \Gamma\left(\frac{1}{2}\right)}{\Gamma(j \kappa+1) \Gamma\left((j-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)}\right. \\
& \left.\times \frac{\sigma_{d-1}^{-1}}{\Gamma\left(\frac{d}{2}\right)} \int_{S^{d-1}} \prod_{i=1}^{d}\left|x_{i}\right|^{2 \kappa^{\prime}} \prod_{i<j}\left|x_{i}^{2}-x_{j}^{2}\right|^{2 \kappa} \mathrm{~d} \omega(x)\right) .
\end{aligned}
$$

The formula for $b\left(\kappa, \kappa^{\prime}\right) / b\left(\kappa+1, \kappa^{\prime}\right)$ shows that $\phi(\kappa+1)=\phi(\kappa)$ and also, that $\phi(0)=1$. By analytic continuation $\phi$ is entire and periodic. On the strip $\{\kappa: 1 \leq$ $\operatorname{Re} \kappa \leq 2\}$ the factors of $\phi$ in the second line are uniformly bounded. Apply the asymptotic formula (from the proof of Theorem 10.6.17), valid in $-\pi<\arg \kappa<\pi$ and $a, b>0$,

$$
\begin{aligned}
\log \Gamma(a \kappa+b)= & a \kappa(\log \kappa+\log a-1) \\
& +\left(b-\frac{1}{2}\right)(\log \kappa+\log a)+\frac{1}{2} \log (2 \pi)+O\left(|z|^{-1}\right)
\end{aligned}
$$

to the first line of the expression for $\phi(\kappa)$ :

$$
\begin{aligned}
& \log \Gamma\left(d\left[(d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right]\right)+(d-1) \log \Gamma(\kappa+1) \\
& -\sum_{j=2}^{d} \log \Gamma(j \kappa+1)+d \log \Gamma\left(\frac{1}{2}\right)-\sum_{j=0}^{d-1} \log \Gamma\left(j \kappa+\kappa^{\prime}+\frac{1}{2}\right) \\
& =\left[d(d-1) \kappa+d \kappa^{\prime}+\frac{d-1}{2}\right] \log [d(d-1)]-\sum_{j=2}^{d}\left(j \kappa+\frac{1}{2}\right) \log j \\
& \quad-\sum_{j=1}^{d-1}\left(j \kappa+\kappa^{\prime}\right) \log j-\frac{d-2}{2} \log (2 \pi)-\log \Gamma\left(\kappa^{\prime}+\frac{1}{2}\right)+\frac{d}{2} \log \pi \\
& \quad+\kappa\left(d(d-1)+(d-1)-\sum_{j=2}^{d} j-\sum_{j=1}^{d-1} j\right)(\log \kappa-1) \\
& \quad+\left(d \kappa^{\prime}+\frac{d-1}{2}+\frac{d-1}{2}-\frac{d-1}{2}-(d-1) \kappa^{\prime}\right) \log \kappa+O\left(|\kappa|^{-1}\right) \\
& = \\
& C_{1}\left(d, \kappa^{\prime}\right)+C_{2}(d) \kappa+\left(\kappa^{\prime}+\frac{d-1}{2}\right) \log \kappa+O\left(|\kappa|^{-1}\right),
\end{aligned}
$$

where $C_{1}, C_{2}$ are real constants depending on $d, \kappa^{\prime}$. Therefore, in the strip $\{\kappa$ : $1 \leq \operatorname{Re} \kappa \leq 2\}$, we have $\phi(\kappa)=O\left(|\kappa|^{\kappa^{\prime}+(d-1) / 2}\right)$. By periodicity the same bound applies for all $\kappa$, implying that $\phi$ is a periodic polynomial and hence constant. This proves the formula for $b\left(\kappa, \kappa^{\prime}\right)$.

Note that the most important part of the above asymptotic calculation was to show that the coefficient of $\kappa \log \kappa$ is zero. The value of the integral in Theorem 11.3.12 is the type $B$ case of a general result for root systems of Macdonald [1982]; it was conjectured by Mehta [1991] yet turned out to be a limiting
case of Selberg's integral (an older result, Selberg [1944]). The proof given here could be said to be almost purely algebraic but, of course, it does use asymptotics for the gamma function and some elementary entire-function theory.

### 11.4 Generalized Binomial Coefficients

The use of generalized binomial coefficients exploits the facts that the vector $(1,1, \ldots, 1) \in \mathbb{R}^{d}$ is invariant under $S^{d}$, or equivalently, orthogonal to all the roots $\varepsilon_{i}-\varepsilon_{j}, i<j$, and that $\sum_{i=1}^{d} \mathscr{D}_{i}^{A}=\sum_{i=1}^{d} \partial / \partial y_{i}$. For consistency, we will continue to use $y$ as the variable involved in type- $A$ actions. Baker and Forrester [1998] introduced the concept, motivated by the binomial coefficients previously defined in connection with the Jack polynomials.

Definition 11.4.1 For $\alpha, \beta \in \mathbb{N}_{0}^{d}$ and parameter $\kappa \geq 0$, the binomial coefficient $\binom{\alpha}{\beta}_{K}$ is defined by the expansion

$$
\frac{\zeta_{\alpha}\left(y+\mathbf{1}^{d}\right)}{\zeta_{\alpha}\left(\mathbf{1}^{d}\right)}=\sum_{\beta}\binom{\alpha}{\beta}_{\kappa} \frac{\zeta_{\beta}(y)}{\zeta_{\beta}\left(\mathbf{1}^{d}\right)} .
$$

We will show that $\binom{\alpha}{\beta}_{\kappa}=0$ unless $\alpha^{+} \supseteq \beta^{+}$(this ordering on partitions means the inclusion of Ferrers diagrams, that is, $\alpha_{i}^{+} \geq \beta_{i}^{+}$for $1 \leq i \leq d$ ). Also, there is a recurrence relation which needs only the values of $\binom{\alpha}{\beta}_{\kappa}$ at $|\beta|=|\alpha|-1$ at the start (however, even these are complicated to obtain; no general formula is as yet available). Ordinary calculus and homogeneity properties provide some elementary identities. Of course, when $\kappa=0$ the polynomials $\zeta_{\alpha}$ reduce to $y^{\alpha}$ and $\binom{\alpha}{\beta}_{0}=\prod_{i=1}^{d}\binom{\alpha_{i}}{\beta_{i}}$, a product of ordinary binomial coefficients.

Proposition 11.4.2 For $\alpha \in \mathbb{N}_{0}^{d}$ and $\kappa \geq 0, s \in \mathbb{R}, j \in \mathbb{N}_{0}$,

$$
\frac{\zeta_{\alpha}\left(y+s \mathbf{1}^{d}\right)}{\zeta_{\alpha}\left(\mathbf{1}^{d}\right)}=\sum_{\beta}\binom{\alpha}{\beta}_{\kappa} s^{|\alpha|-|\beta|} \frac{\zeta_{\beta}(y)}{\zeta_{\beta}\left(\mathbf{1}^{d}\right)}
$$

and

$$
\left(\sum_{i=1}^{d} \mathscr{D}_{i}^{A}\right)^{j} \zeta_{\alpha}(y)=j!\sum_{|\beta|=|\alpha|-j}\binom{\alpha}{\beta}_{\kappa} \frac{\zeta_{\alpha}\left(\mathbf{1}^{d}\right)}{\zeta_{\beta}\left(\mathbf{1}^{d}\right)} \zeta_{\beta}(y) .
$$

Proof For the first part, suppose $s \neq 0$; then $s^{-|\alpha|} \zeta_{\alpha}\left(y+s \mathbf{1}^{d}\right)=\zeta_{\alpha}\left(s^{-1} y+\mathbf{1}^{d}\right)$. In Definition 11.4.1 replace $y$ by $s^{-1} y$ and observe that $\zeta_{\beta}$ is homogeneous of degree $|\beta|$. Consider the first equation as a Taylor's series in $s$ at $s=0$; then

$$
\frac{\partial}{\partial s}=\sum_{i=1}^{d} \frac{\partial}{\partial y_{i}}=\sum_{i=1}^{d} \mathscr{D}_{i}^{A}
$$

Proposition 11.4.3 For $\alpha, \beta \in \mathbb{N}_{0}^{d}, \kappa \geq 0$ and $|\beta|<m<|\alpha|$,

$$
\binom{\alpha}{\beta}_{\kappa}\binom{|\alpha|-|\beta|}{m-|\beta|}=\sum_{|\gamma|=m}\binom{\alpha}{\gamma}_{\kappa}\binom{\gamma}{\beta}_{\kappa}
$$

Proof For arbitrary $s, t \in \mathbf{R}$,

$$
\begin{aligned}
\sum_{\beta}\binom{\alpha}{\beta}_{\kappa}(s+t)^{|\alpha|-|\beta|} \frac{\zeta_{\beta}(y)}{\zeta_{\beta}\left(\mathbf{1}^{d}\right)} & =\frac{\zeta_{\alpha}\left(y+(s+t) \mathbf{1}^{d}\right)}{\zeta_{\alpha}\left(\mathbf{1}^{d}\right)} \\
& =\sum_{\gamma}\binom{\alpha}{\gamma}_{\kappa}^{|\alpha|-|\gamma|} \frac{\zeta_{\gamma}\left(y+s \mathbf{1}^{d}\right)}{\zeta_{\gamma}\left(\mathbf{1}^{d}\right)} \\
& =\sum_{\gamma} \sum_{\beta}\binom{\alpha}{\gamma}_{\kappa}\binom{\gamma}{\beta}_{\kappa} t^{|\alpha|-|\gamma| S^{|\gamma|-|\beta|}} \frac{\zeta_{\beta}(y)}{\zeta_{\beta}\left(\mathbf{1}^{d}\right)} .
\end{aligned}
$$

The coefficient of $s^{m-|\beta|_{t}|\alpha|-m}$ in the equations gives the claimed formula.
This shows that the investigation of $\binom{\alpha}{\beta}_{\kappa}$ begins by setting $|\beta|=|\alpha|-1$, that is, by using the expansion of $\sum_{i=1}^{d} \mathscr{D}_{i}^{A} \zeta_{\alpha}$. The relevance of the binomial coefficients lies in the computation of the type $B$ Hermite polynomials $\mathrm{e}^{-\Delta_{h} / 2} x_{E} \zeta_{\lambda}(y)$ (where $E=\{j: 1 \leq j \leq k\}$ for some $k$ ).

Proposition 11.4.4 For $\alpha \in \mathbb{N}_{0}^{d}$ and $\kappa \geq 0, j \in \mathbb{N}_{0}$,

$$
\left(\sum_{i=1}^{d} y_{i}\right)^{j} \zeta_{\alpha}(y)=j!\sum_{|\beta|=|\alpha|+j}\binom{\beta}{\alpha}_{\kappa} \frac{\mathscr{E}_{+}(\alpha) h\left(\alpha^{+}, \kappa+1\right)}{\mathscr{E}_{+}(\beta) h\left(\beta^{+}, \kappa+1\right)} \zeta_{\beta}(y)
$$

Proof The adjoint of multiplication by $\left(\sum_{i=1}^{d} y_{i}\right)^{j}$ in the $h$ inner product is $\left(\sum_{i=1}^{d} \mathscr{D}_{i}^{A}\right)^{j}$. In an abstract sense, if $T$ is a linear operator with matrix $M_{\alpha \beta}$, where $T \zeta_{\alpha}=\sum_{\beta} M_{\beta \alpha} \zeta_{\beta}$, then the adjoint $T^{*}$ has matrix

$$
M_{\alpha \beta}^{*}=M_{\beta \alpha} \frac{\left\langle\zeta_{\beta}, \zeta_{\beta}\right\rangle_{h}}{\left\langle\zeta_{\alpha}, \zeta_{\alpha}\right\rangle_{h}}
$$

By Proposition 10.6.5 and Theorem 10.6.6, $\zeta_{\gamma}\left(\mathbf{1}^{d}\right)=\mathscr{E}_{-}(\gamma)(d \kappa+1)_{\gamma^{+}} / h\left(\gamma^{+}, 1\right)$ and $\left\langle\zeta_{\gamma}, \zeta_{\gamma}\right\rangle_{h}=\mathscr{E}_{+}(\gamma) \mathscr{E}_{-}(\gamma)(d \kappa+1)_{\gamma^{+}} h\left(\gamma^{+}, \kappa+1\right) / h\left(\gamma^{+}, 1\right)$ for any $\gamma \in \mathbb{N}_{0}^{d}$.

In the $B$ inner product the adjoint of multiplication by $\left(\sum_{i=1}^{d} y_{i}\right)^{j}=\left(\sum_{i=1}^{d} x_{i}^{2}\right)^{j}$ is $\Delta_{h}^{j}$. For $\gamma \in \mathbb{N}_{0}^{d}$ and $0 \leq k \leq d$, let

$$
\begin{aligned}
E_{k} & =\{j: 1 \leq j \leq k\} \\
\eta_{k} & =\sum_{i=1}^{k} \varepsilon_{i}=(1,1, \ldots, 1,0, \ldots, 0)
\end{aligned}
$$

Proposition 11.4.5 For $\alpha \in \mathbb{N}_{0}^{d}$ and $\kappa \geq 0, j \in \mathbb{N}_{0}, 0 \leq k \leq d$,

$$
\begin{aligned}
& \left(4^{j} j!\right)^{-1} \Delta_{h}^{j} x_{E_{k}} \zeta_{\alpha}(y) \\
& \quad=\sum_{|\beta|=|\alpha|-j}\left[\binom{\alpha}{\beta}_{\kappa} \frac{(d \kappa+1)_{\alpha^{+}}\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\left(\alpha+\eta_{k}\right)^{+}} h(\beta, 1)}{(d \kappa+1)_{\beta^{+}}\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\left(\beta+\eta_{k}\right)^{+}} h(\alpha, 1)} x_{E_{k}} \zeta_{\beta}(y)\right] .
\end{aligned}
$$

Proof We use the adjoint formula from Proposition 11.4.4. From Theorem 11.3.10, for any $\gamma \in \mathbb{N}_{0}^{d}$,

$$
\begin{aligned}
& \left\langle x_{E_{k}} \zeta_{\gamma}(y), x_{E_{k}} \zeta_{\gamma}(y)\right\rangle_{B} \\
& \quad=2^{2|\gamma|+k}(d \kappa+1)_{\gamma^{+}}\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\left(\gamma+\eta_{k}\right)^{+}} \frac{h(\gamma, \kappa+1)}{h(\gamma, 1)} .
\end{aligned}
$$

This proves the formula.

Corollary 11.4.6 For $\alpha \in \mathbb{N}_{0}^{d}$ and $|\alpha|=m$, the lowest-degree term in the expression $\mathrm{e}^{-\Delta_{h} / 2} x_{E_{k}} \zeta_{\alpha}(y)$ is

$$
\begin{aligned}
& \frac{\left(-\frac{1}{2} \Delta_{h}\right)^{m}}{m!} x_{E_{k}} \zeta_{\alpha}(y) \\
& \quad=(-2)^{m}(d \kappa+1)_{\alpha^{+}} \frac{\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\left(\alpha+\eta_{k}\right)^{+}}}{\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\eta_{k}}} \frac{\mathscr{E}_{-}(\alpha)}{h\left(\alpha^{+}, 1\right)} x_{E_{k}} \\
& \quad=(-2)^{m} \frac{\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{\left(\alpha+\eta_{k}\right)^{+}}}{\prod_{i=1}^{k}\left[(d-i) \kappa+\kappa^{\prime}+\frac{1}{2}\right]} x_{E_{k}} \zeta_{\alpha}\left(\mathbf{1}^{d}\right) .
\end{aligned}
$$

Proof It is clear from the definition that $\binom{\alpha}{\mathbf{0}}_{\kappa}=1$, where $\mathbf{0} \in \mathbb{N}_{0}^{d}$. Further, $\zeta_{\alpha}\left(\mathbf{1}^{d}\right)=\mathscr{E}_{-}(\alpha)(d \kappa+1)_{\alpha^{+}} / h\left(\alpha^{+}, 1\right)$.

We turn to the problem posed by $\sum_{i=1}^{d} \mathscr{D}_{i}^{A} \zeta_{\alpha}$. Recall from Chapter 8 the definition of the invariant subspace $E_{\lambda}$ associated with $\lambda \in \mathbb{N}_{0}^{d, P}$, namely, $E_{\lambda}=$ $\operatorname{span}\left\{w \zeta_{\lambda}: w \in S_{d}\right\}=\operatorname{span}\left\{\zeta_{\alpha}: \alpha^{+}=\lambda\right\}$. This space is invariant under $S_{d}$ and the operators $\mathscr{D}_{i}^{A} y_{i}$. Also recall, from Section 10.8, the intertwining operator $V$, with $\mathscr{D}_{i}^{A} V=V \partial / \partial y_{i}$, and the utility operator $\xi$, where $\xi p_{\alpha}=y^{\alpha} / \alpha!$.

Theorem 11.4.7 For $\lambda \in \mathbb{N}_{0}^{d, P}$, if $q(y) \in E_{\lambda}$ and $1 \leq i \leq d$ then

$$
\mathscr{D}_{i}^{A} q=\sum_{\lambda_{j}>\lambda_{j+1}}\left((d-j+1) \kappa+\lambda_{j}\right) q_{j},
$$

where $q_{j} \in E_{\lambda-\varepsilon_{j}}$ and $\mathscr{D}_{i}^{A} \rho_{i} q_{j}=\left(\xi_{j}(\lambda)-1\right) q_{j}$, for $j$ such that $\lambda_{j}>\lambda_{j+1}$.
Proof Expand $q$ in the $p$-basis; then $q=\rho_{i} g+q_{0}$, where $\mathscr{D}_{i}^{A} q_{0}=0$. This is obtained by setting $q_{0}$ as the part of the expansion in which all appearing $p_{\alpha}$
have $\alpha_{i}=0$ (and in $\rho_{i} g$ each term $p_{\alpha}$ has $\alpha_{i} \geq 1$, by the definition of $\rho_{i}$ ). Expand $g$ as a sum $\Sigma_{\mu} g_{\mu}$ of projections onto $E_{\mu}$ with $|\mu|=|\lambda|-1$, that is,

$$
q=\rho_{i} \sum_{\mu} g_{\mu}+q_{0}, \quad \mathscr{D}_{i}^{A} q=\mathscr{D}_{i}^{A} \rho_{i} \sum_{\mu} g_{\mu} .
$$

Apply $V \xi$ to both sides of the first equation. It was shown in Section 10.8 that $V \xi$ is scalar on each $E_{\mu}$ with eigenvalue $1 /(d \kappa+1)_{\mu}$. Also, $\left(\partial / \partial y_{i}\right) \xi_{p_{\alpha}}(y)=0$ if $\alpha_{i}=0$ and $\left(\partial / \partial y_{i}\right) \xi p_{\alpha}(y)=\xi p_{\alpha-\varepsilon_{i}}$ if $\alpha_{i} \geq 1$. Thus $\left[1 /(d \kappa+1)_{\lambda}\right] \mathscr{D}_{i}^{A} q=$ $\mathscr{D}_{i}^{A} V \xi q=V\left(\partial / \partial y_{i}\right) \xi\left(\rho_{i} \Sigma_{\mu} g_{\mu}+q_{0}\right)=V \xi \sum_{\mu} g_{\mu}=\sum_{\mu}\left[1 /(d \kappa+1)_{\mu}\right] g_{\mu}$, and so

$$
\mathscr{D}_{i}^{A} q=\sum_{\mu} \frac{(d \kappa+1)_{\lambda}}{(d \kappa+1)_{\mu}} g_{\mu}=\sum_{\mu} \mathscr{D}_{i}^{A} \rho_{i} g_{\mu} .
$$

Since each $E_{\mu}$ is invariant under $\mathscr{D}_{i}^{A} \rho_{i}$, this shows that $g_{\mu}$ is an eigenfunction of $\mathscr{D}_{i}^{A} \rho_{i}$ with eigenvalue $(d \kappa+1)_{\lambda} /(d \kappa+1)_{\mu}$. The eigenvalues of $\mathscr{D}_{i}^{A} \rho_{i}=$ $(1, i) \mathscr{D}_{1}^{A} \rho_{1}(1, i)$ are the same as those of $\mathscr{U}_{1}^{A}=\mathscr{D}_{1}^{A} \rho_{1}$, namely, $\xi_{1}(\alpha)$ for $\alpha \in \mathbb{N}_{0}^{d}$; additionally, each eigenvalue is a linear polynomial in $d$ (and for fixed $\zeta_{\alpha} \in E_{\mu}$, that is, $\alpha^{+}=\mu$, the coefficients of $\zeta_{\alpha}$ in the $p$-basis are independent of $d$, where $\alpha_{s}=0$ for all $s>k$ and $d \geq k$ ), so we conclude that $(d \kappa+1)_{\mu}$ is a factor of $(d \kappa+1)_{\lambda}$ as a polynomial in $d$. This implies that $\mu_{j} \leq \lambda_{j}$ for each $j$. Combine this with the restriction that $\mu \in \mathbb{N}_{0}^{d, P}$ and $|\mu|=|\lambda|-1$ to show that $\mu=\lambda-\varepsilon_{j}$ for some $j$ with $\lambda_{j}>\lambda_{j+1}$; this includes the possibility that $\lambda_{d}>0$. Also,

$$
\frac{(d \kappa+1)_{\lambda}}{(d \kappa+1)_{\lambda-\varepsilon_{j}}}=(d-j+1) \kappa+\lambda_{j}=\xi_{j}(\lambda)-1
$$

Corollary 11.4.8 For $\alpha, \beta \in \mathbb{N}_{0}^{d}$ and $\kappa \geq 0,\binom{\alpha}{\beta}_{\kappa} \neq 0$ implies that $\alpha^{+} \supseteq \beta^{+}$.
Proof Theorem 11.4.7 shows that $\binom{\alpha}{\beta}_{\kappa} \neq 0$ and $|\beta|=|\alpha|-1$ implies that $\beta^{+}=$ $\alpha^{+}-\varepsilon_{j}$ for some $j$ with $\alpha_{j}^{+}>\alpha_{j+1}^{+}$, that is, $\alpha^{+} \supseteq \beta^{+}$. Propositions 11.4.2 and 11.4.3 and an inductive argument finish the proof.

Next we consider a stronger statement that can be made about the expression $\sum_{i=1}^{d} \mathscr{D}_{i}^{A} \zeta_{\lambda}$ for $\lambda \in \mathbb{N}_{0}^{d, P}$. The following is a slight modification of Lemma 10.5.3.

Lemma 11.4.9 For $\alpha \in \mathbb{N}_{0}^{d}$ and $1 \leq i, k \leq d$ the following hold:
if $i<k$ then

$$
\left(\mathscr{D}_{i}^{A} \rho_{i}-\kappa \sum_{j<i}(j, i)-\kappa(i, k)\right) \mathscr{D}_{k}^{A} \zeta_{\alpha}=\xi_{i}(\alpha) \mathscr{D}_{k}^{A} \zeta_{\alpha}
$$

if $i>k$ then

$$
\mathscr{U}_{i}^{A} \mathscr{D}_{k}^{A} \zeta_{\alpha}=\xi_{i}(\alpha) \mathscr{D}_{k}^{A} \zeta_{\alpha}+\kappa(k, i) \mathscr{D}_{i}^{A} \zeta_{\alpha} .
$$

## Further,

$$
\mathscr{D}_{k}^{A} \rho_{k} \mathscr{D}_{k}^{A} \zeta_{\alpha}=\left[\xi_{k}(\alpha)-1\right] \mathscr{D}_{k}^{A} \zeta_{\alpha}-\kappa \sum_{j>k}(k, j) \mathscr{D}_{j}^{A} \zeta_{\alpha}
$$

Proof The case $i<k$ is part (i) of Lemma 10.5.3. For $i>k$, we have

$$
\mathscr{D}_{i}^{A} \rho_{i} \mathscr{D}_{k}^{A} \zeta_{\alpha}=\mathscr{D}_{k}^{A} \mathscr{D}_{i}^{A} \rho_{i} \zeta_{\alpha}+\kappa(i, k) \mathscr{D}_{k}^{A} \zeta_{\alpha}
$$

and

$$
-\kappa \sum_{j<i}(j, i) \mathscr{D}_{k}^{A} \zeta_{\alpha}=-\kappa \mathscr{D}_{k}^{A} \sum_{j<i, j \neq k}(j, i) \zeta_{\alpha}-\kappa(k, i) \mathscr{D}_{k}^{A} \zeta_{\alpha}
$$

Add the two equations to obtain

$$
\begin{aligned}
\mathscr{U}_{i}^{A} \mathscr{D}_{k}^{A} \zeta_{\alpha} & =\mathscr{D}_{k}^{A}\left(\mathscr{D}_{i}^{A} \rho_{i}-\kappa \sum_{j<i, j \neq k}(j, i)\right) \zeta_{\alpha} \\
& =\mathscr{D}_{k}^{A} \mathscr{U}_{i}^{A} \zeta_{\alpha}+\kappa \mathscr{D}_{k}^{A}(k, i) \zeta_{\alpha} .
\end{aligned}
$$

This proves the second part.
Finally, $\mathscr{D}_{k}^{A} \rho_{k} \mathscr{D}_{k}^{A} \zeta_{\alpha}=\mathscr{D}_{k}^{A}\left[\mathscr{D}_{k}^{A} \rho_{k}-\kappa \sum_{j \neq k}(j, k)-1\right] \zeta_{\alpha}=\mathscr{D}_{k}^{A}\left(\mathscr{U}_{k}^{A}-1\right) \zeta_{\alpha}-$ $\kappa \mathscr{D}_{k}^{A} \sum_{j>k}(j, k) \zeta_{\alpha}$ and $\mathscr{D}_{k}^{A}(j, k)=(j, k) \mathscr{D}_{j}^{A}$.

It is convenient in the following to have a notation for projections. For $\mu \in$ $\mathbb{N}_{0}^{d, P}$, denote the orthogonal projection of $f(y) \in \Pi^{d}$ onto $E_{\mu}$ by $\pi(\mu) f$, so that

$$
f=\sum_{\mu} \pi(\mu) f \quad \text { and } \quad \pi(\mu) f \in E_{\mu}
$$

The formulae in Lemma 11.4 .9 can be applied to the projections $\pi\left(\lambda-\varepsilon_{j}\right)$ of $\mathscr{D}_{k}^{A} \zeta_{\alpha}$, for $\lambda=\alpha^{+}$and $\lambda_{j}>\lambda_{j+1}$, because $E_{\lambda-\varepsilon_{j}}$ is invariant under $\mathscr{D}_{i}^{A} \rho_{i}$ and elements of $S_{d}$.

Proposition 11.4.10 For $\lambda \in \mathbb{N}_{0}^{d, P}$, if $1 \leq j<k$ and $\lambda_{j}>\lambda_{j+1}$ then we have $\pi\left(\lambda-\varepsilon_{j}\right) \mathscr{D}_{k}^{A} \zeta_{\lambda}=0$.

Proof Let $g=\pi\left(\lambda-\varepsilon_{j}\right) \mathscr{D}_{k}^{A} \zeta_{\lambda}$. By Lemma 11.4.9, [ $\mathscr{D}_{i}^{A} \rho_{i}-\kappa \sum_{j<i}(j, i)-$ $\kappa(i, k)] g=\xi_{i}(\lambda) g$ for all $i<k$. The operators on the left-hand side can be expressed as $w^{-1} \mathscr{U}_{i+1}^{A} w$ for the cyclic permutation $w=(1,2, \ldots, k) \in S_{d}$, with eigenvalues drawn from $\left\{\xi_{s}\left(\lambda-\varepsilon_{j}\right): 1 \leq s \leq d\right\}$ on the space $E_{\lambda-\varepsilon_{j}}$. These eigenvalues are $\xi_{1}(\lambda), \xi_{2}(\lambda), \ldots, \xi_{j}(\lambda)-1, \ldots, \xi_{k}(\lambda), \ldots ; \xi_{j}(\lambda)$ does not appear in this list, hence $g=0$.

Note that this argument uses the fact that $\lambda$ is a partition in a crucial way.
Lemma 11.4.11 For $\lambda \in \mathbb{N}_{0}^{d, P}, \lambda_{j}>\lambda_{j+1}$ and $k \leq j$, let $g_{k}=\pi\left(\lambda-\varepsilon_{j}\right) \mathscr{D}_{k}^{A} \zeta_{\lambda}$. Then

$$
\begin{aligned}
&\left(\mathscr{D}_{i}^{A} \rho_{i}-\kappa \sum_{s<i}(s, i)-\kappa(i, k)\right) g_{k}=\xi_{i}(\lambda) g_{k} \quad \text { for } i<k ; \\
& \mathscr{D}_{k}^{A} \rho_{k} g_{k}=\left[\xi_{k}(\lambda)-1\right] g_{k}-\kappa \sum_{i=k+1}^{j}(k, i) g_{i} ; \\
& \mathscr{U}_{i}^{A} g_{k}=\xi_{i}(\lambda) g_{k}+\kappa(k, i) g_{i} \quad \text { for } k<i \leq j \\
& \mathscr{U}_{i}^{A} g_{k}=\xi_{i}(\lambda) g_{k} \quad \text { for } i>j .
\end{aligned}
$$

Proof This proceeds by an application of the projection $\pi\left(\lambda-\varepsilon_{j}\right)$ to each formula in Lemma 11.4.9 in combination with the fact that $\pi\left(\lambda-\varepsilon_{j}\right) \mathscr{D}_{i}^{A} \zeta_{\lambda}=0$ for $j<i$ (Proposition 11.4.10).

As in Definition 10.5.1, let $\theta_{j}=(1,2)(2,3) \cdots(j-1, j) \in S_{d}$. The following has almost the same proof as Theorem 10.5.5.

Proposition 11.4.12 For $\lambda \in \mathbb{N}_{0}^{d, P}$ and $\lambda_{j}>\lambda_{j+1}$, set

$$
\tilde{\lambda}=\left(\lambda_{j}-1, \lambda_{1}, \ldots, \lambda_{j-1}, \lambda_{j+1}, \ldots\right)
$$

then

$$
\pi\left(\lambda-\varepsilon_{j}\right) \mathscr{D}_{j}^{A} \zeta_{\lambda}=\left[(d-j+1) \kappa+\lambda_{j}\right] \theta_{j}^{-1} \zeta_{\tilde{\lambda}} .
$$

Proof Let $g=\pi\left(\lambda-\varepsilon_{j}\right) \mathscr{D}_{j}^{A} \zeta_{\lambda}$. By Lemma 11.4.11, $g$ satisfies the following:

$$
\begin{aligned}
\left(\mathscr{D}_{i}^{A} \rho_{i}-\kappa \sum_{s<i}(s, i)-\kappa(i, k)\right) g & =\xi_{i}(\lambda) g, \quad \text { for } i<j ; \\
\mathscr{D}_{j}^{A} \rho_{j} g & =\left[\xi_{j}(\lambda)-1\right] g, \\
\mathscr{U}_{i}^{A} g & =\xi_{i}(\lambda) g \quad \text { for } i>j
\end{aligned}
$$

Just as in Lemma 10.5.3, these equations show that $\theta_{j} g$ is a scalar multiple of $\zeta_{\tilde{\lambda}}$, where the multiple is the coefficient of $p_{\lambda-\varepsilon_{j}}$ in $\mathscr{D}_{j}^{A} \zeta_{\lambda}$. Use Lemma 10.5.4 (the hypothesis $m=\ell(\lambda)$ can be replaced by $\lambda_{j}>\lambda_{j+1}$ ), which implies that $p_{\lambda-\varepsilon_{j}}$ appears with a nonzero coefficient in $\mathscr{D}_{j}^{A} p_{\alpha}$ if one of the following holds: (1) $\alpha=\lambda$, with coefficient $(d-j+1) \kappa+\lambda_{j}$; (2) $\alpha=\lambda+k\left(\varepsilon_{j}-\varepsilon_{i}\right)$ with coefficient $-\kappa$ where $1 \leq k \leq \lambda_{i}-\lambda_{j}$ (this implies that $i>j$ and $\lambda \succ \lambda+k\left(\varepsilon_{j}-\varepsilon_{i}\right)$ or, more precisely, for $k<\lambda_{i}-\lambda_{j}, \lambda \succ\left[\lambda+k\left(\varepsilon_{j}-\varepsilon_{i}\right)\right]^{+}$and for $k=\lambda_{i}-\lambda_{j}, \lambda \succ(i, j) \lambda=$ $\lambda+k\left(\varepsilon_{j}-\varepsilon_{i}\right)$, so this case cannot occur); (3) $\alpha=\lambda+k\left(\varepsilon_{i}-\varepsilon_{j}\right)$ with coefficient $\kappa$ and $1 \leq k \leq \lambda_{j}-\lambda_{i}-1$, thus $\lambda_{i} \leq \lambda_{j}-2$ and $i>j$, but this case cannot occur either, because $\lambda \succ \lambda+k\left(\varepsilon_{i}-\varepsilon_{j}\right)$ when $i>j$.

The part of Lemma 11.4 .11 dealing with $\mathscr{D}_{k}^{A} \rho_{k} g_{k}$ actually contains more information than appears at first glance. It was shown in Theorem 11.4.7 that $\pi\left(\lambda-\varepsilon_{j}\right) \mathscr{D}_{k}^{A} \zeta_{\lambda}$ is an eigenfunction of $\mathscr{D}_{k}^{A} \rho_{k}$ with eigenvalue $\xi_{j}(\lambda)-1$. Thus
the lemma implies that $\left[\xi_{k}(\lambda)-\xi_{j}(\lambda)\right] g_{k}=\kappa \sum_{i=k+1}^{j}(k, i) g_{i}$; but this provides an algorithm for computing $g_{j-1}, g_{j-2}, \ldots, g_{1}$ from $g_{j}$, which was obtained in Proposition 11.4.12.

Algorithm 11.4.13 For $\lambda \in \mathbb{N}_{0}^{d, P}$ and $\lambda_{j}>\lambda_{j+1}$,

$$
\pi\left(\lambda-\varepsilon_{j}\right) \sum_{i=1}^{d} \mathscr{D}_{i}^{A} \zeta_{\lambda}=\left[(d-j+1) \kappa+\lambda_{j}\right] \phi_{j-1}
$$

where

$$
\begin{aligned}
\phi_{1-j} & =\zeta_{\lambda-\varepsilon_{j}}, \\
\phi_{1-i} & =\left((i, i+1)-\frac{\kappa}{\xi_{i}(\lambda)-\xi_{j}(\lambda)+1}\right) \phi_{-i} \quad \text { for } i=j-1, j-2, \ldots, 1, \\
\phi_{i} & =\left((i, i+1)+\frac{\kappa}{\xi_{i}(\lambda)-\xi_{j}(\lambda)}\right) \phi_{i-1} \quad \text { for } i=1,2, \ldots, j-1 .
\end{aligned}
$$

Proof Let $g_{i}=\left[(d-j+1) \kappa+\lambda_{j}\right]^{-1} \pi\left(\lambda-\varepsilon_{j}\right) \mathscr{D}_{i}^{A} \zeta_{\lambda}$; then $g_{i}=0$ for $i>j$ (by Proposition 11.4.10), so we require to show that $\phi_{j-1}=\sum_{i=1}^{j} g_{i}$. Note that these polynomials have been rescaled from those in Lemma 11.4.11, but the same equations hold. For convenience let $b_{i}=\xi_{i}(\lambda)-\xi_{j}(\lambda)=\lambda_{i}-\lambda_{j}+\kappa(j-i), 1 \leq i<j$. Then the lemma shows that

$$
b_{i} g_{i}=\kappa \sum_{s=i+1}^{j}(i, s) g_{s}
$$

By Proposition 11.4.12,

$$
g_{j}=\left(1-\frac{\kappa(1, j)}{b_{1}+1}\right)\left(1-\frac{\kappa(2, j)}{b_{2}+1}\right) \cdots\left(1-\frac{\kappa(j-1, j)}{b_{j-1}+1}\right) \zeta_{\lambda-\varepsilon_{j}} .
$$

Next we show that

$$
\begin{aligned}
g_{i} & =\frac{\kappa}{b_{i}}\left(1+\frac{\kappa}{b_{j-1}}(j-1, j)\right) \cdots\left(1+\frac{\kappa}{b_{i+1}}(i+1, j)\right)(i, j) g_{j}, \\
\sum_{s=i}^{j} g_{s} & =\left(1+\frac{\kappa}{b_{j-1}}(j-1, j)\right)\left(1+\frac{\kappa}{b_{j-2}}(j-2, j)\right) \cdots\left(1+\frac{\kappa}{b_{i}}(i, j)\right) g_{j},
\end{aligned}
$$

arguing inductively for $i=j-1, j-2, \ldots, 1$. The first step, $i=j-1$, follows immediately from Lemma 11.4.11. Suppose that the formulae are valid for $g_{i+1}, \ldots, g_{j}$; then

$$
\begin{aligned}
g_{i} & =\frac{\kappa}{b_{i}} \sum_{s=i+1}^{j}(i, s) g_{s} \\
& =\frac{\kappa}{b_{i}} \sum_{s=i+1}^{j}\left(1+\frac{\kappa}{b_{j-1}}(j-1, j)\right) \cdots\left(1+\frac{\kappa}{b_{s+1}}(s+1, j)\right) \frac{\kappa}{b_{s}}(i, s)(s, j) g_{j}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\kappa}{b_{i}} \sum_{s=i+1}^{j}\left(1+\frac{\kappa}{b_{j-1}}(j-1, j)\right) \cdots\left(1+\frac{\kappa}{b_{s+1}}(s+1, j)\right) \frac{\kappa}{b_{s}}(s, j)(i, j) g_{j} \\
& =\frac{\kappa}{b_{i}}\left(1+\frac{\kappa}{b_{j-1}}(j-1, j)\right) \cdots\left(1+\frac{\kappa}{b_{i+1}}(i+1, j)\right)(i, j) g_{j} .
\end{aligned}
$$

This uses $(s, i)(s, j)=(s, j)(i, j)$; the last step follows using simple algebra (for example, $\left.\left(1+t_{1}\right)\left(1+t_{2}\right)\left(1+t_{3}\right)=1+t_{1}+\left(1+t_{1}\right) t_{2}+\left(1+t_{1}\right)\left(1+t_{2}\right) t_{3}\right)$. The formula for $\sum_{s=i}^{j} g_{s}$ follows easily from that for $g_{i}$.

To obtain the stated formulae, replace $g_{j}$ by $\theta_{j}^{-1}\left(\theta_{j} g_{j}\right)$. Then

$$
\theta_{j} g_{j}=\left((1,2)-\frac{\kappa}{b_{1}+1}\right)\left((2,3)-\frac{\kappa}{b_{2}+1}\right) \cdots\left((j-1, j)-\frac{\kappa}{b_{j-1}+1}\right) \zeta_{\lambda-\varepsilon_{j}},
$$

and the remaining factors are transformed as follows:

$$
\begin{aligned}
& \left(1+\frac{\kappa}{b_{j-1}}(j-1, j)\right)\left(1+\frac{\kappa}{b_{j-2}}(j-2, j)\right) \cdots\left(1+\frac{\kappa}{b_{1}}(1, j)\right) \\
& \times(j-1, j) \ldots(2,3)(1,2) \\
& \quad=\left((j-1, j)+\frac{\kappa}{b_{j-1}}\right)\left((j-2, j-1)+\frac{\kappa}{b_{j-2}}\right) \cdots\left((1,2)+\frac{\kappa}{b_{1}}\right) .
\end{aligned}
$$

This completes the proof.
To compute the expansion of $\pi\left(\lambda-\varepsilon_{j}\right) \sum_{i=1}^{d} \mathscr{D}_{i}^{A} \zeta_{\lambda}$ in terms of $\zeta_{\alpha}$ with $\alpha^{+}=$ $\lambda-\varepsilon_{j}$, the algorithm can be considered to have the starting point $\phi_{0}=\zeta_{\tilde{\lambda}}$. Each step involves an adjacent transposition which has a relatively simple action on each $\zeta_{\alpha}$ (recall Proposition 10.4.5). Indeed, let $\sigma=(i, i+1)$. Then: $\sigma \zeta_{\alpha}=\zeta_{\alpha}$ if $\alpha_{i}=\alpha_{i+1} ; \sigma \zeta_{\alpha}=\zeta_{\sigma \alpha}+c \zeta_{\alpha}$ if $\alpha_{i}>\alpha_{i+1} ; \sigma \zeta_{\alpha}=\left(1-c^{2}\right) \zeta_{\sigma \alpha}+c \zeta_{\alpha}$ if $\alpha_{i}<\alpha_{i+1}$, where $c=\kappa\left[\xi_{i}(\alpha)-\xi_{i+1}(\alpha)\right]^{-1}$. So, in general (with distinct parts of $\lambda$ ), the expansion consists of $2^{j-1}$ distinct $\zeta_{\alpha}$.

### 11.5 Hermite Polynomials of Type $B$

In this section we examine the application of the operator $\exp \left(-u \Delta_{h}\right)$ to produce orthogonal polynomials for weights of Gaussian type, namely,

$$
w(x)^{2} \mathrm{e}^{-v\|x\|^{2}}, \quad x \in \mathbb{R}^{d}
$$

where

$$
w(x)=\prod_{i=1}^{d}\left|x_{i}\right|^{\kappa^{\prime}} \prod_{j<k}\left|x_{j}^{2}-x_{k}^{2}\right|^{\kappa}
$$

and $u v=\frac{1}{4}, v>0$. In the following let $\gamma=\operatorname{deg} w(x)=d \kappa^{\prime}+d(d-1) \kappa$.
Lemma 11.5.1 Suppose that $f \in \mathscr{P}_{m}^{d}, g \in \mathscr{P}_{n}^{d}$ for some $m, n \in \mathbb{N}_{0}, v>0$ and $u=1 /(4 v)$; then

$$
\begin{aligned}
\langle f, g\rangle_{B}= & (2 v)^{\gamma+(m+n) / 2}\left(\frac{v}{\pi}\right)^{d / 2} b\left(\kappa, \kappa^{\prime}\right) \\
& \times \int_{\mathbb{R}^{d}}\left(\mathrm{e}^{-u \Delta_{h}} f\right)\left(\mathrm{e}^{-u \Delta_{h}} g\right) w(x)^{2} \mathrm{e}^{-v\|x\|^{2}} \mathrm{~d} x .
\end{aligned}
$$

Proof In the formula to be proved, with $v=\frac{1}{2}$, make the change of variables $x=(2 v)^{1 / 2} z$, that is, set $x_{i}=(2 v)^{1 / 2} z_{i}$ for each $i$. Then $\mathrm{d} x=(2 v)^{d / 2} \mathrm{~d} z$, and the weight function contributes the factor $(2 v)^{\gamma}$. For $j \leq \frac{n}{2}$ let $f_{j}(x)=\Delta_{h}^{j} f(x)$; then $\mathrm{e}^{-\Delta_{h} / 2} f(x)=\sum_{j} \frac{1}{j!}\left(-\frac{1}{2}\right)^{j} f_{j}(x)$, which transforms to

$$
\sum_{j} \frac{1}{j!}\left(\frac{-1}{2}\right)^{j}(2 v)^{n / 2-j} f_{j}(z)=(2 v)^{n / 2} \sum_{j} \frac{1}{j!}\left(\frac{-1}{4 v}\right)^{j} f_{j}(z)=(2 v)^{n / 2} \mathrm{e}^{-u \Delta_{h}} f .
$$

A similar calculation for $g$ finishes the proof.
Of course, it is known that $\langle f, g\rangle_{B}=0$ for $m \neq n$.
As in Section 10.9, the commuting self-adjoint operators $\mathscr{U}_{i}$ can be transformed to commuting self-adjoint operators on $L^{2}\left(\mathbb{R}^{d} ; w^{2} \mathrm{e}^{-v\|x\|^{2}} \mathrm{~d} x\right)$. For $v>0$ and $u=$ $1 /(4 v), 1 \leq i \leq d$, let

$$
\mathscr{U}_{i}^{v}=\mathrm{e}^{-u \Delta_{h}} \mathscr{U}_{i} \mathrm{e}^{u \Delta_{h}} .
$$

Proposition 11.5.2 For $1 \leq i \leq d$,

$$
\mathscr{U}_{i}^{v}=\mathscr{D}_{i} x_{i}-2 u \mathscr{D}_{i}^{2}-\kappa \sum_{j<i}\left(\sigma_{j i}+\tau_{j i}\right) .
$$

Proof Because $\Delta_{h}$ commutes with each $w \in W_{d}$ it is clear that $\mathrm{e}^{-u \Delta_{h}}\left(\sigma_{j i}+\right.$ $\left.\tau_{j i}\right) \mathrm{e}^{u \Delta_{h}}=\sigma_{j i}+\tau_{j i}$ for $j<i$. From the commutation $\Delta_{h} x_{i}-x_{i} \Delta_{h}=2 \mathscr{D}_{i}$, we argue inductively that $\Delta_{h}^{n} x_{i}-x_{i} \Delta_{h}^{n}=2 n \mathscr{D}_{i} \Delta_{h}^{n-1}$ for $n \in \mathbb{N}_{0}$. By summing this equation (multiplying it by $(-u)^{n} / n!$ ) we obtain

$$
\mathrm{e}^{-u \Delta_{h}} x_{i}=\left(x_{i}-2 u \mathscr{D}_{i}\right) \mathrm{e}^{-u \Delta_{h}} .
$$

Finally, apply $\mathscr{D}_{i}$ to the left-hand side of this equation to prove the stated formula.

The construction of an orthogonal basis labeled by $\mathbb{N}_{0}^{d}$ in terms of the nonsymmetric Jack polynomials proceeds as follows. For $\alpha \in \mathbb{N}_{0}^{d}$,

1. let $E=\left\{i: \alpha_{i}\right.$ is odd $\}$;
2. if $E$ is empty let $w=1$, otherwise let $k=\#(E), E_{k}=\{i: 1 \leq i \leq k\}$ and let $w$ be the unique permutation $\left(\in S_{d}\right)$ such that $w\left(E_{k}\right)=E$ and $w(i)<w(j)$ whenever $1 \leq i<j \leq k$ or $k+1 \leq i<j \leq d$;
3. let $\beta=w^{-1}(\alpha)$, that is, $\beta_{i}=\alpha_{w(i)}$ for each $i$;
4. let $H_{\alpha}\left(x ; \kappa, \kappa^{\prime}, v\right)=\mathrm{e}^{-u \Delta_{h}} w x_{E_{k}} \zeta_{e(\beta)}(y)$ (recall that $e(\beta)_{i}=\left\lfloor\frac{1}{2} \beta_{i}\right\rfloor$ ).

By Propositions 11.3.4 and 11.5.2, $H_{\alpha}(x)$ is a $\left\{\mathscr{U}_{i}^{v}\right\}$ simultaneous eigenfunction such that

$$
\begin{array}{ll}
\mathscr{U}_{w(i)}^{v} H_{\alpha}(x)=2\left[\xi_{i}(\beta)-\kappa\right] H_{\alpha}(x) & \text { for } 1 \leq i \leq k, \\
\mathscr{U}_{w(i)}^{v} H_{\alpha}(x)=2\left[\xi_{i}(\beta)-\kappa+\kappa^{\prime}-\frac{1}{2}\right] H_{\alpha}(x) & \text { for } k<i \leq d .
\end{array}
$$

Since $w$ acts isometrically, we have

$$
\begin{aligned}
(2 v)^{\gamma} & \left(\frac{v}{\pi}\right)^{d / 2} b\left(\kappa, \kappa^{\prime}\right) \int_{\mathbb{R}^{d}} H_{\alpha}\left(x ; \kappa, \kappa^{\prime}, v\right)^{2} w^{2}(x) \mathrm{e}^{-v\|x\|^{2}} \mathrm{~d} x \\
= & (2 v)^{-|\alpha|}\left\langle x_{E_{k}} \zeta_{e(\beta)}(y), x_{E_{k}} \zeta_{e(\beta)}(y)\right\rangle_{B} \\
= & v^{-|\alpha|}(d \kappa+1)_{e(\alpha)^{+}}\left((d-1) \kappa+\kappa^{\prime}+\frac{1}{2}\right)_{o(\alpha)^{+}} \\
& \times \mathscr{E}_{+}(e(\beta)) \mathscr{E}_{-}(e(\beta)) \frac{h\left(e(\alpha)^{+}, \kappa+1\right)}{h\left(e(\alpha)^{+}, 1\right)} .
\end{aligned}
$$

The substitutions $e(\beta)^{+}=e(\alpha)^{+}, o(\beta)^{+}=o(\alpha)^{+}$are valid since $\alpha=w(\beta)$. The most common specializations of $v$ are $v=\frac{1}{2}$ and $v=1$ (when the polynomials $H_{\alpha}(x)$ reduce to the products of ordinary Hermite polynomials for $\left.\kappa=0=\kappa^{\prime}\right)$.

### 11.6 Calogero-Sutherland Systems

We begin with the time-independent Schrödinger wave equation for $d$ particles in a one-dimensional space: particle $i$ has mass $m_{i}$, coordinate $x_{i}$ and is subject to an external potential $V_{i}\left(x_{i}\right)$ and the interaction between particles $i, j$ is given by $V_{i j}\left(x_{i}-x_{j}\right), i<j$. The force acting on $i$ due to $j$ is $F_{i j}=-\left(\partial / \partial x_{i}\right) V_{i j}\left(x_{i}-x_{j}\right)$, which equals $-F_{j i}=-\left(\partial / \partial x_{j}\right) V_{i j}\left(x_{i}-x_{j}\right)$ according to Newton's third law. The Hamiltonian of the system is

$$
\mathscr{H}=-\frac{\hbar^{2}}{2} \sum_{i=1}^{d} \frac{1}{m_{i}}\left(\frac{\partial}{\partial x_{i}}\right)^{2}+\sum_{i=1}^{d} V_{i}\left(x_{i}\right)+\sum_{1 \leq i<j \leq d} V_{i j}\left(x_{i}-x_{j}\right),
$$

and the Schrödinger equation is

$$
\mathscr{H} \psi(x)=E \psi(x),
$$

where the eigenvalue $E$ is the energy level associated with the wave function $\psi$. The quantum mechanical interpretation of $\psi$ is that $|\psi(x)|^{2}$ is the probability density function for the location of the particles (which is independent of time by hypothesis). This interpretation requires that the integral of $|\psi(x)|^{2}$ over the state space must be 1 (this is one reason for the importance of computing $L^{2}$-norms of orthogonal polynomials!). Planck's constant is used in the form $\hbar=h /(2 \pi)$. We will consider only systems for which the Hamiltonian is invariant under the action of the symmetric group $S_{d}$ and the interactions are multiples of $\left|x_{i}-x_{j}\right|^{-2}$ (called $1 / r^{2}$ interactions, where $r$ denotes the distance between two particles). For
systems on the line $\mathbb{R}$ the external potential which we will consider is that corresponding to harmonic confinement (producing a simple harmonic oscillator). In the mathematical analysis of $\mathscr{H}$ it is customary to change the scales and units in such a way that the equations have as few parameters as possible. The term complete integrability refers to the existence of $d$ independent and commuting differential operators, one of which is $\mathscr{H}$. The relevance to orthogonal polynomials is that Calogero-Sutherland systems with $1 / r^{2}$ interactions have wave functions of the form $p(x) \psi_{0}(x)$, where $p$ is a polynomial and $\psi_{0}(x)$ is the base state (the state of lowest energy). This situation can be illustrated by the harmonic oscillator.

### 11.6.1 The simple harmonic oscillator

Consider a particle of mass $m$ moving on a line subject to the restoring force $F(x)=-k x$ or, equivalently, with potential $V(x)=k x^{2} / 2, x \in \mathbb{R}$. The Schrödinger wave equation is

$$
-\frac{\hbar^{2}}{2 m} \frac{\mathrm{~d}^{2}}{\mathrm{~d} x^{2}} \psi(x)+\frac{k x^{2}}{2} \psi(x)=E \psi(x) .
$$

Write the equation as

$$
\mathscr{H}_{1} \psi(x)=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \psi(x)+v^{2} x^{2} \psi(x)=\lambda \psi(x),
$$

where $v$ is a positive constant and $\lambda$ denotes the rescaled energy level. Ignoring the question of normalization for now, let the base state be $\psi_{0}(x)=\exp \left(-v x^{2} / 2\right)$; then by an easy calculation it can be shown that

$$
\mathscr{H}_{1}\left(p(x) \psi_{0}(x)\right)=\psi_{0}(x)\left[-(\mathrm{d} / \mathrm{d} x)^{2}+2 x v \mathrm{~d} / \mathrm{d} x+v\right] p(x) .
$$

For each $n \in \mathbb{N}_{0}$ let $p(x)=H_{n}(\sqrt{v} x)$; then by using the corresponding differential equation for the Hermite polynomials, Subsection 1.4.1, namely $-H_{n}^{\prime \prime}(x)+$ $2 x H_{n}^{\prime}(x)=2 n H_{n}(x)$, we obtain

$$
\mathscr{H}_{1}\left[H_{n}(\sqrt{v} x) \psi_{0}(x)\right]=(2 n+1) v H_{n}(\sqrt{v} x) \psi_{0}(x) .
$$

This shows that the energy levels are evenly spaced and

$$
\left\{\left(2^{n} n!\sqrt{\pi / v}\right)^{-1 / 2} H_{n}(\sqrt{v} x) \exp \left(-v x^{2} / 2\right): n \in \mathbb{N}_{0}\right\}
$$

is a complete set of wave functions, an orthonormal basis for $L^{2}(\mathbb{R})$.
The machinery of Section 11.5 for the case $d=1, \kappa^{\prime}=0$ asserts that the appropriately scaled Hermite polynomials are obtained from $\exp \left\{\left[-u(\mathrm{~d} / \mathrm{d} x)^{2}\right] x^{n}\right\}$ (with $u=1 /(4 v), n \in \mathbb{N}_{0}$ ); indeed

$$
\exp \left\{-\frac{1}{4 v}\left(\frac{\mathrm{~d}}{\mathrm{~d} x}\right)^{2} x^{n}\right\}=2^{-n} v^{-n / 2} H_{n}(\sqrt{v} x)
$$

using the formula in Proposition 1.4.3.

### 11.6.2 Root systems and the Laplacian

The following calculation is useful for any root system related to a Calogero model. Recall the notation of Section 4.4, with a multiplicity function $\kappa_{v}$ defined on a root system $R$.

Lemma 11.6.1 Let $\psi(x)=\prod_{v \in R_{+}}|\langle x, v\rangle|^{\kappa_{v}}$ and let $f$ be a smooth function on $\mathbb{R}^{d}$; then

$$
\begin{aligned}
& \psi(x)^{-1} \Delta[\psi(x) f(x)] \\
& \quad=\Delta f(x)+2 \sum_{v \in R_{+}} \kappa_{v} \frac{\langle\nabla f(x), v\rangle}{\langle x, v\rangle}+\sum_{v \in R_{+}} \frac{\kappa_{v}\left(\kappa_{v}-1\right)\|v\|^{2}}{\langle x, v\rangle^{2}} f(x) .
\end{aligned}
$$

Proof From the product rule for $\Delta$ we have

$$
\psi^{-1} \Delta \psi=\Delta+2 \sum_{i=1}^{d} \frac{1}{\psi} \frac{\partial \psi}{\partial x_{i}} \frac{\partial}{\partial x_{i}}+\frac{1}{\psi} \Delta \psi .
$$

The middle term follows from

$$
\frac{1}{\psi} \frac{\partial \psi}{\partial x_{i}}=\sum_{v \in R_{+}} \kappa_{v} \frac{v_{i}}{\langle x, v\rangle}
$$

It remains to compute $\Delta \psi / \psi$. Indeed,

$$
\frac{1}{\psi}\left(\frac{\partial}{\partial x_{i}}\right)^{2} \psi=\left(\sum_{v \in R_{+}} \kappa_{v} \frac{v_{i}}{\langle x, v\rangle}\right)^{2}-\sum_{v \in R_{+}} \kappa_{v} \frac{v_{i}^{2}}{\langle x, v\rangle^{2}}
$$

and

$$
\frac{1}{\psi} \Delta \psi=-\sum_{v \in R_{+}} \kappa_{v} \frac{\langle v, v\rangle}{\langle x, v\rangle^{2}}+\sum_{u, v \in R_{+}} \kappa_{u} \kappa_{v} \frac{\langle u, v\rangle}{\langle x, u\rangle\langle x, v\rangle} .
$$

In the second sum the subset of terms for which $\sigma_{u} \sigma_{v}=w$ for a fixed rotation $\neq 1$ adds to zero, by Lemma 6.4.6. This leaves the part with $u=v$ and thus $\Delta \psi / \psi=\sum_{v \in R_{+}}\left[\kappa_{v}\left(\kappa_{v}-1\right)\langle v, v\rangle /\langle x, v\rangle^{2}\right]$. The proof is complete.

Lemma 11.6.1 will be used here just for operator types $A$ and $B$.

### 11.6.3 Type $A$ models on the line

Suppose that there are $d$ identical particles on the line $\mathbb{R}$, each subject to an external potential $v^{2} x^{2}$ (the simple harmonic oscillator potential), with $1 / r^{2}$ interactions and with parameter $\kappa$. The Hamiltonian is

$$
\mathscr{H}=-\Delta+v^{2}\|x\|^{2}+2 \kappa \sum_{1 \leq i<j \leq d} \frac{\kappa-1}{\left(x_{i}-x_{j}\right)^{2}} .
$$

The base state is $\psi_{0}(x)=\exp \left(-v\|x\|^{2} / 2\right) \prod_{i<j}\left|x_{i}-x_{j}\right|^{\kappa}$ for $x \in \mathbb{R}^{d}$. Let $a(x)=$ $\Pi_{i<j}\left(x_{i}-x_{j}\right)$. To facilitate the computations we will introduce two commutation
rules (the second is the type $A$ case of Lemma 11.6.1; $f(x)$ is a smooth function on $x \in \mathbb{R}^{d}$ ). The commutation rules are as follows:

$$
\begin{align*}
& \exp \left(v\|x\|^{2} / 2\right) \Delta\left(\exp \left(-v\|x\|^{2} / 2\right) f(x)\right) \\
& \quad=\left(\Delta-2 v \sum_{i=1}^{d} x_{i} \frac{\partial}{\partial x_{i}}+v\left(v\|x\|^{2}-d\right)\right) f(x),  \tag{11.6.1}\\
& |a(x)|^{-\kappa} \Delta\left[|a(x)|^{\kappa} f(x)\right] \\
& \quad=\left(\Delta+2 \kappa \sum_{i<j} \frac{1}{x_{i}-x_{j}}\left(\frac{\partial}{\partial x_{i}}-\frac{\partial}{\partial x_{j}}\right)+2 \kappa(\kappa-1) \sum_{i<j} \frac{1}{\left(x_{i}-x_{j}\right)^{2}}\right) f(x) .
\end{align*}
$$

Combining the two equation (and noting that $\sum_{i=1}^{d} x_{i}\left(\partial / \partial x_{i}\right)|a(x)|^{\kappa}=$ $\left[\frac{1}{2} \kappa d(d-1)|a(x)|^{\kappa}\right]$, we obtain

$$
\begin{aligned}
\psi_{0}(x)^{-1} \mathscr{H}\left[\psi_{0}(x) f(x)\right]= & {\left[-\Delta-2 \kappa \sum_{1 \leq i<j \leq d} \frac{1}{x_{i}-x_{j}}\left(\frac{\partial}{\partial x_{i}}-\frac{\partial}{\partial x_{j}}\right)\right.} \\
& \left.+2 v \sum_{i=1}^{d} x_{i} \frac{\partial}{\partial x_{i}}+d v[1+\kappa(d-1)]\right] f(x) .
\end{aligned}
$$

We recall the type-A Laplacian

$$
\Delta_{h}=\sum_{i=1}^{d}\left(\mathscr{D}_{i}^{A}\right)^{2}=\Delta+2 \kappa \sum_{1 \leq i<j \leq d}\left[\frac{1}{x_{i}-x_{j}}\left(\frac{\partial}{\partial x_{i}}-\frac{\partial}{\partial x_{j}}\right)-\frac{1-(i, j)}{\left(x_{i}-x_{j}\right)^{2}}\right],
$$

and observe its close relationship to $\psi_{0}^{-1} \mathscr{H} \psi_{0}$; for symmetric polynomials the terms $1-(i, j)$ vanish. Further (Proposition 6.5.3),

$$
\sum_{i=1}^{d} x_{i} \mathscr{D}_{i}^{A} f(x)=\sum_{i=1}^{d} x_{i} \frac{\partial}{\partial x_{i}} f(x)+\kappa \sum_{i<j}[1-(i, j)] f(x)
$$

It was shown (Section 10.8) that $\mathrm{e}^{-u \Delta_{h}} \mathscr{U}_{i}^{A} \mathrm{e}^{u \Delta_{h}}=\mathscr{U}_{i}^{A}-2 u\left(\mathscr{D}_{i}^{A}\right)^{2}$, so that, with $u v=\frac{1}{4}$,

$$
\begin{aligned}
2 v \mathrm{e}^{-u \Delta_{h}} \sum_{i=1}^{d} \mathscr{U}_{i}^{A} \mathrm{e}^{u \Delta_{h}} & =-\Delta_{h}+2 v \sum_{i=1}^{d} \mathscr{U}_{i}^{A} \\
& =-\Delta_{h}+2 v\left(\sum_{i=1}^{d} x_{i} \frac{\partial}{\partial x_{i}}+d+\frac{\kappa}{2} d(d+1)\right) .
\end{aligned}
$$

Thus, when restricted to symmetric polynomials the conjugate of the Hamiltonian can be expressed as

$$
\psi_{0}^{-1} \mathscr{H} \psi_{0}=2 v \mathrm{e}^{-u \Delta_{h}} \sum_{i=1}^{d} \mathscr{U}_{i}^{A} \mathrm{e}^{u \Delta_{h}}-d v(1+2 \kappa) .
$$

For any partition $\lambda \in \mathbb{N}_{0}^{d, P}$ there is an invariant eigenfunction $j_{\lambda}$ of $\sum_{i=1}^{d} \mathscr{U}_{i}^{A}$ with eigenvalue $\sum_{i=1}^{d} \xi_{i}(\lambda)=d+\frac{\kappa}{2} d(d+1)+|\lambda|$ (where $|\lambda|=\sum_{i} \lambda_{i}$ ). Further,
in Definition 10.7 .3 we constructed invariant differential operators commuting with $\sum_{i=1}^{d} \mathscr{U}_{i}^{A}$ by restricting $\mathscr{T}_{j}$ to symmetric polynomials, where $\sum_{j=1}^{d} t^{j} \mathscr{T}_{j}=$ $\prod_{i=1}^{d}\left(1+t \mathscr{U}_{i}^{A}\right)$ (with a formal variable $t$ ). Thus $\mathscr{T}_{j}^{\prime}=\mathrm{e}^{-u \Delta_{h}} \mathscr{T}_{j} \mathrm{e}^{u \Delta_{h}}$ is the elementary symmetric polynomial of degree $j$ in $\left\{\mathrm{e}^{-u \Delta_{h}} \mathscr{U}_{i}^{A} \mathrm{e}^{u \Delta_{h}}: 1 \leq i \leq d\right\}$; each $\mathrm{e}^{-u \Delta_{h}} \mathscr{U}_{i}^{A} \mathrm{e}^{u \Delta_{h}}$ is a second-order differential-difference operator and $\mathscr{T}_{j}^{\prime}$ maps symmetric polynomials onto themselves. By the same proof as that of Theorem 10.7.4, $\mathscr{T}_{j}^{\prime}$ when restricted to symmetric polynomials acts as a differential operator of degree $2 j$. This shows the complete integrability of $\mathscr{H}$; each operator $\psi_{0} \mathscr{T}_{j}^{\prime} \psi_{0}^{-1}$ commutes with it.

Given $\lambda \in \mathbb{N}_{0}^{d, P}$, let $\psi_{\lambda}=\left(\mathrm{e}^{-u \Delta_{h}} j_{\lambda}\right) \psi_{0}$; then $\mathscr{H} \psi_{\lambda}=v[2|\lambda|+d+\kappa d(d-$ 1)] $\psi_{\lambda}$. This provides a complete orthogonal decomposition of the symmetric wave functions for indistinguishable particles.

Next we consider a simple modification to the Hamiltonian to allow nonsymmetric wave functions. The physical interpretation is that each particle has a two-valued spin, which can be exchanged with another particle. Refer to the expression for $\Delta_{h}$, and add

$$
2 \kappa \sum_{i<j} \frac{1-(i, j)}{\left(x_{i}-x_{j}\right)^{2}}
$$

to the potential. The modified Hamiltonian is

$$
\mathscr{H}^{\prime}=-\Delta+v^{2}\|x\|^{2}+2 \kappa \sum_{1 \leq i<j \leq d} \frac{\kappa-(i, j)}{\left(x_{i}-x_{j}\right)^{2}}
$$

This operator has the same symmetric eigenfunctions as $\mathscr{H}$ and in addition has eigenfunctions $\left(\mathrm{e}^{-u \Delta_{h}} \zeta_{\alpha}\right) \psi_{0}$, where $\zeta_{\alpha}$ is the nonsymmetric Jack polynomial for $\alpha \in \mathbb{N}_{0}^{d}$; the eigenvalues are given by $v[2|\alpha|+d+\kappa d(d-1)]$. The transpositions $(i, j)$ are called exchange operators in the physics context, since they exchange the spin values of two particles.

This establishes the complete integrability of the linear Calogero-Moser system with harmonic confinement, $1 / r^{2}$ interactions and exchange terms. The wave functions involve Hermite polynomials of type $A$. The normalizations can be determined from the results in Section 10.7.

### 11.6.4 Type $A$ models on the circle

Consider $d$ identical particles located on the unit circle at polar coordinates $\left(\theta_{1}, \theta_{2}, \ldots, \theta_{d}\right)$, with no external potential and inverse-square law $\left(1 / r^{2}\right)$ interactions. The chordal distance between particles $j$ and $k$ is $2\left|\sin \left[\frac{1}{2}\left(\theta_{j}-\theta_{k}\right)\right]\right|$. The unique nature of the $1 / r^{2}$ interaction is illustrated by the identity

$$
\frac{1}{4 \sin ^{2} \frac{1}{2} \theta}=\sum_{n \in \mathbb{Z}} \frac{1}{(\theta-2 \pi n)^{2}}
$$

which shows that the particles can be considered to be on a line. They can be considered as the countable union of copies of one particle; these copies are located in $2 \pi$-periodically repeating positions on the line and they all interact according to the $1 / r^{2}$ law. The coupling constant in the potential is written as $2 \kappa(\kappa-1)$, and $\kappa>1$. The Hamiltonian is

$$
\mathscr{H}_{\theta}=-\sum_{i=1}^{d}\left(\frac{\partial}{\partial \theta_{i}}\right)^{2}+\frac{\kappa}{2} \sum_{1 \leq i<j \leq d} \frac{\kappa-1}{\sin ^{2}\left[\frac{1}{2}\left(\theta_{i}-\theta_{j}\right)\right]}
$$

Now change the coordinate system to $x_{j}=\exp \left(\mathrm{i} \theta_{j}\right)$ for $1 \leq j \leq d$; this transforms trigonometric polynomials to Laurent polynomials in $x$ (polynomials in $x_{i}^{ \pm 1}$ ), and we have $-\left(\partial / \partial \theta_{i}\right)^{2}=\left(x_{i} \partial_{i}\right)^{2}$. Further, $\sin ^{2}\left[\frac{1}{2}\left(\theta_{i}-\theta_{j}\right]=\frac{1}{4}\left(x_{i}-x_{j}\right)\left(x_{i}^{-1}-x_{j}^{-1}\right)\right.$ for $i \neq j$. In the $x$-coordinate system the Hamiltonian is

$$
\mathscr{H}=\sum_{i=1}^{d}\left(x_{i} \partial_{i}\right)^{2}-2 \kappa(\kappa-1) \sum_{1 \leq i<j \leq d} \frac{x_{i} x_{j}}{\left(x_{i}-x_{j}\right)^{2}}
$$

The (non-normalized) base state is

$$
\begin{aligned}
\psi_{0}(x) & =\prod_{1 \leq i<j \leq d}\left|\left(x_{i}-x_{j}\right)\left(x_{i}^{-1}-x_{j}^{-1}\right)\right|^{\kappa / 2} \\
& =\prod_{1 \leq i<j \leq d}\left|x_{i}-x_{j}\right|^{\kappa} \prod_{i=1}^{d}\left|x_{i}\right|^{-\kappa(d-1) / 2} .
\end{aligned}
$$

Even though $\left|x_{i}\right|=1$ on the unit torus, the function $\psi_{0}$ is to be interpreted as a positively homogeneous function of degree 0 on $\mathbb{C}^{d}$.

Proposition 11.6.2 For any smooth function $f$ on $\mathbb{C}^{d}$,

$$
\begin{aligned}
\psi_{0}(x)^{-1} & \sum_{i=1}^{d}\left(x_{i} \partial_{i}\right)^{2}\left[\psi_{0}(x) f(x)\right] \\
= & \sum_{i=1}^{d}\left(x_{i} \partial_{i}\right)^{2} f(x)+2 \kappa \sum_{1 \leq i<j \leq d} x_{i} x_{j}\left(\frac{\partial_{i}-\partial_{j}}{x_{i}-x_{j}}-\frac{\kappa-1}{\left(x_{i}-x_{j}\right)^{2}}\right) f(x) \\
& +\kappa(d-1) \sum_{i=1}^{d} x_{i} \partial_{i} f(x)+\frac{\kappa^{2}}{12} d\left(d^{2}-1\right) f(x)
\end{aligned}
$$

Proof Define the operator $\delta_{i}=\psi_{0}^{-1} x_{i} \partial_{i} \psi_{0}$; then, by logarithmic differentiation,

$$
\delta_{i}=x_{i} \partial_{i}+\frac{\kappa}{2} \sum_{j \neq i} \frac{x_{i}+x_{j}}{x_{i}-x_{j}}
$$

and so

$$
\begin{aligned}
\delta_{i}^{2}= & \left(x_{i} \partial_{i}\right)^{2}+2 \kappa \sum_{j \neq i} \frac{x_{i} x_{j} \partial_{i}}{x_{i}-x_{j}}+\kappa(d-1) x_{i} \partial_{i} \\
& -\kappa \sum_{j \neq i} \frac{x_{i} x_{j}}{\left(x_{i}-x_{j}\right)^{2}}+\frac{\kappa^{2}}{4}\left(\sum_{j \neq i} \frac{x_{i}+x_{j}}{x_{i}-x_{j}}\right)^{2} .
\end{aligned}
$$

Now sum this expression over $1 \leq i \leq d$. Expand the squared-sum term as follows:

$$
\sum_{i=1}^{d} \sum_{j, k \neq i}\left(\frac{x_{i}^{2}}{\left(x_{i}-x_{j}\right)\left(x_{i}-x_{k}\right)}+\frac{x_{i} x_{j}+x_{i} x_{k}+x_{j} x_{k}}{\left(x_{i}-x_{j}\right)\left(x_{i}-x_{k}\right)}\right)
$$

When $j=k$, the sum contributes $d(d-1)+8 \sum_{i<j} x_{i} x_{j} /\left(x_{i}-x_{j}\right)^{2}$ (each pair $\{i, j\}$ with $i<j$ appears twice in the triple sum, and $\left.\left(x_{i}+x_{j}\right)^{2}=\left(x_{i}-x_{j}\right)^{2}+4 x_{i} x_{j}\right)$. When $i, j, k$ are all distinct, the first terms each contributes $2\binom{d}{3}$ and the second terms cancel out (the calculations are similar to those in the proof of Theorem 10.7.9). Finally,

$$
\frac{\kappa^{2}}{4}\left(d(d-1)+\frac{1}{3} d(d-1)(d-2)\right)=\frac{1}{12} \kappa^{2} d\left(d^{2}-1\right)
$$

Using Proposition 10.7.8 and Theorem 10.7.9 the transformed Hamiltonian can be expressed in terms of $\left\{\mathscr{U}_{i}^{A}\right\}$. Indeed,

$$
\begin{aligned}
\sum_{i=1}^{d}[ & \left.\mathscr{U}_{i}^{A}-1-\frac{1}{2} \kappa(d+1)\right)^{2} \\
= & \sum_{i=1}^{d}\left(x_{i} \partial_{i}\right)^{2}+2 \kappa \sum_{1 \leq i<j \leq d} x_{i} x_{j}\left(\frac{\partial_{i}-\partial_{j}}{x_{i}-x_{j}}-\frac{1-(i, j)}{\left(x_{i}-x_{j}\right)^{2}}\right) \\
& +\kappa(d-1) \sum_{i=1}^{d} x_{i} \partial_{i}+\frac{1}{12} \kappa^{2} d\left(d^{2}-1\right)
\end{aligned}
$$

To show this, write

$$
\begin{aligned}
\sum_{i=1}^{d} & {\left[\mathscr{U}_{i}^{A}-1-\frac{1}{2} \kappa(d+1)\right]^{2} } \\
& =\sum_{i=1}^{d}\left(\mathscr{U}_{i}^{A}-1-\kappa d\right)^{2}+\kappa(d-1) \sum_{i=1}^{d}\left(\mathscr{U}_{i}^{A}-1-\kappa d\right)+d\left[\frac{1}{2} \kappa(d-1)\right]^{2}
\end{aligned}
$$

and use Proposition 10.7.8. As for the line model, the potential can be modified by exchange terms (interchanging spins of two particles). The resulting spin Hamiltonian is

$$
\mathscr{H}^{\prime}=\sum_{i=1}^{d}\left(x_{i} \partial_{i}\right)^{2}-2 \kappa \sum_{1 \leq i<j \leq d} \frac{x_{i} x_{j}}{\left(x_{i}-x_{j}\right)^{2}}[\kappa-(i, j)]
$$

and, for a smooth function $f(x)$,

$$
\psi_{0}(x)^{-1} \mathscr{H}^{\prime}\left[\psi_{0}(x) f(x)\right]=\sum_{i=1}^{d}\left[\mathscr{U}_{i}^{A}-1-\frac{1}{2} \kappa(d+1)\right]^{2} f(x) .
$$

This immediately leads to a complete eigenfunction decomposition for $\mathscr{H}^{\prime}$ in terms of nonsymmetric Jack polynomials. Let $e_{d}=\prod_{i=1}^{d} x_{i}$ (where $e_{d}$ is an
elementary symmetric polynomial); then $\mathscr{U}_{i}^{A}\left[e_{d}^{m} f(x)\right]=e_{d}^{m}\left(\mathscr{U}_{i}^{A}+m\right) f(x)$ for any $m \in \mathbb{Z}$ (see Proposition 6.4.12) and the eigenvalue is shifted by $m$.

Lemma 11.6.3 Let $\alpha \in \mathbb{N}_{0}^{d}$ and $m \in \mathbb{N}_{0}$; then $e_{d}^{m} \zeta_{\alpha}$ is a scalar multiple of $\zeta_{\beta}$, where $\beta=\alpha+m \mathbf{1}^{d}$.

Proof Both $e_{d}^{m} \zeta_{\alpha}$ and $\zeta_{\beta}$ are eigenfunctions of $\mathscr{U}_{i}^{A}$ with eigenvalue $\xi_{i}(\alpha)+m$, for $1 \leq i \leq d$.

Corollary 11.6.4 The Laurent polynomials $e_{d}^{m} \zeta_{\alpha}$ with $m \in \mathbb{Z}$ and $\alpha \in \mathbb{N}_{0}^{d}$ with $\min _{i} \alpha_{i}=0$ form a basis for the set of all Laurent polynomials.

Proof For any Laurent polynomial $g(x)$ there exists $m \in \mathbb{Z}$ such that $e_{d}^{m} g(x)$ is a polynomial in $x_{1}, \ldots, x_{d}$. Lemma 11.6 .3 shows that there are no linear dependences in the set.

This leads to the determination of the energy levels.
Theorem 11.6.5 Let $\lambda \in \mathbb{N}_{0}^{d, P}, \lambda_{d}=0, m \in \mathbb{Z}$ and $\alpha^{+}=\lambda$; then

$$
\psi(x)=\psi_{0}(x) e_{d}^{m} \zeta_{\alpha}(x)
$$

is a wave function for $\mathscr{H}^{\prime}$, and

$$
\mathscr{H}^{\prime} \psi=\sum_{i=1}^{d}\left[\lambda_{i}+m+\frac{1}{2} \kappa(d+1-2 i)\right]^{2} \psi
$$

The normalization constant for $\psi$ was found in Theorems 10.6.13 and 10.6.16. The eigenvalues can also be expressed as $\sum_{i=1}^{d}\left(\lambda_{i}+m\right)\left[\lambda_{i}+m+\kappa(d+1-2 i)\right]+$ $\frac{1}{2} \kappa^{2} d\left(d^{2}-1\right)$. The complete integrability of $\mathscr{H}$ (as an invariant differential operator) is a consequence of Theorem 10.7.4

### 11.6.5 Type $B$ models on the line

Suppose that there are $d$ identical particles on the line at coordinates $x_{1}, x_{2}, \ldots, x_{d}$, subject to an external harmonic confinement potential, with $1 / r^{2}$ interactions between both the particles and their mirror images; as well, there is a barrier at the origin, and spin can be exchanged between particles. The Hamiltonian with exchange terms for this spin type- $B$ Calogero model is

$$
\begin{aligned}
\mathscr{H}= & -\Delta+v^{2}\|x\|^{2}+\sum_{i=1}^{d} \frac{\kappa^{\prime}\left(\kappa^{\prime}-\sigma_{i}\right)}{x_{i}^{2}} \\
& +2 \kappa \sum_{1 \leq i<j \leq d}\left(\frac{\kappa-\sigma_{i j}}{\left(x_{i}-x_{j}\right)^{2}}+\frac{\kappa-\tau_{i j}}{\left(x_{i}+x_{j}\right)^{2}}\right),
\end{aligned}
$$

where $v, \kappa, \kappa^{\prime}$ are positive parameters. The base state is

$$
\psi_{0}(x)=\mathrm{e}^{-v\|x\|^{2} / 2} \prod_{1 \leq i<j \leq d}\left|x_{i}^{2}-x_{j}^{2}\right|^{\kappa} \prod_{i=1}^{d}\left|x_{i}\right|^{\kappa^{\prime}} .
$$

By Lemma 11.6.1 specialized to type- $B$ models, and the commutation for $\mathrm{e}^{-v\|x\|^{2} / 2}$ from equation (11.6.1), we have

$$
\begin{aligned}
\psi_{0}(x)^{-1} \mathscr{H} \psi_{0}(x)= & -\Delta-\kappa^{\prime} \sum_{i=1}^{d}\left(\frac{2}{x_{i}} \partial_{i}-\frac{1-\sigma_{i}}{x_{i}^{2}}\right) \\
& -2 \kappa \sum_{1 \leq i<j \leq d}\left(\frac{\partial_{i}-\partial_{j}}{x_{i}-x_{j}}-\frac{1-\sigma_{i j}}{\left(x_{i}-x_{j}\right)^{2}}+\frac{\partial_{i}+\partial_{j}}{x_{i}+x_{j}}-\frac{1-\tau_{i j}}{\left(x_{i}+x_{j}\right)^{2}}\right) \\
& +2 v \sum_{i=1}^{d} x_{i} \partial_{i}+v\left[d+2 \kappa d(d-1)+2 \kappa^{\prime} d\right] \\
= & -\Delta_{h}+2 v \sum_{i=1}^{d} x_{i} \partial_{i}+v d\left[1+2 \kappa(d-1)+2 \kappa^{\prime}\right] .
\end{aligned}
$$

Using Propositions 6.4.10 and 6.5.3 we obtain

$$
\begin{aligned}
& \sum_{i=1}^{d} \mathscr{D}_{i} x_{i}-\kappa \sum_{1 \leq i<j \leq d}\left(\sigma_{i j}+\tau_{i j}\right) \\
& \quad=\sum_{i=1}^{d} x_{i} \partial_{i}+d\left[1+\kappa^{\prime}+\kappa(d-1)\right]+\kappa^{\prime} \sum_{i=1}^{d} \sigma_{i}
\end{aligned}
$$

Let $u=1 /(4 v)$. Then, by Proposition 11.5.2,

$$
2 v \mathrm{e}^{-u \Delta_{h}} \sum_{i=1}^{d} \mathscr{U}_{i} \mathrm{e}^{u \Delta_{h}}=-\Delta_{h}+2 v \sum_{i=1}^{d} x_{i} \partial_{i}+2 v d\left[1+\kappa^{\prime}+\kappa(d-1)\right]+2 v \kappa^{\prime} \sum_{i=1}^{d} \sigma_{i}
$$

Thus

$$
\psi_{0}(x)^{-1} \mathscr{H} \psi_{0}(x)=v \mathrm{e}^{-u \Delta_{h}}\left(2 \sum_{i=1}^{d} \mathscr{U}_{i}-d-2 \kappa^{\prime} \sum_{i=1}^{d} \sigma_{i}\right) \mathrm{e}^{u \Delta_{h}} .
$$

Apply this operator to the Hermite polynomial $H_{\alpha}\left(x ; \kappa, \kappa^{\prime}, v\right), \alpha \in \mathbb{N}_{0}^{d}$, constructed in Section 11.5; thus

$$
\mathscr{H}\left(\psi_{0} H_{\alpha}\right)=2 v\left(|\alpha|+d\left[\frac{1}{2}+(d-1) \kappa+\kappa^{\prime}\right)\right] \psi_{0} H_{\alpha} .
$$

The normalization constants were obtained in Section 11.5. The type- $B$ version of Theorem 10.7.4 is needed to establish the complete integrability of this quantum model. As in Definition 10.7.3, define the operators $\mathscr{T}_{j}$ by

$$
\sum_{i=1}^{d} t^{i} \mathscr{T}_{i}=\prod_{j=1}^{d}\left(1+t \mathscr{U}_{j}\right)
$$

Theorem 11.6.6 For $1 \leq i \leq d$, the operators $\mathscr{T}_{i}$ commute with each $w \in W_{d}$.
Proof We need only consider the reflections in $W_{d}$. Clearly $\sigma_{j} \mathscr{U}_{i}=\mathscr{U}_{i} \sigma_{j}$ for each $j$. It now suffices to consider adjacent transpositions $\sigma_{j, j+1}$, since $\sigma_{i} \sigma_{i j} \sigma_{i}=\tau_{i j}$. Fix $j$ and let $\sigma=\sigma_{j, j+1}$; then $\sigma \mathscr{U}_{i}=\mathscr{U}_{i} \sigma$ whenever $i \neq j, j+1$. Also, $\sigma \mathscr{U}_{j}=$ $\mathscr{U}_{j+1} \sigma+\kappa\left(\sigma+\tau_{j, j+1}\right)$. It is now clear that $\sigma\left(\mathscr{U}_{j}+\mathscr{U}_{j+1}\right) \sigma=\mathscr{U}_{j}+\mathscr{U}_{j+1}$ and $\sigma\left(\mathscr{U}_{j} \mathscr{U}_{j+1}\right) \sigma=\mathscr{U}_{j} \mathscr{U}_{j+1}$ (note that $\sigma \tau_{i j} \sigma=\tau_{i, j+1}$ for $i \neq j, j+1$ ).

The operators $\psi_{0} \mathrm{e}^{-u \Delta_{h}} \mathscr{T}_{i} \mathrm{e}^{u \Delta_{h}} \psi_{0}^{-1}$ commute with the Hamiltonian $\mathscr{H}$. When restricted to $W_{d}$-invariant functions they all coincide with invariant differential operators.

### 11.7 Notes

Symmetries of the octahedral type have appeared in analysis for decades, if not centuries. Notably, the quantum mechanical descriptions of atoms in certain crystals are given as spherical harmonics with octahedral symmetry (once called "cubical harmonics"). Dunkl [1984c, 1988] studied the type- $B$ weight functions but only for invariant polynomials, using what is now known as the restriction of the $h$-Laplacian. Later, in Dunkl [1999c] most of the details for Sections 9.2 and 9.3 were worked out. The derivation of the Macdonald-Mehta-Selberg integral in Section 9.3 is essentially based on the technique in Opdam [1991], where Opdam proved Macdonald's conjectures about integrals related to the crystallographic root systems and situated on the torus (more precisely, Euclidean space modulo the root lattice). The original proof for the type- $B$ integral used a limiting argument on Selberg's integral (see Askey [1980]). For the importance of Selberg's integral and its numerous applications, see the recent survey by Forrester and Warnaar [2008]. Generalized binomial coefficients for nonsymmetric Jack polynomials were introduced by Baker and Forrester [1998], but Algorithm 11.4.13 is new. There is a connection between these coefficients and the theory of shifted, or nonhomogeneous, Jack polynomials. The Hermite polynomials, which are called Laguerre polynomials by some authors in cases where the parities are the same for all variables, have appeared in several articles. The earlier articles, by Lassalle [1991a, b, c], Yan [1992] and Baker and Forrester [1997a], dealt with the invariant cases only. Later, when the nonsymmetric Jack polynomials became more widely known, the more general Hermite polynomials were studied, again by Baker and Forrester [1998], Rösler and Voit [1998] and Ujino and Wadati [1995, 1997], who called them "Hi-Jack" polynomials. The idea of
using $\mathrm{e}^{-u \Delta_{h}}$ to generate bases for Gaussian-type weight functions appeared in Dunkl [1991].

The study of Calogero-Sutherland systems has been carried on by many authors. We refer to the book Calogero-Moser-Sutherland models, edited by van Diejen and Vinet [2000] for a more comprehensive and up-to-date bibliography. We limited our discussion to the role of the type- $A$ and type- $B$ polynomials in the wave functions and did not attempt to explain the physics of the theory or physical objects which can be usefully modeled by these systems. Calogero [1971] and Sutherland [1971, 1972] proved that inverse square potentials for identical particles in a one-dimensional space produce exactly solvable models. Before their work, only the Dirac-delta interaction (collisions) model had been solved. Around the same time, the Jack polynomials were constructed (Jack [1970/71], Stanley [1989]). Eventually they found their way into the Sutherland systems, and Lapointe and Vinet [1996] used physics concepts such as annihilation and creation operators to prove new results on the Jack polynomials and also applied them to the wave function problem. Other authors whose papers have a significant component dealing with the use of orthogonal polynomials are Kakei [1998], Ujino and Wadati [1999], Nishino, Ujino and Wadati [1999] and Uglov [2000]. The type- $B$ model on the line with spin terms was first studied by Yamamoto [1995]. Kato and Yamamoto [1998] used group-invariance methods to evaluate correlation integrals for these models.

Genest, Ismail, Vinet and Zhedanov [2013] analyzed in great detail the Hamiltonians associated with the differential-difference operators for $\mathbb{Z}_{2}^{2}$ with weight function $\left|x_{1}\right|^{\kappa_{1}}\left|x_{2}\right|^{K_{2}}$. This work was continued by Genest, Vinet and Zhedanov [2013]. The generalized Hermite polynomials appear in their analyses of the wave functions.

The theory of nonsymmetric Jack polynomials has been extended to the family of complex reflection groups named $G(n, 1, d)$, that is, the group of $d \times d$ permutation matrices whose nonzero entries are the $n$th roots of unity (so $G(1,1, d)$ is the same as the symmetric group $S_{d}$ and $G(2,1, d)$ is the same as $\left.W_{d}\right)$ in Dunkl and Opdam [2003].
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Hermite polynomials, 24
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lexicographic, 59
total, 59
orthogonal group, 174
orthogonal polynomials
Appell's, 143
complex Hermite, 43
disk, 44
for radial weight, 40
generalized Chebyshev, 52, 162
generalized Hermite, 278
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