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Preface

Since 1994, the Internet has emerged as a fundamental information and communication medium that has
generated extensive enthusiasm. It has been adopted by the mass market more quickly than any other
technology over the past century and is currently providing an electronic connection between progres-
sive businesses and millions of customers and potential customers whose age, education, occupation,
interest, and income demographics are excellent for sales.

Organizations are increasingly offering personalized eService relationships as a way of connecting
with customers over a number of platforms and of differentiating their services from those of competi-
tors. Relevant channel and distribution strategies are critical for future advancement of eServices to
achieve accessible, customer-focused and responsive services. Following the growing user demands
and requirements as well as the rapid development of the technological advancements and infrastructure
capabilities the development of eServices should not only focus on making the service available on the
Internet, but also examine the different delivery platforms. A multi-channel (WAP, MMS, SMS, Web,
Satellite etc.) and a multi-device (PC, mobile phones, PDA, tablet PC, Satellite handset etc.) access mix
will improve the access of the services offered, since will be available anytime, anywhere and anyhow
through a single point of access entry increasing consequently the business eServices sustainability.

New communication platforms beyond PC-based Internet access are now becoming available allow-
ing the companies to meet these challenges by reengineering their front and back office and business
processes, implementing new ways of interaction through a variety of channels (i.e. interactive digital
television and third generation (3G) mobile systems driven by common standards open up possibilities
for multiple platforms access to services), and restructuring services that accommodate their custom-
ers’ needs. eBusiness aims to deliver better quality of eServices increasing mass customization and
productivity with focused services to be provided by various channels, at a lower cost and time and in
a personalized style.

Mass Customization and Personalization are widely appreciated as viable and promising strategies,
which aim to provide product and services that best serve individuals’ personal needs with near mass
production efficiency. Personalization is adapting or sequencing solutions to fit individual differences,
expectations, and needs. In contrast, mass customization is adapting to fit common characteristics identi-
fied for groups of users. Mass customization is actually the first step in building an individual customers
relationship. It may not always be practical to support one user at a time or to build in total personaliza-
tion capabilities specific to one user. It may be preferable to start with a mass customized solution that
identifies a few common critical success attributes that are key for improved performance. However,
based on recent technological advances it is possible to implement online services and communication
environments accessed via Internet or Web technologies which may be personalized on the basis of indi-
viduals’ preferences or even the intrinsic characteristics of the specific user like cognitive and emotional
parameters, often referred as human factors. Both content and its way of presentation (modality, visual
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layouts, ways of interaction, structure) as well as functional elements of such communication environ-
ments may automatically adapt their behaviour according to the user needs and preferences enhancing
the quality of service delivery and user satisfaction.

CHALLENGES

Mass customization should be more than just configuring a specific component (hardware or software),
but should be seen as the co-design of an entire system, including personalized services, experiences and
human satisfaction at the individual as well as at the community level. The main objective of this book
is to focus on the latest research results on customization of services and communication environments
that provide adaptive content and functionality advancing the levels of user satisfaction and providing a
total redefinition of the way goods and services are created or sold and customers and vendors interact.
It presents the research results produced in this area covering a wide spectrum of strategies, applica-
tions, systems and architectures starting from the higher level of modelling human factors and mass
communication strategies used and then presenting the lower level issues of mass customization systems
and the adaptivity of content and functionality. Special emphasis is given to the integration of Human
Factors with traditional factors supporting a built-in flexibility embedded in the product or service. This
embedded flexibility will provide high levels of product adaptability and intelligent behaviour of service
or product interface so that it will be able to react and automatically adapt its response in changes of user
behaviour or the sorrounding environment (i.e. changing system requirements, availability of resources,
variation of bandwidth, loose connections, network congestion etc.). Human factors and users character-
istics carry the most important role during the entire design and implementation of a product or a service
which has the inherent ability to interact with its environment and the user and transparently adapt its
behaviour using intelligent techniques, reaching high levels of usability, user satisfaction, effectiveness
and quality of service presentation.

ORGANIZATION OF THE BOOK

This book is composed of four sections, with a total of fifteen chapters, each of which is described
briefly below:

Section 1: Mass Customization in Products and Services

Chapter 1 argues that service stores most often offer standardized services, which may not hit the
customers’demands. As a new possibility to customize service offerings the life event cycle is introduced,
which builds on traditional lifecycle concepts but refines them by a stronger individual perspective. It
is shown that all marketing instruments could be used to enhance individualization of services and to
respect the implications of the life event cycle.

Chapter 2 suggests that a better understanding of consumer responses to mass customization can
help companies to more successfully introduce mass customization strategies in new products. It dis-
cusses the specific conditions that affect the relative value of a mass-customized product. Based on this
understanding, several strategies are presented on how companies could implement mass customization
in order to optimize consumer responses and thus offer consumers the greatest value.

Chapter 3 explores the relationship between the capabilities of a manufacturing system and the
participation of end-users in order determination. Using a simulated customer-direct mode for the
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customization of selected wood products, it is examined the manufacturing of system attributes that
enhance direct interaction with customers. It is further discussed the strategic implications of the choice
of customization-mode on fundamental resource requirements, and set out practical recommendations
for deploying mass customization as a competitive strategy.

Chapter 4 underlines that electronic markets and Web-based content have improved traditional product
development processes by increasing the participation of customers and applying various recommender
systems to satisfy individual customer needs. It introduces a multi-agent system to support customized
product family design by recommending customers’ preferences in dynamic electronic market environ-
ments. Through experiments, it illustrates that the proposed recommender system can determine the
preference values of products for customized recommendation and market segment design in various
electronic market environments.

Chapter 5 proposes a standard-based framework to assist industrial organizations to develop in-
teroperability in mass customization Information Systems. After identifying the major challenges for
business and information systems in mass customization, the authors propose an innovative standard-
based conceptual architecture for a combined model-driven and services-oriented platform stimulating
the adoption of mass customization concepts.

Chapter 6 suggests that configurable products are an important way to achieve mass customization.
Configurators are information systems that support the specification of product individuals and the
creation and management of configuration knowledge, therefore being prime examples of information
systems supporting mass customization. However, since there is no systematic review of literature on how
mass customization with configurable products and use of configurators affect companies, this chapter
provides such a review, focusing on benefits that can be gained and challenges which companies may
face, identifying also benefits and challenges from the customer perspective.

Section 2: Mass Customization Meets Personalization: The Case of Adaptive and Intelligent User
Interfaces

Chapter 7 realizes that mass customization should be more than just configuring a specific component
(hardware or software), but should be seen as the co-design of an entire system, including services, ex-
periences and human satisfaction at the individual as well as at the community level. The main objective
of this chapter is to introduce a framework, smartTag, for the dynamic reconstruction of Web content
based on human factors. It presents initial results of the evaluation conducted, proving that the proposed
framework do not degrade the efficiency (in terms of speed and accuracy) during the Web content ad-
aptation process as well as increases users’ satisfaction and efficiency of information processing (both
in terms of accuracy and task completion time), while users navigating in the personalized condition
rather than the original one.

Chapter 8 underlines that popularisation of mass customization and the need for integration of the
user needs into the design, production and marketing phases has called for more innovative methods to
be introduced into this area. The integration of ubiquitous computing technologies with machine learning
and data mining techniques, which has been popular in personalization techniques, will serve to bring
about innovative changes in this area.

Chapter 9 supports that personalized services and products are only successful when the usage
context is taken into consideration. For interactive TV services, where usage is typically taking place
in a living room, the question on how to develop an interaction technique to enable personalization is
central. Based on an extensive literature review a set of requirements for personalized iTV services was
developed, applied on a case study, called vocomedia, showing the development of an interaction concept
for interactive TV supporting personalization by using a fingerprint recognition.
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Section 3: Innovative Applications and Services with Customized Adaptive Behaviour

Chapter 10 argues that the fulfillment of affective customers needs may award the producer extra
premium in gaining a competitive edge. This entails a number of technical challenges to be addressed,
such as, the elicitation, evaluation, and fulfillment of affective needs, as well as the evaluation of ca-
pability of producers to launch the planned products. To tackle these issues, this research proposes an
affective human factor design framework to facilitate decision-making in designing product ecosystems.
A case study of designing living room ecosystem is reported with dual considerations of customers’
perceptions and producer’s capacities.

Chapter 11 suggests that psychological customization systems can customize the experiences of
users of various information technology-based products and services. In this context customization en-
tails the intelligent automatic or semi-automatic adaptation of information per user profile, which may
systematically manipulate transient psychological states of the user such as emotion or cognition. The
chapter presents the psychological and technological fundamentals of psychological customization and
discusses an example of an application area in emotionally adapted games.

Section 4: Case Studies and Evaluations of Mass Customization

Chapter 12 supports that product configuration systems (PCS) are a technology well suited for mass
customization and support the task of configuring the product to the individual customer’s needs. PCS
are at the same time complex software systems that may be tailored to solve a variety of problems for
a firm. It further reports findings from a study of 12 Danish firms, revealing that expected and realized
benefits are consistent within the given investigation context.

Chapter 13 discusses that usability and user experience are two important factors in the develop-
ment of mass-customizable personalized products. A broad range of evaluation methods is available to
improve products during an user-centered development process. This chapter gives an overview on these
methods and how to apply them to achieve easy-to-use, efficient and effective personalized products that
are additionally fun to use. Eventually, it presents a case study on the development of a new interaction
technique for interactive TV helping to understand how to set up a mix of evaluation methods to cope
with some of the limitations of current usability and user experience evaluation methods.

Chapter 14 underlines that product customization is an important facility that e-commerce offers to
its users. On the Web, choiceboard systems have become quite prevalent as the means by which users
are able to customize their products. In this context, of choiceboard environment, this research examines
the impact of system and information quality and information presentation on interface satisfaction and
decision satisfaction. Further, it examines the impact of the latter two satisfaction factors on overall user
satisfaction and intention to use. The research reveals that improved system quality, vis-a-vis choice-
boards, leads to better information and decision satisfaction on the part of the users.

IN SUMMARY

The contribution of this book may be considered innovative and multi-fold since it brings together many
research areas to the benefit of the end-user. This book aims at providing relevant theoretical foundations,
principles, methodologies, frameworks, best practices and the latest research findings for the design and
development of mass customization of traditional products as well as eServices with personalized features
based on user preferences and human factors to professors, researchers, graduate and undergraduate
students, and practitioners working on fields related to computer science, human computer interaction,
e-business, software engineering, electrical and computer engineering, Web technology, information
systems, e-commerce, e-marketing as well as to business leaders and consultants.
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This book is a useful tool for academics, teachers and researchers, professionals in the field of mass
customization and Web personalization, and to people that belong to the broader field of the information
communication technologies (ICT). It provides pragmatic references, analysis, new methodologies, and
architectures that tend to approach the subject more comprehensively providing latest suggestions and
solutions.

Constantinos Mourlas and Panagiotis Germanakos
Athens, 2009
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Chapter 1
The Life Event Cycle:

A Special Management Tool for
Mass Customization of Services

Florian U. Siems
RWTH Aachen University, Germany

Dominik Walcher
Salzburg University of Applied Sciences, Austria

ABSTRACT

In this chapter it is argued that service stores most often offer standardized services, which may not
hit the customers’ demands. As a new possibility to customize service offerings the life event cycle is
introduced, which builds on traditional lifecycle concepts but refines them by a stronger individual per-
spective. In the first part of the chapter, a short introduction in service management, kinds of services
and the relevance of a long term customer relationship for service stores is given. Then the idea of life
cycles is shown in general, before in the main part the life event cycle is explained. It is shown that all
marketing instruments could be used to enhance individualization of services and to respect the implica-
tions of the life event cycle. The chapter ends with limitations and future trends.

INTRODUCTION: MANAGEMENT
OF SERVICES

The management of services has become more
and more important in practice and science within
the last 20 years (Lovelock & Wirtz, 2004, pp.
4-8; Bruhn & Georgi, 2006, p. xvi; Zeithaml &
Bitner & Gremler, 2006, p. 2). The definitions and
classifications of service providers are as hetero-
geneous as the definitions of services themselves
(Lovelock, 1983). In 1999 Tim Davis published his

DOI: 10.4018/978-1-60566-260-2.ch001

classification of service firms (Davis, 1999). Based
on a well founded criticism on other definitions,
Davis classified service providers regarding to the
two dimensions

(1) Service task (routine / knowledge) and
(2) Service delivery (decoupled / integrated).

The distinction between routinized and knowl-
edge based service tasks can also be found at several
other classifications (Lovelock, 1983), the distinc-
tion between decoupled and integrated service
delivery however can be seen as new. This factor

Copyright © 2010, I1GI Global. Copying or distributing in print or electronic forms without written permission of 1GI Global is prohibited.



Figure 1. Four types of service firms
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deals with the horizontal dimension of work —the
core process or how services are delivered. Basi-
cally the service delivery dimension refers to the
distance between the majority of tasks within the
service firm and the customers. Thus, the majority
of tasks of a fast food restaurant or a car repair
station is closer to the customer than the tasks of a
hospital or a insurance company (Davis, 1999, p.
23). Combining these two dimensions four types
of service firms emerge (shown in figure 1).

(1) Service Factories have routine processes
that are tightly integrated in delivery, such as fast
food restaurants or car rental firms. (2) Service
Shops carry out non-routine knowledge or craft
work that is closely integrated in delivery, such
as auto repair stations or small consulting offices.
(3) Service Complexes engage in non-routine
knowledge work that is decoupled in delivery,
such as hospitals, large consulting firms or large
advertising agencies. (4) Service Stores provide
a variety of routine services that are decoupled
or disintegrated in delivery, such as insurance
companies or banks. At Service Stores it can be
found that the level of service customization most
often is very low. In order to stay cost efficient
the standardization of services is pushed (“one
type fits all”) at the price of not addressing the

individual needs of the customer. In this paper
it is argued that the possibilities of professional
service customization can be exploited by Service
Stores to a much higher extent by systematically
applying a refined lifecycle concept - the life
event cycle.

In the last decade marketing for services
(Bruhn & Georgi, 2006) as well as customization
of services (Ahlstrom & Westbrook 1999; Mills
& Morris 1986; Piller 2003; Piller & Meier &
Reichwald 2002; Piller & Stotko 2002; Tseng &
Piller 2003; Winter 2001) has become more and
more important. It was shown that especially in
the service industry a long term relationship be-
tween provider and customer is responsible for a
company’s success (Gummesson 1987; Reinartz
& Kumar, 2000; Grénroos, 2000). Reichheld
and Sasser (1990) for instance demonstrated in
the 90ties, that increasing profits of a service
provider can be traced back to long term relation-
ships causing

(1) increasing purchases,

(2) cross- and up-selling-activities,

(3) reduced operating costs,

(4) customer as referrals and

(5) increasing acceptance of premium prices.
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Considering these effects of a long-term rela-
tionship for services, a new marketing perspec-
tive was born: The “Relationship Marketing”,
which is focused especially on the retention of
customers and customer satisfaction as important
antecedent (see e.g. Gummesson, 1994; Heskett
& Sasser & Schlesinger, 1997; Hennig-Thurau &
Hansen, 2000; Bruhn, 2003). For new approaches
in this research area, some existing theories of
traditional marketing also can be used, but often
some modifications seem necessary. In the fol-
lowing, one of such modifications of a traditional
marketing tool — the lifecycle — is shown. The
kind of modification we show follows the idea of
mass customization. It is demonstrated, how this
modified tool can be used for services to enhance
the intensity of the relationship between a service
company and his customers.

BACKGROUND: LIFE
CYCLE THEORIES

The use of lifecycles is a traditional method
of strategic planning in marketing (Cox, 1967;
Catry & Chevalier, 1974; Day, 1981; Kotler &
Armstrong, 2006, pp. 290). The idea of these
traditional concepts is to show the development
of special marketing issues over time. The devel-
opment of marketing objectives like the number
of sales or the total revenue for instance can be
used to identify stages like introduction, growth,
maturity and decline (Cox, 1967, pp. 377). This
differentiation helps to control the intensity of
marketing instruments in the different phases
(Clifford, 1965; Catry & Chevalier, 1974; Kotler
& Armstrong, 2006, pp. 290). For example it is
said that in the beginning of the product-lifecycle
communication is the most important instrument,
in the end however the marketing instrument
price is more effective. The concept was tested
in several industries (Brockhoff, 1967; Dodge
& Fullerton, 1984) and critically discussed by
many researches (Crawford, 1992). The lifecycle

conceptwasapplied almostexclusively within the
consumer goods industry. Figure 2 shows such a
traditional product lifecycle (rf. Thomas & Pet-
tigrew & Whittington, 2002, p. 213, respectively
Kotler & Armstrong, 2006, pp. 290).
Considering the new developments in market-
ing, especially the new relationship marketing
perspective shown before, other lifecycle concepts
were developed, which focus especially on the
relationship aspect. The customer relationship
lifecycle for instance describes the intensity of the
relationship between a company and a customer
over time (Bruhn, 2003, pp. 41). Following this
lifecycle marketing objectives and marketing
instruments can be differed into the phases

(1) Recruitment,
(2) Retention and
(3) Recovery of customers

as shown in Figure 3. Thus a service has to (1)
attract new customers, (2) bind the customers to
the company and (3) recapture customers, if they
do not want to receive the service any longer or if
they have already changed the provider.

The Life Event Cycle: A Special
Management Tool for Mass
Customization of Services

Another life cycle concept which focus especially
onthe relationship aspect and on service customi-
zation and which should be illustrated in the fol-
lowingisthe Life Event Cycle (in the few existing
publications also named “customer requirements
life cycle”, see e.g. Bruhn 2003). The idea is as
follows: The quantitative and qualitative needs
concerningaserviceare changing overtime, which
can be traced back to different events in the life of
acustomer. Sometimesthese eventsare defined as
stages of family phases (e.g. youngsingles, young
married couples without children, couples with
childrenetc.). Thusthe eventapproach sometimes



Figure 2. Traditional product lifecycle
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is called “family life cycle” (see e.g. Hollensen
2003, p. 129; Kotler & Armstrong, 2006, p. 144).
In this paper, it is assumed that the family stages
can be important events, but there can be also
other events in the lifetime of customer which
are influencing requirements and needs (e.g. new
job, new house, increasing salary). So the family
life cycle can be seen as a subset of the general

life event cycle (Siems & Walcher, 2008) which
is depicted in the following.

With the help of a banking example, a typical
Service Store representative, thiscan beillustrated:
At the beginning the customer — being a child —
needs only limited financial services, i.e. only a
simpleaccountopened by parents or grandparents.
Growing up other financial services becomes

Figure 3. Customer Relationship Lifecycle (Adapted from Bruhn, 2003, p. 46)
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Figure 4. Showcase life event cycle for financial services
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more important. The customer needs for instance
a credit when starting to study. Having a job the
customer wants to invest money — and so on. To
marry, getting children, building a house, chang-
ing jobs or getting divorced are other important
events. Thus service customization is needed
depending on the life events of the customer (as
shown in figure 4).

For a lot of other services similar curves can
be generated. The differences between the tops
and the downs and the number of the tops and
the downs are depending on two determinants:
The kind of service and the kind of customer.
For example, the owner of an old car has high
requirements for repairing the car, which causes
short periods between the necessary repairs. After
buying a new car there are no repairs for the first
years. When the car gets older the cycle starts
again - and so on. Figure 5 shows this example
and others.

To realize a long term relationship, it is neces-
sary to systematically managethis life eventcycle:
It must be avoided that the customer changes the
company because a life event changes the require-
ments. This means life-event-cycle-based service

customization. Especially Service Stores mostly
offer standardized services, which may not hit
the customers’ life event demands and thus can
endanger a long term relationship.

To realize such a “Life Event Cycle Man-
agement”, more than (traditional) segmentation
seems necessary: The life events can differ from
customer to customer: Some people get married
when they are 18 years old, others when they are
30 years old. For each customer, the curve of life
events could be different.

Based on this problem, it seems necessary, to
realize anindividualization, concerningall market-
ing instruments. To show how this can be done,
we demonstrate a showcase in the following.

Showcase Financial Services:
Individualization following
the Life Event Cycle

An individualization following the life cycle can
be done by a differentiation of the marketing in-
struments for different stages of a phase in which
acustomer is. We want to demonstrate this shortly
for a bank in Switzerland, using the traditional
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Figure 5. Customer life event cycles at different services
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marketing instruments (the “four Ps”, product,
promotion, priceand place). These instrumentsare
enriched by the additional “P” “People” follow-
ing the idea of Magrath (1986), that for services,
extensions like this for the traditional marketing
instruments seem useful.

People: At services employees play an im-
portant part of the customers’ quality perception
(Bruhn & Georgi, 2006 pp. 304). Thusthe require-
ments for employees can be different in different
stages of the customers’ life event cycle: The bank
therefore can try to manage that customers get
service personal of the same age and with similar
life experiences.

Product: The bank offers services for dif-
ferent life stages like special products for teens,
twens and older people. At the homepage of this
bank, customers can select their life phase with
the help of an easy to use online-configurator to
find the right offer. Especially the selection of
funds follows the cafeteria-principle: customers
can create own funds, at which they can choose
the kind of fund, the different constituents and
the risk diversification individually.

Promotion: In different life phase different
kinds of communication and different intensity of
communication are necessary. In some stages the
customer needs information about how to invest
money, in other stages more information about how
to get money from the bank. Thus the customer
can select on the internet page the actual segment
in his life cycle (for example: just married) and

gets the fitting information for this stage. Espe-
cially for life event cycles with long differences
between the tops (=high requirement) it is very
important to use communication to remember
the customer: So the bank sends memos to their
customers regularly to remember that they should
check their financial issues again.

Price: The Life Event Cycle can be usedto offer
different prices for different segments depending
on the stage of the cycle. For example the bank
offers the same service for a lower price while a
customer is student at a University and increases
the price for this customer after finishing the study.
Thus the life event cycle can be used as base for
different kinds of price differentiation integrating
the customer to identify the segment and to get
the fitting price.

Place: The requirement for or preferences for
the distribution channel can also differ from stage
to stage in the Life Event Cycle: For example, a
student has different requirements concerning the
office hours of a bank than he has after his studies,
beingamanager. Orthere can be differentrequire-
ments for the use of online services depending on
the stage of the life cycle. Here it is also possible
to offer different ways for different segments and
to let the customer choose the — concerning his
Life Event Stage — fitting way.
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FURTHER RESEARCH
AND CONCLUSION

In this paper it is argued that Service Stores most

often offer standardized services, which may not

hit the customers’ demands. The life event cycle

could be a helpful concept to refine and customize

the service offerings. The short example of the

Swiss Bank shows that there are first attempts.
Further research questions are:

. How can the life event cycle concept can be
adapted to different other service stores?

. How can the life event cycle concept itself
be refined?

. How does the customer interaction process
look like?

. How can this interaction process be sup-
ported by IT?

. How can we use (existing or new) tools
of mass customization to realize an indi-
vidualization following the life events of a
customer?

. Do investments in this concept really
pay off (= is there an increasing long
term relationship between company and
customers?)

These further questions show the limitations
of our research today: In practice, only a few
companies are still using the concept of the life
event cycle, in a lot other companies this tool is
just introduced in this year. So — unfortunately
— we cannot extend our experiences or give real
evidence. It will be interesting to see what will be
happened in the next years and how the questions
we have shown above can be answered.

In addition to that, we must admit that this
chapter follows a marketing perspective and is
limited on it, but also other perspective seems
useful. For example, it can be interesting if and
how the life event cycle can be extended espe-
cially to the Human Resource Management: The
life events of an employee can be interesting for

his superiors, e.g. to fit the working conditions
over time to the life events of an employee for
generating a higher motivation and enhancing the
efficiency of the employee.

It seems also interesting to link the idea of the
lifeeventcycletootherresearchareas, e.g. Human-
Computer Interaction, Software-Engineering and
Psychology.

Insum, we have seen that the Life Event Cycle
and the mass customization for service are a new
and important field where a lot of research still
can be done in the future to optimize a long-term
relationship of customers or other stakeholder.
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Chapter 2

Optimizing Consumer
Responses to Mass
Customization

Ruth Mugge
Delft University of Technology, The Netherlands

Jan P. L. Schoormans
Delft University of Technology, The Netherlands

ABSTRACT

A better understanding of consumer responses to mass customization can help companies to more suc-
cessfully introduce mass customization strategies in new products. Only if consumers believe that the
value of the mass-customized product significantly exceeds that of an off-the-shelf product, consumers
are willing to mass customize a product. In this chapter, the authors discuss the specific conditions that
affect the relative value of a mass-customized product. Characteristics of the consumer who is performing
the customization task, the product category that is mass customized, and the specific mass customization
process can affect the perceived benefits and drawbacks of mass customization. Based on this under-
standing, several strategies are presented on how companies could implement mass customization in
order to optimize consumer responses and thus offer consumers the greatest value.

INTRODUCTION

Many marketplaces are moving from a mass-
orientation to an individualization of offerings. In
doing so, it is acknowledged that consumers’ tastes
and preferences are often highly heterogeneous,
leaving many unfulfilled with standard goods or
services (Franke & Piller, 2004; Piller & Muiller,
2004; Weightman & McDonagh, 2003). A business
strategy aimed at addressing this growing demand

DOI: 10.4018/978-1-60566-260-2.ch002

of individualization is to offer consumers the op-
portunity to mass customize products. In mass
customization, consumers take active part in the
design process and act as (co-)designers of their
own products. Mass customization can provide
consumerswithimportantbenefits, because itallows
them to purchase a unique product that fits their
individual preferences. Nevertheless, nowadays,
mass-customized products take up only a small
percentage of the total market of consumer durables.
Although mass customizationisnotyetimplemented
often, the concept is not new. Pine presented the

Copyright © 2010, IGI Global. Copying or distributing in print or electronic forms without written permission of 1GI Global is prohibited.
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concept of mass customization in 1993 (Pine
11, 1993) and Toffler already suggested in 1980
that consumers will be replaced by ‘prosumers’;
individuals who are both the producer and the
consumer of a product (Toffler, 1980).

Thereare several reasonswhy only arelatively
small number of companies have implemented
mass customization in products so far. From a
technical perspective, the implementation of mass
customization is generally complex and costly.
Moreover, consumers may notalways be interested
in mass-customized products, which may have
contributed to the current small market share as
well. To successfully implement mass customiza-
tion in products, companies need to understand
and know how to optimize consumer responses
to mass customization. The goal of this chapter
is twofold. First of all, we provide an extensive
overview of the literature on consumer responses
to mass customization. Specifically, we explore
why consumers may (not) appreciate mass cus-
tomization and under which conditions consumers’
evaluation becomes more positive or negative.
Second, based on this understanding, we pres-
ent several strategies for companies to optimize
consumer responses to mass customization.

The chapter is organized as follows. We start
with a discussion of the potential benefits (e.g.,
better fit to preferences) and the potential draw-
backs (e.g., complexity) that mass customization
may bring about for consumers. In the subsequent
sections, we discuss the different conditions that
may affect consumers’ appreciation of mass
customization. Specifically, we explore which
consumers are more willing to mass customize
products, which product categories are the most
attractive to mass customize, and how the mass
customization process should be implemented
in order to achieve the greatest value for the
consumer. Based on this understanding, several
strategies are discussed that may help companiesto
optimize consumer responses by either stimulating
the benefits of mass customization or avoiding its

drawbacks. Finally, some suggestions for future
research are presented.

THE BENEFITS AND DRAWBACKS
OF MASS CUSTOMIZATION
FOR CONSUMERS

Past research concluded that mass customization
through consumer co-creation/co-production can
increase value perceptions of and overall satisfac-
tion with a product (Bendapudi & Leone, 2003;
Kamali & Loker, 2002). The potential benefits of
mass customizing products for the consumer are
twofold. First, the consumer can mass customize
the product in such a way that it better fits his/her
utilitarian and aesthetic preferences than astandard
off-the-shelf product does (Franke & Piller, 2003;
Schreier, 2006). Franke and Piller (2004) showed
that consumers have highly heterogeneous pref-
erences: in their study, 165 consumers designed
a total of 159 different watches, suggesting that
standard off-the-shelf products may not optimally
correspond to consumers’ individual preferences.
Consumers can mass customize the functionality
and/or appearance of a product. Mass customi-
zation of a product’s functionality results in a
product that fitsan individual’s utilitarian desires.
For example, a Dell computer (http://www.dell.
com) can be customized to fit one’s preferences
with respect to a personal computer and an Adidas
shoe (http://www.miadidas.com) can be custom-
ized to improve the fit to one’s feet. In addition,
mass customization enables consumers to choose
the specific functionalities they will use, without
having to pay for unwanted functions/options
(Bardakci & Whitelock, 2004). If the product’s
appearance is mass customized (e.g., Nike ID
shoes, http://nikeid.nike.com; Timbuk2 bags,
http://www.timbuk2.com; 121Time watches,
http://www.121time.com), the product is per-
ceived as better fitting to the consumer’s aesthetic
preferences. Furthermore, mass customization of
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product aesthetics offers consumers an immense
variety of products, which facilitates a person’s
differentiation from others (Franke & Schreier,
2008). Accordingly, past research concluded that
products that are customized along aesthetic di-
mensionsare perceived as more self-expressive of
one’s identity than standard off-the-shelf products
(Blom & Monk, 2003; Kiesler & Kiesler, 2005;
Mugge, Brunel, & Schoormans, 2007; Mugge,
Schoormans, & Schifferstein, 2009a). This is fur-
ther enhanced by the fact that consumers perceive
a mass-customized product to be unique (Fiore,
Lee, & Kunz, 2004; Franke & Schreier, 2008;
Schreier, 2006).

In addition to the enhanced fit to one’s prefer-
ences, consumers may also derive benefits from
the process of mass customization. The process of
‘doingityourself’isby many consumers perceived
as self-rewarding. Consumers may experience
joy during the co-design task as a result of the
fulfillment of an intrinsically rewarding, artistic,
and creative act (Csikszentmihalyi, 1996; Fiore
et al., 2004; Franke & Piller, 2003; Schreier,
2006). Related to this issue is the benefit of “pride
of authorship’. The positive outcome of having
created a satisfactory product on their own during
the co-design process (instead of purchasing a
standard off-the-shelf product) provides consum-
ers with positive feedback, which gives a feeling
of pride. Asaresult, the mass-customized product
is valued more than consumers would value an
identical off-the-shelf product (Fischer, 2002;
Schreier, 2006).

Past research showed that creating a product
partly yourself may also resultin the development
of a stronger emotional bond with this product
(Muggeetal.,2009a). Both the effortinvested dur-
ing the co-design process and the self-expressive
value positively affect the strength of the emo-
tional bond the consumer experiences with this
product (Mugge et al., 2009a). The consequence
of experiencing a strong emotional bond with a
product is that this product gains meaning beyond
the functional and becomes extraordinary. In ad-

12

dition, when people are asked to list the emotions
they experience towards products with which they
feel emotionally bonded, more positive emotions
(e.g., happiness, love, warmth, pride, and joy) are
reported than for products with which they do
not feel emotionally bonded (Schultz, Kleine, &
Kernan, 1989).

As a result of the benefits of mass customiza-
tion, companies can gain acompetitive advantage
by implementing mass customization strategies
in products and consumers are willing to pay a
premium price for mass-customized products.
Past research showed that the willingness to pay
for a self-designed product can in some cases
even be twice as high as for standard off-the-shelf
products (Franke & Piller, 2004; Piller & M-
ler, 2004; Schreier, 2006). It is likely that mass
customization may also bring about favorable
behaviors during ownership, such as more posi-
tive word of mouth.

Although mass customizing a product can offer
consumers several benefits, mass customization
might have a downside as well. First of all, mass
customization requires the consumers’ investment
of time and effort (Mugge et al., 2009a). During
the co-design task offered by mass customization,
consumers have to make much more choices
with respect to the product than in an ordinary
purchase situation. As a result, consumers have
to direct more time and attention to the purchase
of a mass-customized product than to that of an
off-the-shelf product. Consumers are only moti-
vated to invest their time and effort if they feel
that the ultimate value of the mass-customized
product significantly exceeds the value of a stan-
dard off-the-shelf product. Otherwise, consumers
will prefer an off-the-shelf product that does not
require this investment.

The second drawback of mass customization
is that consumers may perceive the task of de-
signing one’s own product as complex and risky.
Mass customization allows consumers to create
their own product by making selections among a
great number of options. Consequently, consum-
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ers may become overwhelmed by the increased
number of possibilitiesattheir disposal (Dellaert &
Stremersch, 2005; Huffman & Kahn, 1998; Piller,
Koch, Méslein, & Schubert, 2003; Zipkin, 2001).
Because human capacity to process information
is limited, offering a great number of customiza-
tion options will increase the number of cognitive
steps and the effort needed in the decision making
process (Bettman, Johnson, & Payne, 1990). This
might lead to negative affective reactions, such
as confusion, regret, or frustration. As consumers
get confused by the increased number of choices,
they might feel insecure about their own edibility
to decide on the right alternative amongst that
large potential set of options and designs. If con-
sumers perceive the mass customization process
as complex and risky, this will result in a less
favorable evaluation of mass customization and,
consequently, in a reduction of the willingness to
purchase the mass-customized product (Dellaert
& Stremersch, 2005; Mugge et al., 2007).

We believe that these drawbacks may have con-
tributed to the lack of success of mass customiza-
tion, so far. The market share of mass-customized
products will only increase if consumers believe
that the benefits of mass customization counter-
balance its drawbacks. Only then, the relative
value of amass-customized product will outweigh
that of a standard off-the-shelf product. Specific
conditions related to the consumer, product, and
mass customization process may affect this bal-
ance and, consequently, consumers’ appreciation
of mass customization.

Do All Consumers want to Mass
Customize their Products?

Although past research suggested that many
consumers are innovative (von Hippel, (2005):
10%-30% of all consumers have modified or cre-
ated a product for personal use) and thus capable
to co-design their own products, it is likely that
certain groups of consumers will gain relatively
more benefits from mass customization and/or

will perceive less drawbacks. As a result, these
consumers will respond more positively towards
mass customization and will be more eager to
purchase mass-customized products than oth-
ers. First, demographic variables may influence
consumer responses to the mass customization
process. Goldsmith and Freiden (2004) concluded
that younger, well-educated people with higher
incomesare more likely to purchase mass-custom-
ized products. Probably, the Internet usage of these
consumer groups can partly explain this relation-
ship. People who often make use of the Internet
and have purchased products online in the past,
will be more likely to purchase mass-customized
products. In contrast, people who have no Inter-
net access or who consider purchasing products
online risky and undesirable will evaluate mass
customization more negatively. Second, several
personality characteristics are likely to affect the
mass customization evaluation. Consumers with
a high optimum stimulation level (OSL) tend to
seek more exciting experiences. Consequently,
the process benefits of mass customization are
more valuable for high OSL consumers, result-
ing in a stronger willingness to mass customize
products (Fiore et al., 2004; Fiore, Lee, Kunz, &
Campbell, 2001). Another personality charac-
teristic that can enhance the perceived benefits
of mass customization is consumers’ need for
uniqueness, which is defined as an “individual’s
pursuit for differentness relative to others that is
achieved through the acquisition, utilization, and
disposition of consumer goods” (Tepper Tian,
Bearden, & Hunter, 2001, p. 50). As discussed, a
mass-customized productis perceived to be unique
and can facilitate a person’s differentiation from
other people. Consequently, consumerswithahigh
need for uniqueness will value the opportunities
provided by mass customization more than con-
sumers with a low need for uniqueness (Franke
& Schreier, 2008).

Finally, consumers may differ in their skills,
knowledge, and expertise to design their own
product in the way they want to. In this respect,
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consumers’ creativity (Burroughs & Mick, 2004)
may influence consumer responses to mass cus-
tomization. Creative people may be more able to
customize a product in such a way that it fulfills
their needs. In addition, it is likely that creative
people experience more joy during the mass cus-
tomization process, because the design process
allows them to use their creativity. As a result,
creative people will gain more benefits from mass
customization. The specific skills of consumers
may also reduce the perceived drawbacks of mass
customization. Dellaert and Stremersch (2005)
found that for the mass customization of utilitarian
features, consumers with high levels of product
expertise consider mass customization toolkits
less complex than consumers with low levels of
product expertise do. Similarly, we believe that
for the mass customization of product aesthetics,
consumers’ centrality of visual product aesthetics
(Bloch, Brunel, & Arnold, 2003) may reduce the
complexity and risk of mass customizing prod-
ucts’ appearances. Centrality of visual product
aesthetics (CVPA) represents the overall level
of significance that visual aesthetics hold for a
particular consumer in his/her relationships with
products. Accordingly, high CVPA consumers
can be considered experts with respect to product
design.

Before implementing mass customization,
companies should first explore whether their
target group is interested in mass-customized
products and sufficiently skilled to accomplish
the co-design task.

Which Products do Consumers
want to Mass Customize?

In addition to the individual differences between
consumers, the product category may play a role
inconsumers’appreciation of mass customization.
For certain product categories, mass customiza-
tion may offer consumers relatively more value
than for others. The first product-related factor
that affects the value of mass customization
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for consumers is visibility. Mugge, Brunel, and
Schoormans (2007) concluded that regarding
product aesthetics consumers more strongly prefer
to mass customize a product if the customized
elements are visible to others. As discussed, mass
customization of product aesthetics can provide
products with more self-expressive value than
standard off-the-shelf products, due to which the
owner can communicate one’s unique identity
to others. However, inferences about others are
mainly driven by the objects that are publicly
consumed (Bearden & Etzel, 1982). Accordingly,
the relative benefit of self-expressiveness is en-
hanced if the outcome of the mass customization
process is more publicly visible, either because
the mass-customized product is visible to others
or because the mass-customized elements of the
product (e.g., exterior of a car vs. its interior) are
clearly visible to others. Conversely, consumers
may be reluctant to invest their time and effort
in the mass customization process if the product
is only privately consumed and may prefer an
off-the-shelf product instead.

The second product-related factor that can
influence the value of a mass-customized product
in comparison to an off-the-shelf product is the
degree of usage. Consumers prefer mass customi-
zation for products that are used relatively often,
because frequent usage of a productintensifies the
importance of the benefits that mass customization
can offer (Blom & Monk, 2003; Kaplan, Schoder,
& Haenlein, 2007).

Third, consumers should feel a certain degree
of involvement with the product category to per-
ceive the mass customization process sufficiently
valuable to invest their time and effort in it. Ac-
cordingly, we believe that mass customization
is more valuable for durable products than for
fast-moving consumer goods.

For companies interested in implementing
mass customization ina product, itis important to
determine whether consumers are truly interested
in mass customization for this particular product
category. Based on the former arguments, we
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propose that mass customization isespecially valu-
able for durable products that are used relatively
often and serve as means to support consumers’
individuality. Forexample, itismore interesting to
mass customize apparel (e.g., clothing, footwear,
jewelry, bags, watches) and lifestyle products
(e.g., cars, furniture, mobile phones, MP3-players)
than utilitarian products (e.g., screwdrivers, lawn
mowers, washing machines).

How Should Companies Design the
Mass Customization Process?

The particular mass customization process that
is applied can affect consumer responses to mass
customization as well. In order to increase the
relative value of a mass-customized product in
comparison to a standard off-the-shelf product,
companies should design the mass customization
process in such a way that either the perceived
benefits of mass customization are enhanced
and/or the drawbacks of mass customization are
avoided.

To enhance the perceived benefits of mass
customization, companies should make certain
benefits more explicit in the mass customization
process. Then, the relative value of the mass-
customized product may increase. In this respect,
Franke and Schreier (2008) suggested that during
the mass customization process consumers could
receive affirmative feedback concerning the scar-
city of the mass-customized product in order to
enhancethe perceived uniquenessasavaluedriver.
For example, the toolkit may indicate the number
of consumers who have purchased the same or a
similar design. This is especially interesting for
consumers with a high need for uniqueness. An-
other possibility to make the mass customization
values more explicit is to deliberately provide
positive feedback on the fact that the consumer
has created the product himself/herself in order
to stimulate the pride-of-authorship benefit. An
example is Nike ID that allows consumers to

‘sign’ their own pair of shoes by placing a name
or tag on the back.

Increasing consumers’ design freedom in the
mass customization process may also help com-
panies to enhance the perceived benefits of mass
customization. Insome mass customization offer-
ings, consumers’design freedomissmall, because
consumers are only offered a limited number of
choices (e.g., selecting the color of a shoe from
four colors), whereas in other cases they might be
offered greater design freedom by having a larger
number of product parts that they can customize
(e.g., selecting the color for different parts of a
shoe) and/or by being able to make selections
amongst more options for each product part (e.g.,
10,000 colors and patterns for each part). Greater
design freedom in the mass customization process
allows consumers to create a greater number of
possible products, which enhances the product’s fit
to one’s personal preferences (both utilitarian and
aesthetic) and its uniqueness (Dellaert & Strem-
ersch, 2005; Franke & Piller, 2003; Mugge et al.,
2007). As a result, consumers will evaluate these
mass customization offerings more positively. In
this respect, Schreier (2006) showed that when
comparing three different mass customization
offerings the highest consumers’ willingness to
pay was found for the mass customization offering
with the greatest degree of design freedom. Al-
though providing consumers a large set of options
strongly reduces the chance that other people will
own an identical product, such mass-customized
products are still not entirely unique. It remains
possible for other consumersto create an identical
product again. Accordingly, it may be interest-
ing to create mass customization offerings with
an even greater degree of freedom by allowing
consumers to personally design (parts of) their
ownproduct (e.g., create a personal design pattern
for the fabric used to make a shoe), as opposed to
just choosing amongst a set of alternatives. This
allows consumers to be truly creative and to cre-
ate a unique product that no one else owns. An
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Figure 1. Freitag website © 2008 Freitag. Used with Permission.
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example of a mass customization offering with
an extended degree of freedom is Freitag (see
Figure 1). Freitag sells customized bags made
out of recycled truck tarpaulins. On the website
(http://www.freitag.ch), consumers can create
their own unique bag by positioning the various
stencils on the tarpaulins that are available at that
moment. During the design process, the consumer
can see which pieces of the tarpaulins are still
available and which are already used for other
bags. Because each part of each tarpaulin can
only be used for one bag, every bag is different.
Furthermore, the process feels more creative than
merely selecting colors for the different parts of
the bag. In comparison to most mass customiza-
tion offerings, the benefits for the consumer are
thus enhanced (Mugge & Schoormans, 2005).
Because production facilities are often set up to
produce a number of predetermined product vari-
ants, offering consumers a great degree of design
freedom may have considerable consequences for
the implementation at the company. Neverthe-
less, the Freitag example shows that it is in some
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cases possible to produce truly unique products
atrelatively low costs. When implementing mass
customization, companies should explore the pos-
sibilities to offer a great degree of design freedom
within their current production facilities.

The specific toolkit that consumers make use
of during the co-design task plays an important
role in the mass customization process. Hence,
another strategy to stimulate the benefits and/or
avoid the drawbacks of mass customization is
to improve the toolkit’s interface. By improving
the usability and visualization of the toolkit’s
interface, consumers are guided in their design
process, perceive less risk and complexity, and,
consequently, experience more satisfaction with
the mass customization process and outcome. In
this respect, Vink (2003) concluded that mass
customization toolkits should constantly provide
vivid and accurate information on the selected
product, should show all customizable product
attributes simultaneously, should start with choos-
ing the most important product characteristic,
should include interactivity, and should stimulate
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a trial-and-error process. Moreover, toolkits can
offer consumers module libraries with a number
of standards for several product parts. Instead of
starting the design from scratch (with hundreds
or millions of options), this allows consumers to
focus their design process on the relevant aspects
and choose standard solutions for the other aspects
(Dellaert & Stremersch, 2005; Thomke & Von Hip-
pel, 2002). Thisguarantees an efficientinvestment
of time and effort. Furthermore, consumers can
creatively use these standards as a starting point
to create one’s own unique product while restrict-
ing the required risk. An example of a company
that offers a useful toolkit is the Nokia 3220 mo-
bile phone. The web-based toolkit (http://www.
ga.nokiausa.com/fun/3220/1,9186,~swQt,00.
html) allows consumers to personally design their
own cut-out cover using their creativity, instead of
merely choosing one among several predetermined
options. In addition to the possibility to upload
one’s own image, the toolkit provides several
basic elements (e.g., backgrounds, stencils, and
colors) that consumers can use in their design.
This provides consumers with the opportunity to
create a more personal and unique product, while
reducing complexity.

By designing amass customization processand
toolkit, companies should also consider the target
group and their specific needs, experience, and
capabilities. In this respect, Randall, Terwiesch,
and Ulrich (2007) found that, in the context of PC
purchasing, consumers who are experts prefer to
use a parameter-based mass customization sys-
tem that allows them to directly specify and fine
tune the desired design elements for the product
(e.g., a PC’s processor or internal memory). In
contrast, novices created better outcomes with
a needs-based mass customization system. In a
needs-based system, consumers merely specify the
importance of their needs (e.g., PC is for storing
music or for playing 3D-games), based on which
the system provides them with the product that
fits their needs best.

Another strategy to stimulate the relative value
of mass customization is the implementation of
more flexibility inmass customization by allowing
consumers to customize their product over and
overagain (Mugge, Schoormans, & Schifferstein,
2009b). An example is the customization of a
mobile phone by changing the cover. Nowadays,
most mass-customized products are inflexible.
After the consumer finishes the mass customiza-
tion and decides to order the mass-customized
product, the features of the mass-customized
product are fixed. Nevertheless, a high degree of
flexibility provides consumers with an important
benefit: It offers the possibility to change and
improve the product design later in time. This
may reduce the perceived risk of spoiling the
product during the mass customization process
and may make consumers less uncertain about
the final outcome. However, most consumers
will only change the product design if the flexible
customization process will take them only little
time and effort. We acknowledge that implement-
ing flexibility in mass customization may have
some negative consequences, due to which this
strategy may not be feasible in all situations.
First of all, implementing flexibility will often
result in an increase in the production costs and
thus in a more expensive product. Consequently,
it is impossible to implement flexibility for all
components, and companies need to examine
for which component(s) the added value will be
the highest. Companies also need to determine at
which point in time the flexible components are
offered to consumers. If consumers have to select
the different flexible components directly at pur-
chase, the selected components may not fit their
future preferences, because their preferences may
change in time. In addition, storing the additional
components of the product may annoy consumers
in time. On the other hand, if consumers have to
purchase the flexible components during owner-
ship, they may perceive the flexibility as less
interesting, because most consumers do not want
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to postpone the usage of specific product features.
Furthermore, this may result in a complex and
costly logistic process for the company.

The relative value of a mass-customized
product may also be stimulated by the implemen-
tation of online communities for collaborative
co-design (Jeppesen, 2005; Piller, Schubert, Koch,
& Maoslein, 2005). An example of such an online
community is the virtual design environment of
Lego (http://www.lugnet.com), where users can
exchange models and ideas how to use standard
Lego building blocks for individual models. In
an online community, consumers can discuss,
exchange, and rate their product designs and
provide each other with feedback. Online com-
munities may help consumers in several ways.
First, consumers may use the designs of peers as
a starting point in their own design process. By
using the input from other consumers the amount
of choices an individual has to make reduces,
which makes it possible for him/her to focus spe-
cifically on his/her personal details. As a result,
peer input stimulates more systematic problem
solving behavior, which inturn leads to a superior
outcome of the mass customization process, that
is a mass-customized product that fits the prefer-
ences of the consumer more effectively (Franke,
Keinz, & Schreier, 2008). Furthermore, an online
community enables consumers to discuss their
design with peers before the purchase is made. By
giving each other constructive feedback on their
design solutions, the ultimate product’s quality
will increase. In addition, consumers do not just
follow their own individual taste, but are often
influenced by peers and the taste of a community
(Pilleretal., 2005). Consequently, input from peers
during the mass customization process can help
consumers to develop an individual design that is
likely to appeal to their peers and, therefore, the
perceived risk of the mass-customization processis
reduced. In order to take advantage of the benefits
ofanonline community for consumers, companies
can set up such acommunity themselves and link
it to their mass customization website. Although
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personally maintaining an online community will
cost a company time and money, it can provide
additional benefits. First of all, maintaining the
online community allows companies to control the
topics that are being discussed. Discussions that
may harm the company can then be banned from
the community. If necessary, companies can also
add comments and suggestions, which will further
enhance the product quality. Second, companies
can benefit from an online community, because
the discussions in such acommunity may provide
valuable input for the improvement of the mass
customization toolkitand for new product develop-
ment (Flller, Bartl, Ernst, & Mihlbacher, 2006).
We believe that the discussed benefits of online
communities for both consumers and the company
are significant. Especially for toolkits that offer
a great degree of design freedom, these benefits
will compensate the costs needed for setting up
and maintaining the online community.

FUTURE TRENDS

So far, the number of successful mass customiza-
tion examples is small. Nevertheless, we believe
that now the time seems right for companies to
implement mass customization in more products.
At present, the Internet is increasingly available
for many consumers in developed countries.
Furthermore, large groups of consumers in these
countries are willing to purchase products online
and the number of purchases that are done online
is rapidly increasing. Furthermore, online com-
munities grow in popularity and many people use
these communities as ways to present and discuss
opinions, problems, ideas, stories, photos, etc.
We believe that online communities can provide
a powerful means to enhance the relative value
of a mass-customized product in comparison to
an off-the-shelf product.

Future research in the field of mass customi-
zation should investigate how companies can
make use of such online communities in order to
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offer mass customization toolkits that provide the
greatest benefits for consumers. Inthisrespect, we
need an understanding of how mass customization
toolkits should be designed in order to facilitate
interaction through an online community.

In addition to online communities, it may in
some cases also be worthwhile to implement a
mass customization toolkit offline, for example,
in a warehouse. An example is the Puma Mongo-
lian BBQ. The Puma Mongolian BBQ consists of
several bins that are placed in the Puma store. The
bins contain pieces of fabric that differin colourand
material, and correspond to the various shoe parts.
Consumers can choose different pieces of fabric
to design and assemble their unique pair of shoes.
In contrast to more common mass customization
toolkits (e.g., Nike 1D), consumers are physically
active and have a tangible interaction with (parts
of) their future Puma shoes. Such an offline mass
customization toolkit offers several advantages.
First, the offline toolkit allows them to hold, touch,
and see (parts) of the productin real life, which may
be crucial for certain product categories (Peck &
Childers, 2003). This may reduce consumers’ un-
certainty concerning the mass-customized product
aswell. Second, when using an offline toolkit, con-
sumers can immediately receive feedback on their
design from the sales person and/or peers. Third,
the experience of jointly designing a product with
a group of friends using an offline toolkit may be
more engaging, due to which the flow experience
may be enhanced (Schoormans, Morel, & Zheng,
2006). For companies, an offline toolkit suggests
that the mass-customized products are sold through
two different distribution channels. For certain
companies, this may be business as usual, but other
mass customization companies, like 121 Time, may
lack experience inselling productsthrough physical
stores. Accordingly, the costs for implementing an
offline toolkitwill differ considerably. Furthermore,
companies need to consider how much value an
offline mass customization can bring for the specific
product category and target group.

CONCLUSION

This chapter provides an overview of some of
the specific conditions that affect consumer
responses to mass customization. Specifically,
we propose that conditions related to the con-
sumer (e.g., demographics, need for uniqueness,
creativity, expertise), the product (e.g., public
visibility, degree of usage, involvement), and
the mass customization process (e.g., usability
and visualization of the toolkit) may affect the
benefits and drawbacks that mass customization
may bring about. Depending on these conditions,
the relative value of a mass-customized product
will (not) outweigh that of a standard off-the-shelf
product. Companies need to understand and know
how to optimize consumer responses towards
mass customization to take full advantage of the
mass customization market potential. Only when
the outcome of the mass customization process
provides the target group with enough value to
counterbalance its drawbacks, mass customization
can be a success. In order to optimize consumer
responses, several strategies for the implementa-
tionof mass customization (e.qg., flexibility, online
communities) were presented to help companies to
accomplish this difficult task. For the success of
their mass customization offerings, itis important
that companies continue to compare the relative
value of their mass-customized product with that
of standard off-the-shelf products.
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ABSTRACT

This chapter explores the relationship between the capabilities of a manufacturing system and the
participation of end-users in order determination. Using a simulated customer-direct mode for the
customization of selected wood products, the authors examine manufacturing system attributes that
enhance direct interaction with customers. The authors discuss strategic implications of the choice of
customization-mode on fundamental resource requirements, and set out practical recommendations for
deploying mass customization as a competitive strategy. End-user participation in configuring customized
products requires that beyond desirable attributes such as agility in manufacturing systems, compelling
service capability be developed to enhance customer experience.

INTRODUCTION

Given a specific mode of customization, an organi-
zation’s ability to engage customersin collaborative
order determination is a function of the resources
it possesses or develops (Brown and Bessant,
2003; Hart, 1995). The desired resources for mass
customization include the capability to manage the
increased levels of complexity associated with inte-
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grating individual customer preferences into product
offerings in a cost-effective way (Mok et al, 2000).
Toenhance successful collaboration, market-driven
organizations must also posses the capability for
linking customers effectively (Day, 1994). Relative
toascenario where the order-determination process
is moderated by retail channels, a manufacturing
system that interfaces directly with the end-user
may require a more comprehensive deployment of
resources. However, though customization may be
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offered through retailers (especially where product
options may be selected and incorporated at the
point of sale) retail-driven customization may
not always be an attractive proposition from the
standpoint of managing a manufacturer’s brand.
The opportunity to leverage customers’ loyalty to
a brand, and its implications for trust and long-
term relationships, may provide sufficient basis
foramanufacturerto consider direct collaboration
with the customer (Berger et al, 2005). Thus, the
complexity inherent in direct collaboration must
be recognized and managed proactively through
building the necessary capabilities.

In a study of a customer-direct offer of cus-
tomized signage, Kubiak (1993) outlined how
the iterative co-design process for determining
and fulfilling customer preferences slowed down
operations and increased costs as a company
expanded its hitherto successful offering. The
inability of the company to provide guidance
for customers severely eroded earlier competi-
tive gains; cross-training of employees needed
to support the consultation for co-design was
found to be lacking. We consider the proposition
that specifying the key resource interactions that
exist at the onset of the customization offer, can
facilitate a more systematic translation of the
essential mass customization principles in the
growth phase of the business. From a resource
development perspective, any competitive gains
from an initial offer of customization could then
be more easily retained as the company’s opera-
tions expand.

Resources and capabilities are critical con-
siderations in formulating a strategy that might
deliver a sustained competitive advantage to any
company. The resource-based view of the firm es-
sentially highlights the role of strategic resources
and capabilities in driving economic value and
sustainable competitive advantage (Barney, 1991;
Conner 1991; Grant, 1991). Specific resources
such as customer relationship networks, sup-
plier relationship networks, reputation, market
knowledge, materials management, and a com-
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petent manufacturing workforce are important
considerationsinresource development (Rangone,
1999). However, to contribute to a sustainable
competitive advantage, these resources must also
be harnessed in ways that differentiate how specific
companies fulfill customer needs; incorporate
features that are difficult to imitate; and have the
potential to generate long-term benefits as the
company exploits the associated advantages in
the marketplace (Collis and Montgomery, 1995).
For example, resources that are integrated with
the knowledge-base of an organization may be
considered to be significant contributors to com-
petitive advantage because they cannot be easily
imitated. This “knowledge-based view” of the firm
expands the resource-based view by focusing on
knowledge-based capabilitiesasan organization’s
most critical resource for sustaining superior
performance (Spender 1996; Grant 1996; Nonaka
1995; Kogutand Zander 1992). The literature also
addresses the “relational view” of the firm and
recognizes that a firm’s critical resources may be
rooted in inter-firm relationships (Das and Teng,
2000; Afuah, 2000; Araujo et al., 1999; Dyer and
Sing 1988). Macpherson et al (2004) suggest that
the “relational elements of inter-firm transactions
provide entrepreneurs with the opportunity to
expand their organizational capabilities”. Thus, a
firm’s critical resources may possibly be external
tothe firmitself. However, itisnotour intentionin
this paper to address this extended resource-based
view of the firm (Squire et al, 2006; Mathews,
2003). Neither do we specifically discuss the “re-
lational view” nor the “knowledge based view” of
the firm. Rather, we limit our scope to the resource
interactions that are required for customization
in a customer-direct mode at the firm level. The
value in studying resource interactions within
this limited scope lies in the fact that regardless
of exogenous network factors, firms seeking to
pursue mass customization in any form need to
harness the contribution of specific capabilities
within their manufacturing systems to be effec-
tive (Brown and Bessant, 2003). This study uses
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a simplified customer-direct model to examine
elemental forms of these resource interactions. Our
expectationisthatasimplified model that provides
the opportunity to focus on the very basic issues
will be useful for deriving general application,
with the applied contextual caveats.

The objective of the study is to assess the extent
to which direct end-user participation constrains,
or is constrained by, the resources within a manu-
facturing system. We examine what manufacturing
system attributes enhance this direct interaction,
and explore interdependencies between customer
participation in order determination and the capa-
bilities of a manufacturing system. Based on the
dynamics of customer interactions in a simulated
customizing scenario for selected wood products,
this study provides research insights on manu-
facturer-customer interactions, given a strategic
choice of collaboration mode.

Methods

This exploratory study was conducted in 2006
with the help of a team of faculty and students
from the Wood Research Laboratory at Purdue
University. The study design was informed by
Gilmore and Pine’s (1997) four approaches to
mass customization — collaborative, transparent,
adaptive and cosmetic customization. Given the
limitation of test-scale resources at the Wood
Research Laboratory, cosmetic customization
was the most reasonable form of customization
to simulate because it presents the least complex
scenario for customer involvement. In cosmetic
customizationastandard product is fundamentally
unchanged for different customers; however,
the product is represented in different ways to
reflect the preferences of each customer within
the limits of the product offering itself. The study
context was the fulfilling of customized orders
for engraved wooden nameplates and cutting
boards; it was timed to coincide with an open day
hosted by the Department of Forestry and Natural
Resources as a way of enlisting the participation

of a wide variety of visitors to contemporaneous
campus-wide activities. Patrons were invited to
personalize three sizes of nameplates or two sizes
of cutting boards by having an inscription of their
choice engraved on them. Thus, though the basic
product types were fundamentally unchanged,
every finished order metthe expressed preferences
of particular customers.

Study Design

The study was designed to offer an affordable
personalized product by facilitating seamless
linkage between a standardized base structure and
a customized engraving operation - in line with
Kubiak’s (1993) study of customized company
signs. Interaction between customers and the
manufacturing system was promoted by present-
ing customers with the opportunity to select size
and lettering parameters for the nameplates or
cutting board types they chose. The applicability
of this simulation project to furniture customiza-
tion, which informed our study context, relates
to the process of selecting options from a range
of components for a given product family. This
customization model is used by some acclaimed
mass customizers of furniture!, though a wider
range of configurable options and other ramifi-
cations are involved. The selection options are
limited in this simulated study, but the principles
are comparable.

In spite of the simplicity of our approach,
this study also made provision for the require-
ment that to implement mass customization
effectively, products need to be “designed in
synergistic families around standardized parts,
with minimal setup variation, and for machining
by Computer Numeric Control (CNC) program-
mable machine tools” (Andersson, 2004). In this
case, the two different products (nameplates and
cutting boards) were designed in such away as to
eliminate variation in the setups for a CNC router
and to use similar tooling while giving customers
the opportunity to personalize the final product.
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Figure 1. Simplified schematic of production stages

Router Setup

The main machines used were a CNC Router
(3-Axis Turret Head) and a desktop computer.
These two machines represent the functions of
machining centers, and order-capturing centers;
the computer station functioned as the point of
sale at which customers placed orders, while a
major part of the manufacturing operation was
completed on the CNC router. The concurrent
use of these centers of operation facilitated an
examination of how manufacturing and service
delivery could be integrated effectively in a real
life situation.

Ordersreceived were entered into acomputer-
aided design (CAD) program and a code was
generated by the computer-aided manufacturing
(CAM) system. Based on the electronic input from
the point of sale, customer preferences were then
executed on the CNC router. Our recognition of
information technology (IT) as an interface tool
for coordinating the customization process under-
scored itscritical role inthisstudy; IT complements
the interaction of key elements in customer-centric
business strategies (Tiwana, 2001). The flow pro-
cess for orders is represented by Figure 1 below.
“Supplies” include the wood blanks that were
used to manufacture the products, and “finishing”
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involves the final operations that enhance their
aesthetic appeal. The “router setup” shows only
a scaled schematic of 11 preconfigured settings
on the router table for cutting out the products (2
and 3 units each of two types of cutting boards,
and 2 units each of three sizes of nameplates could
be manufactured simultaneously).

The customer was allowed to observe the
entire process, as a way of prompting additional
feedback. Observations from the customization
project were documented and reviewed with
members ofthe projectteam. Implications of these
observationsand reflections were thenanalyzedin
the context of customer demand versus resource
adequacy, and compared with earlier studies such
as Kubiak (1993) to explore key insights.

Project Details

The detailed actions involved in this study are
now presented under the sub-headings “Prepara-
tion”, “Perception” and “Processing” using the
approach of Kodzi’s (2006) 3P Operational Model
for Mass Customization. This model basically
shows that in a market environment that reflects
changing customer preferences and business pres-
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sures, manufacturers need to develop functional
combinations of preparation, perception, and
processing to offer customization onasustainable
basis. We apply the model to this project descrip-
tion under the following sub-headings:

i.  Preparation - activities that preceded the
public phase of the study, including raw
material selection and specification, setup
of manufacturing centers, and training of
personnel

ii.  Perception - specific efforts to improve the
customer experience by highlighting distinc-
tive features of the product offering, and by
leveraging proactive service capability in
direct interaction with customers

iii. Processing - the stepwise route from re-
ceiving variable batch size orders, until
the finished product was delivered to the
customer.

Preparation

This section highlights efforts aimed at allow-
ing customers the flexibility to personalize the
product in a utility-maximizing fashion, while
preserving the technical and distinctive attri-
butes of our product offering. We researched
wood properties and production detailing for the
products offered to ensure optimal raw material
specification, and to enhance process flow on the
router. We selected hard maple (Acer saccharum)
as the basic raw material because it imparts no
taste to food, and has a high resistance to abrasion
and wear? — useful properties for cutting boards.
Its close, fine, uniform texture and its different
hues of reddish brown also make it an attractive
wood for nameplates. This instance of dual ap-
plication for the same basic raw material is an
early expression of deriving economies of scope
in customer-specific applications. The design of
nameplates and cutting boards thus took into ac-
count complementary requirements that enhance
the customization process:

. the need to offer more options to customers
(not only in lettering size and style but also
in edge detailing and finish)

. the need to reduce complexity within the
manufacturing system (by the use of stan-
dardized raw material inputs and process-
es), and

»  the need to take advantage of scope econo-
mies (by using similar processes to simul-
taneously manufacture different products).

All the boards were planed and edged to pre-
determined dimensions (athickness 0f0.625" had
been previously specified through tests), and then
sanded for final thickness and surface quality. The
boards were arranged in workshop bins for easy
identification, and to facilitate a spontaneous sup-
ply of standardized raw material inputs.

Order-entry personnel received training to en-
able them to take orders using a defined format,
and to accurately enter order information into the
CAD software. The training step recognizes the
role of human resource at the customer interface,
and increases the chances of the entire setup run-
ning without incident. A limitation was placed on
the maximum number of letters that customers
could specify for each of the five possible base
products; this was clearly stipulated on the order
form along with prices for each option, and a
range font types and sizes.

Perception

Prior to receiving orders at the beginning of the
customization project some initial runs were con-
ducted, and their outputs displayed for advertise-
ment. The customizable nameplates and cutting
boards were thus introduced to visitors and the
first few orders were placed, after which there was
a practically steady flow of orders till the close
of business. The customization setup presented to
the public was perceived by visitors as a means
by which some of their needs/wants — perhaps
not previously conceived —could be fulfilled. The
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possibility of personalizing the offered products
and the attractiveness of the wood species we of-
fered now formed the basis for inviting customers
to configure their lettering parameters and other
options. Customers showed a willingness to work
with the project team to clarify their preferences
for each unique product.

Processing

This section details the stepwise process from
receiving an order till the finished product was
delivered to the customer. Customer preferences
received atthe pointof sale, were programmed for
subsequent routing using atwo-stage process. The
first stage included complete cutting, routing and
shaping of the boards, with a process-orientation
allowing similar operations on all eleven boards
to be completed simultaneously as illustrated in
Figure 1 above. The tailored engraving of letters
according to the specification of the customer was
done in the second stage. The modular approach
adopted allowed for new customer-specific prefer-
ences to be superimposed efficiently over basic
logic embedded in subroutines. The two stages
of the routing process could run with a time lag,
or they could run sequentially, depending on the
length of the order queue. The manufacturing
system was designed to work with variable batch
sizes, including one.

The intended product was rendered in 2D and
3D formats during the programming step for the
jointreview of customers and order-entry person-
nel. The involvement of the customer at this point
also improved the feedback loop, and allowed for
double-checking specification accuracy before
the routing code was generated. The order entry
and programming steps were synchronized with
the routing settings such that information transfer
between the two workstations required no addi-
tional adjustments. It was important to establish
this seamless transfer of information to enhance
system efficiency.

28

The routed pieces were finished according to
the specification of the customer, and the final
product delivered after checking that payment
had been made in full. The finishing operation
was simple, though it also highlighted the need
to establish an effective connection between the
order entry step and the finishing operation. In a
more complex situation, immediate transfer of
finishing information would allow the finishing
cell to anticipate the resources that would be
required for an order that has recently entered
the production system. Details of how each item
is to be finished, would then be provided when
the item or group of items are received from the
router, to facilitate an accurate match of order
specifications. The value of such prompt and
complete sharing of informationisin reducing the
variation in lead time (and increasing the service
level) —thereby eliminating the possibility having
an order delivered without the specified finish, or
conversely to have a finish on an item that was
specified unfinished.

Key Observations and Insights

In this section we explore the applicability of
some key insights following team debriefing, and
adiscussion of the observed interactions between
customers and the manufacturing system. This
study recorded 44 completed unique orders by
the end of the project, representing an average
rate of one processed order every eight minutes
(this rate would be higher if outright sales of the
routed, but non-lettered blanks were included).
Withinthe scope of the study, each completed order
represents a learning opportunity for interaction-
driven resource development.

Customers had been allowed the freedom to
selectthe specificwood blank used for their orders,
and some customers took the trouble to further
enhance the aesthetic appeal of their finished prod-
ucts by selecting boards with curly or “fiddle back”
grain patterns. This freedom served to improve
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the customer experience with the customization
project, though it also highlighted the challenge
of satisfying individualized needs in a mass
market. Customers generally selected the size of
nameplate or cutting board, and determined what
inscription to engrave on it, based on the available
options. However, fourteen percent of all the orders
placed specified parameters that were beyond the
initial configuration range offered - some orders
required different positioning of letters, differ-
ent fonts, and a different styling of word groups.
The incidence of customers specifying parameter
changes beyond the designated configuration
range suggests that our offer of lettering options
stimulated thought processes in certain customers
that generated new ideas and possibilities beyond
what we initially offered. This is the essence of
customer innovation (Thomke and Von Hippel,
2002). Basically, by equipping customers with
the tools to co-design products of their choice,
manufacturing companies encourage customer in-
novation, rather than view itasadistraction. Inthis
customization study, the design discovery process
of some customers included particular cases of
‘above-average’ time invested to explore several
font possibilities and obtain the one that was ‘just
right’, not to mention the different size specifica-
tion that came with it. Taking cognizance of the
“moment of truth” concept in service industries,
we engaged these ‘above-average-customers’ in
collaborative exploration of the customization
window to clarify their preferences and to locate
the region of convergence between our offering
and their expectations.

The collaborative exploration discussed above
underscores the need for expert input at the point
of sale, without which the preferences of thisgroup
of more sophisticated customers would not have
been fulfilled. It appears that by their offer of cus-
tomization, companies implicitly invite customers
to interact more directly with the manufacturing
system. The responsibility associated with this
invitation must be recognized and managed. For
example, the increased involvement by potential

buyersinspecifying the product resulted in greater
variability in the order process and a reduction
of the process speed for the project under study.
These effects may have been construed as an
unwelcome interruption by some members of our
team. However, the pre-established rule was to
guide customer choices objectively at the point of
sale rather than react adversely to their stringent
demands, and to explore a “solution space” that
would fitcustomer expectations. Practically, given
the uniqueness and variety thataccompanies indi-
vidual customer desires, itis necessary to develop
both the relational skills and the competence of
company associates to accommodate variation
without significantly reducing the process rate.
Obviously, not all products require human inter-
action during the configuration process as may
be the case for wooden furniture. However, the
customization experience must minimize frus-
tration and shore up confidence in the customer
regarding attributes of the final product to be
purchased, regardless of whether the customiza-
tion process is executed online or at a physical
point of sale. If a company possesses a service
capability that is commensurate with the antici-
pated levels of direct customer involvement, then
collaborative interaction in the co-design process
is encouraged. Additionally, if the customizing
company has taken the time to conduct the neces-
sary background research to assure high levels of
performance-in-service, the option to personalize
a product can be expected to increase the attach-
ment of the customer to the product in the long
term. In this way, the business defines its market
identity using both the distinctive features of its
product offering, and its service capability. Thus,
an effective customization offer could potentially
translate into positive customer perception of the
company'’s brand (Shocker et al, 1994).

The extended time spent with the ‘above-
average’customersdid notattractaprice premium
to cover the associated overhead cost. Customers
had accepted the prices of the nameplates and
cutting boards at the point of sale, and there was
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no possibility for an increase. Kodzi et al, (2007)
indicate that the cost of a customized product
must not communicate a penalty for the level of
personalization or order size within a given so-
lution space. Thus, the implications of customer
involvement must be accounted for ahead of time
inafixed-price offer, given the market perception
of what price is reasonable fora particular product
configuration. It is of interest though, to explore
the tradeoffs in this set up between the cost of
service rendered at the manufacturing interface
and the satisfaction of the client. The obvious
limitation of not continuing this operation beyond
one day leaves to conjecture the potential impact
of immediate customer satisfaction on loyalty.
However, an important indication of customer
satisfaction that we were unaware of during the
public phase of the study was that one of the more
demanding customers did send us a ‘thank you
note’ the next business day. The opportunity for
building trustand long-term brand loyalty withina
given market segment, or for increasing customer
frustration on the other hand, is inherent in this
type of interaction.

It was possible, within the manufacturing
setup, not only to change font specifications as
we have previously noted, but also to change the
edgedetailing of the different board configurations
based on available tooling. However, to simplify
the range of choices available, the stipulated tool-
ing configurations were not presented upfront as
negotiable. In this particular case, edge detailing
may not have been a critical feature for customi-
zation because no customers required profile or
dimensional changes during the production runs.
This observation suggests that the customization
window (the range of configuration options) must
be specified carefully to include the features that
are critical foraparticular customization offer, yet
posses the capability to incorporate other “‘minor’
features as might be requested in the context of
an ongoing business.

The process bottleneck at the point of sale
resulting from variability in the order patterns
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could be a function of the simplicity of the study.
Process speed would be less constrained if orders
were taken in parallel, as would have been the
case in areal-life enterprise. However, the earlier
manufacturing setup using a postponement mode
also compensated for variation in the order-flow
rate. Such a system improvement is a great help
to company associates, and a means by which
manufacturers offering customization could de-
velop flexible capabilities. These observations
are pointers to internal challenges that might
limit responsiveness in a manufacturing system.
They also highlight the learning curve benefits
that could play a defining role in a customization
environment.

Between production cycles it was possible
to increase the stock of the standard profiled
nameplates and cutting boards, some of which
were bought as is. However, overstocking led to
a markdown for the sale of excess inventory at
the close of business. Had this been an ongoing
enterprise, there would have been no attempt to
quickly dispose of a day’s excess inventory. The
setups on the router were made to accommodate
several production runs such that the excess
inventory would have been used subsequently.
Furthermore, in a real-life enterprise in which
material flows are governed by a kanban system,
the inventory levels would have been raised only
to a predetermined maximum.

A manufacturing setback occurred in one par-
ticular order whenaprogramtowrite ‘KITCHEN’,
though spelled correctly in the order software,
appeared as ‘KITCHFN’ leaving out one line. It
appears that the post-processor malfunctioned,
so the software was restarted to continue the
process. However, for customer satisfaction, this
anomaly implied that the defective piece had to
be re-programmed and re-cut. Re-work is costly
and constitutes an opportunity loss. Investment
in appropriate technology is one way to achieve
high quality and accuracy. Thus, a real-life en-
terprise needs to evaluate the trade-off between
reworkingasingle productor partif necessary, and
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assuring consistent overall quality. The foregoing
statement begs the question, what is the value of
additional investmentin state of the artequipment,
relative to long term savings in quality-related
costs. Two other instances of rework resulted
from a specification error at the point of sale and
a wrong process detail in routing specifications.
Obviously, the interface between humans and
machines is an important quality consideration
that must not be ignored in the manufacturing
system. Further research could investigate the
role of rework management in a customization
environment.

Lessons Learned

Thekey principlesarising fromthis customization
study include:

. A context must be defined for the custom-
ized offering that a company desires to
make public. A mass customizing company
cannot advertise that it will do ‘any and ev-
erything’ the customer specifies. The tech-
nical and other resource constraints must
be considered carefully in defining the ex-
tent of configuration opportunity.

. By offering the opportunity to custom-
ize, manufacturers sharpen the sense of
choice of end-users and invite them to in-
teract more directly with the manufactur-
ing system. By this means, manufacturers
can derive benefits from the creativity of
end-users. However, this interaction could
potentially evoke dissatisfaction if the
manufacturer does not develop a proactive
service capability.

*  This study confirms the need for a configu-
ration toolkit that effectively captures and
incorporates customer preferences within a
customization window, for a mass-market
situation. Such configuration software, un-
der-girded with expert technical detailing,
better disposes manufacturers to endorse

customer innovation. The manufacturing
window might be re-sized through feed-
back analysis, to focus on those attributes
that are critical to customize for a given
product.

. Human capacity constraints introduce
challenges at each non-automated transi-
tion point of the customization process in
terms of collating, processing and transfer-
ring relevant information and item parts to
other work cells. Specialized training could
compensate somewhat for inadequate ex-
pert systems. The order capturing software
at the point of sale must also have parallel
processing ports to reduce queue lengths;
the software must interface seamlessly
with the manufacturing setup to minimize
process bottlenecks.

. The manufacturing processes must be
carefully monitored to avoid any glitches
— as in malfunctioning of post processors.
Quality control cannot be done at the end
of production, but must be integrated into
each stage of the process.

SUMMARY AND CONCLUSION

This study examined how resource demands are
imposed on the manufacturing system by direct
end-user participation. There is a clear need to
develop a compelling service capability in the
customization of certain products, and this is
not without real-life application. In the wooden
furniture context, for example, purchasing deci-
sions appear to be influenced more by physical
products than by virtual representations. Although
customers could explore options online and
make a decision, it is useful to have custom-
ers directly experience the sample item — as in
“tactile evaluation” at local stores (Oh et al,
2004). Through the feedback inherent in mass
customization, manufacturers could then refine
their customization window for better satisfac-
tion of customer requests. Some companies have
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a policy of directly interacting with customers in
exploring possible options and exchanging ideas
for the purpose of personalizing the purchasing
decision for customized furniture. Similarly,
other companies acknowledge the downsides
of not “seeing or feeling your furniture till it is
delivered to your door”. Some also present their
virtual showrooms as a place to “gather ideas, to
dream, and to get familiarized” with the offered
range of products®; however, potential buyers are
encouraged to complete the product configura-
tion at a designated point of sale, and personally
experience the dynamics of purchasing furniture.
The customer experience is a significant success
factor in the process of customizing furniture,
and resources must be deployed to that end. It is
conceivable that there are several other product
types for which managing customer interaction
is critical.

Aresource-based view of customization modes
clearly highlights the need to develop specific
capabilities that might be otherwise unimportant
to a manufacturer linked only to traditional dis-
tribution chains. For example, proactive service
capability has the potential to allow for the fulfill-
ment of customer needs in ways that differentiate
a company from its competitors.

In this chapter we have drawn attention to
issues like background preparation in terms of
building capacity to offer customization effec-
tively in the chosen mode, including developing
aresponse plan to expressed customer innovation
at the point of sale. We have also underscored the
need to understand the characteristics of the actual
product being customized, and which features are
important to customers; and to identify and miti-
gate potential constraints suchas human expertise,
system design, and technological appropriateness.
As previously mentioned, our scope in this study
limits the investigation of the contribution of re-
sources such as customer relationship networks,
supplierrelationship networks, reputation, market
knowledge, and materials managementto enhanc-
ing customer loyalty though we have alluded tothe
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issues in the forgoing discussion. It is clear, how-
ever, that the enrichment of the knowledge-base
of a company that goes through such a structured
customization process is not trivial. Thus, we also
leverage this expectation of knowledge-based ca-
pability development as a link to the dimensions
of sustainable competitive advantage discussed
by Collis and Montgomery (1995). In this regard
we refer to (knowledge-based) resources being
difficult to imitate or substitute due to features
such as physical uniqueness, path dependency,
casual ambiguity, and economic deterrence; and
fulfilling customer needs in ways that differentiate
the company from its competitors. Our research
insights on manufacturer-customer interactionsdo
support the view of developing specific skill-sets
in response to a chosen generic mode of collabo-
ration. Given that these findings emerged from a
very simplified customization model, we expect
strong applicability in other situations with the
applied contextual caveats. Further research will
examine how these issues play out in a real-life
furniture customization enterprise, and draw com-
parisons with other industries such as customized
banner-printing, which use methods similar to
those described in this chapter.

REFERENCES

Afuah, A. (2000). How much do your co-
opetitors’ capabilities matter in the face of
technological change? Strategic Manage-
ment Journal, 21, 387-404. doi:10.1002/
(SICI1)1097-0266(200003)21:3<397::AID-
SMJ88>3.0.CO;2-1

Anderson, D.M. (2004). Build-to-Order & Mass
Customization, the Ultimate Supply Chain and
Lean Manufacturing Strategy for Low-Cost On-
Demand Production without Forecasts or Inven-
tory. Cambria, CA: CIM Press.



Resource Implications of Manufacturer-Customer Interactions in Mass Customization

Araujo, L., Dubois, A., & Gadde, L. E. (1999).
Managing interfaces with suppliers. Indus-
trial Marketing Management, 28, 497-506.
doi:10.1016/S0019-8501(99)00077-2

Barney, J. B. (1991). Firm resourc-
es and sustained competitive advantage.
Journal of Management, 17(1), 99-120.
doi:10.1177/014920639101700108

Berger, C., Moslein, K., Piller, F. T., & Reichwald,
R. (2005). Cooperation between Manufacturers,
Retailers, and Customers for User Co-Design:
Learning from Exploratory Research. European
Management Review, 1, 70-87. doi:10.1057/
palgrave.emr.1500030

Brown, S., & Bessant, J. (2003). The manufactur-
ing strategy-capabilities links in mass customiza-
tion and agile manufacturing — an exploratory
study. International Journal of Operations &
Production Management, 23(7), 707-730.
doi:10.1108/01443570310481522

Collis, D. J., & Montgomery, C. A. (2005). Cor-
porate Strategy: A Resource-Based Approach,
(2nd Ed.). Boston: McGraw-Hill/lIrwin.

Conner, K. R. (1991). A Historical Comparison
of the Resource-Based Theory and Five Schools
of Thought Within Industrial Organization
Economics: Do We Have a New Theory of the
Firm? Journal of Management, 17(1), 121-154.
d0i:10.1177/014920639101700109

Das, T. K., & Teng, B. S. (2000). A resource-
based theory of strategic alliances. Journal of
Management, 26(1), 31-61. doi:10.1016/S0149-
2063(99)00037-9

Day, G. S. (1994). The Capabilities of Market-
Driven Organizations. Journal of Marketing,
58(4), 37-52. doi:10.2307/1251915

Dyer, J. H., & Singh, H. (1998). The Relational
View: Cooperative Strategy and Sources of In-
terorganisational Competitive Advantage. Acad-
emy of Management Review, 23(4), 660-679.
d0i:10.2307/259056

Gilmore, J. H., & Pine, B. J. (1997). The Four
Faces of Mass Customization. Harvard Business
Review, 75(1), 91-101.

Grant, R. M. (1991). The Resource-Based Theory
of Competitive Advantage: Implications for Strat-
egy Formulation. CaliforniaManagementReview,
33(3), 114-135.

Grant,R.M., (1996). Toward a Knowledge-Based
Theory of the Firm. Strategic Management Journal
(17), Winter Special Issue, 109-122.

Hart, C. H. L. (1995). Mass customization: concep-
tual underpinnings, opportunitiesand limits. Inter-
national Journal of Service Industry Management,
6(2), 36—45. doi:10.1108/09564239510084932

Kodzi, E. T., Jr. (2006). Mass Customization as a
Framework for Manufacturing Transformations
in the US Furniture Industry. West Lafayette, IN:
Purdue University, Department of Forestry and
Natural Resources.

Kodzi, E. T. Jr, Lihra, T., & Gazo, R. (2007). Pro-
cess Transformation Mandates for Manufacturing
Customized Furniture. Journal of Forest Products
Business Research, 4(8).

Kogut, B., & Zander, U. (1992). Knowledge of the
Firm, Combinative Capabilities, and the Replica-
tion of Technology. Organization Science, 3(3),
383-397. doi:10.1287/orsc.3.3.383

Kubiak, J. (1993). A Joint Venture in Mass Cus-
tomization. Planning Review, 21(4), 25.

Macpherson, A., Jones, O., & Zhang, M. (2004).
Evolution or revolution? Dynamic capabilities
in a knowledge-dependent firm. R & D Man-
agement, 34(2), 161-177. doi:10.1111/j.1467-
9310.2004.00331.x

33



Resource Implications of Manufacturer-Customer Interactions in Mass Customization

Mathews, J. A. (2003). Competitive dynamicsand
economic learning: an extended resource-based
view. Industrial and Corporate Change, 12(1),
115-145. doi:10.1093/icc/12.1.115

Mok, C., Stutts, A. T., & Wong, L. (2000).
Mass Customization in the Hospitality Industry:
Concepts and Applications. In Proceedings of
the Fourth International Conference, Tourism
in Southeast Asia & Indo-China: Development
marketing and sustainability (pp. 123-139),
Singapore.

Nonaka, I., & Takeuchi, H. (1995). The Knowl-
edge-Creating Company: How Japanese Com-
panies Create the Dynamics of Innovation. New
York: Oxford University Press.

Oh, Y., Yoon, S., & Hawley, J. (2004). What Vir-
tual Reality can offer to the Furniture Industry.
Journal of Textile and Apparel Technology and
Management, 4(1).

Rangone, A. (1999). AResource-Based Approach
to Strategy Analysis in Small-Medium Sized
Enterprises. Small Business Economics, 12(3),
233-248. doi:10.1023/A:1008046917465

Shocker, A. D., Srivastava, R. K., & Ruekert, R.
W. (1994). Challenges and Opportunities Facing
Brand Management: An Introduction to the Spe-
cial Issue. JMR, Journal of Marketing Research,
31(2), 149-158. doi:10.2307/3152190

34

Spender, J.C., (1996). Making Knowledge the
Basis of a Dynamic Theory of the Firm. Strate-
gic Management Journal, (17), Special Issues,
45-62.

Squire, B., Cousins, P. D., & Brown, S. (2006).
Collaborating for customization: an extended
resource-based view of the firm. Int. J. Productivity
and Quality Management, 1(1/2), 8-25.

Thomke, S., & Von Hippel, E. (2002). Custom-
ers as Innovators: A New Way to Create Value.
Harvard Business Review, 80(4).

Tiwana, A. (2001). The essential guide to knowl-
edge management: e-business and CRM applica-
tions. Upper Saddle River, NJ: Prentice Hall.

ENDNOTES

! For example http://www.canadel.com/

2 American Harwood Information Center
http://www.hardwood.org/species_guide/

8 See http://www.lofgrens.com/CustomSer-
vice/FAQ.html; http://www.boxxelements.
com/; and http://www.furnituredepot.com/
for examples



35

Chapter 4

A Multi—-Agent System for
Recommending Customized
Families of Products

Seung Ki Moon
Texas A&M University, USA

Timothy W. Simpson
The Pennsylvania State University, USA

Soundar R.T. Kumara
The Pennsylvania State University, USA

ABSTRACT

Electronic markets and web-based content have improved traditional product development processes
by increasing the participation of customers and applying various recommender systems to satisfy in-
dividual customer needs. This chapter introduces a multi-agent system to support customized product
family design by recommending customers’ preferences in dynamic electronic market environments.
In the proposed system, a market-based learning mechanism is applied to determine the customers’
preferences for recommending appropriate products to customers in the product family. The authors
demonstrate the implementation of the proposed recommender system using a multi-agent framework.
Through experiments, they illustrate that the proposed recommender system can determine the preference
values of products for customized recommendation and market segment design in various electronic
market environments.

1. INTRODUCTION

Mass customization depends on a company’s abil-
ity to provide customized products based on eco-
nomical and flexible development and production
systems (Silveria et al., 2001). Electronic markets

DOI: 10.4018/978-1-60566-260-2.ch004

and web-based content have improved traditional
product development processes by increasing the
participation of customers and applying various
recommender systemsto satisfy individual customer
needs. With the potential of reducing transaction
costs between providers and customers, the ap-
plications of electronic markets are dramatically
increasing in various industries (Bakos, 1997).
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The growing number of electronic markets for
product development has significantly increased
information related to design and the complexity
of transactions, making it difficult to control the
electronic markets with humanresources (Padovan
etal.,2002). Inrecentyears, agentsand multi-agent
systems have become a powerful and prevalent
methodology to investigate and develop complex
systems integrating human factors (Ezzedine et
al., 2005; Monticino et al., 2007).

The division of a market into homogenous
groups of consumers’ preference is known as
market segment (Meyer and Lehnerd, 1997).
Because market segment provides guidelines
for determining and directing customer require-
ments, it can be used to identify the criteria for
designing product family more accurately and
non-hypothetically (Simpson et al., 2005). In an
electronic marketenvironment, customers’ prefer-
ences can be determined by information related
to customers’ purchasing patternsand evaluations
for products. Product family planning is a way
to achieve cost-effective mass customization by
allowing highly differentiated products to be de-
veloped from a common platform while targeting
products to distinct market segments (Simpson
et al., 2005).

The objective of this chapter is to introduce
a multi-agent system to recommend customized
families of products in dynamic electronic market
environments. The architectures of agents in a
multi-agentsystem (MAS) are described including
specifying their roles and knowledge. The pro-
posed recommender system uses a market-based
learning mechanismto determine customers’ pref-
erence for recommending appropriate products to
customersinadistributed and dynamic electronic
market environment. In the proposed system,
product preference values are identified from
customers’ preferences and are used to provide
customers with customized product recommen-
dations. A market-based learning mechanism is
applied to determine the customers’ preferences
for recommending appropriate products to cus-
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tomers in the product family. We demonstrate the
implementation of the proposed recommender
system using a multi-agent framework.

2. BACKGROUND

A product family is a group of related products
based on a product platform, facilitating mass
customization by providing a variety of products
for different market segments cost-effectively
(Simpson et al. 2005). A product platform is the
set of features, components or subsystems that
remain constant from product to product, within
agiven product family. Asuccessful product fam-
ily depends on how well the trade-off between
the economic benefits and performance losses
incurred from having a shared platform are man-
aged. There are two recognized approaches to
product family design (Simpson et al., 2001): (1)
atop-down (proactive platform) approach and (2)
a bottom-up (reactive redesign) approach. In the
top-down approach, acompany’sstrategy provides
a guide line for developing a family of products
based on a product platform and its derivatives.
Meanwhile, the bottom-up approach is focused
on redesigning and/or consolidating a group of
distinct products to standardize components for
sharingand reusing. Inplatform-based productde-
velopment, two commontypes for product families
aremodule-based product family and scale-based
product family (Simpson et al., 2001). Products
in a module-based product family are obtained
by adding, substituting, and/or removing one or
more modules from the platform. In ascale-based
product family, products are created by scaling one
or more variables related to the platform design
to satisfy a variety of market niches.

A multi-agent system is an appropriate tool
to design and implement a system for integrating
information in a distributed environment because
of its flexibility, scalability, and adaptability
(Blecker et al., 2005; Lee et al., 2003; Monos-
tori, et.al., 2006; Symenonidis et al., 2003). An
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agent has access to at least one and potentially
many information sources and is able to collate
and manipulate information obtained from these
sources in order to answer queries posed by users
and other information agents (Wooldridge, 2002).
Since information integration for product design
can be achieved through task decomposition,
collaboration, and negotiation (Shenetal., 2001),
agent-based technologies provide a natural way
toachieve information integration inadistributed
environment (Liang & Huang, 2002).
Agent-based systems based on agents’ roles
and tasks can provide appropriate methods to
solve product design problems by recommending
and managing design knowledge and informa-
tion (Blecker et al., 2005; Chira et al., 2006).
Agents have been used extensively in product
design and can be used in product family design
if developed properly (Shooter et al., 2005).
Madhusudan (2005) proposed a flexible agent-
based coordination framework for new product
development in a distributed design process
system. A centralized decision-making and task
sharing approach was used to coordinate design
activities for flexible management of knowledge-
intensive workflows. Jia et al. (2004) presented
an agent-based system for coordinated product
development and manufacturing that is able to
execute all the tasks in a coordinated and flexible
way. In the proposed system, they introduced
two type agents: (1) a management agent and (2)
various functional agents that represented domain
expertsin productdevelopment. They also defined
specific performativesto supportagentcommuni-
cations in the proposed system. Tan et al. (1996)
developed a multi-agent framework to provide
information that helps designers, engineers, and
managers work together to improve initial de-
signs by satisfying a wider variety of concerns.
An intelligent agent network was integrated into
the framework to provide flexibility in modeling
individual’s perspective as task knowledge for a
concurrentdesignenvironment. Chiraetal. (2006)
proposed an agent-based architecture to support

the designer’s decision making process based on
ontologies related to current design standards ina
distributed design environment. They used the set
of cooperative agents to manipulate ontological
instances and facilitate knowledge management
in the proposed architecture. Moon et al. (2008)
introduced a dynamic multi-agent system to sup-
port product family design by determining an
appropriate platform level using a market-based
negotiation mechanism in an electronic market
environment.

In agent-based electronic markets, reinforce-
ment learning algorithms were used to evaluate
agent’s behaviors or reputation based on transac-
tions (Padovanetal., 2002; Tranand Cohen, 2002).
Zacharia et al.(2001) presented a framework
for agent-mediated knowledge marketplaces in
which agents’ reputations are established by dy-
namic pricing algorithms. Padovan et al. (2002)
described the prototypical implementation of an
automated subsequent treatment of reputation
information in a multi-agent system. Tran and
Cohen (2002) proposed a reinforcement learning
and reputation-based algorithm for buyers and
sellers in agent-based electronic marketplaces
that maximized expected value of goods for buy-
ers and expected profit for sellers. In his chapter,
a reputation mechanism is applied to determine
agents’ preference values in an electronic market
environment.

3. AN AGENT-BASED
RECOMMENDER

Most of the previous research efforts related to
product design and multi-agent systems have
been focused on the agents’ roles and tasks in
a deterministic manufacturing environment. In
product family design for mass customization, a
method to produce a variety of products should
be considered for dynamic and various market
segments to reflect a variety of customer needs
and preferences. Inaddition, dynamic factors, like
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Figure 1. The Process of Developing a Family of Products
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customer needs and trends, companies’ strategies,
and technologies, should be considered to increase
customer’s satisfaction in developing a family of
products. Therefore, we need to address how to
capture the dynamic factors for developing cus-
tomized families of products in an agent-based
recommender system. A market-based learning
mechanism is one way to reflect various and
dynamic market environments in a multi-agent
system.

Figure 1 showshowthe proposed recommender
system supports the process of developing a fam-
ily of products in adynamic market environment.
In the initial phase, customers are classified into
groups based on their characteristics and prefer-
ences. Productsare also clustered as groups for rec-
ommending to customers. Using transaction data
and evaluation related to customers’ purchases,
we can identify product preferences for each cus-
tomer group, and then products are recommended
to customer groups based on these preferences.
Product preference information can help develop
market segmentation for product family design by
identifying an initial platform based on functional
requirements and trends among the recommended
products. Forexample, Meyerand Lehnerd (1997)
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introduced three platform leveraging strategies
based on market segments within the gird during
aconceptual design phase. The market segmenta-
tion grid is useful for both platform development
and product family consolidation.

Based on the above mentioned recommender
system, we propose a multi-agent system (MAS)
architecture for determining product preferencesin
anelectronic market environment. In this chapter,
amulti-agent system (MAS) architecture is intro-
duced by integrating ane-market environmentand
an agent-based recommender system as shown in
Figure 2. The proposed architecture hastwo levels:
(1) an electronic market (e-market) and (2) an
agent-based recommender system. The e-market
representsadynamic marketenvironmentand the
recommender system gives recommendations to
determine products’ preference using a market-
based learning mechanism. These two levels are
elaborated in the following two sections.

3.1 Electronic Market and
Preference Value

A dynamic environment follows rudimentary
e-market features such as business behaviors
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Figure 2. Agent-Based Recommender System
Architecture
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between buyers and sellers, dynamic pricing,
and alternative selections (Padovan et al., 2002;
Tran & Cohen, 2002). This e-market provides an
agentenvironmentwhere agentsare economically
motivated. The nature of an e-market allows eco-
nomicagents (buyersand sellers) to freely enter or
leave the e-market and negotiate with each other
to obtain economic benefit. As shown in Figure 2,
there are two types of agents for recommendation
in an e-market: buyers and sellers. Buyers can be
defined as auctioneers and sellers as bidders, and
their goal is to maximize their own benefit. De-
pending on their strategy and market conditions,
buyers and sellers purchase and provide products,
respectively. Buyerscanaccessall relevantsellers
by querying information from them.

In this chapter, product preference values are
defined as the degree of customers’ preferences in
relation to the product in an e-market. Customers’
preferencesare represented by the variation of their
selections in the market and can be affected by
their satisfaction, design technology and trends,
price, and the quality of the products. A product
having a high preference value in a family of
products will be more strongly recommended to
a customer. This customer can be related to a par-
ticular group having similar purchasing behavior.
To determine a preference value effectively, we
propose a learning algorithm that incorporates a

market mechanism. The next section introduces
the proposed agent-based recommender system
in detail.

3.2 A Multi-Agent System
Architecture

To facilitate the process of recommending prod-
ucts, a multi-agent system (MAS) is proposed
based on an electronic market environment. As
shown in Figure 2, there are three types of agents
in the proposed MAS: (1) a manager agent (MA),
(2) customer agents (CAs), and (3) seller agents
(SAs). The main task in the proposed MAS is
to determine product preference values using a
market-based learning algorithm for customized
recommendation in a family of products. The
MA provides an interface between the e-market
and the MAS, and manages information related
to customers and products in the e-market. The
MA also classifies customers and products into
groups based on their characteristics and assigns
them to CAs and SAs by their roles and tasks,
respectively. The MA manages CAs, SAs, the
CA’s requirements, and the SA’s products. The
MA supplies the product preferences for recom-
mending customers to select a specific product
in the e-market. Based on an auction mechanism,
the CAs fulfill the requested tasks with SAs and
return the result to the MA. The number of CAs
is determined by the number of customer groups.
After CAs perform their tasks, the information
of the product preference is translated into new
knowledge for identifying market segments. SAs
can provide various products in terms of price and
quality according to SAs’strategy or market situa-
tion. Therefore, a preference value can be used to
recommend a specific product to a customer.

In the proposed MAS, agents use knowledge
to decide actions for performing their roles. The
knowledge can consist of constraints, functions,
rules, and/or facts, which are associated with
products and the system environment. Since agent
activities are determined by their knowledge,
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knowledge must be related to the overall system
tasks and be accessible in an appropriate form
(Chandra & Kamrani, 2003). Knowledge related to
product preference is stored in a knowledge base
and used to define agents’activities and tasks. The
roles and knowledge of each agent are summa-
rized in Table 1. In this chapter, reasoning about
knowledge is used for inference and to capture
knowledge in a distributed environment.

3.3 Learning Algorithm
for Decision-Making

A preference value for a product can be affected
by customer’s preference and satisfaction, design
technologies and trends, price, and quality. In this
chapter, the quality and price of a product are
used as the preference factors related to custom-
ers’ preference and satisfaction. For determining
the preference value in the proposed MAS, the
approach of Tran and Cohen (2002) is applied
to develop a learning mechanism, because the
approach is suitable for an electronic market
environment that consists of economically mo-
tivated agents.

To explain the process of determining the
preference value in the proposed MAS, suppose
that a CA requests a set of products to select an
appropriate one for the customer. Let M be the set
of product families, P be the set of prices, and |
be the set of all CAs, and D be the set of all SAs
in the marketplace. M, P, I, and D are finite sets.
A CA determines the preference of all SAs in
the market using the function rA; D — (=1, 1),
which is called the CA’s preference function. The
preference can be described as the value of the
function according to customers’ satisfaction. A
preference value is set to 0 initially and updated
based on transactions. To recommend a product
and update the preference of a SA, a CA uses a
utility function (u) that is computed from the
difference between the expected product value
(f) and the true product value (v,):

e Customer, MAs, and SAs information

e Products information

o Inference algorithm
e SAs reputation and MA information

o Strategy for negotiation

e Products information

e Strategy for negotiation
® [carning algorithm

® Products information

e MA information

Knowledge

e Interface with e-market and agent system
o Classification for customers and products

e Management for CAs and SAs
e Evaluation for the quality of products

e Decision-making: select a product
® Product preference update
e Products sale

Roles

Table 1. Agents’ Roles and Knowledge for the Proposed Multi-Agent System

Customer Agents

Manager Agent
(CAs)

(MA)

Seller Agents

Agent
(SAs)
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U, :Ui_f; (1)

where f is estimated by an expected product

value function f : M xPx D~ . The real
number f(m,p,d) represents the CA’s expected
product value of recommending product m from
SA, paying price p. Meanwhile, v, is determined
by examining the quality of the product offered
by the SA, and estimated by a true product value
function v, : M x P x Q — Jt,where Qisafinite
set of real values representing product function
(quality). Since SAs may offer product m with
different functions (qualities) and a SA may alter
the quality of its products based on its market
strategy, the CAtrusts SAs with a high preference
value and chooses the SA with the maximum ex-
pected product value among the SAs. The utility
value is used for learning the expected product
value function through a reinforcement learning
mechanism:

f(m, p,d) — f(m,p,d) + ou, ()

where @ isthe learning coefficient (0 < a <1).
If u. > 0, then the expected product value is up-
dated with the same or a greater value than before.
In this case, a chance to choose SA § is increased
if the SA, provides the same valued product m at
price p in the next auction. Otherwise, if u, <0
, then the expected product value is updated with
a smaller value than before.

The preference rating of a SAis defined as the
amount of the increasing or decreasing preference
value and is updated when the expected product

value is updated. Let p,(m) € R be the product
value that a CA demands for the product m. To
reflectdifferences whenincreasing and decreasing
updated preference values, the approach proposed
by Yu and Singh (2000) is used for preference
updating (Tran & Cohen, 2002):

If v.(m,p,q) - p,(m) > 0O, then the preference
rating r (d) is increased by:

where S is a positive factor called the cooperation
factor (5>0) that is defined as:

v,(m, p,q) — p,(m) v,(m, p,q) — v,(m)

if >0
B = Av, Ao e
B otherwise
(4)
Where A/Ui - ,Uzlmax N ,Uz}min Wlth vz}max and ULmiu

being the maximum and minimum values of the
true product function, respectively. If v.(m,p,q)
= p,(m), then the value g, is used to prevent
from becoming zero.

If v.(m,p,q) - p,(m) < 0, then the preference
rating r° (d) is decreased by:

r(d) + 401 - (@)
r(d) + A1+ (d))

if r“(d) >0
if r“(d) < 0

®)

r(d) «—

where 7 is a negative factor called the non-coop-
eration factor (v < 0), which is defined as:

v,(m, p,q) — p,(m)

)
A, ®)

7 =X

where A is a penalty factor (A > 1). To ensure
thata preference isdifficultto increase and easy to

decrease, ‘A‘ should be greater than ‘ﬂ‘.Accord-
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ing to the result of updating the preference rate, a
SAs reallocated to the new set of the preference
with a new preference rating.
SAs’decision-makingand learning algorithms
are used to update their product price and qual-
ity to reflect the result of the transactions. SAs
estimate their expected profit using an expected

profit function, k, : M x P x I +— 3. The real
number k (m,p,i) represents the SA’s expected
profit when providing product m if CA, selects
product m with price p. Let ¢ (m,i) be the cost of
SA,, to provide product m for CA.. SAs choose a
price greater than or equal to the cost of providing
the product to maximize their expected profit. The
expected profit function is learned by a reinforce-
ment learning mechanism:

k,(m, p,i) < k,(m,p,i) + a(t,(m, p,i) — k,(m, p,i))

(7)

where t (m,p,i) is the true profit of the SAs and is
defined as follows (Tran and Cohen, 2002):

p—c,(m,i) if SA is determined as the provider of a product

t,(m,p,i) = .
o, p,1) 0 otherwise

(8)

In the next section, the proposed MAS is
implemented to determine preference values for
recommending products using a scenario and
experiments.

3.4. Implementation and
Experimentation

To demonstrate the proposed MAS, we imple-
mented a multi-agent framework using JADE!
(JavaAgent Development framework) and JARE?
(Java Automated Reasoning Engine). JADE is a
software framework to develop agentapplications
that use FIPAspecifications to manage agent com-
munication. JARE is an environment for doing
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logical inference in Java. JARE can be used to
model anagent’s knowledgebase. The implemen-
tation focuses on recommendation between a CA
and SAs to select a product.

3.4.1 Scenario and Agent Development

To evaluate the proposed MAS, two scenarios are
considered for experimentation. Thefirstscenario
is developed for determining whether the proposed
learning mechanism is used to select the proper
product in the same customers’ preference. The
second scenario uses the learning mechanism to
determine aproper product indifferent customers’
preferences. Based onthese scenarios, we consider
an electronic market populated with one manager
agent (MA), two customer agents (CAs), and
four seller agents (SAs). Since JADE is a type of
middleware and a framework to develop multi-
agent systems, we can use JADE’s capabilities to
perform the functions of a MA instead of devel-
oping a MA separately. Two CAs are developed
and have two different customers’ preferences to
choose an appropriate product. Inthese scenarios,
aproduct’s price, cost, and quality are considered
as preference factors for determining a product
preference value inthe e-market. The costand price
of each product depends on its quality. In order to
compare alternative products from different SAs,
four SAsare developed based ondifferent product
design strategies. The knowledge of each agent is
developed based on the role of that agent (refer to
Table 1), which is used for capturing information
and inference. Experimentation shows that a CA
using the preference value is trying to determine
appropriate products for customized recommen-
dation. In this chapter, following scenarios are
focused on determining product preference values
in the proposed MAS.

3.4.2 Scenario 1 and Results

For the first scenario, there are two CAs that
purchase products in a product family. One CA
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Figure 3. System Architecture for CAs and SAs
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uses a product preference value to select a prod-
uct and the other CA does not. Products can be
designed by four different strategies that affect its
quality. A product is selected by the customer’s
preferences.

Based on the scenario, six agents were devel-
oped as CAsand SAs for the experiment of select-
ing products in an e-market as shown in Figure 3.
In the experiment, two CAs purchased the same
product 100 times from four SAs and learned
fromthe transaction history. Each experimentwas
performed 20 times to compare and analyze the
behavior of the two CAs. For the price, finite and
discrete values were used and varied randomly
from 100 to 2000. The quality is proportional to
the cost of the product. Let us assume that the
product quality has a normal distribution with
mean 1000 based on the cost range. The CAs’
strategies and the SAs’ alternative product design
strategies are:

. CAl uses reinforcement learning along
with product preference.

. CA2 uses reinforcement learning without
product preference.

. SAT1: adjusts product’s quality based on re-
quest and initial quality is 1000.

. SA2: provides a product with a fixed aver-
age quality value (g=1000).

. SA3: provides a product with quality
chosen randomly from the interval [100,
2000].

. SA4: first tries to attract a CA with high
quality (q=1500) and then cheats them
with very low quality (g=300).

In this experiment, product preferences are
categorized based on the value of preference func-
tion: (i) high preference (r* > 0,0 <0 < 1),
(ii) low preference (7" <6, —1< 6 <0), and
(iii) non-preference (9 < r™ < ©), where ©
is a high preference threshold and ¢ is a low
preference threshold. Non-preference means that
a CA does not determine the preference of a SA
because of insufficient information. The prefer-
ence value is set to 0 initially and updated based
on each transaction. If there are no SAs that have
high preference, then CA randomly chooses a
SA with a small probability among SAs with the
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non-preference. Parametersrelated to the learning
mechanism are defined as follows:

*  The product value function is: (2xquality—
price), i.e., product quality is twice as im-
portant as product price.

. The threshold value for a high preference
SAis 0.3 and a low one is -0.3.

*  The learning rate « and exploration rate
e are both 0.9999, and they decrease until
they reach 0.1.

*  The penalty factor is 1.5, which makes in-
creasing the preference 50% harder than
decreasing it.

After the experiment was performed, the num-
ber of purchased products by SAs with different
product design strategies was obtained as shown
in Figure 4. Based on the SAs’ preference values,
CAlpreferredto purchase products from SAland
SA2. The random strategy of SA3 worsened its
preference. SA4 should have the worst average
preference; so, the number of purchases from SA4
is the lowest. CA2 used reinforcement learning
without preference value. CA2 selected more
modules from SA2 and SA3 than SA1 and SA4,
since the average product qualities of SA2 and
SAZ3 are higher than the others. The results show
that CA1 has more ability to select appropriate
SAs than CA2 does.

One-way Analysis of Variance (ANOVA) was
performed to determine whether any significant
differences existed between selecting products
with different strategies based on these results. In
thistest, the level of significance (p-value) is 0.05.
Table 2 shows the results of ANOVA for CAl and
CAZ2. In Table 2, the p-value of CAL is less than
0.05; therefore, we conclude that there are signifi-
cantdifferences inselecting products whether CAs
use the proposed learning mechanism.
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3.4.3 Scenario 2 and Results

For the second scenario, consider two CAs that
have different customers’ preferences as fol-
lows:

e CAIl uses (2xquality — price) as the prod-
uct value function, i.e., product quality is
twice as important as product price.

e CA2 uses (quality — price) as the product
value function, i.e., product price and qual-
ity are equally important.

For the second experiment, we used the same
conditions and parameters as in the first scenario.
Figure 5 shows the number of purchases between
SAs. CAl selected more modules from SA1 and
SA2 than SA3 and SA4 since the average product
quality of SA1 and SA2 is higher than the others.
CA2 also preferred to purchase products from
SA1 and SA2.

One-way Analysis of Variance (ANOVA) was
performed to determine whether any significant
differences existed between selecting products
with different customers’ preferences based on
the experimental results. Table 3 shows the re-
sults of ANOVA for CAl and CA2. In Table 3,
the p-values of CA1 and CA2 are less than 0.05;
therefore, we conclude that there are significant
differences in selecting products with different
product design strategies according to customers’
preferences.

The experiment demonstrated that CAs se-
lected products properly according to product pref-
erence values in an electronic market. Therefore,
the proposed learning mechanism can provide an
appropriate method to support decision-making
in the proposed MAS for determining a proper
product in a product family that can be adapted
to dynamic e-markets. The product preference
values from the results of recommendation can
provide designerswith guide-lines for market seg-
ment design by identifying a platform based on
customer preference trends in dynamic electronic
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Figure 4. Number of Products Selected by CAs in Scenario 1
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Table 2. The Result of ANOVA for CA1 and CA2 in Scenario 1
Agent Source DF SS MS F-value P-value
CA1l Factor 3 23139 7713 8.47 0.00
Error 76 69183 910
Total 79 92322
CA2 Factor 3 4773 1591 1.58 0.201
Error 76 76447 1006
Total 79 81220
Figure 5. Number of Products Selected by CAs in Scenario 2
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Table 3. The Result of ANOVA for CA1 and CA2 in Scenario 2
Agent Source DF SS MS F-value P-value
Factor 3 22048 7349 7.47 0.00
CAl Error 76 74792 984
Total 79 96840
Factor 3 29165 9722 12.37 0.00
CA2 Error 76 59731 786
Total 79 88896
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marketenvironments. For example, a platform for
a product family can be designed based on the
functional requirements of a product with a high
preference value in different market segments. In
scenario 2, SA2’s design strategy is considered
as platform design for satisfying two different
customers’ preferences.

4. FUTURE TRENDS

Inadynamicelectronic marketenvironment, asuc-
cessful recommendation for products depends on
how to determine customers’ preferences that are
represented by the variation of their selections in
the market. Therefore, various preference factors
related to customer’s preferences and satisfaction
areidentifiedto facilitate the preference values for
determining robust and flexible design strategies
in dynamic and uncertain market environments.
Tosupport customized product design effectively,
preference values should provide information
for market segment design. We need to develop
a method that can design market segment using
preference values for customized products. Since
the marketsegment s sensitive to factorsrelated to
identify customers’ preference, the factors should
be determined by the products’ characteristics, the
relationships between company’s and customers’
preferences, and a market environment.

5. CONCLUSION

This chapter introduced an agent-based design
recommender system to support customized
recommendations for products based on mar-
ket mechanisms. The agent architecture for the
proposed system was described, including each
agent’s specific roles and knowledge. A market-
based learning mechanism was used to determine
a preference value and support decision-making
forrecommending appropriate products. We have
implemented the proposed MAS using JADE and
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JARE to demonstrate how the proposed learning
mechanism determines products based on custom-
ers’ preferences. Through two experiments, the
proposed MAS can be used to determine proper
productsaccording to selections based on product
preference valuesinan electronic market environ-
ment. Therefore, the proposed MAS can provide an
appropriate method to support decision-making for
recommending customized families of products
by identifying customers’ preferences in dynamic
electronic market environments.
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ABSTRACT

This chapter proposes a standard-based framework to assist industrial organizations to develop in-
teroperability in mass customization Information Systems. After identifying the major challenges for
business and information systems in mass customization, the authors propose an innovative standard-
based conceptual architecture for a combined model-driven and services-oriented platform. The chapter
concludes by describing a global methodology for integration of models and applications, to enhance
an enterprise’s interoperability in the support of mass customization practices, keeping the same orga-
nization’s technical and operational environment, but improving its methods of work and the usability
of the installed technology through harmonization and integration of the enterprise models in use by
customers, manufacturers, and suppliers. Its platform aims to stimulate the adoption of mass customiza-
tion concepts and improve those practices through proper integration and harmonization of information
system models, knowledge, and data.
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INTRODUCTION

Theadvance of mass customization principles can
only be sustainable if supported with changes in
how value is created, namely in the way goods
and services are defined, and how logistics, op-
erations, and customer interaction are designed.
These changes must occur both internally, within
organizations value chain, and also in the network
whereincompaniesare embedded, further exploit-
ing relationships with suppliers, distributors, and
consumers. Nevertheless, all these changes in
business can only occur if enabled by adequate
interoperable information systems.

Nowadays, many enterprises already have
information technology that can fulfill their mass
customization requirements in each activity and
with external organizations, like, for example,
suppliers and customers. Also, in an industrial
environment, many applications are available to
support operating the product life cycle (PLC)
stages. However, organizations typically acquire
their applications with an aim to solve focused
needs, without an overall view of the global
enterprise’s system integration. This essentially
results from the way companies are organized,
with internal departments usually adopting dif-
ferent frameworks. Even when enterprise models
are interoperable, when information has to be
exchanged, very often difficulties arise with re-
spect to data semantics, since common reference
models are not in place.

Mass customization and interoperability
can be identified as key factors for enterprise
success on a constantly-changing global custom-
driven environment, enabling companies to act
in networked partnership to strengthen their
position facing the market. However, due to the
difficulty of maintaining and integrating existing
heterogeneous information systems, languages,
and applications, the interoperable platforms are
urging to emerge.

Applications developed using standard-based
architectures present a systematic approach to
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enterprise integration and promotion of interop-
erability among different enterprises. Several
reference models designed and developed using
standard methodologies and techniques have
already been developed for covering many indus-
trial areas and related application activities, from
design to production and sales, for example, ISO
10303 STEP, ebXML, EDI. Also, proposals for
standardized architectures have been evolving,
and they are expected to be shown as the standard
way of handling middleware and infrastructure
development for enterprise systems groups, like
the model-drivenarchitecture (MDA) and service-
oriented architecture (SOA).

However, implementing new technology in
organizations is a complex task that must be
developed according to a suitable methodology
supported by a proper and easy-to-implement
platform. The advent of continuous technological
evolution and business challenges makes compa-
nies unable to be constantly updated, and such
dynamics have a recognized impact in organiza-
tions’ strategies and resources with costs that they
cannot afford.

Thischapter proposesaframework to enhance
an enterprise’s interoperability in the support of
mass customization practices, keeping the same
organization’stechnical and operational environ-
ment, but improving its methods of work and
the usability of the installed technology through
harmonization and integration of the enterprise
models in use by customers, manufacturers, and
suppliers. Its platform aims to stimulate the adop-
tion of mass customization concepts and improve
those practices through proper integration and
harmonization of information system models,
knowledge, and data.

CHALLENGES FOR BUSINESS IN
MASS CUSTOMIZATION

Mass customization implementation in compa-
nies requires intervention at business processes,
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production network, and information systems.
Integrating the value chain, together with aflexible
supply chain management, and supported by an
information-rich supply and distributionchainsis
crucial for the success of companies in the advent
of mass customization practices.

Integrated Value Chain

Mass customization principles promote the in-
dividual possibilities and unique features for the
customer, and this must be supported accordingly
by design, production, and sales processes. To
compete in a mass customization strategy, com-
panies must have capacities, competencies, and
resources to cope with evolving product configu-
rations, variable output frequency, and dynamic
customer profiles, providing thus product and
services that will differentiate from commaodity
type of products (Gilmore & Pine, 1997; Pine,
1993).

Diverse solutions have been considered to
sustain these business demands, like product plat-
forms, modularity,commonality, or postponement
(Anderson & Pine, 1997; Da Silveira, Borenstein,
& Fogliaatto, 2001; O’Grady, 1999). These solu-
tions imply greater efficiency of internal business
processes, and effective coordination mechanisms
between its different functions.

Competition in highly-dynamic and agile
production environments require a significant
reduction of setup time in the production cycle to
deal with flexible order-taking from customers.
As companies reverse their traditional market
push systems to market pull systems, it is the
consumer who drives product configuration
requirements. Thus, organizations must have
new methods of work, where more precise and
evolving forecasting models have to be deployed,
based on the late interaction and marketers’ fine
analysis of consumer patterns. This implies the
use ofadvancedalgorithms for aggregate planning

based on a generic and intelligent bill of materi-
als. Additionally, demands are posed in inbound
and outbound logistics, and in the way stocks are
managed; also, the manufacturing systems need
toassemble the production basic blocksaccording
to a set of evolving rules (Robertson & Ulrich,
1998; Simpson, 2005).

More than simple mass personalization of prod-
ucts and services that occurs in the late stages of
the whole PLC, mass customization requires that
the value chain’s primary and secondary activities
are linked together dynamically according to the
product and customer profiles. These links need
to be seamlessly established and error free. Since
clients require highly-specific product or specific
requirements, companies must be able to design
products that both satisfy clients and are easily
manufactured (Cusumano & Nobeoka, 1998;
Liker, 2004). Thus, products must be designed
to be manufactured.

These operations management challenges
cannot be fulfilled if not supported by specialized
computer applications, together with automa-
tion in the production line. To achieve agile and
flexible response, these applications need to be
integrated. Commercial ERP systems promise
thisintegration, butreal-world practice shows that
too often companies choose fragmented, vertical,
and functionally-oriented specialized applications
rather than complete commercial ERP solutions
(empirica GmbH, 2005). This poses challenges
for information integration and therefore systems
interoperability, as many applications run on dis-
parate operating systems and use heterogeneous
reference models and technologies.

Flexible Supply Chain Management

A mass customization paradigm requires en-
hanced flexible and efficiency in the supply chain,
supported by seamless dataexchange (Cusumano
& Nobeoka, 1998; Hegge & Wortmann, 1991;
Huang, Zhang, & Lo, 2005). Flexibility in the
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supply chain is necessary to respond to more
complex products configuration and their fast-
changing characteristics. However, this flexibility
cannot compromise the efficiency of the busi-
nesses interaction, but rather increase it. Simul-
taneous flexibility and efficiency of the supply
chain management can only be achieved through
simplification. This requires standardization, au-
tomatic resupply mechanisms, and rationalization
(Anderson, 2004).

Most products are designed without consider-
ing the benefits of using standardization. Thus,
contrary to common practice, mass customiza-
tion does not imply proliferation of elements to
build products and services, if a focus on reuse
of elements is considered since the design phase.
Parts, components, and material diversity can be
significantly reduced through standardization
techniques. Automatic resupply isnowwell known
and being used by many firms, as modern kanban
orjust-in-time techniques. Still, many firms are ad-
verseto these techniques, as they do not recognize
its benefits, and maintain the traditional issue of
expensive time and resource-consuming purchase
orders of parts, components, and materials. Also,
itis fundamental that companies rationalize their
product line to eliminate or make the outsourc-
ing of the unfrequent, unusual, and low-volume
products and services that marginally contribute
to the profitability of the company.

Therefore, the supply chain simplification
should be focused on reducing the variety of
parts, components, and materials, in order to
enable automatic and pull-based procurement of
supplies. Also, it should reduce the number of
qualified suppliers, developing partnerships to
move away from price-based supplier competition,
rather to flexibility and time- and quality-response
selection (Anderson, 2004).

The enhanced flexibility and efficiency
through supply chain simplification can only be
achieved if electronic platforms are deployed,
linking suppliers, producers, distributors, and
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customers. These e-platforms can have informa-
tional, collaborative, or transactional functions,
enabling the definition of product characteristics,
implementing joint product development, and
sustainingdistributed collaborative demand fore-
casting and stock management (Balakrishman,
Kumara, & Sundaresan, 1999).

The success or failure of the adoption of these
e-platforms is very much dependent on many
business factors, like: (i) companies’ individual
business and IT strategies, processes, resources,
and infrastructure; (ii) business relationships
exchange episodes and atmosphere; and (iii) the
characteristics of the production network gov-
ernance structure and its input-output structure
(Grilo & Jardim-Goncalves, 2005). However, to
overcome hurdles posed by these business fac-
tors, it is important to develop interoperability
between systems beyond the value chain, that is,
at an inter-organizational dimension.

Information-Rich Supply and
Distribution Chains

Intraditional business approaches, the convention-
al value creation process implied that companies
and consumers had distinct roles of production
and consumption. Productsand services contained
value, and markets exchanged this value, from
the producer to the consumer, that is, the value
creation occurred outside the markets.

Mass customization allows a different proc-
ess, a move towards cocreation of value, where
consumers engage in the process of both defining
and creating value. This approach is based on
individual-centered cocreation of value between
consumersand companies, grounded on the expe-
rience of the individual, whether as an individual
consumer orasa‘‘consumer” froman institutional
client (Prahalad & Ramaswamy, 2004).

Thus, companies that wish to be competing in
the market need to understand well the personal-
ized experiences of consumers. Then, they need
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to extract the real attributes that are relevant for
value creation, and modularize or define product
platforms that can be mass-produced (Schooler,
2005). Definition of meta-data enables that a
personalized user experience focused on certain
attributes can go one step further in creating a
customized user experience based on products
and their attributes, and sharing that information
across the production network. This requires that
information systems are able to support not only
the interaction between the parties but also have
the capability to acquire and share knowledge on
collaborative networks of people and companies
(Balakrishman et al., 1999, Prahalad & Ramas-
wamy, 2004).

Hence, mass customization requires the exist-
ence of an information-rich enterprise system,
where data is stored and processed on product
types, rates, features, promotions, distribution
channels, or customer interaction arrangements.
This implies that sales and servicing people must
be supported by integrated information systems
thatare able to give adequate answers to customer
interaction.

To implement systems that can support global
seamless information flow across the value chain,
its heterogeneous and fragmented applications
must be integrated. In such an environment,
the information systems must: (1) support client
personalization, enabling them to interact with
design, production, and delivery systemsin order
to do the planning of what, when, and where to
deliver; (2) have rule-based functionality that
bound clients’ choices to companies’ production
capabilities and eventual regulatory and legal
constraints; and (3) provide acustomer interaction
system that records each individual interaction
and purchase, for fine-tuned sales forecasting,
production, and supply planning. Personal details,
tastes, and opinions should also be kept and then
analyzed through data mining techniques.

CHALLENGES FOR INFORMATION
SYSTEMS IN MASS
CUSTOMIZATION

Mass customization implementation incompanies
requires integrated information systems. Today,
a principal driver to reach this aim is enterprises
interoperability, through the use of reference
models and ontology in open platforms.

Interoperability Driver

According to the IEEE Standard Computer Dic-
tionary, interoperability is “the ability of two or
more systems or components to exchange infor-
mation and to use the information that has been
exchanged”. In 2002, the European Group for Re-
search on Interoperability informed the European
Commission’s Information Society Directorate
General of the fact that “enterprise systems and
applications need to be interoperable to achieve
seamless operational and business interaction,
and create networked organizations”.

Recent observations state: “30-40% of com-
panies’ IT budget is spenton integration [Gartner
and AMR], 30% of entire IT budget is spent on
building, maintaining, and supporting applica-
tion integration [Forrester], 61% of CIOs con-
sider integration of systems and processes a key
priority [CIOMagazine], $29 billion by 2006 for
application integration by IT professional services
[Gartner Group]”.

While some companies have been able to
master a mass customization approach with the
support of an adequate information system infra-
structure, large-scale improvements in the use of
ITwill come only whenthe networked production
systems engendered by technology allows for the
realization of positive network externalities to
their fullest extent.

Part of the reason why organizations looking
formass customization practices have notyetbeen
able to exploit the positive network externalities
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comes from their lack of full interoperability. As
SMEs are often the largest part of the manufac-
tures’ supplier base in disparate industries, this
issue becomes more severe due to the inexistence
of internal know-how and resources to solve it
(Fenves, Sriram, Choi, EIm, & Robert, 2004;
Fenves, Sriram, Choi, & Robert, 2003).

Recent studies have uncovered the cost of
interoperability barriers of the IT systems used
in engineering and manufacturing in the U.S.
auto industry, estimated to be of the order of
$1 billion per year (Gregory, 1999). Similarly,
for the construction industry, a study prepared
for NIST by RTI International and the Logistic
Management Institute, to identify and estimate
the efficiency losses in the U.S. capital facilities
industry resulting from inadequate interoper-
ability among computer-aided design, engineer-
ing, and software systems estimates the cost of
inadequate interoperability in the U.S. capital
facilities industry to be $15.8 billion per year
(Gallaher, 2004). These studies are an indication
of the industry’s inability to exploit IT to realize
its full benefits. It is in this context that standards
for information exchange are also critical in the
mass customization paradigm.

Reference Model Driver

Many standard-based application protocols (APS)
and business objects (BOs) are available today.
They cover most of the major manufacturing and
businessactivities,and come from ISO, UN, CEN,
or OMG. However, most of these standards are
not widely adopted, either by lack of awareness or
dueto private commercial interests of the software
developers. Moreover, when they are selected,
they are frequently used inadequately in most of
the situations, due to an imprecise interpretation
of the scope. This results in difficulties in achiev-
ing interoperability with others and introduces
limitations in potential future reuse and model
extensibility when creating new components
(Jardim-Goncalves & Steiger-Garcao, 2002a).
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However, a standard for data representation
cannot usually cover all the range of activities
one application needs to handle. As it is often the
case that several of the enterprise’s applications
must operate side by side (horizontally), it is nec-
essary to pay strong attention to the integration
and cooperation of multiple standard application
protocols and business objects.

The adoption of a strategy to help develop and
implement architectures to support horizontally-
oriented applications and to reuse vertically-
developed APs and BOs, stimulates the intensive
use and extensive reuse of existent standards. It
also stimulates development of methodologies to
specify and design flexible supportive architec-
tures (Motta, 1999).

Hopefully, this will result in a framework
to support extensive interoperability between
standard models, based on the development of
meta-protocols aimed to represent the overall
organization structure and business activities in
open platforms. This framework can also be a
basis for the development of components.

Recently, XM, one of the most promising tools
for metamodel representation, revealed very able
to assist on integration based on the concept of
extendingand reusing existent objects, andalsoon
the development of compilersand code generators
to assist in the development of new components
(Jardim-Goncalves & Steiger-Garcao 2002b).

Complementing this, 1SO13584 PLib is the
standard suggested for representation of cata-
logues of objects and components (e.g., units of
functionality, application objects and assertions,
integrated resources, dataaccess interfaces, object
business data types, etc.), with direct link with
a multi-level, multi-language ontology system.
This multi-level characteristic also assists with
the development of hierarchical components,
while the multi-language mechanismwill provide
the adequate description of the objects and com-
ponents in many native languages, for an easier
understanding and better usage.
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Thearchitecture of standards for dataexchange
is typically complex. Due to its extent, it is a long
and arduous task to fully understand a standard.
This fact has been observed as one of the main
obstacles for the adoption of standard models by
the software developers. For this reason, even
when software developers are aware of astandard
which fits the scope for which they are looking,
often they prefer to not adopt it, but rather to cre-
ate a new specific framework.

However, most of the standards for data
exchange contain a framework that includes a
language for data model description, a set of ap-
plication reference models, libraries of resources,
mechanisms for the data access, and representa-
tion in neutral format. Examples are the DOM for
XML, or the Part 21 of standard STEP (DOM,
2006; 1SO10303-1, 1994).

Open Platform Driver

Generally, astandard dataaccessinterface (SDAI)
is defined for each standard. Although it is of
major importance to motivate implementers to
adopt one standard, very low level interfaces
were made available, with all the complexity of
the standard’s architecture to be managed and
controlled by the user. Such interfaces require a
significant effort from the implementers to use,
and it has been a source of systematic errors.
When functionalities for data access are very
similar with slight differences in attribute names
or data types, errors often occur.

Automatic code generators are state-of-the-art
and can stimulate implementers to adopt the stan-
dards and implement them with more ease, mini-
mizing the already-mentioned problems. These
generatorsautomatically produce code ready to be
linked to the applications. The generated methods
for data access act as a high-level interface on
the top of the standard data access interface, of-
fering a simpler interface that hides the detailed
complexity of the standard architecture.

The code generated represents an abstract
data type (ADT) as an implementation of the
conceptual standard description of the standard
model. The interface offered by the ADT virtual-
izes the complexities of the standard architecture,
whichwill instantiate the ADT structure through
the set of methods for putting and getting data in
its attributes, and import and export data to the
neutral format.

Using these generators, the applications be-
come less exposed for coding errorsonce the code
generator has itself been validated. Having them
available for several platforms further enables
applications to adopt the standards with relative
ease. Should the generated interfaces be univer-
sally harmonized and adopted as a reference for
data access, independently of the standard and
platform in use, this will enable the construction
of very powerful configurable architectures, of-
fering the flexibility that systems nowadays desire
in order to face the rapid changes in the business
requirements.

With this methodology, changing one of the
adopted standards for dataexchange will notimply
updatingthe interfaces. Only the low level library,
which interfaces with the data in neutral format
and is linked with the generated code, needs to
be substituted.

If the platform stores a repository with several
implementations of standard data access inter-
faces, the implementer can multiplex the one he
would like to use for the specific case, and keep
using the higher level because the SDAI is not
changed. In this case, the adoption of the new
interface will be automatic, and the access to the
new standard will be immediate.

To avoid the explosion on the number of re-
quiredtranslatorsto cover all the existing standard
data models, this methodology proposes the use
of standard metamodel descriptions, that is, the
Metamodel, using a standard Meta language, for
example, XM, to link the generators with this
Metamodel information.
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ONTOLOGY DRIVER

Ontology is the study of the categories of things
within a domain and reflects a view of a segment
of thereality. Its definition comes from philosophy
and provides a logical framework for research
on knowledge representation, embracing defini-
tion, classification, and relationships of concepts
(IDEAS Project, 2003).

Inthis context, two or more communities (e.g.,
organizations, teams), operating in the same do-
main, may use different terminologies and have
different views on the same concept, leading to
differentunderlying ontologies, and consequently
conducting to problems of interoperability. At a
first level, this problem comes out in the com-
munication between humans, then between hu-
mans and computer systems, and finally between
computer systems.

For example, when a client talks with sup-
pliers searching for a specific customization,
they all need to understand each other. If for
any reason this is not the case, humans are able
to use reasoning and combine their knowledge,
attempting to converge to acommon understand-
ing and, hence, to communicate. In opposition to
this interactive and intelligent human-to-human
process, computer systems communicate under
a well-established syntax, through rigid com-
munication protocols. However, the inclusion of
semantics in the communication protocol under
a well-established classification mechanism,
making use of knowledge modeling components
described according established semantic repre-
sentation paradigms, complements the informa-
tion exchanged contributing for an enhanced
understanding between the systems.

Therefore, an interoperable system that seam-
lessly communicates and understands each other
requires the comprehensive understanding of the
meaning of the dataexchanged withinthe domains
which are involved. This can be realized, if the
communication process is supported by an ontol-
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ogy developed under global consensus (Jardim-
Goncalves, 2004; JTC 1/SC 7/WG 17, 2006).

To obtain this consensual model, it is neces-
sary to classify and merge the concepts from the
different sources within the domain of applica-
bility, describing them in a unique harmonized
structure of classes, attributes, relationships,
knowledge components, and definitions. Through
acombining procedure, the harmonized classifica-
tion is defined, structuring the various suppliers’
information from different sourcesand for diverse
product categories.

CONCEPTUAL IS ARCHITECTURES
FOR INTEROPERABILITY

With the large diversity of today’s software appli-
cations, models, data repositories, programming
languages, and operating systems, developers
face difficulties to produce applications enabled
to interoperate with any other. Therefore, to de-
sign their applications, they need to search for a
commonreferencearchitecture thatcan guarantee
interoperability with the others.

The Model-Driven Architecture

The Object Management Group (OMG) has been
proposing the model-driven architecture (MDA)
as a reference to achieve wide interoperability of
enterprise models and software applications (JTC
1/SC 7/WG 17, 2006). MDA provides specifica-
tions for an open architecture appropriate for
the integration of systems at different levels of
abstraction and through the entire information
systems’ life cycle (Mellor & Balcer, 2002; Miller
& Mukerji, 2001). Thus, this architecture is de-
signedtoincite interoperability of the information
models independently of the frameworkinuse (i.e.,
operating system, modeling and programming
language, data servers, and repositories).

The MDA comprises three main layers
(AlMellor, 2004; MDA, 2006). The Computation-
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Independent Model (CIM) is the top layer and
represents the most abstract model of the system,
describing its domain.

A computation independent model (CIM) isa
stakeholders-oriented representation of a system
from the computation-independent viewpoint. A
CIM focuses on the business and manufacturing
environment in which a system will be used, ab-
stracting fromthe technical details of the structure
of the implementation system.

The middle layer is the platform-independent
model (PIM), and defines the conceptual model
based on visual diagrams, use-case diagrams,
and meta-data. For that it uses the standards
UML (unified modelling language), OCL (object
constraint language), XMI (XML metadata in-
terchange), MOF (metaobject facility) and CWM
(common warehouse metamodel). Thus, the PIM
defines an application protocol in its full scope
of functionality, without platform dependencies
and constraints. For an unambiguous and com-
plete definition, the formal description of the
PIM should concern using the correct business
vocabulary, choosing the proper use-cases and
interface specifications.

The platform-specific model (PSM) is the
bottom layer of the MDA.. It differs from the PIM
as it targets a specific implementation platform.
Therefore theimplementation method of the MDA,

Figure 1. The model-driven architecture

alsoknown as model-driven development (MDD),
isachieved through atransformation that converts
the PIM to the PSM. This procedure can be done
through automatic code-generation for most of
the system’s backbone platforms, considering
middleware-specific constraints, for example,
CORBA, .NET, J2EE, Web Services. Figure 1
depictsthe Model-Driven Architecture, compared
with the traditional scenario.

Catalysis is one example of amethod adopting
MDA (D’Souze & Wills, 1998). Based on one
extension of the UML, it was initially conceived
by Desmond D’Souza and Alan Wills to model
businesses processes. It describes and documents
business models and collaborative processes, de-
veloping patterns to be employed as a reference
and assist the applications to achieve interoper-
ability (Trireme International, 2006).

The research community is also developing
and validating other proposals, like those known
as executable UML. With it, the abstract models
described inUML areimplemented and tested ata
conceptual level, thatis, PIM, before transforming
them to be implemented in the targeted platform
(AlMellor, 2004).

Recently, the ISO TC184 SC4 community has
been developing the parts 25 and 28 of the standard
1SO10303, known as STEP, the STandard for the
Exchange of Product model data (1ISO TC184/SC4
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2006). These two new parts are reinforcing the
implementation of STEP Application Protocols
according to MDA.

Indeed, part 25 of STEP provides the specifica-
tion for the XM binding of EXPRESS schemata.
The part 28 specifies the implementation method
of 1SO10303 product data according to XML.
With them, a STEP Application Protocol can be
implemented using a MDA, with the PIM rep-
resented in EXPRESS and transformed to XMl
and UML according to Part 25 of this standard,
and implemented in a specific platform in XML
according to Part 28.

The Service-Oriented Architecture

The World Wide Web Consortium (W3C) refers
to the service-oriented architecture (SOA) as “a
set of components which can be invoked, and
whose interface descriptions can be published
and discovered” (W3C, 2006). Also, according
to Microsoft, the goal for SOA is a world-wide
mesh of collaborating services that are published
and available for invocation on a service bus
(SOA, 2006).

SOA does not consider the services architec-
ture just from the technology perspective, but
also proposing a normalized service-oriented
environment (SOE) offering services’ description,
registration, publication, and search functionali-
ties (Figure 2). Placing emphasis on interoper-

Figure 2. Service oriented environment based
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ability, SOA combines the capacity to invoke
remote objects and functions, that is, the services,
with standardized mechanisms for dynamic and
universal service discovery and execution.

The service-oriented architecture offers
mechanisms of flexibility and interoperability that
allow different technologies to be dynamically
integrated, independently of the system’s platform
in use. This architecture promotes reusability,
and it has reduced the time to put available and
get access to the new system’s functionalities,
allowing enterprises to dynamically publish,
discover, and aggregate a range of Web services
through the Internet.

Thus, SOA encourages enterprises to be
focused on their business and services, not con-
strained by the specificities of the applications
and platforms. This is an essential requirement
for organizations to achieve information tech-
nology independence, business flexibility, agile
partnership, and seamless integration in dynamic
collaborative working environmentsand indigital
ecosystems.

Some known service-oriented architectures
are Microsoft’s DCOM, IBM’s DSOM protocol,
or the OMG’s Object Request Brokers (ORBS)
based on the CORBA specification. Nowadays,
the use of W3C’s Web services is expanding
rapidly as the need for application-to-application
communication and interoperability grows. They
can implement a business process integrating
services developed internally and externally to
the company, providing a standard means of com-
munication among different software applications
running on a variety of heterogeneous platforms
through the Internet.

Web services are implemented in XML (ex-
tended markup language). The network services
are described using the WSDL (Web services de-
scription language), and the SOAP (simple object
access protocol) is the communication protocol
which is adopted. The registration of the services
is in the UDDI registry (universal description,
discovery, and integration).
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Although providing asignificant contribution,
the SOA alone is not yet the answer to achieve
seamless interoperability between applications.
For example, despite the efforts done to ensure
compatibility between all the SOAP implemen-
tations, currently there is no unique standard.
The Web Services Interoperability Organization
(WS-I) is a good example of an organization
supporting Web services interoperability across
platforms, operating systems, and programming
languages, and that has been developing efforts
for the convergence and support of generic pro-
tocols for the interoperable exchange of messages
between Web services (WS-I, 2006).

Combining MDA and SOA

Most of the standards contain a framework in-
cluding a language for data model description,
a set of application reference models, libraries
of resources, mechanisms for the data access,
and representation in neutral format. However,
its architecture is typically complex. Especially
due to its extent, to understand and dominate a
standard completely is a long and arduous task
(Bohms, 2001; Dataform EDIData, 1997; IAl/
IFC, 1997; 1SO10303-1, 1994).

This fact has been observed as one of the main
obstacles for the adoption of standard models
by the software developers. Even when they are
aware of a standard which fits the scope of what
they are looking for, quite often they prefer not
to adopt it, and instead, create a new framework
of their own (aecXML, 2006; Berre, 2002; CEN/
ISSS, 2006; Clements, 1997).

Generally, the standard data access interfaces
are described at a very low level. Moreover, they
are made available with all the complexity of the
standard’s architecture to be managed and con-
trolled by the user. This circumstance requires a
significant effort from the implementers to use it,
and is a source of systematic errors of implemen-
tation, for instance when there are functionalities

for dataaccess very similar with slightdifferences
in attributes, names, or data types (ENV 13550,
2006; Pugh, 1997; Vlosky, 1998).

To avoid the explosion in the number of re-
quiredtranslatorsto cover all the existent standard
datamodels, an extension of this methodology pro-
poses the use of standard metamodel descriptions,
that is, the metamodel, using a standard meta-
language, and putting the generators to work with
this metamodel information (Jardim-Goncalves
& Steiger-Garcdo, 2001; Umar, 1999)

With this methodology, changing one of the
adopted standards for data exchange does not
imply an update of the interface with the appli-
cation using it, where only the low-level library
linked with the generated code needs to be sub-
stituted. If the platform stores a repository with
several implementations of standard data access
interfaces, the implementer can choose the one
that he would like to use for the specific case, for
example, throughadecisionsupport multiplexing
mechanism. In this case, the change for the new
interface will be done automatically, and the access
to the new standard will be immediate.

A proposal to contribute to face this situa-
tion considers the integration of SOA and MDA
to provide a platform-independent model (PIM)
describing the business requirements and repre-
senting the functionality of their services. These
independent service models can then be used as
the source for the generation of platform-specific
models (PSM), dependent of the Web services
executing platform.

Within this scenario, the specifications of the
execution platform will be an input for the devel-
opment of the transformation between the MDA'’s
PIM and the targeted Web services platform. With
tools providing the automatic transformation
between the independent description of the Web
services and the specific targeted platform, the
solution for this problem could be made automatic
and global.
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PROPOSED CONCEPTUAL
PLATFORM FOR
INTEROPERABILITY

An integration platform (IP) is characterized by
the set of methods and mechanisms capable of
supporting and assisting in the tasks for integra-
tion of applications. When the data models and
toolkits working for this IP are standard-based,
they would be called Standard-based Integration
Platforms (Boissier, 1995; Nagi, 1997).

Figure 3. Layers of an integration platform

The architecture of an IP can be described
through several layers, and proposes using an
onion layer model (Figure 3). Each layer is de-
voted for a specific task, and intends to bring the
interface with the IP from a low to a high level
of abstraction and functionality. The main aim
of this architecture is to facilitate the integration
task, providing different levels of access to the
platform and consequently to the data, covering
several of the identified requirements necessary for
integration of the applications (Jardim-Goncalves
& Steiger-Garcao, 2002b).
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Layer 1 (L1) isthe lowest of thisarchitecture,
and is the one dealing with the representation
of data in neutral format (NF). L1 provides the
possibility for applications to translate its own
data to the NF using a Pre/Post Processor and
use this format as the means for data exchange.
IPs must adopt for its set of available NFs those
from the set of available standards, for example,
1ISO10303, Part 21 (STEP neutral format repre-
sentation of data) or XML, and include in the IP
the correspondent Pre/Post Processor.

The standard data access interface (SDAI)
Layer comprehendsthe setof commandsto handle
and manage the data in NF. The SDAI acts as a
low-level interface for Applications willing to
handle Neutral Format data, using the reposi-
tory as its support for handle and management of
data and meta-data. Examples of components of
a SDAI layer are the bindings for programming
languages of ISO10303, Part 22, and the document
objectmodel (DOM). The repository could be any
database or engine with persistence capabilities,
although most SDAIs are released bundled with
a proprietary database.

Nevertheless, to have SDAI with a standard
interface to the repository (e.g., SQL) is a very
important added value, though users become
independent of any proprietary system (Lof-
fredo, 1998). The low-level interface of SDAI
has shown to be one of the main obstacles for
the integration of Application in IPs. To provide
higher-level interfaces using latest generation
programming languages would make the devel-
opment of translators easier and would stimulate
users to plug in such platforms and consequently
adopt the standards.

The Layer 3 (L3), abstract data type — appli-
cation protocol, provides a higher-level interface
on top of SDALI, developed in one of the popular
programming languages. This layer offers to the
applications’ integrators Data Structures and
Access Methods. They act as an early binding
mapping from the application protocols used
in the scope of the platform and described in a

standard language for model representation (e.g.,
1SO10303, Part 11-EXPRESS, XMI) (1SO10303-
11, 1998; XMl, 2006).

Theneedtoplugintoan IPismostoftenrelated
with the usage of one application in an inter-cross
industrial environment. Layer 4 (L4) deals with
this issue. In this case, the use of a unique AP
is often considered not enough, once APs are
developed for a specific scope of industrial use.
Thus, harmonization from more than one AP is
necessary to cover all needs.

To develop interfaces for applications inte-
grating such inter-cross platforms requires an
additional effort to map, develop, and implement
those APs required for the target integrated sys-
tem. To facilitate this task, such mapping should
be done in a descriptive high-level language (e.g.,
1ISO10303, Partl4 - EXPRESS-X), and generate
automatically code in a program language ready
to be linked with the Layer below, that is, L3.

However, to enable one application to be
integrated in such an environment, not all layers
are required to be implemented in its integrator
interface. The interface can be developed at a
lower or higher level, depending at what level
the application intends to connect with the IP.
For instance, if one application already adopts
the same SDAI as the IP, the integration can be
done at this level, avoiding the bi-directional
translation down to the neutral format level, and
up in the way back.

Levels of Integration of an
Integration Platform

The described layered architecture of IPs renders
to the integrator several levels of integration
corresponding to the many ways to access to
the standard-based data. When an application is
integrated through a neutral format access level,
it accesses to data in NF using the translator as a
pre/post processor to generate/parse the neutral
format data based on the AP from/to the applica-
tion’s internal data structure.
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The use of the SDAI level for integration
implies the direct use of a SDAI by the applica-
tion using SDAI’s set of commands to handle the
data and communicate through it. Because the
commands of SDAI allow the management of the
SDAI’srepository at dataand meta-data level, and
include direct connection to the generator and
parser for neutral format data, the interface of the
application dealing with SDAI should read/write
the data from/to the repository using the SDAI
commands, and commit/revoke such data in the
repository to keep it updated with the exchanged
information.

Integration at ADT level means that the ap-
plications use the high-level interface to establish
communications and exchange data with third
parties. Because the ADT data structures are a
mapping resulting from the early-binding code
generation from the AP in use, the integrator
should create and instantiate objects correspon-
dent to the entities in the conceptual model. It
should access to its attributes by putting and
getting the required data using the ADT access
methods, and thus call the import and export
methods to access to the neutral format data.

Figure 4. Two views of the levels of integration in an IP
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Whenever inter-APs mapping is required for
the integration of one application, this should be
done atthe mapping access level. Thisintegration
level releases the mapping interface generated
through the inter-AP mapping description to ap-
plications, thus establishing the links between the
several data structures corresponding to entities
from the APs in use by the IP, and the applica-
tion’s internal data structure.

These present four levels of access conduct to
the statement of four levels of integration (Figure
4) dependent on the selected access levels. These
levels of integration let the integrator decide how
deep he would like to go to enable the change of
the standard-based data with the platform. For
instance, an integration of one application in the
IP at a Level 3 — ADT, means that the integra-
tor does not need to understand all the details
related with the commands and functionalities
of the SDAI nor the syntax of the neutral format
to enable his application to communicate via IP.
To handle and manage all issues at ADT level
should be enough.

Figure 5. Execution and entry point levels of IP
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integration levels, through one of its levels of
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applications.

Each level of data access makes available dif-
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entry point levels that could be identified in an IP,
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to read and write characters and strings in the
syntax defined by the standard. In the case of Java
or Corba objects, they are those that generate and
handle directly the representation of the instances
of these objects atits very low level (e.g., inbinary
format, under its data structure).

The entry point at SDAI level offers execut-
able commands suitable to handle and manage
repositories of data and meta-data compatible
with the APs adopted by the IP, and to import
and export such data in neutral format. The main
aim of these commands is to virtualize the data
represented in neutral format, providing to the
integrators a unique interface independent of the
standard adopted to represent the data. Since in
the market there are several libraries that can be
adopted with the role of a SDAI, there is a need
to harmonize such interfaces, defining a new one
on top of them which represents those commands
that are universal to a set of SDAIs, and which
applications can use universally.

Adopting this approach, one application can,
for example, move immediately from one neutral
formatin STEP Part 21 to XML, by just changing
the library of software, that is, by just changing
SDALI. At this level, the kind of repository used
is also very important to give persistence to the
datainthe IP. The ideal scenario would be the one
where a unique repository is used and accessed
using astandard dataaccess mechanism, like SQL.
In fact, what has been found is that each SDAI
uses its property repository, not providing an easy
connection to the others for sharing. This implies
a propagation of repositories inside the IPs.

The ADT level makesavailable aset of methods
that allows the new AP’s objects to be created,
instantiating them through its access methods,
and importing and exporting such objects to the
neutral format, using methods that communicate
with one of the harmonized SDAIs adopted by
the IP. For implementation, ADTs should be de-
veloped in some of the programming language
in frequent use by the applications to facilitate
immediate usage.
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The high-level nature of the methods pro-
vided by the ADT’s classes of objects, designed
to be a steady mapping from their conceptual
representation in the AP, provides a natural and
easier way for integrators to handle the integrated
data. Using the execution and entry points at the
ADT level provide to the integrators an interface
independent of the SDAI and consequently to the
neutral format adopted by the IP.

When a mapping between ADTs is required,
the mapping rules should be coded and made
available to the integrator as a set of commands
that allows it to easily instantiate the attributes of
the required objects at once. This level of execu-
tion and entry points enables the integrator to
see the global IP designed as a metaprotocol, in
which its constituents are APs or parts of linked
APs based on mapping and transformation rules
between them. Working on the top of ADTSs, this
meta-AP could be accessed and handled indepen-
dently of the SDAI or neutral format which has
been adopted.

Using the inter-AP level raises the level of
the IP to the one where access to it is done by
mechanisms assigning data to the related APs.
When reference between data from different
standards is required, mechanisms to support
this link should be supported. Examples are the
STEP’sPLibservicesandthe Plib’s view exchange
protocols to join the standards STEP and PLib
(Fowler, 2000; PLib, 2000).

Metadata and Model Morphisms

Nowadays UML is a main framework supported
by toolkits in the market (Rumbaugh, 1998). How-
ever, major standard models are not represented
using it, as are the cases of the 1ISO10303-STEP
application protocols. Toavail the existent models
and reuse and put them in the market in popular
formats like UML, a solution could be to develop
model translators to UML. But the kernel of the
problem still persists, since UML models are
described in proprietary formats depending on
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the tools managing them. There is no established
neutral way to represent them.

The Object Management Group (OMG) re-
leased a proposal entitled XML metadata inter-
change (XMI) with the intention of providing a
common mechanism for interchange of models.
Today, XMI has been universally accepted as a
standard for metamodel representation. Major
groups involved with electronic data exchange,
and most of the popular toolkits available in the
market, have been adopting XMI as the standard
for import/export of modeling information, sup-
porting direct translation of major modeling tech-
nologies like UML and UMM (XMl, 2006).

Contradictory facts:

There is huge investment in developing models
using standard-based methodologies, forexample,
STEP.

Thereisatechnology thatis very well accepted
by the market, using methodologies like the uni-
fied modeling language (UML) that, besides the
modeling features provided, also offers others like
process design or system’s deployment (Rational,
2006; Rumbaugh, 1998).

Question:

How can we take the large number of existing
models described in languages like EXPRESS or
XML and reuse them and put them in the market
in a popular format like UML?

One immediate answer could be to develop
model translators to UML, but the core of the
problem still persists. Once UML models are rep-
resented inproprietary internal formats depending
on the tools managing them, there is still not an
established neutral way to represent them.

To translate from one modeling Language 1
(e.g., EXPRESS) to XMI, first the model should
be compiled, using the parser to populate a Meta-
dictionary repository according to the processed
information. For each language considered for
the translation process, for example, EXPRESS

and XMl, a library of commands to handle the
meta-data dictionary repository will be provided.
This library acts as a meta-SDAI for each lan-
guage, and it is the bridge between the model in
one language and its representation in the meta-
dictionary repository.

Hence, the access to the repository should be
done using the meta-SDAI for the model language.
Afterwards, the Mapping module is executed,
translating the metadata from Language 1’s re-
pository format, to XMI’s repository language
format. To have a mapping and translators from
XMl to all languages in which models developed
by the major standards exist, as are the cases of
STEP APs or several of the registered DTDs,
would be an important step to assure reusability
and acceptance of these models.

The mapping between such languages is
not direct, and therefore complete translations
are sometimes difficult to achieve (Breton &
Bézivin, 2001). To give a practical example
identified during one of the real implementations
of this framework, one of the difficulties found
in translating an EXPRESS model to UML via
XMl is related with the classtoclass relationship.
While in EXPRESS this is represented using an
attribute value, in UML it could be represented
using aggregation or association mechanisms.
There is no way to automatically infer from the
EXPRESS model which is the correct semantic
in order to translate it according to UML.

A mapping specification should document
the correspondence between the information
requirements defined by the reference model of
an AP and how the requirements are satisfied by
the objects in the integrated format. The mapping
specification is established through analysis of the
information requirements and the definition of a
mapping for each application object, application
object attribute, and application object assertion.
It takes into account the scope and context of
the AP, semantics of the application objects and
resource constructs, together with the definition
of constraints on the population of the resource
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constructsused inthe integrated model. Therefore,
the mapping specification should be understood
as defining the complete correspondence between
instances in the reference model and instances in
the integrated model.

When the mapping module is executed, it
translates the metadata from Language 1’s reposi-
tory formatto XMI’s repository language format.
One the other side, a generator will interpret the
metadata in the XMI’s repository, and gener-
ates the XMI model. Standards for data model
exchange and inter-model mapping, like XMI or
EXPRESS-X, together with code generators for
mapping and high-level interfaces, have shown
potential to be an ever increasing reference ad-
opted by industry in general. Figure 6 gives an
example of a translation between EXPRESS,
UML, DTD, and XMI.

Thisplatformis designed based on the concept
of model morphisms (MoMo), which addresses
the problem of mapping and transformation of

models. The research community identifies two
core classes of morphisms: nonaltering morphisms
and model altering morphisms. In nonaltering,
given two models, source and target model, a
mapping is created relating each element of the
source withacorrespondentelementinthe target,
leaving the two models intact. In model-altering
morphism, the source model is transformed us-
ing some kind of transformation function which
outputs the target model.

The proposed framework is according to the
altering morphism class, as it gets the mapping
rules already defined. As well, the framework
is designed with extensibility in mind, so one
can easily plug in other translators according to
specific needs, as long as their implementations
follow specific rules. Some of the proposed out-
puts to be available in the framework are XMl,
XML, OWL, RDB, and visualization formats of
EXPRESS schemas.

Figure 6. Translation between EXPRESS, UML, DTD, and XMI
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GLOBAL METHODOLOGY FOR
INTEGRATION OF MODELS AND
APPLICATIONS

After selecting the AP to be used as integrator
of one application in an IP using an AP, the next
stage is the development of its translator, and, as
presented in a previous section, different levels
of integration and levels of access to the platform
become possible. In order to accelerate the devel-
opment of these translators, and consequently the
integration of the application in the IP, code can

Figure 7. Architecture for inter-modeling mapping

be generated based on the model adopted, thus
providing faster development and better confor-
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data structures and methods from the conceptual
model. These methodswill provide the functional-
itiestoaccesstothe classmembers, and virtualize
the low-level layers of the IP architecture, as are
the SDAI and the neutral format generators.

To have a complete system able to generate
interfaces for several programming languages,
and to have a general architecture supporting
a flexible code generation, the requirement is

Figure 9. Architecture for inter-AP mapping
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architectures previously presented (Figure 9).
The procedure to execute the inter-AP mapping
should first compile the mapping description and
store it in the repository. For that, a parser to this
language, together with a meta-SDALI, should be
plugged in the system.

In this architecture, the mapping is the core
module. It runs by analyzing the mapping rules
stored inthe inter-AP mapping repository, together
with the meta-dictionary information of the two
APs and the one for the target ADT language.
Therefore, this module will generate the data
structure and functionalities to support the map-
ping between the models described in XMI.

To produce accurate mapping, the mapping tool
needs to have knowledge about the mechanism
for interoperability between the standards that
originate the model in XM, inorder to implement
inthe translators the inter-reference mechanisms,
accordingly with such standards. For instance, the
reference from one model described in STEP to
PLib should be done using the PLib services, as
recommended by the ISO TC184/SC4 community
(Staub, 1998).

Theusage of the general architecture presented
for inter-AP modeling, inter-AP mapping, and
code generation must be driven by amethodology
for the integration of applications in IPs (Jardim-
Goncalves & Steiger-Garcao, 2002b).

The proposed methodology is described in
four stages by Figure 10. They are:

Conceptual stage:

a.  Select the APs and models to be used as
support for the integration of the application
in the IP;

b.  Select the parser, meta-SDAI, and map-
ping module for each of the selected AP’s
language; and

c. Translate those conceptual models to
XML,

ADT stage:

d.  Selectthe programminglanguagestobeused
for the implementation of the translators;

e.  Selectthe ADT generator, meta-SDAI, and
mapping module for each of the selected
programming language; and

f.  Generate for each AP the correspondent
ADT in the set of selected programming
languages.

Mapping stage:

g.  Select the set of APs that is required for the
mapping;

h.  Define the mapping rules between them,
using EXPRESS-X;

i Select the ADT generator, meta-SDAI, and
Mapping module for each of the selected
programming languages; and

j. Generate for each mapping the correspon-

dent inter-model mapping ADT, in the set
of selected programming languages.

=» Integrate the Application in the IP using the
generated code.

CONCLUSION

Companies need to fulfill a customer’s expecta-
tions interms of productand service specifications,
price, and quality, in a dynamic environment,
where products life cycle is dramatically reduced
and competitors appear from everywhere, any-
time. The globalization process of the last decade
has exposed companies to wider markets, with
an increasing number of potential clients. Com-
petition on a global market means that clients
are becoming more demanding, either through
producingandselling products and servicesacross
the world, or by selling locally but competing
with global players.

Mass customization is a rational way for firms
to cope with this continuously-evolving business
environment. To be able to produce based on the
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mass customization paradigm, companies must
change the way they innovate and produce, re-
quiring an increased productivity and enhanced
flexibility, that must be sustained through the
integration of their value chain, flexibility in the
supply chain management, and exploitation of
the information-rich supplier and distribution
chain.

Therequired business changes mustbe enabled
by adequate support of information systems and
technology, along with an appropriate methodol-
ogy. In the last decade, companies have made
heavy investments in IT, both to support their
internal businessand manufacturing systemsand
to take advantage of new business opportunities
in the emergence of the Internet.

Yet most of these implemented systems are
unlikely to automatically exchange services and
data, not only between internal applications but
especially with trading partners’ applications.
This mainly results due to incompatibility of data
formats, reference models, and semantics between
the components to be exchanged between the
systems. Indeed, the identified interoperability
problems between applications are typically re-
lated with datamodel compatibility and mapping,
different languages and methodologies for model
representation, correctness in the semantics of
the data being exchanged, and lack of accurate
conformance and interoperability checking.

Companies are thus often facing a dilemma.
They mustrespond to the demands posed by global
competition and the need to mass-customize
their production which needs to be supported by
interoperable IT systems. But usually, even after
large investments in I'T applications, they are still
not able to communicate and exchange data, in-
formation, and knowledge with other applications.
Companies cannot afford to scrap everything and
deploy new IT systems that are interoperable.
Ideally they, require plug-and-play solutions that
overcome existing technical barriers.

Despite this, there arean increasing number of
specialized and complementary software applica-
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tions working for each industry, together with a
strong supportfor reuse, integration, and extension
of already-existent application protocols, intend-
ing to cover the needs for inter-cross industrial
scope, and trying to save most of the existent
standardized work. Hence, mass customization
can only be a viable manufacturing paradigm for
companies having traditional operations man-
agement systems and IT systems, if they start
investing in the development of interoperability
for their business and information systems.

Conceptual IS architectures for interoper-
ability are the foundation for the development of
platforms for mass customization. The emerg-
ing model-driven architectures, combined with
the promising service-oriented architectures,
seem to be an adequate proposal to face seam-
less communication between systems and ap-
plications, integrating internal and external
organizations. Also, reference models, like the
standard 1SO10303 STEP application protocols,
and standard technologies for data representation,
like XML, are today available to integrate the
product life cycle.

However, even with such variety of available
toolsand methods, their adoption requires skilled
expertise, usually not available in traditional
organizations. Thus, to motivate the adoption of
these available technologies, a proper methodol-
ogy, supported by a set of tools that can facilitate
the integration of these models using the proper
technology, needsto be used. These should be part
of the framework based on a conceptual platform
todevelop interoperability in mass customization
information systems.

The presented work has been developed and
applied in the scope of the intelligent manufac-
turing systems (IMS) SMART-fm programme
(www.ims.org) and European ATHENA IP and
INTEROP NoE projects (www.athena-ip.org,
www.interop-noe.org), under real industrial
environments.
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ABSTRACT

Configurable products are an important way to achieve mass customization. A configurable product is
designed once, and this design is used repetitively in the sales-delivery process to produce specifications
of product individuals meeting customer requirements. Configurators are information systems that support
the specification of product individuals and the creation and management of configuration knowledge,
therefore being prime examples of information systems supporting mass customization. However, to the
best of our knowledge, there is no systematic review of literature on how mass customization with con-
figurable products and use of configurators affect companies. In this chapter, we provide such a review.
We focus on benefits that can be gained and challenges which companies may face. A supplier can move
to mass customization and configuration from mass production or from full customization; we keep the
concerns separate. We also review benefits and challenges from the customer perspective. Finally, we
identify future research directions and open challenges and problems.
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INTRODUCTION

Today, customers are demanding products that
will better meet their increasingly diverse needs.
Mass customization (MC) has been proposed
(Pine, 1993a) as a more cost-efficient solution
to this challenge than full customization (FC), a
term we use in this chapter for craft production
of one-of-a-kind, bespoke products. MC is the
ability to provide products tailored to individual
customer needs on a large scale at, or close to,
mass production (MP) efficiency, using flexible
processes (Da Silveira, Borenstein, & Fogliatto,
2001; Hart, 1995; Pine, 1993a). One way to imple-
ment MC is through configurable products (CP).
The design ofa configurable productspecifies aset
of pre-designed elements and rules on how these
can be combined into valid product individuals
(Salvador & Forza, 2004; Tiihonen & Soininen,
1997). Such knowledge is called configuration
knowledge. The design of a configurable product
is used repetitively, in a routine manner without
creative design, in the sales-delivery process to
produce specifications of product individuals that
meet the requirements of particular customers.
Definingavalid, error-free (sales) specification of
a customer-specific product individual can be dif-
ficultbecause the product elements often manifest
complexinterdependenciesand incompatibilities.
Some companies have addressed this difficulty
by employing information systems called product
configurators (or configurators, for short) as sup-
port in the task of defining a sales specification
(Barker & O’Connor, 1990; Forza & Salvador,
2002a, 2002b). A configurator is an information
systemthat supportsthe creation and management
of configuration knowledge and the specification
of product individuals (Sabin & Weigel, 1998;
Tiihonen & Soininen, 1997).

However, to the best of our knowledge, there
is no systematic review of literature on how
configurators affect the operations and business
of companies pursuing mass customization with
configurable products. The majority of papers de-
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scribe the introduction and use of a configuratorin
asingle-case company. A significantset of papers
describes issues of MC, CP, and configurators.
This review aims to provide a summary.

The rest of this chapter is structured as fol-
lows. Next, the overall framework of the literature
review is described. The following section then
contemplates the benefits and challenges of MC
and CP for the supplier and customer, first com-
pared with MP and then compared with FC.

This section is followed by a discussion of
configurator benefits, how they may overcome
or alleviate the MC and CP challenges, and then
moves on to configurator challenges. Also in this
section, the supplier perspective is discussed be-
fore the customer perspective. Before suggestions
for future research directions, discussion, and
conclusions end this chapter, the rationale for a
company to move to MC are briefly discussed.

LITERATURE REVIEW METHODS
AND FRAMEWORK

For the literature review, we first identified the
benefits and challenges attributed to MC, con-
figurable products, and configurators. Second, we
studied how configurators have been used to meet
the challenges related to MC with configurable
products. Third, we identified unmet challenges
and remaining problems in configurator-support-
ed MC and derived suggestions for future work.
The framework for our literature review reflects
this process and illustrates our viewpoints (see
Figure 1). We classified benefits and challenges
according to whom they concern (supplier or
customer) and the direction of a move to MC. A
supplier can move to MC (Duray, 2002; Lampel
& Mintzberg, 1996; Svensson & Barfod, 2002)
and CP (Tiihonen & Soininen, 1997) from either
the direction of MP or FC. The latter classification
is not visible in Figure 1.

We used electronic scientific databases with
search terms such as mass customization, cus-
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tomization, product configuration, configurator,
configurable products, benefits, challenges, op-
portunities, threats, limitations, problems, and
drawbacks. Fromthe yield of hundreds of articles,
books, and conference papers, we browsed the
abstracts and selected about 75 publications for
closer examination. Further selection left some
of them out of this chapter. For readability, we
omit a full list of references to a benefit or chal-
lenge from the text. All references are shown in
tables at the end of each subsection. The tables
also show whether a reference belongs to MC or
CP literature, when applicable.

MASS CUSTOMIZATION AND
CONFIGURABLE PRODUCTS

Supplier Benefits Compared with
Mass Production

Inthis section, we discuss the benefits for a supplier
from MC or CP compared with MP. The benefits
and references are summarized in Table 1.

Ingeneral, MC refersto the ability to effectively
fulfill a wider range of customer needs than with
MP (Pine, 1993a), an idea often incorporated into
definitions of MC.

Perhaps the most cited benefit of MC and CP
is the reduction in inventories of finished goods
and work-in-progress, tying less capital compared
to build-to-forecast MP (Pine, 1993a). Less in-
ventory handling and management is necessary
(Broekhuizen & Alsem, 2002) and improve-
ments in inventory turnover are implied (Beaty,
1996). Similarly, MC can eliminate or reduce the
need to sell aging models and seasonal products
by discount as MC products are less subject to
product obsolescence and fashion risk (Kotha,
1995). MC often involves modular products. An
inventory of modules is less subject to fashion
and technological obsolescence than differenti-
ated inventory (Berman, 2002). As a result, the
supplier does not have to include markdowns or

high inventory accumulation in its pricing (Ber-
man, 2002).

In MC and also with CP, the customer partici-
pates in the specification of the product. Custom-
ers may enjoy the participation in design and it
can increase customer satisfaction in the finished
good as well (Huffman & Kahn, 1998). Further,
the effort spent and information accumulated and
stored in the specification process can become a
switching cost for the customer (Pine, Peppers,
& Rogers, 1995). Switching to competition would
mean spending the effort again. However, this
benefit can be realized fully only if the inter-
actions or repurchases with the customers are
frequent enough (Broekhuizen & Alsem, 2002;
Pine et al., 1995). As customers need to express
their needs, the supplier has an opportunity to
gather more accurate customer information (Pine
etal., 1995) and develop a deep understanding of
the customer’s needs (Berman, 2002). This and
engaging the customer in a continuous dialog
(Berman, 2002) and learning relationship (Pine
et al., 1995) makes it more difficult for competi-
tors to accumulate the same depth of customer
knowledge and entice customers away. Moreover,
information on actual orders directly reflects cur-
rentmarketinformation (Berman, 2002). Thismay
enable quicker product development response to
changesinoverall customer needs (Berman, 2002;
Slywotzky, 2000). However, Kakati (2002) argues
that all customer needs cannot be captured with
tracking choices on physical product elements.
The customers must also be willing to share their
preferences and purchase patterns with the sup-
plier on an ongoing basis if the supplier is to be
able to use them for their own purposes (Wind
& Rangaswamy, 2001).

MC canenable premium pricing (Kotha, 1995)
dueto the better fit of the product to customer needs
and due to the difficulty of comparison-shopping
of customized products (Agrawal, Kumaresh, &
Mercer, 2001, see Table 8). Ability to participate
in design may also increase willingness to pay
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Table 1. Summary of supplier benefits compared with mass production

Benefit

References

MC/
CP

Efficient way to fulfill a wider range of cus-
tomer needs

Pine, 1993a; Hart, 1995; Da Silveira et al., 2001 (MC has been usually de-
fined in a similar vein.)

MC

Tiihonen, Soininen, Mannistd, and Sulonen, 1996; Tiihonen and Soininen,
1997; Tiihonen,, Soininen, Mannistd, and Sulonen, 1998; Bonehill and Slee-
Smith, 1998

CpP

Reduction in inventories

Pine 1993a; Kay, 1993; Kotha, 1995; Ross, 1996; Beaty, 1996; Gilmore and
Pine, 1997; Radder and Louw, 1999; Slywotzky, 2000; Zipkin, 2001; Agraw-
al et al., 2001; Wind and Rangaswamy, 2001; Berman, 2002; Broekhuizen
and Alsem, 2002; Svensson and Barfod 2002; Piller, Moeslein, and Stotko,
2004; Piller and Miiller, 2004

MC

Tiihonen and Soininen, 1997; Tiihonen et al., 1998

CpP

Reduction in product model obsolescence,
fashion risk

Kotha, 1995; Agrawal et al., 2001; Zipkin, 2001; Berman, 2002; Piller et al.,
2004; Piller and Miller, 2004

MC

Customer participation in design: satisfac-
tion, effort spent, and switching cost

Satisfaction: Huffman and Kahn, 1998; Wind and Rangaswamy, 2001; Bar-
dacki and Whitelock, 2003. Switching costs: Pine et al., 1995; Broekhuizen
and Alsem, 2002; Bardacki and Whitelock, 2003; Piller et al., 2004; Piller
and Mdller, 2004

MC

More accurate customer information

Pine et al., 1995; Hart, 1995; Ahlstrom and Westbrook, 1999; Slywotzky,
2000; Agrawal et al., 2001; Kakati, 2002; Broekhuizen and Alsem, 2002;
Berman, 2002; Brown and Bessant, 2003; Bardacki and Whitelock, 2003;
Piller et al., 2004; Franke and Piller, 2004

MC

Potential for premium pricing

Kotha, 1995; Ross, 1996; Agrawal et al., 2001; Berman, 2002; Broekhuizen
and Alsem, 2002; MacCarthy and Brabazon, 2003; Piller and Mller, 2004;
Piller et al., 2004; Franke and Piller, 2004

MC

for the self-designed, customized final product
(Franke & Piller, 2004).

Supplier Challenges Compared with
Mass Production

In the following, we discuss the supplier chal-
lenges from MC or CP compared with MP from
a number of viewpoints.

Business

See Table 2 forasummary of the supplier business
challenges which we discuss in this section.

MP products have to be developed or adjusted
to be suitable for MC. MC tends to be more costly
than MP (Kotha, 1995). One of the key challenges
for MC with CP for the supplier is to find the right
amount of customization to offer that balances the
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costs of added complexity and increased customer
value (Beaty, 1996). The offered customization
range has to be matched to customer needs of
the targeted segment(s). A mismatch reduces
sales potential and can lead to excessive one-
of-a-kind design (Tiihonen & Soininen, 1997;
Tiihonen et al., 1998). Excessive customization
increases the specification complexity both for
the supplier and the customer, and may strain
the production process too far (Berman, 2002).
Further, development of a product to be easy to
configure (“design for configuration”) can be a
significant effort (Tiithonen & Soininen, 1997;
Tiihonen et al., 1998).

MC products often are modular and possibly
share components across product lines or fami-
lies. Component sharing may cause customers to
see the products as overly similar (Pine, 1993b)
and create confusion over the “true” customiza-
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Table 2. Summary of supplier business challenges compared with mass production

Challenge References MC/CP
Producing customized products often costs Kotha, 1995; Ahlstrdm and Westbrook, 1999; Zipkin, 2001; Berman,
more thar? MP P 2002; Broekhuizen and Alsem, 2002; Kakati, 2002; Bardacki and Whi- MC
telock, 2003; Piller et al., 2004; Piller and Mller, 2004
o Beaty, 1996; Svensson and Barfod, 2002; Berman, 2002; MacCarthy and
Finding right amount, balance of offered cus- | grapazon, 2003: Piller and Miiller, 2004 MC
tomization - — -
Tiihonen and Soininen, 1997; Tiihonen et al., 1998 CP
Component sharing across product lines may
cause customer to see the products as overly | Pine, 1993b; Berman, 2002; Kakati, 2002 MC
similar
Possible channel conflicts with retailers Wind and Rangaswamy, 2001; Broekhuizen and Alsem, 2002 MC
Elicitation difficulties can cause lost business, Huffman and Kahn, 1998 MC
image, and lower customer and dealer loyalty | Fopn et al., 1995; Heatley et al., 1995; Yu and Skovgaard, 1998; Forza
and satisfaction. and Salvador, 2002a cp

tion level of the product (Berman, 2002; Kakati,
2002).

MC may cause channel conflicts (Broekhuizen
& Alsem, 2002; Wind & Rangaswamy, 2001) as
retailers may be unwilling to participate in fear of
the supplier bypassing theminthe future, and they
may also be reluctant to take on more specification
tasks. Difficulties of eliciting customer needs and
creating sales specifications (discussed in section
Specification Process below) can cause severe
challenges. These include loss of confidence from

customers (Fohn, Liau, Greef, Young, & O’Grady,
1995), lost sales, customers, and repeat business
(Fohn et al., 1995; Heatley, Agraval, & Tanniru,
1995), and decreased customer satisfaction (Forza
& Salvador, 2002a; Heatley et al., 1995). Further,
the problems and complexity of specifying a
productindividual, and dissatisfaction in the shop-
ping process are often attributed to the retailer
(Huffman & Kahn, 1998). Elicitation difficulties,
resulting order errors, and delays may also lower
dealer loyalty (Yu & Skovgaard, 1998).

Table 3. Summary of supplier organizational and operational challenges compared with mass produc-

tion
Challenge References MC/CP
Pine et al., 1993; Hart, 1995; Kotha, 1995; Ross, 1996; Agrawal et al., 2001; Zipkin, MC
Extent of operational changes large 2001; Berman, 2002; Broekhuizen and Alsem, 2002
Tiihonen & Soininen, 1997 CP

Increased information management

Ahlstrém and Westbrook, 1999; Da Silveira et al., 2001; Zipkin, 2001; Berman, 2002;
Broekhuizen and Alsem, 2002; Kakati, 2002; MacCarthy and Brabazon, 2003; Brown MC
and Bessant, 2003; Piller et al., 2004; Comstock et al., 2004

Forza and Salvador, 2002a; Salvador and Forza, 2004 CP

Extent of organizational and cultural

Pine et al., 1993; Kay, 1993; Ross, 1996; Ahlstrom and Westbrook, 1999; Slywotzky,
2000; Agrawal et al., 2001; Kakati, 2002; Berman, 2002

MC

changes large

Tiihonen and Soininen, 1997

CpP
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Organization and Operations

The organizational and operational challenges
for the supplier which we contemplate here are
summarized in Table 3. The extent of operational
changes required is large (Pine etal., 1993). Sales
and marketing has to increase interaction with
the customers (Kakati, 2002) and learn new
specification tasks (Tiihonen & Soininen, 1997).
MC requires more manufacturing and logistics
flexibility (discussed in section Manufacturing
below).

A commonly-cited challenge in MC is that it
increases the need for information management
(Ahlstrém & Westbrook, 1999). Whatan MC sup-
plier basically does is that it takes the customer
requirements, that is, information, and translates
them to a manufactured product (Da Silveira et
al., 2001). The information about the customer
requirements flows through the supplier organiza-
tion fromsales to manufacturing and distribution,
crossing organizational boundaries, until the
customer-specific product is finally delivered to
the customer. This increases both the amount of
information transferred and the information flows
(or paths) inthe supplier organization. Both opera-
tions flow information, and customer information
need to be managed by the supplier (Broekhuizen
& Alsem, 2002). MC also increases the need for
product data and variant handling (Comstock,
Johansen, & Winroth, 2004).

The extent of required organizational and
cultural changes is large (Pine et al., 1993).
Functional silos are a hindrance to MC (Pine et
al., 1993). It can be difficult to create company-
wide understanding of the benefits of MC with
CP. Effort spent and effects felt may occur at
different places. Developing well-managed and
documented configuration knowledge takes effort
in the product process but helps sales. Produc-
ing error-free and complete sales specifications
takes extra effort at sales but helps to reduce fire-
fighting in manufacturing (Tithonen & Soininen,
1997). Highly-skilled, more costly sales staff and
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increased training may be required for eliciting
customer needs, specification tasks, and verifica-
tion of specifications (Berman, 2002). Achieving
the required skills is more difficult if the supplier
does not own the sales companies (Broekhuizen
& Alsem, 2002; Tiihonen et al., 1996) or if the
turnover in sales is high (Berman, 2002).

Specification Process

Inthis section, we discuss the supplier challenges
related to the specification process; fora summary,
see Table 4. The most-often cited challenge with
MC and CP is the difficulty of customer needs
elicitation and defining corresponding valid sales
specifications (Ross, 1996) as customization
increases both the complexity and amount of re-
quired information. Sales often have incomplete
or out-of-date configuration knowledge, which
is one contributing factor to the specification
errors. This issue is discussed in detail in sec-
tion Long-Term Management of Configuration
Knowledge below.

Several specification error types have been
identified. (1) The specified product individual
cannotbe producedatall or itwould not work prop-
erly (Aldanondo, Véron, & Fargier, 1999; 2000).
Such errors cause iterations in the sales-delivery
process (Wright, Weixelbaum, Vesonder, Brown,
Palmer, Berman, & Moore, 1993) between the
customer and supplier or salesand manufacturing
because specifications have to be reconsidered.
(2) The specification might not meet customer
needs optimally (Aldanondo et al., 1999; Forza &
Salvador, 2002a). One reason may be the different
terminology or level of abstraction in expressing
customer requirements and technical specifica-
tions (Tiihonen & Soininen, 1997; Tiihonenetal.,
1998). Communicating customization possibilities
ofavery flexible product to the customer may also
be hard (Tiihonen & Soininen, 1997). Technical
experts consulted for specification feasibility may
not communicate with the customer at all, which
may be a cause for mismatch as well (Tiihonen &
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Table 4. Summary of the supplier challenges in the specification process compared with mass produc-

tion
Challenge References MC/CP
Ross, 1996; Huffman and Kahn, 1998; Ahlstrém and Westbrook, 1999;
Zipkin, 2001; Wind and Rangaswamy, 2001; Berman, 2002; MacCarthy MC
and Brabazon, 2003; Piller et al., 2004; Comstock et al., 2004
Difficulty of customer needs elicitation and | syjokla, 1990; Wright et al., 1993; Heatley et al., 1995; Fohn et al.,
definition of a corresponding, complete, and | 1995; Tiihonen et al., 1996; Tiihonen and Soininen, 1997; Tiihonen et
error-free sales specification al., 1998; McGuinness and Wright, 1998; Sabin and Weigel, 1998; Yu cp
and Skovgaard, 1998; Vanwelkenheysen, 1998; Aldanondo et al., 1999;
Aldanondo et al., 2000; Forza and Salvador, 2002a, 2002b; Salvador and
Forza, 2004
Can specified pmduc.t 1I.1d1v1dual be produced/ Aldanondo et al., 1999; Aldanondo et al., 2000 CP
manufactured, and will it work properly?
Errors noticed after sal ‘fication bh Wright et al., 1993; Heatley et al., 1995; Fohn et al., 1995; Tiihonen and
ors noticed atter sales specrhcation Phase | g ininen 1997; Tiihonen et al., 1998; Sabin and Weigel, 1998; Aldanon- cp
lead to iterations in sales-delivery process
do et al., 2000
Dogs the Spemﬁ.ed product individual fit cus- Aldanondo et al., 1999; Forza and Salvador, 2002a CpP
tomer needs optimally?
Erroneous, smaller price than effective cost for | Wright et al., 1993; Fohn et al., 1995; Aldanondo et al., 1999; Aldanondo cp
the specified product individual. et al., 2000; Salvador and Forza, 2004
Erroneous delivery time Salvador and Forza, 2004 CP
Sales staff create repertoires of typical speci-
fications, valid but not optimal in fit with cus- | Sviokla, 1990; Heatley et al., 1995; Salvador and Forza, 2004 CpP
tomer needs
Two_sales persons may produce different speci- Sviokla, 1990 cp
fications for identical customer orders
Technical experts deeply involved in verifying | Tiihonen et al., 1998; Forza and Salvador, 2002a; Salvador and Forza, cp
specifications 2004

Soininen, 1997). Further, it is difficult to identify
intangible preferences like the preferred fit of a
shoe (tight/loose) (Wind & Rangaswamy, 2001).
(3) Pricing errors: for example, a specification
might define a smaller price than the effective
cost of producing the product individual (Wright
etal., 1993). If pricing information is not available
during the specification task, the sales staffis not
able to “guide” the customer to more profitable
options, nor inform the customer of costly op-
tions (Salvador & Forza, 2004). (4) An erroneous
delivery time could also be specified (Salvador
& Forza, 2004).

To avoid difficulties of specification, sales staff
may create repertoires of typical sales specifica-
tions that are valid but not necessarily optimal in

fitwith customerneeds (Sviokla, 1990). Therefore,
the full customization potential of the product is
not offered to the customer (Salvador & Forza,
2004). Specification task complexity may also
cause sales persons to produce different speci-
fications for identical orders (Sviokla, 1990). To
counter the difficulties of sales staff, technical
experts are often deeply involved in verifying
specification validity (Tiihonen et al., 1998),
which detracts them from other tasks like prod-
uct development (Forza & Salvador, 2002a), and
also increases the lead-times in order processing
(Wrightetal., 1993). The validity checksare often
bypassed under time pressure, which results in
more errors (Forza & Salvador, 2002a; 2002b).
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Table 5. Summary of supplier manufacturing challenges compared with mass production

Challenge References MC/CP
Kotha, 1995; Ahlstrém and Westbrook 1999; Slywotzky, 2000; MC
Difficulties in achieving the required production pro- Zipkin, 2001; Kakati 2002; Berman 2002; Piller et al. 2004
cess flexibility Tiihonen and Soininen, 1997; Tiihonen et al., 1998; Forza and
CP
Salvador, 2002a
May require expensive investments in flexible machin- | Machinery: Piller and Mller, 2004 MC
ery and acquiring highly-skilled staff. Staff: Kotha, 1995
Fire-fighting in manufacturing from sales specification | Heatley et al., 1995; Tiihonen et al., 1996; Yu and Skovgaard, cp
errors 1998; Forza and Salvador, 2002a; Salvador and Forza, 2004

Manufacturing

The manufacturing challenges for the supplier
aresummarized in Table 5. The manufacturing of
customer-specific products requires more manu-
facturing and logistics flexibility, which can be
difficult to achieve (Kotha, 1995). It is difficult to
reach lead times (Ahlstrém & Westbrook, 1999;
Comstock et al., 2004; Svensson & Barfod, 2002)
and consistent quality (Svensson & Barfod, 2002)
comparable to MP. Further, the supplier has to
handle variable costs instead of fixed costs (Hart,
1995). To operate efficiently,an MC supplier needs
to produce, sort, ship, and deliver small quantities
of highly-differentiated products (Berman, 2002),
which increases the complexity of production
planning and quality control (Piller et al., 2004).
Achieving the flexibility can require investments
in expensive flexible machinery (Piller & Miiller,
2004) and hiring and training highly skilled staff
(Kotha, 1995).

Specification errors that reach manufactur-
ing cause fire-fighting activities (Heatley et
al., 1995) that can take up to even 80% of the
order-processing time (Tiihonen et al., 1996) to
manage incorrect bills-of-materials (BOMs) and
production orders, missing parts, rush deliveries
from part suppliers at an extra cost, and missed
delivery dates (Forza & Salvador, 2002a).
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Long-Term Management of
Configuration Knowledge

For asummary of the challenges we discuss here,
see Table 6. MC based on CP requires up-to-date
configuration knowledge, stressing the impor-
tance of its management. The long-term manage-
mentand maintenance of configuration knowledge
is a major task and its level in companies often
poor (Wright et al., 1993). This contributes to the
sales specification errors discussed earlier. Sales
may not know the variation possibilities because
configuration knowledge is not systematically
documented (Tiihonen et al., 1996; Tiihonen et
al., 1998). Product development rarely creates
configuration knowledge and if it does, extract-
ing the knowledge to sales is problematic and the
transfer rarely systemized (Tiihonen et al., 1996;
Wrightetal., 1993). Knowledgetransfertoretailers
is even more challenging (Tiihonen et al., 1996).
A compounding factor is that the configuration
knowledge is often dispersed among a variety
of sources across the supplier organization, like
manufacturing, assembly, and marketing (Haag,
1998; McGuinness & Wright, 1998; Wright et al.,
1993). This impedes knowledge acquisition in
maintenance and update situations (McGuinness
& Wright, 1998).

A further problem is that the configuration
knowledge often changes frequently (Tiihonen
& Soininen, 1997), which together with the
transfer problems means that the configuration
knowledge used in sales is often not up-to-date
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Table 6. Summary of supplier challenges in long-term management of configuration knowledge compared

with mass production

Challenge

References MC/CP

Long-term management of configuration
knowledge

Wright et al., 1993; Tiihonen et al., 1996; Tiihonen and Soininen, 1997;
Tiihonen et al., 1998; Yu and Skovgaard, 1998; McGuinness and Wright, CP
1998; Haag, 1998; Fleischhanderl et al., 1998

Transferring updated configuration knowledge
to sales force

Wright et al., 1993; Tiihonen et al., 1996 CP

Configuration knowledge changes frequently Wright, 1998

Tiihonen and Soininen, 1997; Fleischanderl et al., 1998; McGuinness and

CP

individuals and reconfiguration

Long-term management of delivered product | Tiihonen et al., 1996; Tiihonen and Soininen, 1997; Tiihonen et al., 1998;
Yu and Skovgaard, 1998; Sabin and Weigel, 1998

CcpP

(Wright et al., 1993). The workarounds that sales
staff sometimes invent to curb the elicitation
complexity, like the aforementioned repertoires
of typical specifications, are especially easily out-
dated (McGuinness & Wright, 1998). Reasons for
configuration knowledge changes can be shifts in
customer requirements and marketing strategies
(Fleischanderl et al., 1998; Tiihonen & Soininen,
1997), product and component evolvement (Tii-
honenetal., 1996), and added or removed product
functionalities (Tiihonen & Soininen, 1997).

Long-term management of delivered product
individuals (Tiihonen et al., 1996) is a related
challenge. Information on the product type and
product individual is needed when changes have
to be made to an existing product individual for
maintenance and servicing reasons, or when new
or better functionality is added (Sabin & Weigel,
1998; Tiihonen & Soininen, 1997). This recon-
figuration is problematic and prone to errors as it
involves adding and removing components that
may have complex interdependencies (Sabin &
Weigel, 1998; Tiihonen & Soininen, 1997) and
the required configuration knowledge may have
to be retrieved from various sources and has to
bridge temporally-different versions of the con-
figuration knowledge base (Tithonen & Soininen,
1997; Tiihonen et al., 1996, 1998).

Customer Benefits Compared with
Mass Production

This section presents the customer benefits as
compared with MP; see Table 7 for a summary.
The customer viewpoint has received relatively
little attention in literature.

The main benefit from MC is the better prod-
uct fit with customer needs (Pine, 1993a) which
applies to CP as well. Customers may also find
participation in the design and specification en-
joyable in itself (Huffman & Kahn, 1998), and it
can also increase satisfaction in the final product
(Bardacki & Whitelock, 2003).

Customer Challenges Compared
with Mass Production

Next, the customer challenges from MC and CP
compared with MP are discussed; asummary can
be seen in Table 8. As for benefits, the customer
viewpoint of the challenges appears to have re-
ceived little attention in CP literature.

In MC, customers have to express their pref-
erences for the product and may suffer from the
complexity of the specification (Pine, 1993a).
They may be overwhelmed by the number of
options, sometimes referred to as “mass confu-
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Table 7. Summary of customer benefits compared with mass production

Benefit References MC/CP
Pine, 1993a; Kotha, 1995; Radder and Louw, 1999; Agrawal et al., 2001;
Improved fit with customer needs Wind and Rangaswamy, 2001; Berman, 2002; Broekhuizen and Alsem, MC
2002; Bardacki and Whitelock, 2003; MacCarthy and Brabazon, 2003
Enjoyable participation in specification and de- | Huffman and Kahn, 1998; Wind and Rangaswamy, 2001; Bardacki and MC
sign Whitelock, 2003; Piller and Miiller, 2004; Franke and Piller, 2004
Table 8. Summary of customer challenges compared with mass production
Challenge References MC/CP
Pine, 1993a; Pine et al., 1993; Pine et al., 1995; Beaty, 1996; Gilmore and Pine,
1997; Huffman and Kahn, 1998; Berman, 2002; Wind and Rangaswamy, 2001; MC
Complexity of design and specification | ZiPKin, 2001; Svensson and Barfod, 2002; Broekhuizen and Alsem, 2002; Piller et
al., 2004; Dellaert and Stremersch, 2005
Forza and Salvador, 2002a CP
Time and effort spent in design and | Gilmore and Pine, 1997; Berman, 2002; Broekhuizen and Alsem, 2002; Kakati, MC
specification 2002; Bardacki and Whitelock, 2003
Feeling of invaded privacy Pine, 1993a; Pine et al., 1995; Wind and Rangaswamy, 2001; Broekhuizen and MC
Alsem, 2002
.. . Radder and Louw, 1999; Agrawal et al., 2001; Zipkin, 2001; Svensson and Barfod,
Waiting for the finished product 2002; Bardacki and Whitelock, 2003; MacCarthy and Brabazon, 2003 Mc
Need tq trust supplier to deliver exactly Berman, 2002; Broekhuizen and Alsem, 2002 MC
as specified
Hart, 1995; Radder and Louw, 1999; Wind and Rangaswamy, 2001; Zipkin, 2001;
Increased price of products Agrawal et al., 2001; Broekhuizen and Alsem, 2002; Kakati, 2002; Svensson and MC
Barfod, 2002; Bardacki and Whitelock, 2003; Piller and Mdiller, 2004
More difficult comparison-shopping, . . . -
o Wind and Rangaswamy, 2001; Broekhuizen and Alsem, 2002; Piller et al., 2004 MC
limited transparency of product

sion” (Huffman & Kahn, 1998). Customers can
be unsure of their needs and have trouble both in
deciding what they want and in communicating
their decisions precisely (Gilmore & Pine, 1997;
Zipkin, 2001). Further, some needs are unarticu-
lated (Gilmore & Pine, 1997). Customers may also
feel uncertainty about whether they have been
exposed to all alternatives and have complete
information about the options (Huffman & Kahn,
1998). Specification difficulties are compounded
if the customers lack sufficient product expertise
(Huffman & Kahn, 1998). Moreover, due to
the time and effort customers have to spend in
specification, expressing preferences is an added
drawback (Gilmore & Pine, 1997) compared to
picking a product “off-the-shelf” as in MP. Some
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customers may feel that expressing preferences
invades their privacy (Pine, 1993a), especially in
Internet (Wind & Rangaswamy, 2001).

In MC, the customers usually have to wait for
the finished product (Radder & Louw, 1999) as it
is produced for order. Moreover, customers must
trust the supplier to deliver exactly according to
the specification (Berman, 2002; Broekhuizen
& Alsem, 2002). Customized products tend to
be more expensive (Hart, 1995). The limited
transparency of products, their complexity, and
the uniqueness of individual products make
comparison-shopping and judging whether the
product is good value for money more difficult
(Wind & Rangaswamy, 2001). On the other hand,
customizationraises customer expectations, which



Mass Customization with Configurable Products and Configurators

can backfire as more severe disappointment if the
end product does not meet the higher expectations
(Berman, 2002). Further, customers may fear that
the customized products have more inconsistent
quality (Svensson & Barfod, 2002).

Supplier Benefits Compared with
Full Customization

This section discusses the supplier benefits (sum-
marizedin Table 9) from MC or CP compared with
FC. Literature on moving to MC from FC and on
associated benefits and challenges is limited to
Svensson and Barfod (2002) while CP literature
gives a bit more attention.

Svensson and Barfod (2002) mention several
benefits thata FC supplier can gain from switching
to MC. They all seemto stem from increased stan-
dardization. The benefits are increased efficiency
and more controlled production, improved and
more uniform product quality, shorter lead-times,
and lower costs. These benefits are mentioned
in CP literature as well. A reason for improved

control of production is the use of a relatively
small number of components to produce a large
variety of end products (Tiihonen et al., 1996). A
cause for quality improvements can be the use of
astandard, modular design, which reduces incor-
rect assemblies (Bonehill & Slee-Smith, 1998).
Lead-time reductions can result from quality
improvements, and from the reduced need for
customer-specific design of components or end
products (Tiihonen et al., 1998). This also may
free expert engineering resources to other tasks
like product development (Tiihonen et al., 1998).
Reduced effort also contributes to lower costs.
Lead-times may also be reduced by easier
selling. For a configurable product, the sales
options have been defined in advance. Choosing
from existing options rather than beginning from
scratch brings two benefits: it is easier to arrive
at a sales specification and to price the product
(Tiithonen et al., 1998). This may allow retailers
or even customers to do specification themselves
(Salvador & Forza, 2004). Customers who are
engaged in the specification process may accept

Table 9. Summary of supplier benefits compared with full customization

Benefit References MC/CP
Svensson and Barfod, 2002 MC
Increased efficiency, more controlled produc- —— - — -
tion Tiihonen et al., 1996; Tiihonen and Soininen, 1997; Tiihonen et al., c
P
1998
Svensson and Barfod, 2002 MC
Improved, more uniform quality Tiihonen et al., 1996; Tiihonen and Soininen, 1997; Tiihonen etal., 1998; | -,
Bonehill and Slee-Smith, 1998; Salvador and Forza, 2004
Svensson and Barfod, 2002 MC
Shorter lead-times, more accurate on-time de- —— - — -
livery Tiihonen et al., 1996; Tiihonen and Soininen, 1997; Tiihonen et al., cp
1998
Svensson and Barfod, 2002 MC
Lower costs - -
Bonehill and Slee-Smith, 1998 CpP
Reduced design effort...

- — Tiihonen et al., 1998; Bonehill and Slee-Smith, 1998; Salvador and For-
...which freed expert engineering to other tasks | 75 2004 cp
like R&D
EaSIer.tO do Spemﬁcanonsf even .by customers Tiihonen et al., 1998; Salvador and Forza, 2004 CP
or retailers themselves, easier selling
Easier pricing Tiihonen et al., 1998 CpP
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more responsibility for the product’s fit to their
needs (Salvador & Forza, 2004).

Supplier Challenges Compared with
Full Customization

Next, the supplier challenges from MC or CP
compared with full customization are contem-
plated. The challenges are summarized in Table
10. It seems that MC has not been compared with
FC in terms of benefits and challenges as often
as with MP.

Comparedto FC, MCwith CPrequires changes
in operations and organization that can be signifi-
cant(Tiihonen & Soininen, 1997). Achieving more
uniform quality and repeatable production may be
a difficult challenge (Svensson & Barfod, 2002).
For FC suppliers, the main challenge in MC is the
shift from managing the product and processing
materials (which they master) to systematically
managing and processing information involved in
customer-specific orders, product documentation,
and so forth, according to Svensson and Barfod
(2002). This requires a cultural change that can
be difficult to achieve. Finding the right amount
of offered customization is equally important
(Beaty, 1996), as when compared with MP. A
balance must be found between the added stan-

dardization, uniform quality, and lowered costs,
and compromising the optimal fit of a fully-
customized product.

Customer needs elicitation and error-free
specification is still a challenge (Svensson &
Barfod, 2002). Sales specification errors cause
similar problems in manufacturing, as when
compared to MP. The sales force must learn not
to offer changes to the product that would require
customer-specific design (Tiithonen & Soininen,
1997).

For productdevelopment, itisachallengeanda
big effort to develop a design for the configurable
product, withamodular structure of reusable, rep-
licable productcomponents (Tiihonen & Soininen,
1997) and clearly-defined module interfaces. On
the other hand, Pine (1993a; 1993b) has expressed
the fear that modular designs are easier to reverse
engineer and copy than unique designs.

Customer Benefits Compared with
Full Customization

Here, the customer benefits compared with full
customization are contemplated. However, the
literature is scant. Nevertheless, the benefits for the
supplier (see Table 9) could also generate benefits
forthe customers like shorter delivery times, more

Table 10. Summary of supplier challenges compared with full customization

Challenge References MC/CP
Requires changes in operations and organization Tiihonen and Soininen, 1997; Tiihonen et al., 1998 CP
Achieving uniform quality Svensson and Barfod, 2002 MC
Systemizing information management Svensson and Barfod, 2002 MC
Beaty, 1996; Berman, 2002; Svensson and Barfod, 2002;
o o MC
Finding right amount and balance of offered customization MacCarthy and Brabazon, 2003
Tiihonen and Soininen, 1997; Tiihonen et al., 1998 CP
Customer needs elicitation, specification Svensson and Barfod, 2002 MC
Sales staff must not offer changes outside pre-designed customi- | a0 ang Soininen, 1997; Tiihonen et al., 1998 cP
zation possibilities
ngztlimlzmg product design from configuration viewpoint a big Tiihonen and Soininen, 1997: Tiihonen et al., 1998 cp
Reverse engineering of modular designs Pine, 1993a, 1993b MC
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predictable deliveries, better serviceability, more
communicable product specifications, improved
spare part stock management, better and more
consistent quality, more affordable products, bet-
ter accessibility to products, and the like. Further,
customers may prefer the easier specification by
choosing from existing options and receive better
product documentation than for an FC product.

Customer Challenges Compared
with Full Customization

The literature we studied seems not to have ex-
amined the customer challenges compared with
full customization. However, it is probable that
explicit specification is difficult for customers, as
itis a complex task nevertheless. Customers may
also have to compromise on the optimal fit of the
product, and the customer service experience may
not feel personal enough, as with FC the customers
are used to get exactly what they want.

CONFIGURATORS
Overview

A configurator checks the specification of a
product individual, that is, a configuration, for
completeness (i.e., thatall the necessary selections
are made) and consistency (i.e., that no rules are
violated) with respect to the configuration knowl-
edge, stored in configuration models in configura-
tors (Tiithonen & Soininen, 1997). Configurators
also support the user in specifying a product
individual, called a configuration task. Depend-
ing on the configurator, additional functionality
suchas price and delivery time calculation, layout
drawing and document generation, and so forth,
may be provided. Configurators are also used to
create and manage the configuration models and
configuration knowledge embedded in them.
Inthe rest of this section, the benefits and chal-
lenges related to configurators are discussed. The

discussion is divided into supplier and customer
viewpoints. The supplier perspective is further
divided to issues concerning the business, orga-
nization, specification process, manufacturing,
productdevelopment, and long-term management
of configuration knowledge perspectives. The
benefits are related to configurator use compared
with MC with CP prior to configurator introduc-
tion. Challenges relate to configurator use. The
benefits are also discussed in terms of whether
they alleviate or overcome some challengesrelated
to MC with CP.

Supplier Benefits

This section discusses the benefits configurators
can bring to the supplier and if they overcome
challenges related to MC with CP. The benefits
are summarized in Tables 11-17.

Business

In this section, we review the business benefits
of configurators for the supplier. They are sum-
marized in Table 11. In some circumstances con-
figurators can enable premium pricing. Heatley
et al. (1995) document a case where a sixfold
shortening of the order throughput cycle brought
a competitive advantage that enabled premium
pricing. They also observed that configurator-
supported sales engineers sold more complex
products, often commanding a high premium.
Inasimilar vein, Yu and Skovgaard (1998) claim
increased sales due to (partially) configurator
induced shorter delivery times and product flex-
ibility. Heatley et al. (1995) report that products
that were at the borderline of profitability prior
to the configurator because of order delays, pric-
ing errors, and rework costs became attractive as
the configurator reduced these costly problems.
Overall, avoidance of errors, related rework,
and production problems seem to reduce costs.
Fleischanderl et al. (1998) report of a case where
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Table 11. Summary of business benefits for the supplier

Benefit

References

Challenges met?

Better price from products, in some situations

Heatley et al., 1995

Higher costs of producing customized prod-
ucts

Increased sales from shorter delivery times and
product flexibility.

Yu and Skovgaard, 1998

Higher costs of producing customized prod-
ucts

Products at borderline of profitability can be-
come more attractive

Heatley et al., 1995

Higher costs of producing customized prod-
ucts

Reduction of costs in many areas

Fleischanderl et al., 1998

Higher costs of producing customized prod-
ucts

Improved customers’ satisfaction, perception

Barker and O’Connor, 1989; Heatley
etal., 1995

Low customer satisfaction, lost image from
elicitation difficulties

Customer “lock-in” from configurator usage;
dealer and retailer loyalty

Lock-in: Forza and Salvador, 2002b.
Loyalty: Heatley et al., 1995; Yu and
Skovgaard, 1998

Low dealer and customer loyalty from elicita-
tion difficulties

Improve tracking of purchases and sales; mining
of customer orders and preferences from con-
figurator for future strategy

McGuinness and Wright, 1998;
Bramham and MacCarthy, 2004

configuration-related costs were reduced 60%
over the product life cycle.

Barkerand O’Connor (1989) and Heatley et al.
(1995) argue that customer satisfaction increases
as many of the configurator-induced benefits af-
fect customers’ perceptions positively. Giving the
configurator to customers to use had the effect
of “tying” customers to the company in the case
reported by Forzaand Salvador (2002b). The con-
figurator reduced the time that customers needed
for defining product specifications. Dealer and
retailer loyalty may be improved by configura-
tors (Heatley et al., 1995; Yu & Skovgaard, 1998)
due to less errors and subsequent hassles, and as
configurators can enable selling products with a
higher premium. Further, configurators can boost
customer relationship management by enabling
storage and mining of customer orders and pref-
erences for cues to future strategy, forecasting,
and supply chain management (Bramham & Mac-
Carthy, 2004) and improve tracking of purchases
and sales (McGuinness & Wright, 1998). This
can be an enabling factor for realizing a benefit
of MC, getting access to real-time, more accurate
customer information (Table 10).
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Organization

Next, we discuss the benefits from configurators
to the organization; for a summary, see Table 12.
As configurators ensure the consistency of con-
figurations and reduce manufacturing problems,
they allow for the use of less skilled workers in
sales (Bramham & MacCarthy, 2004) and in
production (Sviokla, 1990). This probably lowers
employmentcosts, asskilled labor tends to be more
expensive. In a similar vein, customers (Forza &
Salvador, 2002b) or retailers (Yu & Skovgaard,
1998) may do the specification themselves with
configurators. Further, technical experts are no
longer needed for consistency checks or technical
consulting during sales (McGuinness & Wright,
1998), or preparing customer-specific documenta-
tion (Forza & Salvador 2002a); see also Table 4.
This frees them to other tasks like new product
development (Bonehill & Slee-Smith, 1998; Forza
& Salvador 2002a) or, less personnel may be
necessary in general (Barker & O’Connor, 1989;
Sviokla, 1990). Work satisfaction increases as
configurators obviate the need to working with
mundane details, like verifying specifications,
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Table 12. Summary of supplier benefits in organization

Benefit

References for benefit

Challenges met?

Allows for less-skilled workers in sales and production

Sales: Bramham and MacCarthy, 2004;
Salvador and Forza, 2004. Production:
Sviokla, 1990

Higher costs of producing custom-
ized products.

Allows for specification by retailers or even customers
themselves

Retailers: Yu and Skovgaard, 1998. Cus-
tomers: Forza and Salvador, 2002b

Technical experts deeply involved
in verifying specifications

Technical experts needed less in specification > freed
to other tasks, like R&D

Barker and O’Connor, 1989; Sviokla,
1990; McGuinness and Wright, 1998;
Bonehill and Slee-Smith, 1998; Forza
and Salvador, 2002a

Technical experts deeply involved
in verifying specifications

Configurators eliminate some tasks, even parts of orga-
nization related to consistency checks

McGuinness and Wright, 1998; Forza
and Salvador, 2002b

Work satisfaction increases as configurators reduce
working with mundane details, and more time may be

Heatley et al., 1995; Tiihonen and Soi-
ninen, 1997

devoted to challenging cases

and more time may be devoted to intellectually
challenging cases (Heatley et al., 1995).

Specification Process

For a summary of the benefits, see Table 13 and
Table 14. The ability of configurators to ensure the
consistency and completeness of sales specifica-
tions by managing the complex interdependencies
and incompatibilities between choices brings a
number of benefits to the specification process.
Configurators can reduce or even eliminate the
errors insales specifications (Barker & O’Connor,
1989) meaning also that the specified product
individuals can be manufactured. Further, con-
figurators also help to eradicate the errors noticed
after sales, thus reducing or eliminating the itera-
tions between sales and manufacturing (Wright
etal., 1993), and help sales staff to promptly give
either correct or good estimates of delivery times
(Vanwelkenheysen, 1998) and prices (Barker &
O’Connor, 1989). As configurators ensure the
specifications are error-free, sales staff can devote
more time to actual selling instead of doing con-
sistency checks (Heatley etal., 1995) and technical
staff need not do consistency checks anymore
either (McGuinness & Wright, 1998).

The supportconfigurators lend to the specifica-
tion process, making it less difficult and complex.
Therefore, the sales staff can more freely and ef-
ficiently explore the alternatives, which can help
to optimize the specification to customer needs
(Tiithonen & Soininen, 1997). This also enables
the sales staff to sell more complex products that
often are more expensive as well (Heatley et al.,
1995). Configurators alsoreduce the effort needed
in the specification (Wright et al., 1993) by tak-
ing care of consistency checks and supporting
the specification task, and often automatically
generating documents that previously had to be
produced manually. All this also results inshorter
lead-timesinorder-processing before manufactur-
ing (Barker & O’Connor, 1989) and inan increase
in the volume of processed quotations and orders
without increasing sales staff (Sviokla, 1990).

With configurator support, the repertoires
of typical specifications sales staff invented to
workaround the specification process complexity
should become unnecessary. Further, as configu-
ration knowledge and therefore the customization
range of configurable products are “built-in” to
configurators, they standardize specification
results: It is not possible to specify product in-
dividuals outside the customization range or to

89



Mass Customization with Configurable Products and Configurators

Table 13. Summary of supplier benefits in the sales specification process (Part 1)

Benefit

References for benefit

Challenges met?

Reduce or eliminate errors in sales
specifications

Barker and O’Connor, 1989; Sviokla, 1990; Fohn et al.,
1995; Heatley et al., 1995; Ariano and Dagnino, 1996;
Tiihonen and Soininen, 1997; Bonehill and Slee-Smith,
1998; Fleischhanderl et al., 1998; Vanwelkenheysen,
1998; Gunter and Kihn, 1999; Yu and Skovgaard, 1998;
Aldanondo et al., 1999; Aldanondo et al., 2000; Forza and
Salvador, 2002a; Pedersen and Edwards, 2004

Difficulty and complexity of
specification;

repertoires of typical specifica-
tions;

specified individuals that cannot
be manufactured

Reduce or eliminate iterations between
sales and manufacturing

Wright et al., 1993; Heatley et al., 1995; Tiihonen and Soi-
ninen, 1997; Vanwelkenheysen, 1998; Aldanondo et al.,
1999; Aldanondo et al., 2000

Errors noticed after sales lead to
iterations in the sales-delivery
process

Correct delivery time, or good estimate

Vanwelkenheysen, 1998; Forza and Salvador, 2002a

Incorrect delivery time

Correct price, or good estimate

Barker and O’Connor, 1989; Heatley et al., 1995; Ariano
and Dagnino, 1996; Vanwelkenheysen, 1998; Forza and
Salvador, 2002a

Incorrect, smaller price than ef-
fective cost

Sales can devote more time to selling

Heatley et al., 1995; Tiihonen and Soininen, 1997; Vanwel-
kenheysen, 1998

Difficulty and complexity of spec-
ification

Technical staff need not check consis-
tency

McGuinness and Wright, 1998; Yu and Skovgaard, 1998;
Forza and Salvador, 2002a, 2002b

Technical experts deeply involved
in verifying specifications

Table 14. Summary of supplier benefits in the sales specification process (Part 2)

Benefit

References for benefit

Challenges met?

More free exploration or product alter-
natives; helps to optimize to customer
needs

Tiihonen and Soininen, 1997; Bonehill and Slee-Smith,
1998; McGuinness and Wright, 1998; Hvam, Malis,
Hansen, & Riis, 2004; Pedersen and Edwards, 2004

Does specified product individual
meet customer needs optimally?

Reduce specification effort

Wright et al., 1993; Heatley et al., 1995; Ariano and
Dagnino, 1996; McGuinness and Wright, 1998; Yu and
Skovgaard, 1998; Aldanondo et al., 1999; Aldanondo
et al., 2000; Forza and Salvador, 2002a; Hvam et al.,
2004; Pedersen and Edwards, 2004

Customer has to spend time in
specification and wait for the fin-
ished product.

Shorter lead-times in order-processing

Barker and O’Connor, 1989; Sviokla, 1990; Wright et
al., 1993; Heatley et al., 1995; Fohn et al., 1995; Ari-
ano and Dagnino, 1996; Tiihonen and Soininen, 1997;
Bonehill and Slee-Smith, 1998; Gunter and Kihn,
1999; Vanwelkenheysen, 1998; Aldanondo et al., 1999;
Aldanondo et al., 2000; Forza and Salvador, 2002a,
2002b; Hvam et al., 2004; Pedersen and Edwards,
2004

Increases volume of quotations and orders
processed, without increasing staff

Sviokla, 1990; Tiihonen and Soininen, 1997; Vanwelk-
enheysen, 1998; Pedersen and Edwards, 2004

Customer has to spend time in
specification and wait for the fin-
ished product.

Standardize specification results

Sviokla, 1990; Tiihonen et al., 1996; Vanwelkenheysen,
1998; Forza and Salvador, 2002b

Sales force must not offer changes
outside pre-designed customiza-
tion options.

Different specifications for identi-
cal customer order
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Table 15. Summary of supplier benefits in manufacturing

Benefit

References for benefit

Challenges met?

Ordered products can be manufactured; less
production problems, stoppages, fire-fighting

Heatley et al., 1995; McGuinness and Wright, 1998;
Forza and Salvador, 2002a, 2002b

More reliable and on-time delivery

Forza and Salvador, 2002a; Pedersen and Edwards,
2004

More accurate planning and scheduling of pro-
duction

Heatley et al., 1995; Bonehill and Slee-Smith, 1998; Yu
and Skovgaard, 1998; McGuinness and Wright, 1998;
Forza and Salvador, 2002a

Configurators guide to more standard solutions
-> easier production

McGuinness and Wright, 1998; Forza and Salvador,
2002b; Pedersen and Edwards, 2004

Fire-fighting in manufactur-
ing from specification errors

Achieving uniform quality

Lower (buffer) inventories

Barker and O’Connor, 1989; Yu and Skovgaard, 1998;
McGuinness and Wright, 1998; Forza and Salvador,

Higher costs of producing

2002a

customized products

specify different product individuals for identical
customer orders.

Overall, configurators improve the produc-
tivity of sales, quoting, and engineering for the
aforementioned reasons. Moreover, customers
may perceive the quality of operationsto be higher,
as a single contact produces a manufacturable
specification, often with a price and delivery time
(or estimate), and in a prompt manner. Further,
configurators lower the costs due to less effort
required in specification, and the reduced rework
and iterations due to elimination of specification
errors (Wright et al., 1993; Vanwelkenheysen,
1998).

Manufacturing

This section discusses the benefits configurators
can bring to manufacturing. Summary of the
benefits can be found in Table 15. The main ben-
efits for manufacturing stem from the error-free,
manufacturable sales specifications (Heatley et
al., 1995). Withouterrorsthere are less production
problems, stoppages, and firefighting due to, for
example, missing or wrong parts. Consequently,
the reliability of deliveries improves (Forza &
Salvador, 2002a) and planning and scheduling
of production become more accurate (Heatley et
al., 1995). Moreover, as configurators guide cus-

tomers to ordering within the supplier’s normal
product range there is less variation to handle,
making production easier overall (McGuinness &
Wright, 1998). The aforementioned manufacturing
benefits meet or alleviate the challenges of fire-
fighting in manufacturing and help in achieving
uniform quality. Finally, improved predictability
of production and reduced order-processing time
also allow reduction of buffer inventories at the
factory (Barker & O’Connor, 1989).

Product Development

The benefits from configurators to product devel-
opment, summarized in Table 16, are discussed
next. As configurators improve the complexity-
handling capabilities of the supplier in sales
and production, more complex products with
competitive features can be developed (Heatley
etal., 1995) and increased variety can be offered
(Sviokla, 1990).

Configurators require explicit definition, that
is, modeling, of the configuration knowledge. This
can initiate a better understanding of company’s
products (Ariano & Dagnino, 1996) or redefini-
tion of the products to better suit the market and
reduce unnecessary complexity, according to
Forza and Salvador (2002a). Forza and Salvador
(2002a) also argue that configuration modeling
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Table 16. Summary of supplier benefits in product development

Benefit

References

Increased complexity handling capability = products with a wider cus-

tomization range can be developed

Sviokla, 1990; Heatley et al., 1995

Explicit configuration modeling may initiate better understanding of the

products, or redefining them to meet markets better

Ariano and Dagnino, 1996; Forza and Salvador, 2002a

Configuration modeling may provide a way to represent architectural

product knowledge

Forza and Salvador, 2002a

Configurators free resources to product development from consistency

checks and ongoing management of configuration knowledge

Checks: Barker and O’Connor, 1989; Sviokla, 1990; McGuin-
ness and Wright, 1998; Bonehill and Slee-Smith, 1998; Forza
and Salvador, 2002a

Management: Yu and Skovgaard, 1998

may provide ways to describe architectural prod-
uct knowledge. Further, more resources may be
available for product development because con-
figurators free the technical experts from doing
consistency checks (Barker & O’Connor) and
ongoing management of configuration knowledge
(Yu & Skovgaard, 1998).

Long-Term Management of
Configuration Knowledge

For a summary of the configurator benefits dis-
cussed here, see Table 17. Configurators support
centralized configuration knowledge maintenance
and management (Sviokla, 1990). Without a
configurator, configuration knowledge can be dis-
persed in the supplier organization, and transfer-
ring up-to-date configuration knowledge within it
canbe problematic. With configurators, up-to-date
configuration knowledge is easily available in the
organization (Barker & O’Connor, 1989), in sales
and for customers as well.

Having systematic configuration knowledge
embedded in the configurator may help intraining
new employeesto become productive (Fleischand-
erletal., 1998). Further, configuration knowledge
managed centrally in a configurator helps to
turn individual knowledge into organizational
knowledge, reducing the need of the organiza-
tion to rely on (few) knowledgeable individuals
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(Gunter & Kiihn, 1999) and supports systematic
management of information.

Supplier Challenges
Business

The business challenges of the supplier, discussed
next, are summarized in Table 18. Taking a con-
figurator into use is a significant investment, as
developing, deploying, and maintaining a con-
figurator represents a significant cost, requires a
significant effort, can take a considerable time,
and can widely affect the organization and its
functions. The cost may include software licenses,
software developmentand integration, hardware,
consultation, product modeling, and long-term
maintenance (Tiihonen at al., 1997). Case expe-
riences of costly configurator implementation
and deployment projects taking a lot of effort
and time have been reported in Aldanondo et
al. (2000); Forza and Salvador (2002a, 2002b);
Hvam et al. (2004); and Pedersen and Edwards
(2004). Investment into a configurator must be
paid backinitsrepetitive use. Thus, ahighenough
volume is needed to justify the costs (Pedersen
& Edwards, 2004).

Problems related to configurator introduc-
tion or long-term management might delay new
product introductions or product improvements
(Barker& O’Connor, 1989; Tiihonen et al., 1996).
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Table 17. Summary of supplier benefits from configurator in long term maintenance of configuration

knowledge

Benefit

References for benefit

Challenges met?

Support to maintain configuration knowledge,
centrally

Sviokla, 1990; Tiihonen and Soininen, 1997;
Yu and Skovgaard, 1998; McGuinness and
Wright, 1998; Fleischhanderl et al., 1998;
Forza and Salvador, 2002a

Long-term management of configura-
tion knowledge;

systemizing information manage-
ment;

dispersed configuration knowledge in
the organization

Correct, up-to-date configuration knowledge
available in the organization

Barker and O’Connor, 1989; Sviokla, 1990,
Wright et al., 1993; Tiihonen et al., 1996;
Tiihonen and Soininen, 1997; Fleischanderl
et al., 1998; Bonehill and Slee-Smith, 1998;
McGuinness and Wright, 1998; Vanwelken-
heysen, 1998; Yu and Skovgaard, 1998

Transferring updated configuration
knowledge to sales force

Availability of systematic configuration knowl-
edge helps in training new employees to become
productive

Fleischanderl et al., 1998; Bonehill and Slee-
Smith, 1998; Salvador and Forza, 2004; Peder-
sen and Edwards, 2004

Centralized configuration knowledge in a con-

Gunter and Kiihn, 1999; Forza and Salvador,

figurator helps to turn individual knowledge into | 2002a; Bramham and MacCarthy, 2004: Ped- | SYStemizing information - manage-
. . ment.
organizational ersen and Edwards, 2004
Table 18. Summary of business challenges of the supplier
Challenge References

Configurator development and maintenance takes considerable
time and represents significant cost and effort.

Cost: Tiihonen at al., 1997; Pedersen and Edwards, 2004. Effort: Bar-
ker and O’Connor, 1989; Sviokla, 1990; Aldanondo et al., 2000; Forza
and Salvador, 2002b. Time: Forza and Salvador, 2002a; Hvam et al.,
2004

Challenges of long-term management may delay product intro-
ductions or improvements

Barker and O’Connor, 1989; Tiihonen et al., 1996

Risk of becoming over-dependent of configurator and knowledge
in it

Sviokla, 1990

The necessary alignment of business needs and processes, and
scope of configurator-support is challenging.

Barker and O’Connor, 1989; Tiihonen et al., 1996; Forza and Salvador,
2002a; Bramham and MacCarthy, 2004; Hvam et al., 2004; Pedersen
and Edwards, 2004

Business process re-engineering may be required

Tiihonen and Soininen, 1997; Tiihonen et al., 1998; Hvam et al., 2004

Multiple sales processes and channels may have to be supported

Processes: Tiihonen et al.1996; Tiihonen and Soininen, 1997; Reich-
wald et al., 2004. Channels: Reichwald et al., 2004

Effective distribution of the configurator to the sales force

Heatley et al., 1995; Tiihonen et al., 1996; Tiihonen and Soininen,
1997
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The supplier may end up being over-dependent of
the configurator and the knowledge embedded in
it (Sviokla, 1990). Thus the configurator becomes
a mission-critical application.

A major challenge in configurator implementa-
tion is aligning the business needs and processes
of the supplier and the configurator. Itisnecessary
and challenging to integrate the configurator to
the company’s business processes (Bramham &
MacCarthy, 2004). Business, not technologists,
should guide the implementation (Barker &
O’Connor, 1989). The scope of support provided
by a configurator must be determined according
to business needs. It may be feasible to leave the
most complex products out to reduce the complex-
ity of systemizing and managing configuration
knowledge, as was done due to limited volume in
a case reported by Forza and Salvador (2002a).

Aligning the processes with the configurator
may require business process re-engineering
to achieve full benefits (Tithonen & Soininen,
1997). The sales process, especially, may have
to be systemized or streamlined. The need for
differentsales-delivery processes after the deploy-
ment of a configurator should be determined. For
example, separate processes may be needed for
mass-produced products, configurable products,
and products that require case-specific engineer-
ing in addition to configurable parts (Tiihonen et
al., 1996). A manual configuration process may
have to be retained even when a configurator is
deployed. For example, in less-developed areas,
the availability or price of computers and data
communications or the computer illiteracy of
sales-persons may limit the use of a configura-
tor (Tiithonen et al., 1996). Further, multiple
sales channels may have to be supported, for
example, in-shop “off-line” configuration, and
online self-service in Web (Reichwald, Piller, &
Mueller, 2004).

Effective distribution of the configurator to
the entire sales force, especially to retailers, may
be problematic (Heatley et al., 1995). When the
supplier does notown or control the sales channel,
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configurator use cannot be enforced (Tiihonen et
al., 1996). Retailers, possibly having low volumes,
may be unwilling to adopt a configurator due to
the cost of the system or training (Tiihonen &
Soininen 1997).

Organization

Next, the supplier challenges involving the orga-
nizationare reviewed. The challengesare outlined
in Table 19.

Introducing a configurator can significantly
change an organization (Barker & O’Connor,
1989), making it harder to implement than antici-
pated (Ariano & Dagnino, 1996). Configurators
can reduce or eliminate the need for consistency
checks, consulting technical staff during sales,
part-list creation, and other tasks related to creat-
ing specifications. This changes personnel roles
(Barker & O’Connor, 1989) and may make orga-
nizational units involved in the tasks redundant
(Barker & O’Connor, 1989).

Cooperation between different parts of the
organization is required to align the configurator
with business needs (Barker & O’Connor, 1989),
as well as for configuration knowledge acquisi-
tion and modeling (Sviokla, 1990). Configuration
knowledge can be dispersed in the organization
between differentunitsand personnel. Some mod-
eling decisions are business decisions. It can be
challenging to have prompt access to individuals
who have the necessary authority and knowledge
to make these decisions (Vanwelkenheysen,
1998). The required work in implementing and
maintaining a configurator and the challenges it
alleviates may touch different parts of the orga-
nization (Tiihonen & Soininen, 1997), which may
hamper cooperation and cause resistance towards
the configurator.

Resistance in the organization towards the
configurator can also be caused by changes in
personnel roles (Bonehill & Slee-Smith, 1998) and
organization (Forza & Salvador, 2002a). Further,
personnel may see the configurator as a menace
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Table 19. Summary of organizational challenges of the supplier

Challenge

References

Significant organizational changes may be necessary and hard-
er to implement than anticipated.

Barker and O’Connor, 1989; Ariano and Dagnino, 1996; Aldanondo et
al., 2000; Forza and Salvador, 2002b

Roles of individuals change, and some people delegate part of
their tasks to configurator.

Barker and O’ Connor, 1989; Bonehill and Slee-Smith, 1998; Forza and
Salvador, 2002a

Organizational cooperation required to align configurator with
business needs, and in configuration knowledge acquisition

Barker and O’Connor, 1989; Sviokla, 1990; Wright et al., 1993; Van-
welkenheysen, 1998; Forza and Salvador, 2002b

Benefits and challenges of the configurator and required work
may touch different parts of the organization.

Tiihonen and Soininen, 1997

Potential for resistance towards configurator.

Heatley et al., 1995; Tiihonen et al., 1996; Bonehill and Slee-Smith,
1998; Forza and Salvador, 2002a

Configurator development and maintenance organization may
be introduced and can become critical for company and indi-
viduals leaving a risk

Sviokla, 1990; Ariano and Dagnino, 1996; Vanwelkenheysen, 1998;
Forza and Salvador, 2002b; Hvam et al., 2004.

to their position (Forza & Salvador, 2002a) or be
unwilling to trust the decisions made by an au-
tomatic system (Tiihonen et al., 1996). In a case
described in Heatley etal. (1995), achieving 100%
usage had required an enforcing policy.

A new function responsible for configurator
development and maintenance may be intro-
duced (Ariano & Dagnino, 1996; Sviokla, 1990)
as continuity in development and maintenance
of the knowledge bases needs to be ensured
(Vanwelkenheysen, 1998). This can cause subtle
challenges. Configurator maintenance can be
very critical (Sviokla, 1990) with configurator
experts becoming vital to the company (Ariano
& Dagnino, 1996; Forza & Salvador, 2002b).
Expertise on configuration knowledge may shift
to the configurator development and mainte-
nance organization, whose people may not be
good enough product experts (Sviokla, 1990).
Management challenge may move from keeping
staff up-to-date to keeping configurator software
up-to-date (Sviokla, 1990).

Specification Process
Inthis section, the challenges related to the speci-

fication process are discussed. The challenges are
summarized in Table 20.

Even with configurators, eliciting and under-
standing real customer needs may be difficult. It
is possible that customers do not know their real
needs (Blecker, Abdelkafi, Kreutler, & Friedrich,
2004; Franke & Piller, 2003), cannot express them
(Blecker et al., 2004), or that the supplier may
misinterpret customer requirements (Blecker et
al., 2003; Tiihonen & Soininen, 1997). Custom-
ers may not want to part with all types of needed
information (e.g., personal information affecting
needs) during the specification task (Bramham
& MacCarthy, 2004). These issues may be more
serious in self-service settings where personal
interactionwith sales staffis notavailable. Insome
cases customers may prefer consultative selling
where sales employees operate the configurator
over self-service with Web-based configurator
(Reichwald et al., 2004).

Configurators may fix interaction with the cus-
tomer in general (Bramham & MacCarthy, 2004)
oratthelevel of fixing the order of selections (Fohn
et al., 1995). The customer interaction which the
configurator enables is easily imitated and may
yield the same offering as competitors (Bramham
& MacCarthy, 2004). Franke and Piller (2003)
discussed the need to support creative product
specification during the configuration task instead
of simply choosing from pre-designed options.
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Table 20. Summary of supplier challenges in the specification process

Challenge

References

Obtaining and understanding real customer needs

Tiihonen and Soininen, 1997; Franke and Piller, 2003; Blecker et
al., 2004

Personal service may remain preferable to self-service with a con-
figurator.

Reichwald et al., 2004

Configurators may fix interaction with the customer

Fohn et al., 1995; Bramham and MacCarthy, 2004

Support for creative product specification

Franke and Piller, 2003

It may be difficult to modify created configurations

Sviokla, 1990; Mannistd et al., 1999

Configurators support partially-configurable
products that still involve some custom design,
but they do it poorly (Tiihonen et al., 1998).
Itmay be difficult to modify created configura-
tions (Sviokla, 1990). Most oftenreconfigurationis
managed on a case-by-case basis, which cannotbe
efficiently supported by configurators (Méannisto,
Soininen, Tiihonen, & Sulonen, 1999).

Long-Term Management of
Configuration Knowledge

Inthe following, we review the challenges related
to configurators in long-term management of
configuration knowledge. For a summary of the
challenges, see Table 21.

Configuration knowledge often changes fre-
quently due to product changes and for business
related reasons like shifting customer needs and
marketing strategies (Fleischanderl et al., 1998)
and pricing changes. Ifthe sales rely on configura-
tion support, fastupdating of configuration knowl-
edgeisimportant, evenbusiness-critical (Barker &
O’Connor, 1989). Overtime, configuration models
grow and new ones are added to the configurator
increasing the complexity of management (Barker
& O’Connor, 1989; Bramham & MacCarthy,
2004). More complexity arises from regional
differences in products and prices (Tiihonen &
Soininen, 1997) and if reconfiguration needs to
be supported (Mannisto et al., 1999).

There mustbe means for deploying the updated
configurator and/or configuration knowledge

Table 21. Summary of supplier challenges in long term management of configuration knowledge

Challenge

References

Fast updating and creating of configuration knowledge bases and
configuration models

Barker and O’Connor, 1989; Wright et al., 1993; Tiihonen et al.,
1996; Fleischanderl et al., 1998; Forza and Salvador, 2002b; Bram-
ham and MacCarthy, 2004

Configuration models grow and new ones are introduced, increas-
ing complexity

Barker and O’Connor, 1989; Bramham and MacCarthy, 2004

There must be mechanisms that distribute and take configurator
and/or knowledge base updates to use in entire sales force and/or
customers.

Tiihonen et al., 1998

Ensuring correctness of the configurator knowledge base may be
challenging after updates

Tiihonen and Soininen, 1997; Felfernig, Friedrich, Jannach, and
Stumptner, 2004

Updates can require both product and configurator expertise (should
need only product expertise).

Fohn et al., 1995; Tiihonen and Soininen, 1997

Long-term management of configurators is both mission-critical
and challenging.

Tiihonen and Soininen, 1997; Tiihonen et al., 1998
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bases to the entire sales force and/or to custom-
ers (Tiihonen etal., 1998). The related challenges
are different in different architectural scenarios.
Configurators based on a centralized, for example,
Web-based architecture require updates only
to the centralized system and knowledge base.
Stand-alone configurators require either a syn-
chronization mechanism (e.g., a docking station
with appropriate software) or actions by the user
and cannot therefore guarantee that configuration
knowledge updates will be taken into use. Ensur-
ing the correctness of the configurator knowledge
may be challenging after updates (Tiihonen &
Soininen, 1997).

The challenges of dispersed configuration
knowledge and diverse expertise possibly required
in implementing configurators play their role in
long-term management as well. To reduce these
burdens, Fohn et al. (1995) and Tiihonen and
Soininen (1997) propose that configuration model-
ing and maintaining the configurator knowledge-
base should notrequire any configurator expertise.
Rather, updates should be performable by product
experts.

Itcan be concluded that long-term management
of configurators is both mission-critical and chal-
lenging (Tiihonen & Soininen, 1997). Its failure
may be a reason for many failed configurator
projects. However, empirical evidence has not
been published.

Development and Initial Introduction of
a Configurator

Herewediscussthe challengesrelated to the devel-
opment and initial introduction of a configurator.
For a summary, see Table 22.

Fleischanderl et al. (1998) point out that the
development and introduction of a configuratorisa
demanding task. Configuration modeling requires
knowledge acquisition from different parts of the
company, which is not always easy or frictionless
(Wrightetal., 1993). The people with the required
knowledge may be differentindividuals, located in
different parts of the organization, also geographi-
cally (Barker & O’Connor, 1989). The gathered
configuration knowledge must be systemized
and formalized (Tiihonen et al 1998) to make it
coherent and usable in the configurator. Thus,
taking a configurator into use requires expertise
both in the domain (products and industry) and in
configurators (e.g., modeling, possibly program-
ming) and related IT. However, validation and
testing of configuration models is a challenge due
to combinatorial nature of configurable products
(Barker & O’Connor, 1989). Regional differences
increase the complexity of configuration models
and related information systems. Often all prod-
uct options are not available everywhere, prices
differ from one area to another, and there may be

Table 22. Summary of supplier challenges in configurator introduction

Challenge

References

Configuration knowledge acquisition

Wright et al., 1993, Tiihonen and Soininen, 1997; Forza and Sal-
vador, 2002a

Configuration knowledge systemization and formalization

Tiihonen et al., 1998; Forza and Salvador, 2002a

Expertise in products and industry, in configurators, modeling, and
IT required

Barker and O’Connor, 1989; Fleischanderl et al., 1998; Aldanondo
etal., 2000

Validation and testing of configuration models

Barker and O’Connor, 1989; Heatley et al., 1995; Tiihonen and
Soininen, 1997; Felfernig et al., 2004

Integration to other IT systems

Barker and O’Connor, 1989; Tiihonen et al., 1996; Tiihonen and
Soininen, 1997; Tiihonen et al., 1998; Franke and Piller, 2003

Developing a good and suitable user interface

Aldanondo et al., 2000, Franke and Piller, 2003
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several language versions to maintain (Tiihonen
& Soininen, 1996).

It may be necessary to improve product
modularization to enable configuring (Hvam et
al., 2004). Tiihonen and Soininen (1997) argue
that good long-term results in using a configurator
can be expected only when the product has been
designed to be easily configurable as it simplifies
the configuration models.

Integration of a configurator to other systems
may be necessary (Barker & O’Connor, 1989).
Integration can facilitate efficient and error-free
transfer of configurations (e.g., parts lists, draw-
ings, connection information, etc.), price, delivery
time or capacity, and product model information.
Systemsthat could be integrated include salesand
CRM tools, ERP, PDM, and CAD. However, the
high cost and complexity of integrations calls for
judgment. Integration to IT systems of retailers
or customers may also be desirable (Tiihonen et
al., 1998).

Developing an efficient, learnable user inter-
face for a configurator can be difficult. Determin-
ing “the best and most logical” sequence of user
prompts can be challenging (Aldanondo et al.,

2000). Additional concerns are the ability of the
user interface to provide a satisfactory customer
experience, which also provides integration into
the company brand, and whether the configurator
supports creative innovation by the customers
(Franke & Piller, 2003).

Customer Benefits

Next, we discuss the customer benefits from
configurators, summarized in Table 23. Because
configurators check the consistency and enable
rapid specification, it is possible to explore the
alternatives and their impacts in a more thorough
and free manner during sales (McGuinness &
Wright, 1998). This increases the possibility to
finda good match with needs and probably lessens
the complexity of specification to some extent.
Moreover, as sales staff need not worry about
consistency checks, they can devote more time
to the customer (Vanwelkenheysen, 1998). This
increased advice available to customers should
help alleviate the complexity of specification in
customers’ mind and increase the possibility of
finding a suitable product. Some configurators can

Table 23. Summary of customer benefits from configurators

Benefit

References for benefit

Challenges met?

More product alternatives and their impact can be more
freely inspected during specification = increase possi-
bility to find a good product fit.

McGuinness and Wright, 1998;
Forza and Salvador, 2002b; Salva-
dor and Forza, 2004

Optimal product individual fit to cus-
tomer needs;
complexity of specification

Sales can devote more time for customer

Vanwelkenheysen, 1998

Complexity of specification;
optimal product individual fit to cus-
tomer needs

Configurator can help to explain to the customer why
some alternative choices are not compatible

Aldanondo et al., 1999

Complexity of specification

Configurator makes company product language available
to customer, which may make communication easier

Forza and Salvador, 2002b

Optimal product individual fit to cus-
tomer needs

Customers can do the specification themselves, when
they want (over the Web)

Forza and Salvador, 2002b; Salva-
dor and Forza, 2004

Save customer time in specification

Forza and Salvador, 2002b

Time and effort spent in specification

Possibility to use existing specifications as basis saves
customer time

McGuinness and Wright, 1998

Time and effort spent in specification

Price and delivery time immediately

Vanwelkenheysen, 1998
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help to explain the incompatibilities and depen-
dencies between product options to the customer
(Aldanondoetal., 1999), alleviating the complex-
ity in specification. Forza and Salvador (2002b)
argue that communication may become easier
as a configurator makes the company language
available to customers. The differences in terms
used by the customer and supplier to describe the
preferred product could be reduced, alleviating
the difficulty of finding an optimal product to
customer needs.

A configurator can enable the customers to
do the specification task themselves (Salvador
& Forza, 2004) whenever they want (Forza &
Salvador, 2002b) if the configurator is available
on the Web or distributed to the customers. In
general, configurators can save customer time
during specification (Forza & Salvador, 2002b).
Some configurators allow using existing configu-
rations as a basis for specification, which also
saves customer time (McGuinness & Wright,
1998). The price and delivery time (or estimates)
may be available immediately (Vanwelkenhey-
sen, 1998).

Customer Challenges

The challenges from the customer point-of-view
have not been discussed much in literature. The
challenges caused by configurators mostly relate
to self-service configurators.

All customers may not want to use a self-ser-
vice configurator. Selecting a suitable configurable
product from the set of available products can be
difficult, especially fornon-expert customers typi-
caltoconsumere-commerce (Heiskala, Anderson,
Huhtinen, Tiihonen, & Martio, 2003; Pargamin,
2002). Special product selection support may be
needed (Heiskala et al., 2003). However, trusting
recommendation(s) of a system can be a problem
(Tiihonen et al., 1996). Self-service customers
may find configurator user interfaces difficult,
especially if the needs are not clear, or if there is
a mismatch between configurator and customer

logic for preferences. A configurator may also
restrain the interaction, making it too rigid for
customers’ liking.

Several customer challengesdiscussed for MC
and CP probably apply, even with configurator sup-
port. The number of options may overwhelm the
customer (Huffman & Kahn, 1998), who may not
be able accept the risk of making wrong decisions
(Berman, 2002). Additionally, the documentation
of the customer’sexplicit preferencesand personal
information in the product specification process
may feel asan invasion of privacy (Broekhuizen &
Alsem, 2002). Even with a configurator, it may be
difficultto judge whether the end product presents
goodvalue (Broekhuizen & Alsem 2002). Price in
e-commerce is also an issue; it is difficult to know
if personal contact could provide a better price.
The challenges related to modifying created con-
figurations, reconfiguration, and creative product
specification are probably relevant as well.

RATIONALE FOR INTRODUCING
MASS CUSTOMIZATION

In this section, we briefly discuss under what
kind of conditions it does make sense to intro-
duce an MC strategy to the company and when
it does not. Naturally, the benefits we have listed
provide motivation for a company to introduce
MC. Further, the company probably should have
capabilities in place to overcome or alleviate the
challenges we have listed, at least to an extent
that ensures that the benefits gained from MC
outweigh the additional sacrifices, for both the
company and its customers.

The necessary conditions and capabilities for
MC have been discussed by several authors, again
dominantly from an MP viewpoint (Bardacki &
Whitelock, 2003; Berman, 2002; Broekhuizen
& Alsem, 2002; Da Silveira et al., 2001; Hart,
1995; Kotha, 1995; Pine, 1993a, 1995; Radder &
Louw, 1999; Zipkin, 2001). Berman (2002) and
Radder and Louw (1999) provide checklists for
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practitioners to assess the soundness of an MC
switch. An integrative overview of the conditions
is given by Blecker et al. (2005, pp. 23-41), which
we summarize here.

Blecker et al. (2005) categorize the conditions
to ones relevant before and after moving to MC.
Before the move, the company should assess
the market conditions on a macro (demand and
structural factors) and micro (customer demand
for customization) levels. On the demand and
structural factors, Bleckeretal. (2005, p. 31) follow
Pine’s (1993a) market turbulence indicators, like
unstable, unpredictable, and heterogeneous de-
mand, uncertain and quickly-changing customer
needs, low-price consciousness, but high quality
and fashion/style consciousness and high level of
pre- and post-sale service. Customer demand for
customization must truly exist, and it is likely to
be soonly foralimited group of products (Blecker
etal., 2005, p. 32; Svensson & Barfod, 2002). For
luxury products (Pine, 19933, p. 56) and business-
to-business customers that arguably, in many
markets, are more knowledgeable and demanding
than consumers (MacCarthy & Brabazon, 2003),
this might be more probable. The value of cus-
tomization to customers must also overcome the
challenges of possible higher prices, time to wait
for the final product, effort spent in specification,
and privacy concerns (Bardacki & Whitelock,
2003; Broekhuizen & Alsem, 2002). Blecker et
al. (2005, p. 33) also state that possible first-mover
advantages have to be taken into account. Pine
et al. (1995) argue that frequent enough repeat
business and interactions with the customer are
positive conditions for MC to be a viable option.
On the other hand, Spring and Dalrymple (2000)
argue that on occasions that the price premium
does not lead to increased profitability, there are
still valid reasons to customize products: (1) to
keep competition out, (2) to force the organiza-
tion to learn and develop new capabilities, and
(3) to enhance the company’s standing/brand in
the industry.
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In addition to the external conditions, before
moving to MC the company must assess whether
it has or can acquire the capabilities necessary to
customize its products (Blecker etal. 2005, p. 33).
The company’s value chain must be responsive
and flexible and willing and able to meet the
added challenges of MC (Bleckeretal., 2005), and
connected with an efficiently-linked information
network (Da Silveira et al., 2001). The produc-
tion processes of the company must be flexible
to be able to produce a variety of products, and
the products themselves must be customizable
(Blecker et al., 2005, p. 35). A key ingredient for
MC is customer needs elicitation capability of the
company (Blecker et al., 2005, p. 35). MC with
CP requires significant investment in product
design, information management, and the like.
Payback requires a high enough volume to cover
the costs (Tiihonen & Soininen, 1997). Thiscan be
achallenge especially for those companies whose
background is in FC with limited volumes.

When pursuing MC on a continuous basis,
the company must maintain and improve its MC
capabilities. These include the aforementioned
customer needs elicitation, process flexibility, sup-
ply chain agility, and customer-oriented product
design. Blecker et al. (2005, p.38) also emphasize
the importance of having capabilities to manage
the increased complexity and variety in prod-
ucts and production processes and of efficient
knowledge-sharing throughout the company.

SUGGESTIONS FOR FUTURE
RESEARCH DIRECTIONS

The customer view on mass customization,
configurable products, and configurators is thin
in the literature. Moving to MC with CP has
been mainly documented from the direction of
MP, especially in the MC literature. We call for
research, especially empirical, on the customer
benefits and challenges of MC with CP and on the
move to MC from the direction of FC.
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Thisreview makesthe same observationas Da
Silveira et al. (2001) and Paloheimo, Miettinen,
and Brax (2004) that services have received little
attention in MC literature, at least as regards to
the benefits and challenges. Literature on configu-
rable service products and configurators is even
scarcer. We therefore call for future research on
MC, CP,and configurators in service settings. We
also observed, as Franke and Piller (2003), that
empirical findings on MC are limited.

Research on ways to overcome or alleviate the
challenges, a collection of best practices, would
probably be of interest to practitioners. A specific
viewpoint could be avoiding the pitfalls in the
initial move to MC with CP and in configurator
introductions. The reviews of Broekhuizen and
Alsem (2002) and Da Silveiraetal. (2001) provide
a good starting point. We would expect to find
different necessary conditions, success factors,
enablers, and best practices when switching from
MP versus switching from FC. In literature, the
configurator benefits are dominantly discussed
with relation to the company not having a con-
figurator. Comparative studies on what kinds of
configurators are best for a given situation would
be of interest.

Research on configurator introductions could
benefit from literature on information system
implementations and account for relevant dif-
ferences. s configuration knowledge acquisition
different for technical knowledge and knowledge
related to identifying optimal fit to customer
needs? How tacit are these types of configuration
knowledge? Is a configurator sufficient to transfer
knowledge to sales? What are the challenges?
In our view, especially empirical knowledge
management research could provide interesting
insights for MC and CP suppliers and configurator
research. Further,empirical research on long-term
management of modern configurators would be
most welcome. How much effort is needed? What
are the challenges? Can product experts do it?
What are the costs versus the benefits?

We echo the notion of Franke and Piller (2003)
that future research is needed on user interaction
with configurators. This includes user interac-
tion process patterns with configurators, user
perception of “mass confusion”, user satisfaction
drivers with configurators, and how configurators
affect customers’ valuation of individualization.
We would like to extend the perspective from
self-service configurator use over the Web in
consumer markets towards business-to-business
(B2B) environments. In some B2B scenarios, the
need to support consultative selling may be more
important than self-service.

Configurators presently fail to provide support
for ensuring that the created configuration models
correspond to the real customization possibilities
of the configurable product. Configurator ven-
dors, for example, SAP (Haag, 2005) and Tacton
(Orsvarn, 2005) call for research on methods and
techniques to debug and diagnose configuration
models. Significant steps towards diagnosis have
been provided, for example, by Felfernig et al.
(2004), who present a method that applies knowl-
edge-based diagnosis techniques with configura-
tion test cases for locating errors in configuration
models. On a more basic level, using capabilities
of inference engines could provide semantic level
configuration model checking without writing test
cases. For example, it could be possible to check
if, any discrete configuration variable value can
be present in a consistent configuration, or if any
individual requirement that can be expressed can
be satisfied. Future work on empirical evaluation
on benefits versus sacrifices is required after such
tools are in widespread use.

Another source of potential improvementisin
user interfaces of configuration modeling tools
that could apply ideas from Integrated Develop-
ment Environments that are common in software
development tools. This could provide model
overview and navigation as well as immediate
experimentation with the configuration model
(Haag, 2005).
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Although configurators do alleviate the com-
plexity of specification, there is still room for
improvement and future research. Configurators
are not well-equipped to find optimal product fit
with customer needs (Blecker et al., 2005, p. 92).
Recommender or advisory system functionality
could be included in configurators, or they could
be integrated with such systems. Reconfiguration
isalsostill achallenge (Manhart, 2005, Mannisto
etal., 1999).

DISCUSSION AND CONCLUSION

MC literature has been reviewed from a general
perspective (Da Silveira et al., 2001), with the
aim of recognizing the necessary conditions
for successful MC (Blecker et al., 2005, p. 23;
Broekhuizen & Alsem, 2002), and from the
angle of customer sacrifices of MC (Bardacki &
Whitelock, 2003). Franke and Piller (2003) have
identified empirical research in the field of MC
and discuss configurators among other user de-
sign toolkits for MC. The approaches to describe,
model, and formalize configuration knowledge in
configurators have been reviewed earlier (Giinter
& Kuhn, 1999; Stumptner, 1997). Blecker et al.
(2005, p. 80) have classified configurators to
different categories. Our review has a different
perspective and also synthesizes findings from
MC, CP, and configurator literature. However,
the scientific quality of the articles which we
have reviewed varies. We chose to aim for broad
identification of issues instead of concentrating
only onthe papers ofhighest scientific quality. The
amount of references discussing an issue may be
an indicator of the level of its importance.
Judging from the benefits that configurators
can bring and the challenges that their use can
overcome or alleviate, configurators truly are key
enablers for mass customization with configurable
products. However, only individual cases with
more efficientand streamlined business processes
have been reported, and conclusive evidence on
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realized configurator benefits and whether the
benefits outweigh the required sacrifices in a
given situation is still lacking.

Configurator challenges remain. We believe
our review, although by no means exhaustive,
has been able to identify most of them, provid-
ing practitioners a useful checklist of issues that
have to be taken into accountwhen contemplating
configurator-supported mass customization with
configurable products.

Long-term management of configurators is
claimed as one of the most significant challenges.
The literature we examined does not provide a
comprehensive answer on how difficultlong-term
management of configuratorsreally is and to what
extent it is easier with current configurators that
do not require programming in configuration
knowledge maintenance. Also, configurator in-
troduction remains as a challenge, and configura-
tors represent significant cost over the whole life
cycle. Future opportunitiesand challengesremain
in supporting customers in self-service settings;
selecting a suitable product and appropriate
technical specifications is a challenge, especially
for customers who configure their products or
services infrequently.

Applicability of the configurable products
paradigm and configurators to services has re-
ceived relatively little attention and remains a
subject for future research.

REFERENCES

Agrawal, M., Kumaresh, T. V., & Mercer, G. A.
(2001). The false promise of mass customization.
The McKinsey Quarterly, 3, 62-71.

Ahlstrém, P. & Westbrook, R. (1999). Implica-
tions of mass customization for operations man-
agement: An exploratory survey. International
Journal of Operations & Production Manage-
ment, 19(3), 262-274.



Mass Customization with Configurable Products and Configurators

Aldanondo, M., Véron, M., & Fargier, H. (1999).
Configurationin manufacturing industry, require-
ments, problems, and definitions.In Proceedings
of the IEEE International Conference on Systems,
Man, and Cybernetics: Vol. 6 (pp. 1009-1014).

Aldanondo, M., Rougé, S., & Vérnon, M. (2000).
Expert configurator for concurrent engineering:
Cameléon software and model. Journal of Intel-
ligent Manufacturing, 11, 127-134.

Ariano, M., & Dagnino, A. (1996). An intelligent
order entry and dynamic bill of materials system
for manufacturing customized furniture. Comput-
ers in Electrical Engineering, 22(1), 45-60.

Bardacki, A., & Whitelock, J. (2003). Mass-
customisation in marketing: The consumer
perspective. Journal of Consumer Marketing,
20(5), 463-479.

Barker, V. E., & O’Connor, D. E. (1989). Expert
systems for configuration at Digital: XCON and
beyond. Communications of the ACM, 32(3),
298-318.

Beaty, R. T. (1996). Mass customisation. IEE
Manufacturing Engineer, 75(5), 217-220.

Berman, B. (2002). Should your firm adopt a
mass customization strategy? Business Horizons,
45(4), 51-60.

Blecker, T., Abdelkafi, N., Kreutler, G., & Frie-
drich, G. (2004). Product configuration systems:
State of theart, conceptualization, and extensions,
In A. B. Hamadou, F. Gargouri, & M. Jmaiel
(Eds.), Proceedings of the Eighth Maghrebian
Conference on Software Engineering and Artifi-
cial Intelligence (MCSEAI 2004) (pp. 25-36).

Blecker, T., Friedrich, G., Kaluza, B., Abdelkafi,
N., & Kreutler, G. (2005). Information and man-
agement systems for product customization. New
York: Springer.

Bonehill, E., & Slee-Smith, P. (1998). Product
configurator. IEE Workshop on Responsivenessin
Manufacturing (Digest N0.1998/213), 9/1-9/4.

Bramham, J., & MacCarthy, B. (2004). The
demand-driven chain. IEE Manufacturing Engi-
neer, 83(3), 30-33.

Broekhuizen, T. L. J., & Alsem, K. J. (2002). Suc-
cess factors for mass customization: A conceptual
model. Journal of Market-Focused Management,
5(4), 309-330.

Brown, S., & Bessant, J. (2003). The manufactur-
ing strategy-capabilities links in mass customisa-
tion and agile manufacturing - An exploratory
study. International Journal of Operations &
Production Management, 23(7), 707-730.

Comstock, M., Johansen, K., & Winroth, M.
(2004). From mass production to mass customi-
zation: Enabling perspectives from the Swedish
mobile telephone industry. Production Planning
& Control, 15(4), 362-372.

Da Silveira, G., Borenstein, D., & Fogliatto, F.
S. (2001). Mass customization: Literature review
and research directions. International Journal of
Production Economics, 72, 1-13.

Dellaert, B. G. C., & Stremersch, S. (2005).
Marketing mass-customized products: Striking a
balance between utility and complexity. Journal
of Marketing Research, 42(2), 219-227.

Duray, R. (2002). Mass customization origins:
Mass or custom manufacturing? International
Journal of Operations & Production Manage-
ment, 22(3), 314-328.

Felfernig, A., Friedrich, G., Jannach, D., &
Stumptner, M. (2004). Consistency-based diag-
nosis of configuration knowledge bases. Artificial
Intelligence, 152(2), 213-234.

103



Mass Customization with Configurable Products and Configurators

Fleischanderl, G., Friedrich, G., Haselbdck, A.,
Schreiner, H., & Stumptner, M. (1998). Configur-
ing large-scale systemswith generative constraint
satisfaction. IEEE Intelligent System- Special issue
on Configuration, 13 (7), 59-68.

Fohn, S. M, Liau, J. S., Greef, A. R, Young, R.
E., & O’Grady, P. J. (1995). Configuring computer
systems through constraint-based modeling and
interactive constraint satisfaction. Computers in
Industry, 27, 3-21.

Forza, C., & Salvador, F. (2002a). Managing for
variety in the order acquisition and fulfilment
process: The contribution of product configura-
tionsystems. International Journal of Production
Economics, 76, 87-98.

Forza,C., & Salvador, F. (2002b.) Product configu-
ration and inter-firm co-ordination: Aninnovative
solution from a small manufacturing enterprise.
Computers in Industry, 49, 37-56.

Franke, N., & Piller, F. (2004). Value creation by
toolkits for user innovation and design: The case
of the watch market. Journal of Product Innova-
tion Management, 21, 401-415.

Franke, N., & Piller, F. T. (2003). Key research
issues in user interaction with user toolkits in a
mass customisation system. International Journal
of Technology Management, 26(5/6), 578-599.

Gilmore, J. H., & Pine |1, B. J. (1997). The four
faces of customization. Harvard Business Review,
75(1), 91-101.

Glnter, A. & Kiihn, C. (1999). Knowledge-Based
Configuration: Survey and future directions. In
XPS-99: Knowledge Based Systems, Proceed-
ings of the 5" Biannual German Conference on
Knowledege Based Systems. Springer Leture
Notes in Artifical Intelligence 1570.

Haag, A. (1998). Sales configuration in busi-
ness processes. |EEE Intelligent Systems, 13(4),
78-85.

104

Haag, A. (2005). “Dealing” with configurable
products in the SAP business suite. Workshop
on Configuration, International Conference on
Artificial Intelligence (IJCAI 2005), Edinburgh,
Scotland (pp. 68-71).

Hart, C. W. L. (1995). Mass customization:
Conceptual underpinnings, opportunities, and
limits. International Journal of Service Industry
Management, 6(2), 36-45.

Heatley, J., Agraval, R., & Tanniru, M. (1995). An
evaluation of an innovative information technol-
ogy - The case of carrier EXPERT. Journal of
Strategic Information Systems, 4(3), 255-277.

Heiskala, M., Anderson, A., Huhtinen, V.,
Tiihonen, J., & Martio, A. (2003). A tool for
comparing configurable products. Workshop
on Configuration, International Conference on
Artificial Intelligence (IJCAI 2005), Acapulco,
Mexico (pp. 64-69).

Hvam, L., Malis, M., Hansen, B., & Riis, J. (2004).
Reengineering of the quotation process: Appli-
cation of knowledge-based systems. Business
Process Management Journal, 10(2), 200-213.

Huffman, C., & Kahn, B. E. (1998). Variety for
sale;: Mass customization or mass confusion?
Journal of Retailing, 74(4), 491-513.

Kakati, M. (2002). Mass customization - Needs to
go beyond technology. Human Systems Manage-
ment, 21, 85-93.

Kay, M. J. (1993). Making mass customization
happen: Lessons for implementation. Strategy
& Leadership, 21(4), 14-18.

Kotha, S. (1995). Mass customization: Imple-
menting the emerging paradigm for competitive
advantage. Strategic Management Journal, 16,
21-42.

Lampel, J. & Mintzberg, H. (1996). Customiz-
ing Customization. Sloan Management Review,
38(1), 21-30.



Mass Customization with Configurable Products and Configurators

MacCarthy, B., & Brabazon, P. (2003). Inthe busi-
ness of mass customisation. |IEE Manufacturing
Engineer, 82(4), 30-33.

Manbhart, P. (2005). Reconfiguration— A problem
insearch of solutions. In D. Jannach & A. Felfernig
(Eds.), Configuration— Papers from the Configu-
ration Workshop at IJCAI’05 (pp. 68-71).

McGuinness, D. L., & Wright, J. R. (1998).
An industrial-strength description logic-based
configurator platform. IEEE Intelligent Systems,
13(4), 69-77.

Mannisto, T., Soininen, T., Tiihonen, J., & Su-
lonen, R. (1999). Framework and conceptual model
for reconfiguration. Configuration Papers from
the AAAI Workshop (AAAI Technical Report
WS-99-05) (pp. 59-64). AAAI Press.

Orsvirn, K. (2005). Tacton configurator - Re-
search directions. Workshop on Configuration,
International Conference on Artificial Intelligence

(1JCALI 2005), Edinburgh, Scotland.

Paloheimo, K. -S., Miettinen, ., & Brax, S. (2004).
Customer-oriented industrial services. Espoo,
Finland: Report Series —Helsinki University of
Technology BIT Research Centre.

Pargamin, B. (2002). Vehicle sales configuration:
The cluster tree approach. ECAI 2002 Workshop
on Configuration (pp. 35-40).

Pedersen, J. L., & Edwards, K. (2004). Product
configuration systems and productivity. In Pro-
ceedings of International Conference on Eco-
nomic, Technical and Organisational Aspects of
Product Configuration Systems (PETO) 2004.

Piller, F. T., Moeslein, K., & Stotko, C. M. (2004).
Does mass customization pay? An economic ap-
proach to evaluate customer integration. Produc-
tion Planning & Control, 15(4), 435-444.

Piller, F. T., & Miller, M. (2004). A new market-
ing approach to mass customisation. International
Journal of Computer Integrated Manufacturing,
17(7), 583-593.

Pine, B. J. 1l (1993a). Mass customization: The
new frontier in business competition. Boston:
Harvard School Business Press.

Pine, B. J. 11 (1993b). Mass customizing products
and services. Strategy & Leadership, 21(4), 6-13,
55.

Pine, B. J. 11, Peppers, D., & Rogers, M. (1995).
Do you want to keep your customers forever?
Harvard Business Review, 73(2), 103-114.

Pine, B. J. 11, Victor, B., & Boynton, A. C. (1993).
Making mass customization work. Harvard Busi-
ness Review, 71(5), 108-119.

Radder, L., & Louw, L. (1999). Research and
concepts: Mass customization and mass produc-
tion. The TQM Magazine, 11(1), 35-40.

Reichwald, R., Piller, F., & Mueller, M. (2004).
A multi-channel interaction platform for mass
customization—Conceptand empirical investiga-
tion. Workshop on Information Systems for Mass
Customization (ISMC 2004), Fourth International
ICSC Symposium on Engineering of Intelligent
Systems (EIS 2004).

Ross, A. (1996). Selling uniqueness. IEE Manu-
facturing Engineer, 75(6), 260-263.

Sabin, D., & Weigel, R. (1998). Product configu-
ration frameworks — A survey. IEEE Intelligent
Systems & Their Applications, 13(4), 42-49.

Salvador, F., & Forza, C. (2004). Configuring prod-
uctsto address the customization-responsiveness
squeeze: A survey of management issues and op-
portunities. International Journal of Production
Economics, 91(3), 273-291.

Slywotzky, A. J. (2000). The age of the choice-
board. Harvard Business Review, 78(1), 40-41.

Spring, M., & Dalrymple, J. F. (2000) Product
customisation and manufacturing strategy. In-
ternational Journal of Operations & Production
Management, 20(4), 441-467.

105



Mass Customization with Configurable Products and Configurators

Svensson, C., & Barfod, A. (2002). Limits and
opportunities in mass customization for “puild to
order” SMEs. Computers in Industry, 49, 77-89.

Sviokla, J.J. (1990). Anexamination of the impact
of expert systems on the firm: The case of XCON.

MIS Quarterly, 14(2), 127-140.

Tiihonen, J., & Soininen, T. (1997). Product
configurators — Information system support for
configurable products (Tech. Rep. TKO-B137).
Helsinki University of Technology, Laboratory of
Information Processing Science. Also published
inRichardson, T. (Ed.). (1997), Using information
technology duringthe sales visit. Cambridge, UK:
Hewson Group.

Tiihonen, J., Soininen, T., Méannisto, T. & Sulo-
nen, R. (1996). State-of-the-practice in product
configuration—A survey of 10 cases in the Finn-
ish industry. In T. Tomiyama, M. Mantyla, & S.
Finger (Eds.), Knowledge Intensive CAD. Vol. 1
(pp. 95-114). Chapman & Hall.

Tiihonen, J., Soininen, T., Mannisto, T. & Sulo-
nen, R. (1998). Configurable products - Lessons
learned fromthe Finnish industry. In Proceedings
of 2" International Conference on Engineering
Design and Automation (ED&A “98). Integrated
Technology Systems, Inc.

Vanwelkenheysen, J. (1998). The tender sup-
port system. Knowledge-Based Systems, 11,
363-372.

Wind, J., & Rangaswamy, A. (2001). Customeriza-
tion: The next revolution in mass customization.
Journal of Interactive Marketing, 15(1), 13-32.

Wright, J. R., Weixelbaum, E. S., Vesonder, G.
T., Brown, K. E., Palmer, S. R., Berman, J. |, &
Moore, H. H. (1993). A knowledge-based con-
figurator that supports sales, engineering, and
manufacturing at AT&T network systems. Al
Magazine, 14(3), 69-80.

Yu, B., & Skovgaard, H. J. (1998). A configuration
tool to increase product competitiveness. IEEE
Intelligent Systems, 13(4), 34-41.

Zipkin, P. (2001). The limits of mass customi-
zation. MIT Sloan Management Review, 42(3),
81-87.

This work was previously published in Mass Customization Information Systems in Business, edited by T. Blecker; G. Friedrich, pp. 1-32,
copyright 2007 by Information Science Reference (an imprint of IGI Global).

106



Section 2
Mass Customization Meets

Personaliztion:
The Case of Adaptive and Intelligent
User Interfaces



108

Chapter 7

A Dynamic User Centric
Framework for Enhancing
eServices Effectiveness Aiming
at Mass Customization

Mario Belk
University of Cyprus, Cyprus

Panagiotis Germanakos
National & Kapodistrian University of Athens, Hellas and University of Cyprus, Cyprus

Nikos Tsianos
National & Kapodistrian University of Athens, Hellas

Zacharias Lekkas
National & Kapodistrian University of Athens, Hellas

Constantinos Mourlas
National & Kapodistrian University of Athens, Hellas

George Samaras
University of Cyprus, Cyprus

ABSTRACT

Mass customization should be more than just configuring a specific component (hardware or software),
but should be seen as the co-design of an entire system, including services, experiences and human
satisfaction at the individual as well as at the community level. The main objective of this chapter is
to introduce a framework, smartTag, for the dynamic reconstruction of Web content based on human
factors. Human factors and users’ characteristics play the most important role during the entire design
and implementation of the framework which has the inherent ability to interact with its environment
and the user and transparently adapt its behaviour using intelligent techniques, reaching high levels of
usability, user satisfaction, effectiveness and quality of service presentation. The initial results of the
evaluation have proven that the proposed framework do not degrade the efficiency (in terms of speed
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and accuracy) during the Web content adaptation process as well as increases users’ satisfaction and
efficiency of information processing (both in terms of accuracy and task completion time), while users
navigating in the personalized condition rather than the original one.

INTRODUCTION

Peoples’ lives today are more turbulent and
diversified. The “one size fits all” (Stonebraker
and Cetintemel, 2008; Brown, 2004; Stonebraker,
2007) model could be considered out-of-date.
People now want to be seen and treated as indi-
viduals and many are prepared to pay for this.
They are better educated and informed; able and
willing to make their own decisions (cyLEDGE
Media, 2008).

Mass customization moves towards this direc-
tionand itaimsto replace mass production, which
is no longer suitable for today’s chaotic markets,
growing product variety, and opportunities for
eCommerce and eServices (also referred to as
eServices or On-line services) in general.

Mass customization is a broad term. It could
be easily perceived as a working and profitable
business model with a whole spectrum of ways
and methodologies that can companies benefit
from. At the most visible end of the spectrum,
companies can mass customize products for in-
dividual customers.

However, with the rapid development of In-
ternet technologies and the imminent change of
business processesand services provision, thereis
always the question whether mass customization
and internet can co-exist, or better is it actually
happening (cyLEDGE Media, 2008)?

Nevertheless, we could perceive mass cus-
tomization, together with personalization, as a
combination that together tend to change the
business information systems offering personal-
ized service relationships as a way of connecting
with customers over a number of platforms and
of differentiating their services from those of
competitors.

Mass customization should be more than just
configuring a specific component (hardware or
software), but should be seen as the co-design
of an entire system, including services, experi-
ences and human satisfaction at the individual
as well as at the community level. It is widely
acceptable that individuals differ in the way they
think, feel, perceive and learn. Factors that could
affect individuals’ behavior range from cognitive
and mental processes to visual and emotional
characteristics liable to determine their degree of
information assimilation and learning capacity at
a given moment.

Henceforth, the research that is described in
this chapter focuses on incorporating theories of
individual differences in information processing
within the context of eServices and the dynamic
reconstruction and adaptation of any hypermedia
content to the benefit of the unique user. Previ-
ous research of authors, in the field of adaptive
eLearning, focused upon the enhancement of the
quality of information presentation and users’
interactions in the Web by matching their specific
needs and preferences with the information space.
It has been demonstrated that the incorporation of
human information processing factors in eLearn-
ing environments leads to better comprehension
on behalf of the users and increase of their aca-
demic performance (Germanakos et al., 2008a,
Lekkas et al., 2008; Tsianos et al., 2008a). The
comprehensive three-dimensional perceptual
preferences model used comprises of the follow-
ing human factors: Cognitive Style, Cognitive
Processing Efficiency and Emotional Processing.
The firstdimension is unitary, whereas Cognitive
Processing Efficiency is comprised of (a) Visual
Working Memory Span (VWMS) (Baddeley,
1992) and (b) speed and control of information
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processing and visual attention (Demetriou et al.,
1993). The emotional aspect of the model focuses
on different aspects of anxiety (Cassady, 2004;
Cassady and Johnson, 2002; Spielberger, 1983)
and self-regulation.

Furthermore, since the WWW is by definitiona
huge resource of information, itwould make much
sense that individuals’ information processing
characteristics should be taken into consideration
into this more generic context where constraints
and challenges are radically differentiated. To
that direction, our extended research efforts are
focused on improving the effectiveness of Web
services, and more broadly generic hypertext/
hypermedia structures, by employing methods
of personalization.

In our more recentwork, adynamic Web-based
framework, called smarTag, for achieving mass
customization onthe Web based on human factors
has been developed and evaluated. SmarTag is an
easy to use framework that enables any entity, Web
designer and/or developer to enhance their Web
services (technology and language independent)
with adaptive Web objects that adapt according
to the users’ cognitive factors. More specifically,
given the users’ individual differences, the same
service content provided by an organization will
be reconstructed and delivered differently based
on the users’ profile typologies. This way, we
will increase information assimilation, accuracy
on cognitive targets’ searching activities and
consequently enhance acceptability of the On-
line services.

Therefore, the main objective of this chapter
is to describe the smarTag architecture and its
components as well as the involved theoretical
implications. Towards this point, an overview of
Web Personalization techniques and methods is
presented and ways on how they can be integrated
with Mass Customization of Web services and
products are suggested. A high-level analysis of
major Web services/sites with regards tothe degree
of customization based on the given cognitive
framework (Tsianos et al. 2008a) is also outlined,
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aswell asacomprehensive review of current Web
Development Frameworks. Finally, an evaluation
ofthe smarTag System concludes the chapter with
the initial results being really encouraging for the
future of the proposed conceptualization.

BACKGROUND

Mass Customization and Web Personalizationare
widely appreciated as viable and promising strate-
gies, which aim to provide product and services
that best serve individuals’ personal needs with
near mass production efficiency. Personalizationis
adapting or sequencing solutions to fit individual
differences, expectations, and needs. In contrast,
mass customization is adapting to fit common
characteristics identified for groups of users.

Web Personalization

Web personalization is the process of customiz-
ing the content and structure of a Web-site to the
specific needs of each user by taking advantage of
the user’s navigational behavior and specific per-
ceptual characteristics. Being amulti-dimensional
and complicated area a universal definition has
not been agreed to date.

Many researches (Cingil et al. 2000; Blom,
2000; Kim, 2002; Wang and Lin, 2002) agree
that the steps of the Web personalization process
include: (1) the collection of Web data, (2) the
modelling and categorization of these data (pre-
processing phase), (3) the analysis of the collected
data, and the determination of the actions that
should be performed. Moreover, many argue that
emotional or mental needs, caused by external
influences, should also be taken into account.

Personalization could be realized in one of two
ways: (a) Web-sites that require users to register
and provide information about their interests,
and (b) Web-sites that only require the registra-
tion of users so that they can be identified (De
Bra et al., 2004). The main motivation points for
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personalization can be divided into those that are
primarily to facilitate the work and those that are
primarily to accommodate social requirements.
The former motivational subcategory contains
the categories of enabling access to information
content, accommodating work goals, and accom-
modating individual differences, while the latter
eliciting an emotional response and expressing
identity (Wang and Lin, 2002).

Web Personalization can be detached into four
main categories (Germanakos et al., 2004), these
include: Link Personalization, Content Person-
alization, Context Personalization, Authorized
Personalization and Humanized Personalization.
The technologies that are employed in order to
implement these processing phases are distin-
guished to: Content-based filtering, Rule-based
filtering, Collaborative filtering, Web-usage
mining, Demographic-based filtering, Agent
technologies, Cluster Models.

Mass Customization

Traditionally customization and low costhave been
mutually exclusive. Mass production provided low
cost but at the expense of uniformity. Customiza-
tion was the product of designers and craftsman.
Its expense generally made it the preserve of the
rich. To-day, new interactive technologies, like
the Internet, allow customers to interact with a
company and specify their unique requirements
which are then manufactured by automated sys-
tems. Whilstthis may at firstseem complicated and
beyond the average consumer, there are various
ways to hide the technical details. In some cases
the process will be handled by an organization’s
staff, a third party, or intermediary.

Mass customization is the customization
and personalization of products and services for
individual customers at a mass production price
(cyLEDGE Media, 2008). It is actually a further
step of enhancing an individual customers’ rela-
tionship. It may notalways be practical to support
one user at a time or to build in total personaliza-

tion capabilities specific to one user. It may be
preferable to start with amass customized solution
that identifies a few common critical success at-
tributes that are key for improved performance.
Based on recent technological advances it is
possible to implement On-line services and com-
munication environments accessed via Internet or
Web technologies which may be personalized on
the basis of individuals’ preferences or even the
intrinsic characteristics of the specific user like
cognitive and emotional parameters, often referred
to as human factors. Both content and its way of
presentation (modality, visual layouts, ways of
interaction, structure) as well as functional ele-
ments of such communication environments may
automatically adapt their behavioraccordingtothe
user needs and preferences enhancing the quality
of service delivery and user satisfaction.

The greatest benefit of mass customization
donewellistechnology’s ability to make complex
instruction easier by alternatively presenting con-
tent for a particular learner/user — what the user
wants to see in the appropriate manner and at the
appropriate time. Awell-tested framework, based
on sound scientific and design foundations, can
helpidentify the capabilities, resources, issues, and
content that is relevant, useful, and attractive to
the targeted group of users. Italso helps designers
tailor products and services to satisfy the wide
variety of requirementsand capabilities (business,
learning, educational, and personal goals).

Furthermore, mass customization raises the
profits and lowers the costs. Whilst it is possible
to manufacture at a mass produced price, there is
the optionto charge apremiumwhilststill retailing
below the price of a custom product. This, in turn,
will open a given product to a wider market. The
uniqueness and profitability of customized prod-
ucts and services with the economies of scale and
mass market penetration stemming from the mass
production techniques that have to be adjusted
and aligned with the current trends ruled by the
dynamic contexts and environments, as is nowa-
days the Internet. World Wide Web introduces a
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new model of communication that differs from
traditional media, since information is distributed
in a variety of ways that enhances the prolifera-
tion of human networks (Mason & Hacker, 2003),
regardless of their social, educational, economic
or political orientation.

THE WEB TODAY: A HIGH-LEVEL
ANALYSIS OF MAJOR WEB
SERVICES SITES BASED ON A
GIVEN COGNITIVE FRAMEWORK

A mass production technique is to devise a cog-
nitive framework that is, could assist providers
to develop Web-sites that will embrace intrinsic
values of customers, tailoring their On-line ser-
vices accordingly.

We have previously mentioned that cognitive
factors have an important role in user satisfac-
tion and identification of the products that are
interested in. However, the way cognitive factors
used today in order to design and develop Web
services is considered unwisengly and princi-
pally based on provider’s perception, without
following particular rules that could achieve the
appropriate mapping with selected content meta-
characteristics; thus reconstructing any content to
the benefit of the users.

In further support of the aforementioned con-
cepts, one cannot disregard the fact that, besides
the parameters that constitute the “traditional” user
profile (composed of parameters like knowledge,
goals, background, experience, preferences, activi-
ties, demographic information, socio-economic
characteristics, device-channel characteristicsetc.,
(Germanakos et al., 2007), each user carries his
own perceptual and cognitive characteristics that
have a significant effect on how information is
perceived and processed. Information is encoded
in the human brain by triggering electrical con-
nections between neurons, and it is known that
the number of synapses that any person activates
each time is unique and dependant on many fac-
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tors, including physiological differences (Graber,
2000). Since early work on the psychological field
has shown that research on actual intelligence
and learning ability is hampered by too many
limitations, there have been a “number of efforts
to identify several styles or abilities and dimen-
sions of cognitive and perceptual processing”
(McLoughlin, 1999]), which have resulted in what
isknownas learning and cognitive styles. Learning
and cognitive styles can be defined as relatively
stable strategies, preferences and attitudes that
determine an individual’s typical modes of per-
ceiving, remembering and solving problems, as
well as the consistent ways in which an individual
memorizes and retrieves information (Pithers,
2002). Each learning and cognitive style typology
defines patterns of common characteristics and
implications in order to overcome difficulties that
usually occur throughout the procedure of infor-
mation processing. Therefore, in any Web-based
informational environment, the significance of
the aforementioned users’ differences, both physi-
ological and preferential, is distinct and should
be taken into consideration when designing such
adaptive environments.

It is true that nowadays, there are not main
researches, to our knowledge, that move towards
the consideration of user profiles that incorporate
optimized parameters taken from the research
areas of visual attention processing and cognitive
psychology in combination and used effectively
in generic hypermedia structures and On-line
services. Some serious attempts have been made
though on approaching eLearning systems pro-
viding adapted content to the students but most
of them are lying to the analysis and design of
methodologies that consider only the particular
dimension of cognitive learning styles, including
Field Independence vs. Field Dependence, Holis-
tic-Analytic, Sensory Preference, Hemispheric
Preferences, and Kolb’s Learning Style Model
(Yuliang & Dean, 1999), applied to identified
mental models, such as concept maps, semantic
networks, frames, and schemata (Ayersman &
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Figure 1. Riding’s Learning Styles Characteristics and Implications
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Reed, 1998; Reed et al., 1996]. In order to deal
with the diversified students’ preferences such
systems are matching the instructional materials
and teaching styles with the cognitive styles and
consequently they are satisfying the whole spec-
trum of the students’ cognitive learning styles by
offering a personalized Web-based educational
content.

In our research, a selection of the most appro-
priate and technologically feasible learning styles
(those that can be projected on the processes of
selectionand presentation of Web-contentand the
tailoring of navigational tools) has been studied,
suchasRiding’s Cognitive Style Analysis (\Verbal-
Imagerand Wholistic-Analytical) (Riding, 2001),
Felder / Silverman Index of Learning Styles (4
scales: Active vs Reflective, Sensing vs Intuitive,
visual vs. Verbal and Global vs. Sequential) (Felder
& Silverman, 1988), Witkin’s Field-Dependent
and Field-Independent (Witkin et al., 1977), and
Kolb’s Learning Styles (Converger, Diverger,
Accommodator, and Assimilator) (Kolb & Kolb,
2005]), in order to identify how users transforms

information into knowledge (constructing new
cognitive frames).

We consider that Riding’s CSA (as well as in
many cases Felder / Silverman’s ILS) implica-
tions can be mapped on the information space
more precisely, since they are consisted of distinct
scales that respond to different aspects of the
Web-space (see Fig. 1). Learning style theories
that define specific types of learners, as Kolb’s
Experiential Learning Theory, have far more
complex implications, since they relate strongly
with personality theories, and therefore cannot be
adequately quantified and correlated easily with
Web objects and structures.

According tothe theory behind CSA, individu-
als that are placed towards the edges of each axis
have a strong preference for a specific method of
information structure (Analyst/Wholist) or presen-
tation (Imager/Verbalizer) - see Table 1.

Consequently, when an individual is required
to process information in the Web, it is most
likely that the matching of his/hers preference
to the structure and method of presentation of
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Table 1. Preferences of individuals according to cognitive style

Cognitive Style Preference

Analyst Internal (self-)guidance, non-linearity, index of interconnected concepts, view of situations in parts
Wholist External guidance, linearity, defined framework, view of situations as a whole

Intermediate No specific preference

Imager Images, diagrams, schemes, better comprehension through visual representations.

Verbal Predominance of text, better comprehension through verbal representations.

the Website would lead to better understanding,
efficiency and satisfaction.

The first step to ground the need of personal-
ization would be a preliminary inspection of the
direction that major Web servicessitesare oriented
to, with regardsto cognitive style. For that reason,
we selected five very deeply elaborated Web-sites
of major commercial companies in the field of
computers: www.dell.com, www.ibm.com, www.
sony.com, www.apple.com, and www.hp.com.
Due to the extreme breadth and depth of these
sites, our analysis was limited to information re-
lated to the characteristics of computers that these
companies offer, since this kind of information
is factual and visitors are expected to understand
and retain these data for further processing that
could lead to commercial decisions.

In general, quite a few common patterns were
observed: firstly, it is evident that in all five cases
the lack of sequential organization and the extreme
segmentation of the content require that the users
should adopt an analytic path. External guidance
is missing, and a general framework that would
benefit Wholists is absent. Important information
is available only through additional clicking and
navigating.

Still, it is of high interest that when users
successfully navigate to a specific product, the
presentation is rather sequential, since information
is provided without interconnections and links
to concepts that would allow Analysts to form a
deeper understanding; Wholists on the other hand
would find this simplicity more to their liking.
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It could as well be supported that this is hot an
intermediate approach, with all aspects of informa-
tion processing being equally taken into account,
but a mixed-mode that at instances may serve us-
ers’ preferences in a random way. Of course, this
is expected since Web-sites are not built around
this kind of individual differences.

As it concerns the Imager/Verbalizer dimen-
sion, while all sites are aesthetically very pleas-
ing with the inclusion of photos and banners,
all significant information is mostly conveyed
through text. The idea of schematically present-
ing important details is not actualized in any case;
however, the Sony and Apple sites accompany
many texts with relevant images that provide a
somehow visual description of the information,
as long as users are a little bit experienced with
computers.

To this end, it could be supported that the 3
out of 5 sites are heavily suitable for Verbalizers;
the remaining two adopt a rather intermediate ap-
proachwhich can be considered as balanced, even
if this happens for aesthetical reasons.

Atthis point, the construct of working memory
should be discussed. Working Memory (WM)
has gained some popularity in terms of examin-
ing the interaction of WM span with different
hypertext levels of complexity. DeStefano and
LeFevre (Spielberger, 1983) reviewed 38 studies
that address mainly the issue of cognitive load in
hypertext reading, and working memory is often
considered as an individual factor of significant
importance, even at the level of explaining differ-
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Figure 2. Mapping process
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ences in performance. Lee and Tedder (De Bra et
al., 2004) examine the role of working memory
in different computer texts, and their results show
that low working memory span learners do not
perform equally well in hypertext environments.
The term Cognitive Load Theory is often used
when referring to guidelines for designing hyper-
media applications, and it is often correlated with
working memory span (Kim, 2002).

In all five sites, the amount of links and in-
formation is rather exhaustive. Especially at the
first levels of the navigational structure, there
are so many links to information resources that
could burden users with low WM span. The lack
of a coherent pattern or even better an adaptive
mechanism that would adjust the availability of
information to users’ capabilities could as well
reduce the efficiency of navigation through the
site.

The most demanding task is to keep a track of
the paths that lead to different resources in order
to avoid disorientation; it seems that, according
to the abovementioned studies, this task requires
a satisfactory level of WM span. The way we ap-
proach methodologically this issue is discussed
in a next section of this chapter.

Inouropinionandinrelationto ourwork inthe
field of adaptive educational hypermedia (Cingil,
2002), the sites that were inspected, though at a
preliminary level, are not exactly biased towards
specific preferences, neither well balanced. At

each instance, a mode of information presenta-
tion predominates, but this is not stable; it may as
well change, for example when an actual product
is shown. Perhaps Analysts/Verbalizers would
find these Web-sites more comprehensible than
Wholists/Imagers, but not at all times.
Consequently, our research interest is whether
we could dynamically alter a section of aWeb-site
(the computer section in this case) by personaliz-
ing the content and the structure to specific users’
cognitive preferences. This could be achieved
by enriching the existing Web structures with
further design enhancements and specific content
transformations based on the adaptation mapping
rules derived from selected cognitive factors. In
the event that this would be proven successful
and meaningful, individuals would learn better
the information that is important to them.
Therefore, based on our previous research, the
way cognitive styles could be used effectively
within the context of any content reconstruc-
tion is to identify the way we will reconstruct
the content. The adaptation process involves the
transformation and/or enhancementofagivenraw
Web-based content (provider’s original content)
based on the impact the specific human factors
have onthe information space (Germanakosetal.,
2008a; Tsianos et al., 2008a) (i.e., show a more
diagrammatical representation of the content in
case of an Imager user, as well as provide the
user with extra navigation support tools). Figure
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2 showsthe possible Web content transformations/
enhancements based on the mapping process that
take place during adaptation process based on the
influence of the human factors and the theory of
individual differences.

Based onthe above figure, the meta-character-
istics of a user profile are deterministic (at most
3); Imager or Verbalizer, Analyst or Wholist and
Working Memory level (considered only when
low).

Today’s most popular Web-sites (http://www.
alexa.com/site/ds/top_500) like Google, Microsoft
Live, Yahoo, Amazon, eBay, BBC news etc. do
not heavily use the abovementioned cognitive
considerations but they rather mostly employ
customization techniques where the user has
direct control; the user explicitly selects between
certain options. Onthe other hand, personalization
is driven by the system which tries to serve up
individualized pages to the user according his pro-
file and needs. Although, personalization is used
by many of these popular Web-sites (especially
Google), the techniques they maintain are lying
under the predetermined customization of services
or products and not to the actual personalization
and dynamic reconstruction of content based on
user preferences.

Personalization and Mass
Customization Techniques used in
Today’s most Popular Web-Sites

Indicatively, two live cases under this category are
Google and Amazon personalization methods.

Google Personalization Methods

Google Inc. uses several methods and techniques
that look at personalization, and provide a sys-
tem for collecting information from a searcher
that may make it easier for the search engine to
deliver search results to them that more closely
match what they may be looking for than from a
non-personalized search. Some of them are:
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. Systems and methods for analyzing a us-
er’s Web history

. Systems and methods for modifying search
results based on a user’s history

+  Systems and methods for providing a
graphical display of search activity

. Systems and methods for managing mul-
tiple user accounts

. Systems and methods for combining sets
of favourites

. Systems and methods for providing sub-
scription-based personalization

Profile building is one of the most popular
techniques Google uses for providing personal-
ization. A lot of information is collected in this
process, including clicks on search results pages,
which pages are viewed, how long someone stays
on different pages, how long ago these activities
happened, and more. Different algorithms might
be used to identify other types of data, including
pages that are similar to ones that users have
interacted with.

Amazon Personalization Methods

Amazon.com hasamuch-vaunted personalization
element that gives each customer individualized
recommendations of books. Even though this
feature is far from perfect, it usually succeeds in
including some relevant titles.

The book recommendations succeed for two
reasons: (a) Users do not need to do anything to set
it up, and (b) the system learns their preferences
by recording what books they buy.

By watching millions of buyers, the system
learns which books are similar. If many people
who buy some user’s books also buy i.e. Don
Norman’s books, then it is a good idea to recom-
mend Norman’s new book to somebody who has
bought the user’s books in the past, even if they
have never bought any of his books.

We have to note at this point that both steps
happen without imposing any extra work on the
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users. Also, the fact that somebody buys a book
is a pretty strong signal that they have an interest
in the book (much more reliable data than most
preference settings one can collect from users).

Amazon also uses the similarity datato include
hypertext links between related books. Thus, when
users are browsing the page for one book, they see
links to three other books they are likely to want.
This use of the data is much better than the per-
sonal recommendation list because the hypertext
links are embedded in the context of the users’
natural behaviour. When the users go to a book
page, they will be shown recommendations that
match their specific interest in that moment (as
opposed to being derived from a generic model
of the users’ average interests).

CURRENT WEB-BASED
AUTHORING TOOLS

Nowadays, most semantic Web authoring tools
(neither HTML editors, nor CMS), provide the
Web developer with techniques and easy-to-use
toolsto create and generate descriptive ontologies
of eServices’ content. These authoring tools, as
well as any other kind of Web editing tools (CMS,
HTML Editors etc.) do not take into consideration
adaptation and personalization techniques. Ideally,
acombination ofa\Web authoring process of Web-
based content and the adaptation of this content
based on a given framework would give a more
comprehensive approach to the personalization
of content production.

To our knowledge, there has not been a Web
Development Editor that takes into consideration
the above issues for mass customizing and person-
alizing Web products and services. Acomprehen-
sive review of current Web Development Editors
will be presented in this section.

Web-based authoring tools are becoming
standard issue in modern content management
systems. They range from simple text editors to
high powered graphical authoring tools and con-

tent management systems. This section contains
a listing of some noteworthy research oriented
and commercial Web authoring tools. Many of
the editors listed below are “What You See Is
What You Get” (WYSIWYG) HTML editors,
some of which have the option to view the HTML
source code. These are quite popular due to the
low learning curve, yet it isimportant to get some
understandingof HTML since WYSIWYGHTML
editors can be limiting.

Non-Commercial Oriented
Web Authoring Tools

A selection of the most predominant non-com-
mercial Web-based authoring tools is described
below:

Protégé

Protégé (Noy, 2001) (http://protege.stanford.edu/)
is a free, open-source platform that provides a
growing user community with a suite of tools to
construct domain models and knowledge-based
applications with ontologies. At its core, Protégé
implements a rich set of knowledge-modeling
structures and actions that support the creation,
visualization, and manipulation of ontologies in
various representation formats. Protégé can be
customized to provide domain-friendly support
for creating knowledge models and entering data.
Further, Protégé can be extended by way of a
plug-in architecture and a Java-based Applica-
tion Programming Interface (API) for building
knowledge-based tools and applications.

An ontology describes the concepts and rela-
tionshipsthatare importantinaparticular domain,
providing a vocabulary for that domain as well as
a computerized specification of the meaning of
terms used in the vocabulary. Ontologies range
from taxonomies and classifications, database
schemas, to fully axiomatized theories. In recent
years, ontologies have been adopted in many
business and scientific communities as a way
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to share, reuse and process domain knowledge.
Ontologies are now central to many applications
such as scientific knowledge portals, information
management and integration systems, electronic
commerce, and semantic Web services.

Swoop: A Web Ontology
Editing Browser

SWOOP ((http://code.google.com/p/swoop/) (Ka-
lyanpur et al., 2005a; Kalyanpur et al., 2005b))
is a tool for creating, editing, and debugging
OWL ontologies. It was produced by the MIND
lab at University of Maryland, College Park, but
is now an open source project with contributors
from all over.

Swoop is built primarily as a Web Ontology
Browser and Editor, i.e., it is tailored specifically
for OWL ontologies. Thus, it takes the standard
Web browser as the Ul paradigm, believing that
URIsare central to the understanding and construc-
tion of OWL Ontologies. The familiar look and feel
of a browser emphasized by the address bar and
history buttons, navigation side bar, bookmarks,
hypertextual navigation etc are all supported for
Web ontologies, corresponding with the mental
model people have of URI-based Web tools based
on their current Web browsers.

OntoStudio

OntoStudio (http://semanticWeb.org/
wiki/OntoStudio) is an engineering environ-
ment for ontologies and for the development of
semantic applications, with particular emphasis
on rule-based modelling. It is the successor of
OntoEdit which was distributed worldwide more
than 5000 times. OntoStudio was originally de-
veloped for F-Logic but now also includes some
support for OWL, RDF, and OXML. It also in-
cludes functionssuchas the OntoStudio Evaluator.
The Evaluator is used for the implementation of
rules during modelling; this procedure has been
recently patented.
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Commercial Web Authoring Tools

Aselection of the most predominant commercial
Web-based authoring tools is described below:

EditOnPro by Realobjects

RealObjects edit-on Pro (http://www.realobjects.
com/) is a cross-platform WYSIWYG XHTML /
XML editor as a Java applet, allowing individu-
als and teams to update, create, and publish Web
contentwithin Content Management, Knowledge
Management, e-Learning or other Web-based
systems.

The editor has an easy-to-use, intuitive user
interface which provides word processor-like and
XML editor-like features to Web based applica-
tions, empowering non-technical users to become
content contributors without knowing HTML,
XML or other cryptic mark-up languages.

It guarantees XHTML compliance of the
contents created or pasted from other applications
by validation. Thus corporate site standards for
style, layout and code can uncompromisingly
be enforced. The valid XHTML output assures
portability, compatibility and interoperability.
For example, content can easily be parsed and
automatically be transformed using XSLT.

Cute Editor by Cute Soft

Cute Editor (http://cutesoft.net/) for ASP.NETisa
WY SIWY G browser-based Online HT ML Editor
for ASP.NET (cyLEDGE Media, 2008). It is also
available for PHP and ASP.

ItenablesASP.NET Web developerstoreplace
the Textarea in the existing content management
system with a powerful, but easy to use WYSI-
WYG HTML editing component.

It empowers business users to make content
updates easily and safely themselves while main-
taining control over site design and content, all at
an affordable price.
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Figure 3. The smarTag Framework
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TinyMCE - Javascript WYSIWYG Editor

TinyMCE (http://tinymce.moxiecode.com/) is
a platform independent Web based Javascript
HTML WYSIWYG editor control released as
Open Source under LGPL by Moxiecode Systems
AB. It has the ability to convert HTML Textarea
fields or other HTML elementsto editor instances.
TinyMCE is very easy to integrate into other
Content Management Systems.

JXHTMLEdit by Tecnick

JXHTMLEdit (http://www.tecnick.com/) isafree
Open Source browser-based HTML/XHTML
content authoring tool based on the Java 2 Plat-
form that allows WY SIWY G editing on multiple
platforms (require the Sun JavaTM Plug-in 1.4 or
higher installed on client).

It is a cross-platform WYSIWYG HTML/
XHTML contentauthoring tool, a very small Java
Applet based on the Java 2 Platform. JXHTM-
LEditprovides word processor-like user interface
that allows users to edit the XHTML document
directly in the final form (as will be rendered).
This empowers non-technical users to become
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content contributors without any knowledge of
HTML or XHTML.

JXHTMLECdit has been designed to offer great
flexibility and could be used to easily integrate
WYSIWY G authoring functionality into existing
Websites, CMS, WMS or any other Web-based
software. The Applet JAR archive is less than 150
KB and it’s cacheable, so it loads very quickly.

A PROPOSED FRAMEWORK
FOR ENHANCING MASS
CUSTOMIZATION OF WEB
SERVICES BASED ON
HUMAN FACTORS

The smarTag framework (see Fig. 3) is an exten-
sion of the AdaptiveWeb (Germanakosetal., 2007;
Germanakos et al., 2008a) framework aiming to
improve the creation process of adaptive Web-pag-
esbased on givenuser’s characteristics (cognitive
factors). A visitor that wants to get personalized
information of a Web services site (that has been
enhanced under the smarTag framework) has to
authenticate through the AdaptiveWeb System.
The AdaptiveWeb System is responsible for the
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mapping process of the user’s comprehensive
profile and the smart Web objects created under
the smarTag framework.

Auser initially enters the Adaptive\Web System
and navigates through any Web-site available on
the net. So far the user views the raw content of
aWeb-site without any personalization of content
taking place. When the user wants to get per-
sonalized content he authenticates into his / her
profile (initially created in the Profile Construction
Component). If the current Web-site consists of
smart objects, the Web-page will be reconstructed
based on the user’s profile; all the corresponding
Web objects will be filtered out from the available
pool of objects.

The smarTag framework is composed of five
interrelated components’, each one representing
astand-alone Web-based system. The idea behind
the framework is to enhance any Web services
page (technology and language independent)
with adaptive Web objects that will adapt ac-
cording to a given user’s profile (user’s cognitive
characteristics).

Initially, authorized Web services developers
create smart \WWeb objects by characterizing them
through the smarTag Web Editor. All the Web
objects’ information (metadata and structure) are
stored on the system’s server.

TheWeb developerwill create specific sections
(e.g. <div> sections) in the Web-page that will be
mapped with a smart object that has been initially
created in the smarTag Editor. When navigating
through the Web-site, the user’s characteristics
will be mapped with the smart objects and the
Web-page will be personalized accordingly.

A more detailed description and analysis of
how the components in the smarTag framework
interact and how the adaptation process works is
presented in the following sections.
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Authoring Smart Objects
- The smarTag Editor

SmarTag Editor is a Web Development tool en-
abling a content provider to create smart objects.
A smart object under the smarTag Framework is
conceptually similar to the traditional XML ob-
jects: they too consist of attributesand content. The
content can either be in textual or diagrammati-
cal form in case of a Verbalizer and Imager user
respectively. The smarTag attributes are special
meta-characteristics describing the possible be-
havior the object can perform in its environment
(Germanakos et al., 2008a). All the objects are
stored on the smarTag Server which are used in
the mapping process of a user’s profile (Tsianos
et al., 2008a), as well as the provider’s external
Web-page.

Sinceallthe smartobjects will be embedded as
enhancements in an external Web-site, our main
concernistoensure openness and interoperability
between the system’s componentsand any external
Web-site, as well as to ensure the Web security
policies. Inorder to achieve this, the smart objects
must be easily extendible and easy to handle. Using
XML forimplementing the smart objects’structure
seems to be the best way to achieve this. Indeed
XML? enables the extendibility we need and
enhances interoperability and integration among
systems’ components. We have designed a Web
Service (a software system designed to support
interoperable Machine to Machine interaction
over a network) for retrieving the smart objects.
Amore comprehensive description on this matter
will take place in the following section.

Enhancing any Web-Site
with smarTag Editor

Ourmain concernwasto create an easy to use Web
enhancementtool thatenables any Web developer
/ designer to enhance divisions of his / her Web-
site with mass customization and personalization
techniques. More specifically, the traditional
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Figure 4. Traditional Web-site development process
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methods of Web Development will take place in
the process; based on the main requirements of
the end-users of the Web-site and mainly on the
“design taste” of the Web Designer / Developer.

Fig. 4 depicts the Traditional Web-site devel-
opment process. Initially, based on the Web-site
requirements and specifications, all the needed
information (text, data, graphics and pictures) of
the Web-site is collected. The Web-site’s layoutand
Navigation is then designed by the Web Designer
and all the collected information is implemented
in the Web-site.

So far, the Web-site’s author will follow the
traditional steps of the Web development process
withoutthe need of smarTag Editor. As mentioned
before, smarTag is a Web enhancement tool.
Accordingly, smarTag Editor is used in the Web
Programming and Customization phase. The Web
Developer will define specific divisions in the
Web-site that will adapt according to individual
characteristics (cognitive styles).

For a better understanding of how smarTag
Editor works in practice, Fig. 5 shows a quick
step process diagram for enhancing a Web-site
with smart objects.

Based on the abovementioned figure, an

Collect Graphics
& Pictures

Create Site Layout

Web-site Navigation

Implement Text
Graphics

authorized Web Developer will create a new
adaptive Web object by storing the object’s actual
content (text or image) and characterizing (see
Fig. 6) it based on the smarTag framework. A
unique identifier will be assigned to this object
and stored on the smarTag server. Based on the
unique identifier, the Web Developer will map
the corresponding object with a specific division
in the Web-site created so far (Fig. 4). SmarTag
will then generate a JavaScript file based on the
provider’s preferencesand will be embedded in the
Web-site. This JavaScript file is the core element
for communication establishment between the
smarTag Web Service and the provider’s external
Web-site as described below.

Adaptation and Mapping Process

We have designed an experimental setting in the
application fields of eCommerce, by authoring
smart Web objects and enhancing an existing
commercial Web-site.

The eCommerce (Web) environment that has
been developed used the design and information
content of an existing commercial Web-site of
IBM3. This Web-site provides products’specifica-
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Figure 5. Enhancing Web-sites using smarTag Editor
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tions of the IBM Company. We have developed an personalized content interacts with the Compre-
exact replica of the IBM System Servers section hensive User Profile, using specific mapping rules.
in IBM.com using smart objects. In Fig. 6, the Content and Structure Description
Togetabetterinsight of the adaptation process Schema is shown, while Fig. 7 shows the whole
and how data flows, we hereafter discuss how the adaptation process.
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When users want to interact with the adapted
and personalized content they have to provide
their credentials for retrieving their profile using
the AdaptiveWeb System (Germanakos et al.,
2007). After the user’s comprehensive profile is
retrieved a cookie is created on the client browser
with the username and password. Every time a

Figure 7. The Adaptation Process
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the subject (computer knowledge) based on his
traditional characteristics, hasan Actual Cognitive
Processing Speed Efficiency of 1200 msec and
a low Working Memory Span (weighting 2/7).
Using these preferences the data-implications
correlation diagram is evaluated.

Every Web-page is detached into standalone
objects, each one having special characteristics.
In our example, the user visits the “WebPage_Y”
Web-page. First, the main HTML document of
this Web-page is retrieved which contains all the
needed information for building the Web-page;
that is, (i) the HTML Web-page itself which is
a predefined HTML document (designed by the
provider) keeping information of specified divi-
sions / frames in the page for positioning each
object, (ii) all objects (text, image, audio, video
etc.) that comprise the content of the Web-page,
and (iii) agenerated JavaScript file from smarTag
that is responsible for the proper integration of the
smart objects into the divisions’ Web-page.

At this point we have all the information we
need for adapting the content; the data-impli-
cations correlation diagram based on the user’s
comprehensive profile and the content descrip-
tion of the particular Web-page. The next step
is to map the implications with the Web-page’s
content, for assembling the final version of the
provider’s content.

The interpretation of the user’s data-implica-
tions correlation diagram results in the following
conclusions: (a) the user is an Imager, therefore
the provision of visual information (diagram-
matical representation) is predominant, which
has an average complexity because he happens
to have a medium cognitive processing speed
efficiency, average knowledge of the particular
subject (computer knowledge) (b) is provided
with the “myNotepad” tool; temporary memory
buffer for storing sections’ summaries, as well as
(c) extra navigation support tools are provided,
devised to be more applicable while interacting
with an eCommerce environment.

Fig. 8 shows the mapping process using our
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example; explained in pseudo code. The XML
documents do not provide any formatting infor-
mation and/or any information about how XML
documents should be displayed, unlike HTML
documents that carry that information. For this
purpose, the author designs the desired page
and formats using XSL (eXtensible Stylesheet
Language) and puts the objects in a specified
subdivision of the Web-page (HTML layout
document).

The subsection below will explain in more
detail the AdaptiveWeb Environment, namely
AdaptivelnteliWeb, where all personalized content
is shown along with the extra navigation support
and learner control that differ according to each
user’s profile and application area.

Viewing the Adapted Content

The AdaptiveWeb User Interface (Germanakos et
al., 2008b), namely AdaptivelnteliWeb (see Fig. 9
a, b, ), is a Web application used for displaying
the raw and/or personalized and adapted content
on the user’s device. This can be a home desktop,
laptop or a mobile device.

The main concept of this component is to
provide a framework where all personalized
Web-sites can be navigated. Using this interface
the users interact with the provider’s content and
based on their profile further support is provided
to them with the use of a slide-in panel at the top
of the screen, containing all navigation support
and learner control attributes adjusted accord-
ingly. Initially, the interface will show the raw,
not personalized content of the provider. When
the user wants to personalize and adapt the con-
tent according to his/her comprehensive profile
he/she will proceed by giving his/her username
and password. The corresponding profile will
be loaded onto the server and in proportion with
his/her cumulative characteristics the content of
the provider will be mapped with the “Mapping
Rules”, as described before.

Fig. 9adepictsanexactreplicaofthe IBMWeb-
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Figure 8. Mapping Process Example (pseudo code)

Algorithm : Mapping Process Phase

Input: User's data-implications correlation diagram
(diagrammaticalRepresentation, navigationTools, cognitiveStyles),
SmartObjects, XSL document, JavaScript document, HTML Web-page
content and layout

Output: Generate an Adapted and Personalized Web-page

Execute these steps (top-down):

1) For each structure division (Introduction, MainBody, Conclusion)
Filter out the WebObjects in ascending order based on their
complexity (<complexity>);

2) For each remained object, make a further filtering based on the
object’s <type> tag
if (cognitiveStyle1 == Imager)
Provide diagrammatical representation of object;
elseif (cognitiveStyle1 == Verbalizer)
Provide textual representation of object;

if (object has NavigationSupport Tagy
if (cognitiveStyle2 == Analyst)
Provide Tabbed Navigation Menu;
elseif (cognitiveStyle2 == Wholist OR
cognitiveStyle2 == Intermediate)
Provide Floating Navigation Menu

3) Create "myNotepad” tool (temporary memory buffer)

if (working memory == low)

Provide the user with “myNotepad” tool for storing a section of
the page and keep active information;
Create a link next to each smart object, along with a unique id

for the corresponding item;

OnUserClick store the smart object's content into “myNotepad”

tool;

4) Format each smart object based on the XSL (eXtensive

Stylesheet) document

5) Position each smart object in the right structure division based on

the HTML layout document

site without any personalization made, while Fig.
9b and Fig. 9¢c shows the same Web-site after the
personalization and adaptation process has been
initiated, with the content to be adapted according
to the user’s comprehensive profile.

Aswe can easily observe, the original environ-
ment has been altered based on rules that define
the typologies of the users in terms of content
reconstructionand supportive tools. Forexample,
auser might be identified as an “Analyst-Imager”
with low working memory and therefore the Web
environment during interaction time would be as
in Fig. 9b. The information will be presented in
a diagrammatic form (imager), will be enriched
with menu tabs (analyst) to be easier acces-
sible and with the “myNotepad” tool (temporary
memory buffer) for storing sections’ summaries
(low working memory). In case that a user is

identified as “Wholist-Verbalizer” the content
will be automatically reconstructed as in Fig.9c,
where afloating menuwith anchors (Wholist) have
been added so to guide the users on specific parts
into the content while interacting. In this case no
diagrammatical presentation will be used because
the user is a Verbalizer.

EXPERIMENTAL EVALUATION
OF SMARTAG

The currentenvironmentand the dynamic transfor-
mation mechanism are currently at the evaluation
stage. However, the whole procedure is driven by
our previous findings (Germanakos et al., 2008a),
whereby the alteration of presentation based on
various cognitive factors has been proved efficient
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and effective. The predefined environmentdevised
in this case concerns the Sony* company and the
section of laptops’ specifications. We have to
emphasize that the main difference between the
two experimental settings (IBM and Sony) is the
implementation method of the reconstruction ap-
proach (automatic adaptation based on <csl> tag

and predefined environment for IBM and Sony,
respectively).

Assessing System’s Performance

To measure system’s performance, functional
behaviorand efficiency of our system we have run

Figure 9. Content adaptation according to user’s comprehensive profile (eCommerce)
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Figure 10. Raw Content and Adapted Content Scenarios
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two different simulations with 100 threads (users)
each: (a) users retrieving raw content without any
personalization and adaptation taking place and
(b) users interacting with adapted and personal-
ized content. In the second scenario, there is a
significantincrease of functions and modulesran,
compared to the first one (raw content scenario),
like user profile processing, dynamic contentadap-
tation, learner control dynamictools, navigational
support etc. Based on the simulations made (see
Fig. 10) we assume the following: (i) Deviation for
raw content is 67ms and for personalized content
98ms. Thisdifference isexpected since the system
uses more functional components in the case of
personalized content like profile loading, dynamic
content, etc. Thus, this consumes more network
resources, due to the enhanced/extended content,
causing the deviation of our average to be greater
than that of the raw content test.

The deviation is not considered to be sig-
nificantly greater and thus this metric result is
proving the system to be stable and efficient; (ii)
the throughput for the raw content scenario was
144Kb/sec while for the personalized content was
179Kb/sec. Based on the latter results, the system

O Average

O Deviation
O Throughput

O Threads
(Users)

Adapted Content
Scenario

is again considered efficient mainly due to the
fact that the difference in throughput between the
two scenarios is minimal. Taking in consideration
that major component functionality is used in the
case of personalized content this small difference
underlines the efficiency of the system; (iii) the
same arguments are true in the case of the aver-
age response times. The average response time
for the raw content scenario was 150ms while for
the personalized content was 177ms. This differ-
ence is again marginal that proves the efficiency
of the system.

Assessing the impact of Human
Factors in Web Services
Development Process

As mentioned above, previous research (Ger-
manakos et al., 2008b; Germanakos et al., 2008a;
Tsianos et al., 2008b) related to the use of human
factorsinthe designand development of eServices/
eCommerce (aswell as eLearning) systems, it has
been provento have apositive effect to the end user
customer (increase satisfaction, easier navigation,
faster completion of tasks/goals). Therefore, an
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extended version would include the measurement
of satisfaction of the content provider, in terms of
efficiency and effectiveness of use for developing
and designing their products for promotion using
the particular framework.

Methodology and Design Implications

In order to evaluate such an approach a within
participants experiment was conducted, seeking
out to explore if the personalized condition based
on the particular cognitive factors serves users
better at finding information more accurately
and fast.

The number of participants was 89; they all
were students from the Universities of Cyprus
and Athens and their age varied from 18 to 21,
with a mean age of 19. They accessed the Web
environments using personal computers located
at the laboratories of both universities, divided
in groups of approximately 12 participants. Each
session lasted about 40 minutes; 20 minutes were
required for the user-profiling process, while the
remaining time was devoted to navigating in both
environments, which were presented sequentially
(as soon as they were done with the first environ-
ment, the second one was presented).

The contentwas about aseries of Sony laptops:
general description, technical specifications and
additional information were available for each
model. We considered that the original (raw) ver-
sion of the environment was designed withoutany
consideration towards cognitive style preferences,
and the amount of information was so high and
randomly allocated that could increase the pos-
sibility of cognitive overload. The personalized
condition addressed these issues by introducing
as personalization factors both cognitive style and
working memory span. The psychometric materi-
als that were used are the following: i) Cognitive
Style: Riding’s Cognitive Style Analysis, ii) Work-
ing Memory Span: Visuospatial working memory
test (Demetriou et al., 1993; Cassady, 2004).
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In each condition, users were asked to fulfill
three tasks: they actually had to find the necessary
information to answer three sequential multiple
choice questions that were given to them while
navigating. All six questions (three per condition)
were about determining which laptop excelled
with respect to the prerequisites that were set
by each question. There was certainly only one
correct answer that was possible to be found
relatively easy, in the sense that users were not
required to have hardware related knowledge or
understanding.

As soon as users finished answering all ques-
tionsinboth conditions, they were presented with a
comparative satisfaction questionnaire; userswere
asked to choose which environment was better
(1-5 scale, where 1 means strong preference for
environmentAand5forenvironment B), regarding
usability and user friendliness factors.

The dependent variables that were considered
as indicators of differences between the two en-
vironments were:

a) Task accuracy (number of correct
answers)

b)  Task completion time

c)  User satisfaction

The within participants design allowed the
control of differences and confiding variables
amongst users.

Regarding the design implications in this
eServices/eCommerce setting, the content en-
hancements and transformation considerations
discussed in previous sections regarding users’
particulartypologieswere followed. More specifi-
cally, users with low working memory received
a “myNotepad” tool that allowed them to make
entries of goal-related information, while as it
concerns cognitive style Table 2 shows the im-
plications for each preference.
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Table 2. Implications for cognitive style preferences in the eCommerce environment

Imager Verbalizer

Analyst Wholist

resemble a diagrammatical | visual enhancements
form of representation

Presentation of information | The usage of textis predomi- | Thestructureoftheenviron- | The structure of the environment is less seg-
is visually enhanced as to | nant, unaccompanied by any | mentischunkedtoclearcut | mented and follows a more holistic pattern.
links, as to match the ana- | Users are shown where they are and what they
lytical way of thinking

have viewed, while a more sequential approach
is encouraged

Intermediates in both axes received a condition that was balanced between the opposite preferences.

Results

The most robust and interesting finding was the
fact that users in the personalized condition were
more accurate in providing the correct answer for
each task. The same user in the raw condition had
amean of 1 correct answer, while in the personal-
ized condition the mean rose to 1.9.

Since the distribution was not normal and the
paired samples t-test assumptions were not met,
Wilcoxon Signed Ranks Test was performed,
showing that this difference is statistically sig-
nificant at zero level of confidence (Z= -4.755,
p=0.000). This is probably a very encouraging
finding, implying that personalization on the ba-
sis of these factors (cognitive style and working
memory span) benefits users within an eServices/
eCommerce environment, as long asthere are some
cognitive functions involved of course (such as
information seeking).

Equally interesting is the fact that users in the
personalized condition were significantly faster
at task completion. The mean aggregated time of
answering all three questions was 541 seconds in
the raw condition, and 412 in the personalized. A
paired samplest-testwas performed (t(88)=4.668,
p=0.000) demonstrating significance at zero level
of confidence. Again, this second dependent vari-
able (time) shows that the personalized environ-
ment is more efficient.

As it concerns the satisfaction questionnaire,
31 users leaned towards the personalized environ-
ment, 38 had no preference while 20 preferred the
raw. This descriptive statistic is merely indicative

of whether participants would consciously observe
any positive or negative effects of the personal-
ized condition. A considerable percentage leaned
towards that condition (or at least users did not
seem somehow annoyed by such a restructuring),
but overall it cannot be supported that they were
fully aware of their increase in performance, as
shown by the abovementioned findings.

In sum, the specific experiment shows in
a rather clear way that users performed better
within the personalized environment, and these
findings are statistically very robust. It could be
argued of course that there is no way to be fully
aware if information processing was more effi-
cient at a deeper level, or users simply found the
personalized condition more of their (perhaps
unconscious) liking, thus devoting more conscious
cognitive effort.

Nevertheless, suchanincrease in performance,
which is consistent to the findings of previously
conducted experiments in the field of eLearning
(Lekkas et al., 2008), provides support for the
further development and application of the par-
ticular cognitive factors in different Web-based
services environments and generic hypertext/
hypermedia contents.

CONCLUSION AND
FUTURE TRENDS

The explosive growth in the size and use of the
World Wide Web asacommunication medium has
been enthusiastically adopted by the mass mar-
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ket to provide an electronic connection between
progressive businesses and millions of customers
bringing to light the eCommerce sector. eCom-
merce aims to deliver better quality of eServices
increasing productivity with focused services to
be provided by various channels, at a lower cost
and time and in a personalized style.

Research implications and challenges of the
Web Personalization and mass customization
concepts could be considered as an enabler of
eCommerce services sustainability. To succeed
this, customers must not be spatially disoriented
and be able to have continuous and adapted access
on information and services requested.

In this regards, the basic objective of this
chapter was to present a framework, namely
smarTag, for the dynamic reconstruction of any
Web content based on human factors for providing
a comprehensive personalized result. According
to these attributes the main content of aWeb-page
will be adjusted to the various typologies of us-
ers (mainly presentation, flow of content as well
as quantity of content based on users’ working
memory). This approach is liable of enhancing
efficiency and effectiveness of users’ interaction
with eServices in terms of information assimila-
tionand accuracy of finding their cognitive targets
(products or services).

Based on previous findings, it has been proven
that user’s cognitive factors have an important
impact in the information space and on specific
content meta-characteristics. Accordingly, the
smarTag system providesan easy to use framework
for enhancing any Web-site with smart objects
that take into consideration human factors for the
adaptation of the content. The initial results of the
system’sevaluation have shown that the proposed
framework do not degrade the efficiency (in
terms of speed and accuracy) in the Web content
adaptation process and could be efficiently used
for targeting the mass market by encapsulating
customers’distinct characteristics. Such a method
could be considered nowadays fundamental for the
provision of adapted and personalized eServices,
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via any medium, increasing this way one-to-one
service delivery and integrity, enabling businesses
to retain their customers and therefore to gain a
substantial competitive advantage.

Future and emerging trends include: Further
analysisand testing of the current cognitive factors
framework with the use of the IBM experimental
setting and the automatic content reconstruction
approach; a more detailed analysis of the current
model as well as the relationship between its dif-
ferent sub-dimensions; further investigation of
constraints and challenges arise from the imple-
mentation of such issues on mobile devices and
channels; study on the structure of the metadata
coming from the providers’ side, aiming to con-
struct a Web-based personalization architecture
that will be based on human factors and will serve
as an dynamic personalization filter in different
domains and contexts.

REFERENCES

Ayersman, D.J., & Reed, W. M. (1998). Relation-
shipsamong hypermedia-based mental modelsand
hypermedia knowledge. Journal of Research on
Computing in Education, 30(3), 222-238.

Baddeley, A. (1992). Working Memory. Science,
255, 556-559. doi:10.1126/science.1736359

Blom, J. (2000). Personalization — A Taxonomy.
New York: ACM.

Brown, D. (2004). Wave goodbye to the era of
one-size-fits all.

Cassady, J. C. (2004). The influence of cogni-
tive test anxiety across the learning—testing
cycle. Learning and Instruction, 14(6), 569-592.
doi:10.1016/j.learninstruc.2004.09.002

Cassady, J. C., & Johnson, R. E. (2002). Cogni-
tive Test Anxiety and Academic Performance.
Contemporary Educational Psychology, 27(2),
270-295. doi:10.1006/ceps.2001.1094



A Dynamic User Centric Framework for Enhancing eServices

Cingil I.,DogacA., & Azgin A. (2000). Abroader
approach to personalization. Communications of
the ACM, 43(8). cyLEDGE Media (2008). Disen-
tangling Web 2 and Mass Customization.

De Bra, P, Aroyo, L., & Chepegin, V. (2004).
The next big thing: Adaptive Web-based systems.
Journal of Digital Information, 5(1), 247.

Demetriou, A., Efklides, A., & Platsidou, M.
(1993). The architecture and dynamics of devel-
oping mind: Experiential structuralismas a frame
for unifying cognitive development theories.
Monographs of the Society for Research in Child
Development, 58 (Serial No. 234), 5-6.

Felder,R. M., & Silverman, L. K. (1988). Learning
and Teaching Styles in Engineering Education.
English Education, 78, 674-681.

Germanakos, P., Mourlas, C., Isaia, C., & Samaras,
G. (2005). An Optimized Review of Adaptive
Hypermedia and Web Personalization - Sharing
the Same Objective. In Proceedings of the 1st
International Workshop on Web Personalization,
Recommender Systemsand Intelligent User Inter-
faces (WPRSIUI 2005) of the 2nd International
Conference on E-business and TElecommunica-
tions Networks (ICETE2005), Reading, October
3-8, (pp. 43-48).

Germanakos, P., Tsianos, N., Lekkas, Z., Mourlas,
C., Belk, M., & Samaras, G. (2007). A Seman-
tic Approach of an Adaptive and Personalized
Web-based Learning Content - The case of Adap-
tiveWeb. In Proceedings of the 2nd International
Workshop on Semantic Media Adaptation and
Personalization (SMAP 2007), London, UK,
December 17-18, (pp. 68-73). Washington, DC:
IEEE Computer Society.

Germanakos, P., Tsianos, N., Lekkas, Z., Mourlas,
C., Belk, M., & Samaras, G. (2008a). Towards an
Adaptive and Personalized Web Interaction using
Human Factors. In M. Angelides (Ed.) Advances
in Semantic Media Adaptation and Personaliza-
tion, (Vol.2). San Francisco: Taylor & Francis
Group, LLC.

Germanakos, P., Tsianos, N., Lekkas, Z., Mourlas,
C.,&Samaras, G. (2008b). Realizing Comprehen-
sive User Profiling asthe Core Element of Adaptive
and Personalized Communication Environments
and Systems. The Computer Journal, Special Issue
on Profiling Expertise and Behaviour. Retrieved
from doi:10.1016/j.chb.2007.07.010

Graber, D. A. (2000). Processing Politics. Chi-
cago: The University of Chicago Press.

Kalyanpur, A., Parsia, B., & Hendler, J. (2005a). A
Tool for Working with Web Ontologies. In . Pro-
ceedings ofthe International Journal on Semantic
Web and Information Systems, 1(1).

Kalyanpur, A., Parsia, B., Sirin, E., & Cuenca-
Grau, B., James Hendler. (2005b). Swoop: A
“Web’ Ontology Editing Browser. Journal of Web
Semantics, 4(2).

Kim, W. (2002). Personalization: Definition,
Status, and Challenges Ahead. JOT, 1(1).

Kolb, A.Y., & Kolb, D.A. (2005). The Kolb
Learning Style Inventory. Technical Specifica-
tions, Experience Based Learning Systems, Inc.,
Version 3.1.

Lekkas, Z., Tsianos, N., Germanakos, P., Mourlas,
C., & Samaras, G. (2008). The Role of Emotions
in the Design of Personalized Educational Sys-
tems. In Proceedings of the 8" IEEE International
Conference on Advanced Learning Technologies
(ICALT 2008).

Mason, M. S., & Hacker, L. K. (2003). Apply-
ing Communication Theory to Digital Divide
Research. IT & Society, 1(5), 40-55.

131



A Dynamic User Centric Framework for Enhancing eServices

McLoughlin, C. (1999). The implications of the
research literature on learning styles for the design
of instructional material. Australian Journal of
Educational Technology, 15(3), 222-241.

Noy, N., Sintek, M., Decker, S., Crubézy, M.,
Fergerson, R., & Musen, M. (2001). Creating
Semantic Web Contents with Protégé-2000. Paolo
Alto, CA: Stanford University.

Pithers, R., T. (2002). Cognitive Learning
Style: a review of the field dependent- field
independent approach. Journal of Vocational
Education and Training, 54(1), 117-118.
doi:10.1080/13636820200200191

Reed, W., M., Ayersman, D., J. & Liu, M. (1996).
The effects of students’ computer-based prior
experiences and instructional exposures on the
application of hypermedia-related mental models.
Journal of Educational Computing Research,
14(2), 175-187.

Riding, R. (2001). Cognitive Style Analysis —
Research Administration. Birmingham, UK:
Learning and Training Technology.

Santader (2008). Cantabria, Spain, July 1-5, 2008,
(pp. 886-890). Washington, DC: IEEE Computer
Society Press.

Spielberger, C. D. (1983). Manual for the State-
Trait Anxiety Inventory (STAI). Palo Alto, CA:
Consulting Psychologists Press.

Stonebraker M. (2007). Onesizefitsall: Aconcept
whose time has come and gone.

Stonebraker, M., & Cetintemel, U. (2008). ““One
Size Fits All”’: An Idea Whose Time Has Come
and Gone.

132

Tsianos, N., Germanakos, P., Lekkas, Z., Mourlas,
C., & Samaras, G. (2008b). Incorporating Human
Factorsinthe Development of Context-Aware Per-
sonalized Applications: The Next Generation of
Intelligent User Interfaces. In D. Stojanovic (Ed.),
Context-Aware Mobile and Ubiquitous Computing
for Enhanced Usability: Adaptive Technologies
and Applications. Hershey, PA: IGI Global.

Tsianos, N., Lekkas, Z., Germanakos, P., Mourlas,
C., & Samaras, G. (2008a). User-centered Profiling
on the basis of Cognitive and Emotional Char-
acteristics: An Empirical Study. In Proceedings
of the 5th International Conference on Adaptive
Hypermedia and Adaptive Web-based Systems
(AH 2008), Hannover, Germany, July 28 - Au-
gust 1, (LNCS \ol. 5149, pp. 214-223). Berlin:
Springer-Verlag.

Wang, J., & Lin, J. (2002). Are personalization
systems really personal? — Effects of conformity
inreducing information overload. In Proceedings
of the 36th Hawaii International Conference on
Systems Sciences (HICSS’03). Washington, DC:
IEEE.

Witkin, H., Moore, C., Gooddenough, D., & Cox,
P.(1977).Field- dependentand field- independent
cognitive stylesand their educational implications.
Review of Educational Research, 47, 1-64.

Yuliang, L., & Dean, G. (1999). Cognitive Styles
and Distance Education. Online Journal of Dis-
tance Learning Administration, 2(3).



133

Chapter 8

Adaptive Interaction for
Mass Customisation

Gulden Uchyigit
University of Brighton, UK

ABSTRACT

The popularisation of mass customization and the need for integration of the user needs into the design,
production and marketing phases has called for more innovative methods to be introduced into this
area. At present the continuous growth of the world wide web and its rapid integration into people’s
everyday lives and the popularisation of new technologies such as ubiquitous computing making possible
the computing everywhere paradigm, offers a more desirable alternative for vendors in reaching their
customers using more innovative techniques in an attempt to provide each customer with a one-to-one
design, manufacturing and marketing service. The integration of ubiquitous computing technologies with
machine learning and data mining techniques, which has been popular in personalization techniques,
will serve to bring about innovative changes in this area. In future years this may revolutionise the way
in which vendors can reach their customers offering every customer a tailored one-to-one service from
design, to manufacturing, to delivery. This chapter will present the state of the art techniques to enable
the combination of machine learning, data mining and ubiquitous computing technologies which will
serve to provide innovative techniques applications and user interfaces for mass customization systems.
This is currently a field of intense research and development activity and some technologies are already
on the path to practical application. This chapter will present a state of the art survey of these technolo-
gies and their applications.

INTRODUCTION portance in mass customization. This idea is a

promising strategy for companies being forced to
The notion of integrating user needs into the react to the growing individualization of demand
production and design process has had great im- (Franke & Piller, 2002). In mass customization

concepts, goods and services are made to meet
DOI: 10.4018/978-1-60566-260-2.ch008
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individual customer’s needs produced with near
mass production efficiency (Tseng & Jia, 2001).
Mass customization embarks a new paradigm for
manufacturing industries (Pine, 1993). It recogn-
ises each customer as an individual and provides
each of them with tailor made features that can
only be offered in the pre-industrial craft systems
(Jiao & Tseng, 1999).

Mass customization (Shafer, Konstan & Riedl,
1999) was first popularised by Pine in 1993 (Pine
1993). In his book Pine argues that companies
need to shift from the old world of mass produc-
tionwhere “standardized products, homogeneous
markets, and long product life and development
cycles were the rife, to the new world where the
variety and customization supplant standardized
products.” Pine argues that building one product
is simply not adequate any more. Companies
need to be able to at aminimum, develop multiple
products that meet the multiple needs of multiple
customers.

With the ever increasing popularity of the
World Wide Web inrecentyears Rheingold (Rhein-
gold, 2002) states that Web software holds the
promise of mass customization and further states
that a software’s ability to fulfil an individual’s
needs necessitates the application to be aware of
several factors such as, the user’s profile, his/her
currenttask or goal, and additional factors such as
location, time or device used. The combination of
all relevant factors can be termed context and thus
a web application which takes them into account
is a context-aware application (Kaltz, Wolfgang,
Ziegler & Lohmann, 2005).

In this paper we present an overview of how
the different techniques in personalization, data
mining and ubiquitous computing in particular
context-sensitive systems can be integrated with
mass customization of services and products to
bring innovation in this field of research.
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BACKGROUND

Web Personalisation
and E-Commerce

The World Wide Web has created a challenging
arena for e-commerce: with on-line shops, prod-
ucts and services offered to on-line customers. In
this context, two specific strategic goals must be
addressed (Meirer & Werro, 2007). First, to attract
new on-line customers, or lost customers thathave
to be re-acquired, these customers have attractive
market and resource potential. The second stra-
tegic goal is to maintain and improve customer
equity, this can be achieved by cross-selling and
up-selling, and through programs aimedat lifetime
customer retention (Blattberg, Getz, & Thomas,
2001). Managing on-line customers as an asset
requires measuring themand treating themaccord-
ing to their true value. With the sharp customer
classes of conventional marketing methods this
is not possible.

In recent years web personalization technolo-
gies have revolutionised e-commerce, enabling
the one-to-one marketing practice. Personalisation
technologies are an important tool to the service
provider/vendor and to the end user the customer.
Web personalization tools are able to assist in the
complex process of information/product discov-
ery. There are numerous benefits to the vendors
these include attracting new visitors, turning visi-
tors into buyers increasing revenues, increasing
advertising efficiency, and improving customer
retention rate and brand loyalty (Kobsa, 2001).
Nielsen (Kobsa, 2001) reports that e-commerce
sites offering personalised services convertsignifi-
cantly more visitors into buyers than e-commerce
sites that do not offer personalised services. An
important aspect of a web site is its ability to
guide the user through its complex structure and
in effect assist the user while interacting with the
web site. The benefits to the user are improved
usability and faster information/product discov-
ery time, the benefits to the vendor are better
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understanding of user needs, so it can design its
web site to better fit its customers’ needs, it is
also able to provide the user with what they are
looking for, so in particular with e-commerce web
sites this is of particular importance because they
can increase their sales and gain a competitive
edge if they are able to sell to every customer
that interacts with their site. Web personalization
plays an important role here because it is able to
equip the web site with the tools in order to help
a site better understand its customer and help the
user whilst navigating the site. In other words
web personalization aims at customizing a web
site to the user’s preferences and to guide the
customer to the products or services of interest.
Personalization is increasingly used for customer
relationship management (Kobsa, Koenemann,
& Pohl, 2001) The single most important way
to provide value to a customer is to know them
and serve them as individuals. The terms micro
marketing and one-to-one marketing are being
used to describe this business model (Peppers &
Rogers, 1993; Peppers & Rogers, 1997).

Web Personalisation techniques generally fol-
lowasimilar method of operation, adatarepresen-
tation technique is used to represent the domain
data and the user’s preferences, a technique for
matching the domain data with the user’s prefer-
ences to make personalised suggestions to the
user. Mobasher (Mobasher, 2005) classifies web
personalization into 3 groups. Manual decision
rule systems, content-based filtering agents and
collaborative filtering systems. Manual decision
rule systems allow the web site administrator
to specify rules based on user demographics or
static profiles (collected through a registration
process).

User Modelling

User modelling is an important component in
computer systems which are able to adapt to the
user’s preferences, knowledge, capabilities and
to the environmental factors. According to Ko-

bsa (Kobsa, 2001) systems that take individual
characteristics of the users into account and adapt
their behaviouraccordingly have beenempirically
shown to benefitusers in many domains. Examples
of adaptation include customized content (e.g.
personalized finance pages or news collections),
customized recommendations or advertisements
based on past purchase behaviour, customized
(preferred) pricing, tailored email alerts, express
transactions (Kobsa, 2001).

According to Kay (Kay 2000), there are three
main ways a user model can assist in adaptation.
Thefirstisthe interaction between the userand the
interface. This may be any action accomplished
through the devices available including an active
badge worn by the user, the user’s speech viaaudio
inputtothe systemetc. The user model can be used
to assist as the user interacts with the interface.
For instance, if the user input is ambiguous the
user model can be used to disambiguate the input.
The second area where the user model can assist
the adaptation process is during the information
presentation phase. For instance, in some cases
due to the disabilities of the user the information
needs to be displayed differently to different
users. More sophisticated systems may also be
used to adapt the presented content. A consider-
able amount of work has been done in this area,
this area is also known as adaptive hypermedia.
Finally, the user model can drive internal actions
of the system. This is the goal of the system that
filter information on behalf of the user.

Kay (Kay 2000), describes the first of the user
modelling stages as the elicitation of the user
model. This can be a very straight forward pro-
cess for acquiring information about the user, by
simply asking the user to fill in a multiple choice
form of their preferences, interestand knowledge,
or it can be a more sophisticated process where
elicitation tools such concept mapping interface
(Kay, 1999) can be used. Elicitation of the user
model becomes a valuable process under circum-
stances where the adaptive interface is to be used
by a diverse population.
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As well as direct elicitation of the user model,
the user model can also be constructed by ob-
serving the user interacting with the system and
automatically inferring the user’s model from his/
her actions. The advantage of having the system
automatically infer the user’smodel is that the user
isnotinvolved in the tedious task of defining their
user model. In some circumstances the user is un-
ableto correctly define their user model especially
if the user is unfamiliar with the domain.

Stereotypesisanother method for constructing
the user model. Groups of users or individuals are
divided into stereotypes and generic stereotype
user models are used to initialise their user model.
The user models are then updated and refined as
more information is gathered about the user’s
preferences, interest, knowledge and capabilities.
Acomprehensive overview of generic user model-
ling systems can be found in (Kobsa, 2001)

Recommender Systems

The movement towards E-commerce has allowed
companies to provide customers with more op-
tions (Shafer, Konstan & Riedl, 1999). However,
in expanding to this new level of customization,
businesses increase the amount of information
that customers must process they are able to select
which items meet their needs, one solution to this
information overload problem is the employment
of recommender systems (Shafer, Konstan &
Riedl, 1999). Over the past decade recommender
systems have become very successful in assist-
ing with the information overload problem. They
have been very popular in applications including
e-commerce, entertainment and news. Recom-
mender systems fall into three main categories
collaborative, content-based and hybrid systems.
Their distinction relies on the nature in which the
recommended items are derived. These distinc-
tions are formalised by the methods in which the
items are perceived by a community of users,
how the content of each item compares with the
user’s profile or a combination of both methods.

136

Adaptive Interaction for Mass Customisation

Collaborative based systems take as input user
ratings from a community of users and make
recommendations to an active user based on how
he/she rated similar items with the community
of users, content-based systems utilize the user’s
individual profilesto make recommendations and
finally hybrid systems combine both the content
and collaborative based techniques.

Content based systems automatically infer
the user’s profile from the contents of the item
the user has previously seen and rated. These
profiles are then used as input to a classification
algorithm along with the new unseen items from
the domain. Those documents which are similar
in content to the user’s profile are assumed to be
interesting and recommended to the user.

A popular and extensively used document
and profile representation method employed by
many information filtering methods, including the
content based method isthe so called vector space
representation (Chen & Sycara, 1998; Mladenic,
1996; Lang, 1995; Moukas, 1996; Liberman, 1995;
Kamba & Koseki, 1997; Armstrong et al., 1995).
Content based systems have their roots in text fil-
tering, many of the techniques. The content-based
recommendation method was developed based on
the text filtering model described by (Oard 1997).
In (Oard, 1997), a generic information filtering
model is described as having four components:
a method for representing the documents within
the domain; a method for representing the user’s
information need; a method for making the com-
parison; and a method for utilising the results of
the comparison process. The vector space method
(Baeza-Yates & Ribeiro-Neto, 1999) consider
that each document (profile) is described as a
set of keywords. The text document is viewed
as a vector in n dimensional space, n being the
number of different words in the document set.
Such a representation is often referred to as bag-
of-words, because of the loss of word ordering
and text structure (see Figure 2). The tuple of
weights associated with each word, reflecting
the significance of that word for a given docu-
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ment, give the document’s position in the vector
space. The weights are related to the number of
occurrences of each word within the document.
The word weights in the vector space method are
ultimately used to compute the degree of similarity
between two feature vectors. This method can be
used to decide whether a document represented
as a weighted feature vector, and a profile are
similar. If they are similar then an assumption is
made that the document is relevant to the user.
The vector space model evaluates the similarity
of the document dj with regard to a profile p as
the correlation between the vectors dj and p. This
correlation can be quantified by the cosine of the
angle between these two vectors. That is,

dop waw

szm =

|p| \/Z w,pxz w

Content-based systems suffer from shortcom-
ings inthe way they select items for recommenda-
tions. Items are recommended if the user has seen
and liked similar items in the past.

Collaborative-based systems (Terveen et al.,
1997; Breese et al., 1998; Knostan et al., 1997;
Balabanovic & Shoham, 1997) were proposed
as an alternative to the content-based methods.
The basic idea is to move beyond the experience
of an individual user profile and instead draw on
the experiences of a population or community of
users. Collaborative-based systems (Herlocker
et al., 1999; Knostan et al., 1997; Terveen et al.,
1997; Kautzetal., 1997; Resnick & Varian, 1997)
are built on the assumption that a good way to
find interesting content is to find other people
who have similar tastes, and recommend the items
that those users like. Typically, each target user is
associated with a set of nearest neighbour users
by comparing the profile information provided by
the target user to the profiles of other users. These
users then act as recommendation partners for the
target user, and items that occur in their profiles

can be recommended to the target user. In this
way, items are recommended on the basis of user
similarity ratherthan itemsimilarity. Collaborative
recommender systems have several shortcomings
one of which is that the users will only be rec-
ommended new items only if their ratings agree
with other people within the community. Also, if
a new item has not been rated by anyone in the
community if will not get recommended.

To overcome, the problems posed by pure
content and collaborative based recommender
systems, hybrid recommender systems have
been proposed. Hybrid systems combine two or
more recommendation techniques to overcome
the shortcomings of each individual technique
(Balabanovic, 1998; Balabanovic & Shoham,
1997; Burke, 2002; Claypool et al., 1999).
These systems generally, use the content-based
component to overcome the new item start up
problem, if a new item is present then it can still
be recommended regardless if it was seen and
rated. The collaboration component overcomes
the problem of over specialization as is the case
with pure content based systems.

Adaptive Hypermedia Systems

Adaptive Hypermedia Systems (AHS) have been
popularised since the early 90’s. Since that time
they have been extensively employed on a varied
range of applications including e-commerce, and
educational systems. According to Brusilovsky’s
(Brusilovsky, 1996) definition of adaptive hyper-
media systems three criteria needs to be satisfied:
the system should be based on hypertext or hy-
permedia technologies; a user model should be
applied; the system should be able to adapt the
hypermedia by using the user model. Brusilovsky
(Brusilovsky, 2001) presents acomprehensive re-
view of existing adaptive hypermedia systems.
Brusilovsky (Brusilovsky, 2001) distinguishes
between two different types of AHS depending on
their adaptation methods. These adaptation tech-
niques are based on content-level and link-level.
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The groups of systems which use these types of
techniques are known as adaptive presentation
systems and adaptive navigation supportsystems
respectively. Techniqueswhich provide adaptation
based on the content can be adapted to various
details, difficulty, and media usage to satisfy us-
ers with different needs, background knowledge,
interaction style and cognitive characteristics.
Techniques which provide adaptation based on
links provide direct guidance, adaptive hiding or
re-ordering of links, link annotation, map adapta-
tion, link disabling and link removal (Kinshuk &
Lin, 2003). The introduction of hypermedia and
the Web has had a great impact on adaptive web
systems but there are some limitations of AHS.
De Bra (De Bra, 2000) states, that if prerequisite
relationships are omitted or are just wrong, the
user may be directed to pages that cannot be
understood because the lack of necessary prior
knowledge in the domain. Other issues include
users interacting with a different interface due to
the adaptation of the user model which may lead
to confusion.

Data Mining for Mass Customisation

The importance of data mining approaches for
mass customization has been recognised in recent
years. Data mining techniques can be used for
predicting the customers purchasing behaviour,
preferences and needs. These patterns can be
useful in analysing the varying customers which
may fall into different purchasing groups, this
information can be utilised in the designing
and manufacturing products for specific group
of customers. Utilising data mining algorithms
in this manner makes it possible for vendors to
practice more individualised marketing. In this
section we present the data mining approaches
which may be used to determine customer needs
for one-to-one marketing.
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Fuzzy Systems

Anumber of fuzzy classification (Meirer & Werro,
2007) approaches have been proposed in the
marketing literature. Hruschka (Hruschka, 1986)
proposed asegmentation of customers using fuzzy
clustering methods.

Fuzzy systems deal with representation of
classes whose boundaries are not well defined.
Thekey ideaistoassociate amembership function
with the elements of a class. The function takes
values in the interval [0, 1] with O corresponding
to no membership and 1 corresponding to full
membership. Membership values between 0 and
1 indicate marginal elements in the class.

Fuzzy systems have been very popular in the
analysis of consumer habits in the marketing
literature. Hsu’s Fuzzy Grouping Positioning
Model (Hsu, 2000) allows an understanding of
the relationship between consumer consumption
patterns, and the company’s competitive situation
and strategic positioning. The modelling of fuzzy
data in qualitative marketing research was also
described by Varki (Varki et al 2000). Finally, a
fuzzy Classification Query Language (fCQL) for
customer relationship management was proposed
by Meieretal. (Meieretal. 2005). Most of the cited
research literature applies fuzzy control to clas-
sical marketing issues. Up to now, fuzziness has
not yet been adapted for e-business, e-commerce,
and/or e-government. In (Meirer & Werro, 2007)
the power of a fuzzy classification model is used
for an electronic shop. On-line customers will no
longer be assigned to classical customer segments
but to fuzzy classes. This leads to differentiated
on-line marketing concepts and helps to improve
the customer equity of on-line shop users. A
prototype system has been implemented on the
Internet that demonstrates the proposed fuzzy
mass customization concept. Through examples
of wine glass and furniture design, it can be seen
that the proposed system is effective for prod-
ucts of simple shape or when only a few critical
parameters of a complex product are frequently
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customized. In (Chen et al, 2001) a new design
approach, namely fuzzy mass customization,
which allows most household consumers, who
are not familiar with both mechanical design and
sophisticated CAD software, to customize some
parameters of a product using preferred linguistic
information such as small, normal, big, very big,
andsoon.Afamily of products is represented using
a set of parameters that is divided into two types:
user-defined parameters and deduced parameters.
All parameters are defined as fuzzy variables.
The user-defined parameters are input by a user.
The deduced parameters are determined by the
user-defined parameters using fuzzy reasoning.
A prototype system (Chen et al, 2001) is imple-
mented onaweb client/serverarchitecture, namely
CyberFGC, which consists of a fuzzy geometric
customization (FGC) program, Virtual Reality
Modelling Language (VRML), and common
gateway interface (CGI) programs. Inthis system,
household consumers can customize products
using their preferred linguistic description such
as big, small, normal, etc., over the World Wide
Web. Here a fuzzy model is proposed for the
classification of on-line customers. With fuzzy
classification, an on-line customer can be treated
asamember of anumber of different classes at the
sametime. Based onthese membership functions,
the on-line shop owner can devise appropriate
marketing programs for acquisition, retention,
and add-on selling.

Clustering Algorithms

Clustering algorithms are important for deter-
mining patterns within consumer purchasing
habits. They can be used to cluster consumers
into groups based on their purchasing behaviour.
In e-commerce clustering techniques are used
to analyse shopping basket history, click stream
dataetc. They function by clustering the instances
together based on their similarity. The clustering
algorithms can be divided into hierarchical and
non hierarchical methods. Hierarchical methods

construct a tree where each node represents a
subset of the input items, where the root of the tree
represents all the items in the item set. Hierarchi-
cal methods can be divided into the divisive and
agglomerative methods. Divisive methods begin
with the entire set of items and partition the set
until only anindividual item remains. Agglomera-
tive methods work in the opposite way, beginning
with individual items, each item is represented as
a cluster and merging these clusters until a single
cluster remains. At the first step of hierarchical
agglomerative clustering (HAC) algorithm, when
each instance represents its own cluster, the simi-
larities between each cluster are simply defined
by the chosen similarity method rule to determine
the similarity of these new clusters to each other.
There are various rules which can be applied
depending on the data; some of the measures are
described below:

Single-Link: In this method the similarity of
two clusters is determined by the similarity of the
two closest (mostsimilar) instances in the different
clusters. So for each pair of clusters S, and SJ.,

sim(S,5 ) = max{cos(di,dj)‘di €S5.d €S}

Complete-Link: Inthismethod the similarity of
two clusters is determined by the similarity of the
two least similar instances of both clusters. This
approach can be performed well in cases where
the data forms the natural distinct categories,
since ittends to produce tight (cohesive) spherical
clusters. This is calculated as:

sim(S,S;) = min{cos(d,,d,)}

Average-Link or Group Average: In this
method, the similarity between two clusters is
calculated asthe average distance betweenall pairs
of objects in both clusters, i.e. it’s an intermediate
solution between complete link and single-link.
This is unweighted, or weighted by the size of the
clusters. The weighted form is calculated as:
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where n; and n, refer to the size of S and S, re-
spectively.

Rule Learning Algorithms

These are algorithms that learn association rules
or other attribute based rules. The algorithms are
generally based onagreedy search of the attribute-
value tests that can be added to the rule preserv-
ing its consistency with the training instances.
Apriori algorithm is a simple algorithm which
learns association rules between objects. Apriori
is designed to operate on databases containing
transactions (for example, the collections of items
boughtby customers). Asiscommon inassociation
rule mining, given a set of item sets (for instance,
sets of retail transactions each listing individual
items purchased), the algorithm attempts to find
subsets which are common to at least a minimum
number S_(the cut-off, or confidence threshold) of
the item sets. Apriori uses a bottom up approach,
where frequent subsets are extended one item at
a time (a step known as candidate generation,
and groups of candidates are tested against the
data. The algorithm terminates when no further
successful extensions are found.

Ubiquitous (Pervasive) Computing:
Context-Aware Systems

The notion of a ubiquitous network society where
computing devices provide users with assistance
in all areas of their everyday lives will continue
to be acommon theme amongst the popular tech-
nologies in future trends and will find their way to
assist the user’s in their everyday tasks (Baldauf
& Dustdar, 2004).

The term pervasive computing was first intro-
ducedin1991 by Weiser (Weiser, 1991). Pervasive
computing is the integration of technological de-
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vices into the user’s everyday environment, such
that the user is not aware of their existence and the
user isable to function inthe environment without
any interference into the user’s everyday situation.
An area of pervasive computing which has been
popularised over the recent years is the so called
context-aware systems. Context-sensitive systems
are able to adapt to the environment without user
intervention thus aiming to improve usability and
effectiveness by taking environment factors into
account (Baldauf & Dustdar, 2004)

There have been several different attempts at
the definition and use of context aware systems.
Shildt and Theimer (Shildt & Theimer, 1994)
define context as location, identities of people in
the vicinity, and objects within the environment.
Ryan et al (Ryan et al. 1997) referred to context
as the user’s location, environment, identity and
time. (Dey, 1998) defines context as the user’s
emotional state, focus of attention, location,
orientation, date and time. Hull et al (Hull et
al 1997) describe context as the aspects of the
current situation. Brown (Brown, 1996) defines
context to be the current elements of the user’s
environment. But the one definition which has
been used repeatedly is that of (Dey and Abowed,
2000b) “They define context as any information
that can be used to characterise the situation of
entities (i.e whether a person, place or object) that
are considered relevant to the interaction between
the user and the application including the user and
the application themselves.”

The context information is retrieved in a vari-
ety of ways including embedding sensors into the
environment, using network information, device
status and using user profiles. The history of
context aware systems started when Want (Want
et al 1992) introduced the active badge location
system in 1991. The active badge signal emitters
were embedded in communal areas such as main
corridors, staff rooms in office buildings. The
badges, which emit infrared signals, were worn
by members of staff. The active badge location
systemwas used to emulate a telephone reception-
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ist. People were located depending on where they
were in the building and their calls were routed
to the nearest phone. Although an interesting idea
this concept was not considered to be favour-
able amongst the staff members, since some of
their meetings had different priority levels and
preferred not to be disturbed. Some years later
the importance of such location aware devices
became popular with popularity of small hand
held devices such as PDA’s. Asimilar technology
is the one introduced in (Harter et al 1999), here
an infrastructure to determine the movement of
people in buildings is presented. Bats and sensor
stations emit and transmit signals to detect the
location of people. A fine grained sensor system
which provides up to date location information
offers a finer granularity than the Active badge
system and also enables more context informa-
tion to the application. Also, a spatial monitoring
service whichenables event based location-aware
application.

Personalised Context Aware
Systems and Applications

One of the future deployments of context-aware
systemsandapplication isto successfully integrate
context information with the user model in order
to have personalised context aware systems. Such
systems will present more usable information
systems. For instance the system can present to
the user favourite theatre shows depending on
their location.

User modelling has an important role in ubig-
uitous computing. It is essential for the person-
alization of user environments and it will be the
repository of information that might be collected
about a user from ubiquitous sensors. As ubiqui-
tous computing is quickly becoming increasingly
important, it is timely to explore the nature of
the user model representations for ubiquitous
personalisation (Kay et al 2003). Kay et al (Kay
et al 2003) present a distributed architecture for
ubiquitous computing applications for distributed

personalisation. Eachapplication whichthe device
interacts with has its own partial model of the
user’s model (see Figure 1)

There is a great demand to combine context-
aware computing with personalization services.
Combination of these two areas can improve
interaction and usability of the system. Dey and
Abowed (Dey & Abowed, 2000b) distinguish
between systems which use context and systems
which adapt to context. This distinction is impor-
tant if they are to be fully integrated into applica-
tions. In Zakarias (Zakariasetal. 2001) adaptation
of context refersto: awareness of the environment
where the user interacts (location, time, whether
condition, noise, companions, description of the
surrounding area); awareness of the system to
a particular device in use and proper response/
communication; awareness and reconciliation
of bandwidths of the station of wireless commu-
nication (Chervest, 1998) of switching between
network providers.

Personalization and integration of user models
into context-aware systems is a relatively new
area. These two approaches are very close to each
other since they both aim to provide the user with
assistance and to improve the ease of usability.
The integration of the two research areas is still
relatively new with very little research being
done. Byun and Ceverst (Byun & Ceverst, 2001)
highlight the notion of integrating context aware
systems and user modelling and present a system
which is able to act as a context aware personal
activity planner which is able to assist the user
as they are walking. eg return library book if due
date etc. Byun and Ceverst (Byun & Ceverst,
2001) present a comparison of context models
and user modelling. Further they state that user
models should be integrated into the application
since the context module in some context aware
systems shield the details of context acquisition
from the user and is built into the application.
Further generic user models can be used to be
integrated into the applications. They state that
the representation of the user model can be both
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Figure 1. The Architecture for distributed personalization U, single user model for each person, A are
the different applications, I, are the local inference sources, s represent the sensor data coming in and
u, are the partial user models owned by the different applications (Kay 2000b).
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a data model or a behaviour model or a combina-
tion of both. The contextual information is used
as soon as it is captured where as with the user
model there is some initialisation period before
the user model is ready to be used.

Zakarias (Zakarias et al. 2001) present the
PALIO (Personalised access to local information
services for tourists) framework which combines
contextual information with a user model to
provide a personalised service. This framework
provides a location aware information system
delivering fully adaptive information to a wide
range of devices, including mobile devices. It
presents a provision of services integrated in
open source personalised information from local
databases. PALIO framework is adaptable to user
preferences in different contexts. Pignotti and
Edwards (Pignotti & Edwards, 2004) present a
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recommender system (RECO) which takes into
consideration context with the recommendation
system. A recommendation is given depending
on the user’s location. If the user is at a cinema
watching their favourite film then the nearest
restaurant of their best food preference is given
as the recommendation of the restaurant. Moon
et al [Moon et al, 2007] present the CAMUS
system which has a middleware context-aware
infrastructure. In this system sensors are embed-
ded into the house environment. The system is
also integrated with a recommendation engine,
which uses feature vectors for modelling the
user’s interests. The system is operational in the
TV domain. The sensors around the house are
able to track the rooms which the user is in and
turnonthe TV and present the user with programs
which they would be interested in watching. The
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system is also integrated with voice recognition
software for controlling the system. The system
also uses software agent technology.

Context-Aware Architectures

It is desirable for mobile devices to react effec-
tively to the environment which it is present in.
Thisinvolvestaking into consideration the devices
time, location etc. The challenging aspects of these
technologies are rapid change and adaptation of
the device when the person is on the move and the
space limitation of the hand held device (Baldauf
& Dustdar, 2004).

One of the important issues with context
aware systems is the architecture of the system.
Generally, the design of the architecture depends
on the availability of sensors and the availability
and acquisition of the context-aware data. Chen
etal present three different ways in which context
aware data can be collected:

Context-aware systems can be implemented
in many ways. The approach depends on special
requirements and conditions such as the loca-
tion of sensors (local or remote), the amount of
possible users (one user or many), the available
resources of the used devices (high-end-PCs or
small mobile devices) or the facility of a further
extension of the system. Furthermore, the method
of context-data acquisition is very important
when designing context-aware systems because it
predefines the architectural style of the system at
least to some extent. Chen (2004) presents three
differentapproaches onhowtoacquire contextual
information: Direct sensor access - Sensors are
built into the device. These systems do not have
an additional component for collecting the sensor
data. The application program directly collects
the sensor data from the sensors. In (Baldauf &
Dustdar, 2004) the authors comment that it is not
suited for distributed systems due to its direct ac-
cess nature which lacks a component capable of
managing multiple concurrent sensor accesses.

Middleware infrastructure - This approach in-
troduces a layered architecture to context-aware
systems and hides the low-level sensing details.
Context server - The next logical step is to permit
multiple clients access to remote data sources.
This distributed approach extends the middle-
ware based architecture by introducing an access
managing remote component. Gathering sensor
data is moved to this so-called context server to
facilitate concurrent multiple access. Besides the
reuse of sensors, the usage of a context server
has the advantage of relieving clients of resource
intensive operations. As probably the majority of
end devices used in context-aware systems are
mobile gadgets with limitations in computation
power, disk space etc., this is an important aspect.
In return one has to consider about appropriate
protocols, network performance, quality of service
parameters etc., when designing a context-aware
system based on client-server architecture.
Sensors can be classified in three groups (In-
dulska & Sutton, 2003): Physical sensors - The
most frequently used type of sensors are physical
sensors. Many hardware sensors are available
nowadays which are capable of capturing almost
any physical data. Table 1 shows some examples
of physical sensors (Schmidt a&van Laerhoven,
2001). Virtual sensors - Virtual sensors source
context data from software applications or ser-
vices. For example, it is possible to determine an
employee’s location not only by using tracking
systems (physical sensors) but also by a virtual
sensor, e.g., by browsing an electronic calendar,
a travel-booking system, emails etc., for location
information. Other context attributes that can be
sensed by virtual sensors include, e.g., the user’s
activity by checking for mouse-movement and
keyboard input. Logical sensors- These sensors
make use of a couple of information sources,
and combine physical and virtual sensors with
additional information from databases or various
other sources in order to solve higher tasks. For
example, a logical sensor can be constructed to
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detectanemployee’s current position by analysing
logins at desktop PCs and a database mapping of
devices to location information.

Context-Aware Applications

Popular context-aware systems include the stick-e-
notesand post-itapplications. Stick-e-notesenable
the user to leave virtual notes around buildings,
on objects etc. The stick-e-notes can then be ac-
cessed by other people in the environment. Some
examples of stick-e-notes are GeoNotes, Active-
Campus, CoolTown, InfoRadar, Place-Its, Mobile
Bristol, or Semapedia. The post-it metaphor was
first proposed by stick-e-notes project, which
defined the infrastructure enabling the edition,
discovery and navigation of virtual context-aware
post-it notes. Everything (a location, am object or
even a person) can be augmented with an XML
document (stick-e-notes) which can later be dis-
covered and matched, taking into consideration
the contextual attributes associated to atag. Akey
aspect on a mobile mass annotation systems as
these is to address the tradeoff between creating
an open and social information space while still
enabling to navigate and find relevant information
andservices inthe that space. The more contextual
information used in the content matching process
the better filtering results are obtained.

The Sentient Graffiti infrastructure presented
in (Lopez de Ipifia et al. 2007) also builds on the
post-it metaphor but also combines in the Web 2.0
technology. Users tag their graffiti notes which
they place in locations in order to make the graffiti
notessearchable. To dothisthey include keywords
with the graffities so other users can also search
and locate certain locations which have attached
graffites. The graffiti notesare tagged using XML.
The graffiti notes can also bookmarked for easy
access. The system also includes garbage col-
lection where old graffiti notes are removed or
archived. It associates graffities to objects tagged
byadiverserange oftechnologies, TRIPPrincodes
(enabling interaction by pointing) or RFID tag
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(enabling interaction by touching, perceiving
location (GPS) and to Bluetooth coverage areas
(proximity attributes) .

Deyand Abowd (Dey & Abowd, 2000) present
context-based remindersapplication. Users define
reminders and place a situation criteria where the
reminder is triggered when the criteria conditions
are met. The reminder is then delivered to the
recipient at the time and location and the device
which the user is using. This system works on
the ContextToolkit infrastructure. There is not
enoughresearchinthisarea. Other systemswhich
use time aware reminders is Lifestreams, this is
a system which organising documents that is in-
tended to replace conventional files and directory
structures. Lifsetreams organises files temporally
based on when they were created modified or
received. The beginning of the stream contains
the file which was created first and the end of the
stream contains the file which was created last.
ComMotion project uses both location and time
information to deliver relevant messages. When
areminder is created a location is associated with
it. Then when the intended recipient arrives at
that location the intended reminder is delivered.
Poem is a wearable computer-based system that
supports profile-based cooperation. Wearers can
writes simple rules that indicate their interest in
other people. When another wearer has a profile
similar to the wearer that person isalerted. Memo-
ryGlasses is a wearable context aware reminder
system. It uses time and location as a reminder.
It focuses on user body-worn sensors (a camera
and microphone) to determine what activity the
wearer isengaged in, including walking downstairs
or taking part in a conversation.

Other context-aware applications include
collaborative context aware systems [Salkham et
al 2006]. In (Salkham et al 2006) collaborative
context aware systems are defined as “a system
that comprisesagroup of entities, capable of sens-
ing, inferring, and actuating to communicate in
order to achieve a common goal”. Collaboration
among context-aware entities may not only be
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based on communicating contextual information
but also sensed and fused data in addition to next
actions to perform. (Salkham et al 2006) pres-
ent a comprehensive overview of collaborative
context-aware systems.

The WWW infrastructure and information
retrieval techniques were the motivation for the
development of the context-aware architecture
presented in (Liu & Connnelly, 2006). The chal-
lenges that need to be addressed are: scalability
- the infrastructure should support a large volume
of context sources, where both the context source
and the people are supported in a distributed
environment; fault tolerance- the infrastructure
should be tolerant to faults in the network; hetero-
geneity- the infrastructure must be able to handle
heterogeneous context sources provided by dif-
ferent organizations and individual users. Quality
and evenavailability of individual context sources
cannot be guaranteed; dynamicity- context service
may join and leave the system at any time. When
a known context service is gone, user agents need
to find alternative services, so as to accomplish
their tasks. Automated discover. Context aware
applicationsshould be able to discoverand process
context sources without human intervention.

Ohetal (Ohetal 2007) present a context inte-
grator architecture. Context fusion and reasoning
isthe central functionality provided by this system.
In this work the so called 5W1H architecture is
presented to express the contextual information
in components with regard to Who, What, Where,
When and Why. A user centric view of context is
used which is required for the anticipated system.
The architecture is as follows. The context object
analyser collects the contexts periodically from
various kinds of sensors which are placed in the
same active area. The contextrepository storesand
manages the history of the integrated contexts.

CONCLUSION AND FUTURE WORK

In this chapter we presented the techniques for
adaptation which can be used to provide a means
for providing innovative architectures and appli-
cations for mass customization. We presented a
survey of adaptation techniques which have been
successfully deployed in web based applications
such as e-commerce. A way forward in this area
of research is the integration of the user model-
ling and personalization techniques which have
successfully been deployed in web-based systems
with ubiquitous computing systems, in particular
context-sensitive techniques. Successful integra-
tion of these techniques can bring about novel and
innovative architectures to be deployed in mass
customization.
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ABSTRACT

Personalized services and products are only successful when the usage context is taken into consider-
ation. For interactive TV services, where usage is typically taking place in a living room, the question
on how to develop an interaction technique to enable personalization is central. Based on an extensive
literature review a set of requirements for personalized iTV services was developed. Following these
requirements, a case study from interactive TV, called vocomedia, shows the development of an interac-
tion concept for interactive TV supporting personalization by using a fingerprint recognition.

INTRODUCTION

Interactive TV (iTV) is currently one of the fastest
changing media in terms of personalization. In the
last 40 years TV was seen as a medium typically
addressing the masses. But this mass medium is
changing. New (digital) TV offers start to change
the media landscape enabling users to experience
new forms of interactivity in front of the TV. The

DOI: 10.4018/978-1-60566-260-2.ch009

traditional viewing behavior is starting to change:
watching TV is no longer a passive activity, but TV
becomesanactive medium, offering consumers new
ways of interacting with the content by enabling
more interactivity (Eronen, 2003). Interactive TV
therefore provides people with a bundle of new ser-
vices that can be personalized for the household.
Interactivity allows users to actively engage
in front of the TV by selecting information from
teletext style services, by enjoying enhanced TV
shows or by engaging in live interactive TV games.
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Interactivity in iTV can simply be defined as
anything that takes the user beyond the passive
experience of watching and that lets the user make
choices and take actions (Gawlinski, 2003). The
level of interactivity iniTV applicationsis limited
by the potential of the technology used, but it is
not determined by it. It is the user who makes a
program interactive, given that the technology
allows an interactive use. The user decides how
much interactivity she wishes to employ in a
specific situation (Vorderer, 2000).

Previous research in Human-Computer In-
teraction (HCI) on interactive TV was mainly
focused on the design of the electronic program
guide (EPG), and rarely considered the enhance-
ment of the TV content. In particular, previous
research approached iTV from a technological
perspective, and did not consider the iTV user
as a TV viewer (Chorianopoulos and Spinellis,
2003). In addition to that research on iTV cannot
be addressed without a clear understanding of the
context of use (Hughes, 2000). It has to look at the
background issues such as how the home differs
from other environments, what motivates people
to use domestic technologies, and how patterns
of use differ between users. The home exposes us
to the demands of new user groups, including the
elderly, which has to be considered in the design
(Crabtree, 2004).”

With the introduction of the return-channel
households canuse “real” interactive TV, including
the ability to identify usage on household level.
The identification on a household level offers the
ability to personalize TV content, information and
to even tailor advertisements to the members of
the household. Buthow canwe address individual
users in front of the TV? How can we enable us-
ers to personalize their iTV services to the same
extend as they experience personalization in
internet-based services?

The goal of this chapter is to develop an in-
teraction technique that supports all the typical
requirements for personalization in the context of
interactive TV. Goal is to show, how personaliza-
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tion of services is affected by going beyond the
typical PC-based/Internet usage context towards
another usage context, like the home.

The next section is going to present an over-
view on related work in the area of interactive
TV and presents (based on a literature review)
all requirements for personalized interactive TV.
The case study called vocomedia shows how the
selected interaction technique is offering solutions
for all the requirements for the personalization
of interactive TV. Finally we present our lessons
learned and some conclusion on how this inter-
action technique might be used in other products
and services.

Personalization in the
Area of Interactive TV

Personalization of services depends on context.
Contextcan be broadly referred toas “information
about who is involved in the interaction and what
they are trying to accomplish” (Karat, Karat, Bro-
edie, 2003, p. 7). When applying personalization
for productsand servicesrelated to interactive TV,
the usage context is different from web-applica-
tions. People watch TV typically in their living
rooms, but also in the kitchen or sleeping room.
Interactive TV can be used in groups and alone.
Interactive TV services are influenced from the
general TV watching behaviour that include TV
usage to get informed, distracted or entertained.
Customers of iTV thus are not trying to fulfill
the typical need when using e-customer services
on the web, but expect to be entertained by the
service. Thus mechanisms from personalizing
web-applications might not be applicable in the
iTV context.

Related Work

TV viewers today have to face an enormous
amount of information. The simple action of se-
lecting a TV channel is becoming difficult when
users have to choose from a set of 500+ channels.
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If you do some channel surfing or channel hop-
ping, the selection of a TV channel might take
quite a long time when 500+ TV channels are
provided. Assuming you will take 10 seconds to
change from one program to the other it will take
83 minutes to select your program (Ehrmantraut
etal., 1996, p. 243). Relying on a printed program
guide might be even more time consuming as you
will have a (presumably very expensive) book of
several hundred pagesin front of you (10 channels
per double page, makes 350 pages for a weeks
program). The introduction of personal electronic
programguides (EPG) should help overcome these
usage problems. Personal EPGs can display all
the information of all channels, by reducing the
amount of displayed information through per-
sonalization, based on the users’ preferences. But
in general, personalized TV today is most often
understood as simply using pieces of hardware
enabling time-shift of TV (Jensen, 2003).

We use the term personalization to describe
the objective of delivery of personalized infor-
mation, meaning to deliver information that is
relevant to an individual or a group of individu-
als, where the content is in the format and layout
and in time intervals specified by the individual
or group of users.

Looking at the personalization of TV, various
systemsand possible concepts have been proposed
to personalize electronic programming guides
(EPGs), TV programs and even broadcast news
(Ardisonno, 2004). Personalization of TV primar-
ily focused on supporting households, with some
exceptions taking also into account the possible
group of usersinfrontofthe TV (Ardisonno, 2004).
From the technological perspective Bjérkman et
al. (2006) presented a design and middleware
implementation of a personalized home media
center. They used a detailed model within the
system to be able to personalize content, and
customize user interface and settings for various
user needs. Among others Blanco-Fernandez
et al. (2006) use ontologies to make the system
flexible for personalization needs. The technical

infrastructure for the personalization of media
entertainment centers is thus “ready for use”.

Requirements for Personalization

Giventhe heterogeneity of TV users, personalized
TV services and products must provide solutions
for the following fundamental challenges (Ardis-
sono, 2004): viewer modeling, viewer identifica-
tion, program processing, program representation
and reasoning, presentation generation and tailor-
ing, interaction managementand evaluation. These
fundamental challenges are discussed froman HCI
perspective, defining a set of requirements for a
user-friendly interaction technique supporting
personalization.

Viewer Modeling

The viewer modeling describes the modeling of
the user (user profile) to represent her preferences,
needs and habits. Viewer modeling thus includes
models of both individual viewers and groups
of viewers (Ardissono, 2004). Today viewer
modeling is realized with various technical solu-
tions, but can be classified from a user-oriented
perspective in automatically and user generated
profiles, sometimes called implicit and explicit
rating (Nichols, 1997).

First, profiles can be generated automatically,
based on the viewing habits of a household. Con-
tent then is selected and presented based on the
automatically generated profile. The TIVO system
uses this kind of technique to select content that
mightbe interesting for the household members by
recording the relevant content automatically (Ali,
2004). When user preferences are generated auto-
matically we are facing the following problems: the
system needs sometimeto learn the user habitsand
preferences, it thus can not be used immediately
after installation in the household but needs two
to three weeks to learn the profile. If the system
starts to recommend content, not reasonable for
the profile, the user can not actively change the
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profile to correct the “wrong” recommendations.
Automatic personalization might provide the user
with a wrong selection of content, so users might
not want to use the system anymore. In the worst
case, the automatic personalization might hinder
the user to access some content not displayed
due to the personalization, as users might not
notice that their content was filtered based on an
profile, not reflecting their needs appropriately
(Zaslow, 2002).

The second way of generating user profiles
actively involvesthe user inthe profile generation.
Users can choose their preferences, by making the
user profile editable or customizable providing a
user interface onthe TV screen. Anactive involve-
ment of the user can help to correct profiles and
can help to make personalization of the content
more accurate. But on the downside there are
several reasons why users are not willing to fill
out user profiles: the amount of work to fill in the
profile (maybe repeatedly), security and privacy
issues like fearing that the profile might be ac-
cessible beyond the home, and experiences with
recommendations or personalization of content
not matching the user profile.

From a user-oriented perspective an interac-
tion technique should support both approaches,
automatic and user generated profiles. Toenablea
positive user experience itis required to automati-
cally select content and services but still give the
user the possibility to actively change the profiles
if needed. The interaction technique thus should
allow to easily change the profile used.

Viewer Identification

Identification of users in front of the TV is typi-
cally realized using automatic profile generation
of the whole household. Currently there are some
interactive TV systems under development that
enable the identification of the viewer (and view-
ers). Systems available on the market include
identification by asimple key onthe remote control
(NDS, 2005), identification by (security) codes
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(Premiere, 2008) or identification by biometric
measurements (ruwido, 2008).

From a user-oriented perspective individual
viewer identification is becoming a necessary
component of an interactive TV system, to
enable each user of the system to access her
personal information or profiles. Users must be
identified to use their personalized ordering of
TV channels, to enable security for miss-use of
the system (e.g. children buying pay-TV content
without authorization), to enable family friendly
TV selection strategies (child safety, by omitting
special TV channels or shows, limited TV usage
etc.), and to enable social TV services, like the
individual participation in polls, user-generated
content or social communication. Finally viewer
identification helps to increase the user experi-
ence for example by making recommendations
more accurate for each individual user but also
for groups of users.

Program Processing

From the service provider side personalization
of iTV services must be supported by enabling
automatic identification, indexing, segmentation,
summarization and visualization of television
programs. This is especially true for new forms of
interactive TV services, like enhanced TV shows
including personalized advertising.

From the user-oriented view, the program
processing must support the identification of new,
additional information and material related to all
kinds of iTV services. For example, adding of
new TV channels, new video on demand content
or the availability of personalized interactive
advertising must be (visually) represented in the
user interface of the iTV system.

Program Representation and Reasoning

Program representation deals with the ability of
the system to represent the general characteristics
and specific content of programs and shows. It
also allows to connect parts of the programs with
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interactive advertising or to enrich programs with
additional content. Reasoning about similarity or
dissimilarity of programs can be achieved with a
range of techniques. To ensure that the right kind
of people are receiving the right kind of similar
content, content-based filtering or collaborative
filtering are most commonly used. The success of
content-based filtering lies in the ability to recom-
mend new items that still fit the user profile. The
technical solutions for content-based filtering are
difficult to realize, as they rely on the accuracy of
the user profile and the labeling of the content.

From a user-oriented perspective the ability
of social recommendations can help to overcome
the shortcomings of a content-based recom-
mendation system. In general recommendation
systems should take into account the following
aspects during system development (Bernhaupt,
Wilfinger, Weiss, Tscheligi, 2008):

. reflect the social aspect or indicate clearly
from which authority the recommendation
is coming from,

. balance carefully the number of novelties
compared to the number of recommenda-
tions that are within the user profile,

. design the recommendations in a way
to limit the so called “mirror effect”.
Recommendations typically reflect the us-
ers habits and preferences, giving the user
the possibility to reflect on their usage.
The recommendations should allow delet-
ing recommendations or enable to change
settings, so unwanted recommendations or
preferences can be avoided.

. Help users access the (automatically re-
corded) recommendations by guiding them
to novel recommendations

. clearly communicate the intended user
group (or individual user),

* and inform users in time about current
recommendations.

Presentation Generation and Tailoring
Depending on the viewer’s preferences, usage
of TV programs and services, and user identi-
fication, the interactive TV platform or product
must select, organize and customize the related
material. To fit users’ needs it is also necessary
that a customization of the user interface (e.g.
how to display content, what font size, what kind
of feedback, what kind ordering of channels) is
possible. Customization of the interface must
not be confused with the personalization of the
iTV related material. Personalization includes
a selection of material, that is presented based
on the user profiles, while customization allows
the user to change the basic settings of the user
interfaces and iTV services preferably for every
(individual) user of the system.

Interaction Management and Evaluation
The challenge is to design usable interfaces for
interactive TV that fulfill high standards, in terms
of efficiency, effectiveness and user satisfaction,
but also in terms of the entertaining user experi-
ence that an interactive TV services and product
must offer. Usability studies in the area of iTV
have shown various concepts and ideas how to
improve the interaction techniques and user in-
terface design in the living rooms of tomorrow
(Chorianopoulous, Lekakos, Spinellis, 2003;
Lekakosetal.,2001) ranging from PC and desktop
oriented EPG designs (van Barneveld, 2004) to
3D representations on the TV screen (Ardissono,
2004). The current trend in user interface design
forinteractive TV services is “back to simplicity”
(Bernhaupt et al., 2007). Especially the interac-
tion technique (input device and user interface)
has become a focus of attention. Standard remote
controls are having less buttons, with some added
complexity in the user interface. New modalities
are tested to increase the bandwidth of the input
device, like gestures-based approaches (Topolsky,
2007), speech (Harmony, 2008) and rotational
input (ruwido, 2007).
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Figure 1. Vocomedia system including remote control with fingerprint recognition
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We have to take into account that interactive
TV willonly be utilized, when offering the user an
intuitive and easy-to-use interface (van Barneveld
& van Stetten, 2004). The development of any
form of interaction management for interactive
TV must take the needs, wants and wishes of the
users into account. Thus an iterative development
with user-centered evaluations is the only way
to develop this kind of interaction management
(van Barneveld, 2004) to make personalized TV
a success.

CASE STUDY: VOCOMEDIA

The vocomedia case study is part of the iTV4ALL
project on new forms of interaction techniques
in the living room. Goal of the project was to
investigate how an interaction technique should
be set up to enable personalized interactive TV.
Based on a series of ethnographic studies cur-
rent trends in the living room were investigated
(Bernhaupt et al, 2006, Bernhaupt, et al., 2007;
Bernhaupt, Obrist, Weiss, Beck, Tscheligi, 2008;
Obrist, Bernhaupt, Tscheligi, 2007). It was found
that users prefer easy-to-use, safe, bio-metrical
measurements, to unsafe technologies, like codes
or key combinations. Based on these studies a
remote control including fingerprint recognition
was developed (see Figure 1). To show that an
input device including fingerprint recognition
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(and only 6 navigation keys) allows to interact
with all types of interactive TV services, aconcept
prototype called vocomedia was designed. The
following section presents how the input device
combined with the interaction technique fulfills
the requirements of a personalized interactive TV
service (presented in the previous section).

Viewer Identification

Studies on TV usage in households revealed that
TV systems are still used by several people, even
in single households (Bernhaupt et. al, 2007,
Bernhaupt, Obrist, Bernhaupt, Tscheligi, 2008).
Usage by various persons in a household leads to
the need of personalization, especially regarding
default settings or children safety restrictions.

Most systems today use PINs to guarantee that
only the person who knows the PIN is allowed
to use certain functionalities. Unfortunately these
PINsonly provide alimited degree of security and
increase the mental effort for the user when using
such a system. This is caused by people having
difficulties remembering codes and so they either
use easy to remember or guessable numbers, or
they write them down somewhere which lowers
the security or they have to train the PIN hard and
toinvesteffortevery timeitisneeded to remember
the number again.

To overcome these problems and to addition-
ally offer functions that fulfill both the need of
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Figure 2. left: User logging in after pressing the fingerprint and a positive recognition; right: Personal-

ized menu for user called “Ferdinand”.

Ferdinand logged in.

security and personalization, the interaction tech-
nigue uses anadditional key thatallows fingerprint
recognitiononthe remote control. Thishas several
advantages. Firstly the fingerprintisrelatively save
compared to a PIN, secondly the only thing users
have to remember when they identify themselves
via fingerprint is which finger they use to press
the fingerprint scanner. In terms of identification
the fingerprint recognition enables the system to
identify unique users, which can be associated
with the individual user modeling.

At any time users can log in and out of this
system, which isimmediately acknowledged by a
notification as well as a status icon for the logged
in user. The only action required by the user is a
brief press of the fingerprint scanner. If no user is
logged in, the system provides default functionality
of the user with the fewest right (Figure 2: log-in
to the system).

Groups of Users and Viewer Modeling

To make the fingerprint concept work, the users
of the system are divided into three groups:

Administrator: Theadministrator hastheright
to use all functions and to change all settings. The
administrator can add and remove users and give/
take usage rights. The administrator normally is
the head of the family and the household, mother
and/or father.

oo

Channels
[ | e ] o] o]

Timeshifting

Standard User: The Standard User isallowed
to use all functions but cannot change settings
of other users or give/take rights. The typical
standard user is an adult, who is not interested in
configuring the system but wants to use most of
the functions.

Restricted User: The restricted users are only
allowed to use a limited functionality. They are
not allowed to change any settings and filters,
that are described later and that can be applied
by the administrator, who is able to restrict their
usage of the system.

To make usage of the system easier, and to
decrease the visual load of the menu, the system
hides menu items, which are not accessible for
single users (i.e. Channels, Profiles or Filters). This
has the advantage that these users are notdisturbed
and irritated by menu items they cannot use.

The implemented system can be used with
several underlying technical concepts. In the
current prototypical version each user is assigned
to one user group (administrator, standard or
restricted user). The administrator user can add
new users to the system and then develop differ-
ent profiles for each user, like for example a child
is a standard user, but the number of channels
and the daily TV watching time are limited. The
child is allowed to buy some video on demand
content in the children area of the VoD offer, and
it is allowed to spend maximum 2€ per week on
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Figure 3. Filters that can be applied to single users like children by an adult

games. The viewer modeling includes some basic
demographic data of the user, their set preferences
and some filters that can be applied (preferences
for TV areas and channels, restrictions). Viewer
modeling also includes the individually stored
communication features (id, name, buddy-list), a
list of last visited videotext pages, bought video-
on-demand content, uploaded videos, photos and
music. The system is offering also favorites for
each individual user.

Related to the discussion about individual
profiles and groups of users in front of the TV, our
currentresearchinanongoing ethnographic study
shows, that if several users are in front of the TV,
the user having an administrator statusistypically
logged-in the system. The need for a group-log-
in was not expressed explicitly. When a group of
people is watching TV, typically the default TV
profile is used, and the one with administrator
rights is used when buying a movie (controlling
the sensitive areas). The system would allow the
setup of groups of users, by simply adding different
profiles. But a group of users typically argued to
have the standard user as a common group, and
to use the individual profiles for special content
(with information that should not be shared, like
the buddy/friends list on the social communica-
tion channels).

Tailoring

Tailoring the systemto the users, includes selecting
and applying several filter and preferences items,
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so the system can be adjusted to mach each users
needs. Filtersare mostly restrictions for protecting
childrenagainstinappropriate content (see Figure
3). These filter include:

. Channel filters: Single Channels can be
blocked.

. Duration filter: The daily TV usage of the
profile owner can be limited to a certain
amount.

. Age filters: Dependent on the age of the
profile owner and the law situation in the
country where the system is used, TV pro-
gram with a special rating can be blocked.

. Time filters: Time filters allow the limita-
tion of the TV usage to a timeframe.

. Money filters: Limit the maximum
amount of money spent on games or
VideoOnDemand offers.

Program Representation and
Reasoning, Generation

For recommender systems or the possibility to
store personal data like images or music, the sys-
tem requires to the ability to distinguish between
several users due to privacy and personalization
issues. Besides that, modern technology offers
functionality like TV shopping or Video on De-
mand (VoD) that can cause financial damage if
not used properly.

Besides security issues the fingerprint concept
makes several aspects of personalization possible
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Figure 4. Sequence of purchasing a movie; User has to identify with the fingerprint, after positive iden-

tification the movie can be seen.

“The Departed” costs €
2,99. Please confirm your
order.

(see Figure 4: for buying a movie). As living
room entertainment systems are mostly used by
several persons, the system gives these persons
the possibility to configure the system according
to their needs without the problem of changed
settings when another user had used the system
before and changed settings. Relevant features
and functions for the personalization are:

. Channel sequence (Channels in EPG)

. Sound adjustments

. Picture adjustments

. Menu Design and feel (Color, speed of
scrolling, etc.)

»  Private files like photos, videos or music

. Language settings

. Contacts (for video and audio
communications)

. Recommendations

. Favorites

«  social communication: video conferenc-
ing or voice communication via interac-
tive TV, buddy lists, user identification by
video and photo

. direct storage of photos (via USB connec-
tion directly on the set top box)

Movie “The Departed"
purchased. Select Play to
start.

Lessons Learned and
Recommendations

To enable individual users in front of the TV to
benefit from personalized services it is necessary
to develop a new form of interaction technique.
Personalization is typically closely connected to
privacy, security and trust, therefore an interac-
tion technique supporting these aspects might be
beneficial.

What we learned within the iTV4all project is
that the home environment is a usage context that
implies other contextual factors to personalization
than web-application oriented services, or even
mobile services. Any system for personalization
of iTV services must take today’s services and us-
ages into account. New personalized services like
social TV ask for a simple user identification that
is quick, easy-to-use and easy to remember. The
secure identification of users can help solve se-
curity problems that are related to personalization
issues like secure payment or access limitation.

For the development of personalized services
for iTV contextual factors have to be taken into
account. The evaluation of the development with
respect to the contextual factors is a difficult
undertaking. Studies in the lab do not typically
reflect the real usage situation and do not allow
investigation of long term usage. Thus evaluation
has to be adopted to reasonably reflect the usage
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context. The field of mobile HCI has developed
variations of (usability) evaluation methods,
to improve evaluation for mobile interaction.
Evaluation of personalized interactive TV ser-
vices must take into account gained knowledge
from that field, as well as consider the specific
aspects of personalization (Kramer, Noronha and
\ergo, 2000).

SUMMARY AND OUTLOOK

Interactive TV is a rapidly changing media. New
forms of personalized services demand higher at-
tention from the users in front of the TV, as most
of the user interfaces are badly designed and do
not help the majority of userstoreally beneficially
use the available contentand services. Toenhance
the experience in front of the TV we investigated
the requirements of personalized services in the
home and developed an interaction technique to
support personalized services. How fingerprint
recognition helps in a typical interactive TV
offer was demonstrated in a case-study called
vocomedia, presenting solutions for the typical
requirements for personalized TV services. Ad-
ditionally the interaction technique supports key
elements like security and trust, allowing users to
secure their individual content or to limit access
for their children.

For all forms of personalized services in the
home context we can generalized that it is neces-
sary to have a clear understanding of the user, the
usage contextand the technical solutionsavailable
in that area. Viewer identification is frequently
used in new forms of interactive TV offers but
we learned that the identification must be easy
to use, fast and robust (in terms of security). Any
form of automatic processing or content must be
clearly displayed in the user interface, allowing
the user to actively engage in the selection pro-
cess. Selection of the content is still part of the
entertainment experience of the user, and can not
be fully automatic, but well presented automatic
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content selection can be perceived as “taking
care” of the user. Reasoning mechanisms should
allow to include social annotations or social fil-
tering to enhance the user experience, while still
using automatic content-based recommendations
to support user groups that are not interested in
social interaction on iTV. In general the presen-
tation generation, tailoring of content and the
interaction management are the most important
aspects of any form of personalized service. Users
must have an easy-to-user interface, to be able to
relax in front of the TV, still enjoying all the ad-
ditional functionality interactive TV currently is
providing. The system vocomedia shows several
solutions to the named challenges, providing an
easy-to-use interaction with fast and quick user
identification.

Future work should be focusing on the new
services offered by interactive TV: social TV and
communication should be solved, supporting in-
dividual and group usage. As interactive TV is a
rapid changing field, ethnographic studies have to
be conducted, to investigate adoption of interac-
tive TV and help to discover new opportunities
of services that will be really beneficial for all
kinds of users.
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KEY TERMS AND DEFINITIONS

Interactive TV: Interactive TV describes the
ability of a user to interact with the TV set, for
example selecting a video on demand, to interact
with the TV-program (currently only rarely avail-
able) and to interact with TV-program related
content (like advertising).

Context: Context can be broadly defined as
information about who is involved in the interac-
tion and what they are trying to accomplish. The
home context can be divided into physical context,
time context, social context.

Personalization in iTV: Several techniques
allowing to tailor content according to a house-
hold profile.

Interaction Technique: An interaction tech-
nique isthe fusion of inputand output, consisting of
all software and hardware elements, that provides
a way for the user to accomplish a task.
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ABSTRACT

The fulfillment of affective customers needs may award the producer extra premium in gaining a com-
petitive edge. This entails a number of technical challenges to be addressed, such as, the elicitation,
evaluation, and fulfillment of affective needs, as well as the evaluation of capability of producers to
launch the planned products. To tackle these issues, this research proposes an affective human factor
design framework to facilitate decision-making in designing product ecosystems. In particular, ambient
intelligence techniques are applied to elicit affective customer needs. An analytical model is proposed
to support affective design analysis. Utility measure and conjoint analysis are employed to quantify
users’ affective satisfaction, while the producers’ capability to fulfill the respective customer needs is
evaluated using a capacity index. Association rule mining techniques are applied to model the mapping
of affective needs to design elements. Configuration design of product ecosystems is optimized with a
heuristic genetic algorithm. A case study of designing the living room ecosystem is reported with dual
considerations of customers’ satisfaction and producer’s capacities. It is demonstrated that the affec-
tive human factors design framework can effectively manage the elicitation, analysis, and fulfillment of
affective customer needs.

INTRODUCTION more attention in comparison to the functional

needs which focus on the product performance
Among the spectrum of customer needs, affec- and usability factors (Jordan, 2000; Khalid, 2001).
tive needs, which focus on customers’ emotional As an extension of traditional human factors and
response and aspirations, are arousing more and ergonomics, which have concerned with cause and

effectrelations between products and human perfor-
DOI: 10.4018/978-1-60566-260-2.ch010 mance, affective design emphasizes the emotional

Copyright © 2010, IGI Global. Copying or distributing in print or electronic forms without written permission of 1GI Global is prohibited.
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relations between them (Talbot, 2005). Affect is
a basis for the formation of human values and
human judgment. For this reason, it might be
argued that models of product design that do not
consider affect are essentially weakened (Hel-
ander and Tham, 2003). This is especially true
for consumer products, where a broad spectrum
of similar products isavailable, with minor differ-
ences in functionality (Stanton, 1998). Therefore,
it is essential for manufacturers to incorporate
the affective human factors in their product of-
ferings in order to gain competitive advantages.
However, until recently, the affective aspects of
product development have been substantially
absent from formal design theories (Helander
and Tham, 2003).

Affective customer needs basically imply an
issue of addressing the customer perceptions with
context-awareness. In this regard, the environ-
ment or ambience is an important determinant of
customer perceptions. Hence, the performance of
aproductishuman-centred and could only be tack-
led through the study of human-product-ambient
interactions. At the same time, rapid response
to diversified customer needs at affordable cost
presents a constant challenge to manufacturers.
Traditional mass production paradigm is inad-
equate to meet this challenge because the actual
production volume usually cannot defray the
huge investments in product development, equip-
ment, tooling, maintenance and training. Mass
customization lends itself to be a paradigm shift
for manufacturing industries to provide products
that best serve individual customer needs while
maintaining near mass production efficiency
(Tseng and Jiao, 1996). At the front-end, it caters
to the requirements of individual customers or
customer groups by developing product families
that cover a spectrum of product performance re-
quirements. Atthe back-end, production efficiency
is ensured by developing product platforms that
leverage upon commonality, standardization, and
modularity across different products, along with
process platforms that accommodate flexibility

and reusability of the production systems (Meyer
and Lehnerd, 1997).

This research proposes an analytical model
for product design with consideration of fulfill-
ing customer’s affective needs and the mass
customization rationale. The aim is to develop
a decision framework that incorporates various
technologies to fulfil affective customer needs in
product planning and development. In this chap-
ter, Section 2 presents the background research
related to affective design. The major challenges
and key research issues are formulated in Section
3. Insection 4, a decision framework is proposed
to address the major research issues. The imple-
mentation of the framework to facilitate affective
design of the living room is presented in Section
5. The merits and limitations of the research are
discussed in Section 6, and conclusions are drawn
in Section 7.

RELATED WORK

Fromabusiness perspective, productdevelopment
aims at maximizing of the overlap of the produc-
ers’ capabilities with the window of customers’
needs in the marketplace. This can be achieved
either through expanding producers’ capabilities
by developing the company’s portfolio, including
products, services, equipments, and skills that
market demands, or through channelling custom-
ers to the total capacity of the company so that
customers are better served. The former strategy
is largely the research focus of product planning
and platform-based product development, where
strategic development of product and process
platforms gives the producer an advantage of
improved resource utilization (Meyer, 1997;
Sanderson, 1991). The latter strategy advocates
directing market needs to the capacity of a pro-
ducer, where a clear understanding of customer
needs and subsequent fulfilment of the customer
needs with the appropriate design elements sug-
gest themselves to be critical issues.

163



Affective Human Factors Design with Ambient Intelligence for Product Ecosystems

A major difficulty for affective design is the
elicitation of customer needs. In most cases,
it is difficult to capture the affective customer
needs due to their linguistic origins. Therefore,
the elicitation of customer needs emphasizes the
transformation of customer verbatim constructs,
which are often tacit and subjective, into an ex-
plicit and objective statement of customer needs.
Appropriate elicitation techniques that are able
to offer a compromised solution between the
extensiveness of expertise and the genuineness
of the Voice of Customer (MoC) are necessary
for effective acquisition of customer needs (Yan
etal., 2002).

A wide range of research has been geared to-
ward investigating the means by which the needs
of customers can be captured more effectively
(Staufferand Morris, 1992). Customer needs may
originate from diverse customer groups in vari-
ous market segments through different channels,
suchas, interviews, questionnaires, feedback from
sales agents and retailers, customer comments
and complaints, as well as field maintenance
reports. Kano et al. (1984) distinguish between
three types of requirements which affect customer
satisfaction in different ways, including must-be
requirements, one-dimensional requirements,
and attractive requirements. Such a differentia-
tion of customer satisfaction helps the designer
identify the customers’ expected, high-impact,
low-impact or hidden requirements, and thus
guides through their fulfilment process. Other
approaches for customer needs elicitation include
psychology-based approaches (Nagamachi, 1989;
Burchill and Fine, 1997), artificial intelligence-
based approaches (Turksen and Willson, 1992;
Jenkins, 1995; Hauge and Stauffer, 1993), and
knowledge recovery approaches (Tseng and Jiao,
1998; Chenetal., 2002; Du et al., 2003). Despite
these efforts, the consideration of ambience where
the behaviours of customers are contextualized is
generally lacking during the elicitation process.
To achieve reliable and efficient customer needs
elicitation, it is desirable to render the customers
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with the actual product ambience and study their
response in an unobtrusive way.

Mapping the customer needsto design elements
constitutesanother important research topic. Qual-
ity Function Deployment (QFD) has been widely
adopted to translate customer requirements to
technical design requirements (Akao, 1990). Akey
component of QFD is the customer requirement
framework to aid the designer’s view in defining
product specifications (Clausing, 1994). While
QFD excels in converting customer information
to design requirements, it is limited as a means of
discovering the VoC (Hauge and Stauffer 1993).
To empower QFD with market aspects, Fung et
al. (1998) propose to pre-process the customer
needs prior to their being entered as customer
attributes into the House of Quality (HoQ). Fung
et al. (2002) extend the QFD-based customer re-
quirement analysis method to a non-linear fuzzy
inference model. McAdamsetal. (1999) proposea
matrix approach to identify relationships between
customer needs and product functions. Kansei en-
gineering has been well recognized asatechnique
of translating consumers’ psychological feelings
about a product into perceptual design elements
(JSKE, 2003). Nagamachi (1996) proposes Six
technical styles of Kansei engineering methods
with applications to the automobile industry,
cosmetics, house design, and sketch diagnosis.
Nadia (2001) adopts Kansei modeling to reduce
the uncertainty and complexity involved in the
mapping between visual expressions and impres-
sive words used to convey them. Sedgwick et al.
(2003) adopt semantic differential techniques to
inform the customers of the surface’s physical
characteristics for their packaging to enhance
their emotional engagement with the products.
Matsubara and Nagamachi (1997) propose to
develop hybrid expert systems for Kansei design
support.

While the aforementioned methods are useful
from various perspectives, a designer must be
aware that prospective customers may respond
in a survey what they like to buy, but regret and
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decline the purchase at the time of the sale. There
is a long mental step between intention and be-
haviour (Fishbein and Ajzen, 1972). Hence, the
information on customer needs may be sketchy,
and designers may proceed by ignoring customer
needs and estimate functional requirements as
much as they can. The mapping from the affective
customer domain to the design domain will have
to be inferred based on incomplete information.

Fulfilment of affective customer needs is
mainly concerned with product portfolio plan-
ning considering both producer’s capacity and
the customer-perceived value. An optimal product
portfolio has to account for both the consumer
surplus (i.e., the amount that customers benefit by
being able to purchase a product for a price that is
less than that they would be willing to pay) and the
producer surplus (i.e., the amount that producers
benefit by selling at a market price that is higher
than that they would be willing to sell for) (Jiao
and Zhang, 2005b).

Product portfolio planning has been tradition-
ally dealt with in the management and marketing
fields focusing on portfolio optimization based
on customer preferences. The objective is to
maximize profit, share of choices, or sales (Urban
and Hauser, 1993). Typically, customer prefer-
ence has been investigated using market analysis
techniques, such as, conjoint analysis (Green and
DeSarbo, 1978; Tseng and Du, 1998), discrete
choice experiments (Green and DeSarbo, 1978),
fuzzy systems (Turksen and Willson, 1992), etc.
However, the effectiveness of these methods in af-
fectevaluationis limited because the interpretation
of the customer needs and derivation of quantita-
tive customer satisfaction is always absent.

On the other hand, cost commitment at the
production stage constitutes the major concern of
the producer surplus. Estimation of an absolute
figure of production costs is deemed to be very
difficult, if not impossible (Dobson and Kalish,
1993; Jiao and Tseng, 1999). Accordingly, a gen-
eral consensus is that design and manufacturing
admit resources (and thus the related costs) to be

shared among multiple products in a reconfigu-
rable fashion, as well as per-product fixed costs
(Moore et al., 1999). As a matter of fact, of criti-
cal importance is to justify the optimal product
offerings in terms of their relative magnitudes of
the deviations from existing product and process
platforms due to design changesand process varia-
tions in relation to the product variety. Towards
this end, various indices have been introduced
to measure or indicate the cost effects. Collier
(1981) proposes the Degree of Commaonality Index
(DCI) as a metrics of commonality underlying a
productarchitecture based on the company’s Bill-
of-Materials (BOM). Wacker and Treleven (1986)
extend the DCI and develop the Total Constant
Commonality Index (TCCI) which distinguishes
commonalities within a product from those
between products. Furthermore, Treleven and
Wacker (1987) explore the process commonality
based on set-up time, flexibility in sequencing,
and flexibility in expediting decisions. Jiao and
Tseng (2000) develop the commonality index
which incorporates component commonality and
process commonality into a unified formulation.
Kota et al. (2000) establish a product line com-
monality index to assess the commonality levels of
a product family based on various manufacturing
factors, such as, size, shape, material, processes,
assembly, etc. Siddique (2000) proposes two
measures, namely, component commonality and
connection commonality and applied them to
modularity analysis of automobile under bodies.
Jiao and Tseng (2004) propose to model the cost
consequences of providing variety by varying the
impacts on process capabilities. The process capa-
bility index has been extended to be an instrument
for handling the sunk costs that are related to the
product families and shared resources.

PROBLEM FORMULATION

Affective customer needs involve not only the
customers’ interactions with the product, but
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Figure 1. Affective needs and product ecosystem
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also with the environment where the product is
operating, referred to as the ambience. The con-
sideration of human-product-ambience interac-
tions is consistent with the wisdom of ‘product
ecosystems’, which essentially entail ascenario of
affective design of the entire system with customer
perception and experience in the loop, as shown
in Figure 1. The affective feelings of the customer
(customer A) are formed along two perspectives:
(1) perception, which is a static, temporary feel-
ing that the customer has when interacting with
products or other customers (e.g., customer B and
C); and (2) experience, which involvesthe process
of product usage or customer activities to fulfil
a specific task. Thus, the products and humans
with which the customer interacts comprise the
ambience of the respective customer. Accordingly,
all customers and products, in combination with
the task fulfilment process constitute the product
ecosystem. The aim of affective designistoaddress
human’semotional responsesand aspirations, and
to achieve aesthetic appreciation and pleasurable
experience through human-product-ambience
interactions.
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Figure 2 shows an affective design process
transforming affective customer needs into con-
figurations of product ecosystems. This process is
represented in the form of mapping relationships
between the customer domain and the design
domain. In general, the process involves three
technical issues as elaborated next.

(1) Acquisition of customer needs. Acquisition
of affective needs is deemed to be the start-
ing point of affective design. At this stage, it
is important to establish a set of qualitative
and quantitative affective descriptors that
are of interest to describe customer percep-
tions. Rather than describing individual
customers needs, the affective needs should
be representative for customer groups with
respect to market segments.

(2) Analysis of customer needs. An analytical
model should be developed to explicitly
signify the capacity of the producer, and to
channel the customer needs to the producer
capacity based on certain mapping schemes.
In particular, the following issues have to be
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Figure 2. General process of affective design
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addressed: (a) ldentify the design elements
that constitute the configuration of the
product ecosystem; (b) Identify the map-
ping relationship between affective needs
and the corresponding design elements; ()
Quantify customer satisfaction with respect
to the affective needs; and (d) Quantify the
producer capacity in terms of production
costs.

Fulfilment of customer needs. This is
achieved by determining optimal product
ecosystem configurations for given customer
affective needs. The configuration of the
product ecosystem involves combinations
of different design elements to achieve the
desired affective expectation as quantified
in the previous stage. The major concerns

Design
Elements

include (a) Define objective functions that
leverage both the consumer surplus and the
producer surplus; and (b) Develop efficient
solution algorithms to deal with the large
search space of the configuration design
problem.

METHODOLOGY

Figure 3shows aframework of affective design. It
is consistent with the general process of mapping
the affective needs to specific configurations of
the product ecosystem. There are five major steps
involved in this model, as elaborated next.

(1) Affective needs elicitation defines the
process of extracting the affective descriptors that
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Figure 3. An analytical model of affective design
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can be used to define customer groups. Semantic
ontology is developed to categorize affective de-
scriptors according to different customer groups
and market segments. Ambient intelligence
techniques are adopted to facilitate the elicitation
process owing to its power of creating a context-
aware environment.

(2) Affective mapping is concerned with the
identification of design elements and the map-
ping relationship from affective needs to design
elements. This is enabled by analyzing historical
datausing dataminingtechniques. Inthisresearch,
association rule mining techniques are employed
to discover the patterns of mapping mechanisms
(Jiao and Zhang, 2005a).

(3) User satisfaction is quantified based on a
part-worth model, for which conjoint analysis is
usedto establish the relationship between individ-
ual affective descriptorsand the cohortimpression/
satisfaction of a particular customer on a specific
configuration of the product ecosystem.

(4) Foraspecific planned set (configuration) of
designelements, the producer capacity ismeasured
according to their consequence on existing design
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and production capabilities. As such, a capacity
index is introduced (Jiao and Tseng, 1999).

(5) An optimal product configuration is
generated through an optimization process with
the shared-surplus as the objective function. Es-
sentially, configuration design entails a combi-
natorial optimization problem. In this research,
a heuristic genetic algorithm (GA) is developed
for this purpose.

Affective Needs Elicitation
with Ambient Intelligence

Affective needs are difficult to capture due to its
qualitative and intangible nature. To tackle such a
problem, this research proposes to apply ambient
intelligence techniquesto explore customer needs
and to develop semantic ontology to describe and
categorize the affective needs explicitly.

(1) Ambient intelligence. Ambient intelligence
suggests itself to be a new paradigm of in-
formationand communicationtechnologies,
taking the integration provided by ubiquitous
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and pervasive computing one step further to
realize context-aware environments thatare
sensitive and responsive to the presence of
people (Ducatel, et al., 2001). The strength
of an ambient intelligence is to support af-
fective design with context-aware adaptive
applications. In particular, it can facilitate
the elicitation of affective needs from two
perspectives. Firstly, ambient intelligence
can generate an environment that simulates
the actual scenario of the respective product
ecosystems. Technology advancements in
hardware and software have made it possible
to place a customer in a virtual reality (VR)
oraugmented reality (AR) environment that
closely match the actual environment of cus-
tomers’ experience with product ambience.
Inaddition, anambientintelligence-enabled
environment can be easily reconfigured to
reduce costs of imitating a real environ-
ment. Secondly, with ambient intelligence
embedded in the product ecosystem, the
behaviors and reactions of the customers
can be captured in real time without inter-
rupting the customers’ normal activities.
Unlike traditional survey approaches, where
customers have to follow predefined proce-
dures and express their feelings depending
on their own reflection and imagination,
customers enjoy more freedomininteracting
with the product ecosystem and expressing
their feelings spontaneously. Moreover,
the surveillance system embedded in the
ambience intelligence environment can
capture customer responses throughout the
investigation process for offline analysis
afterwards.

This research proposes to apply VR technolo-
gies to construct an ambient intelligence-enabled
environment. InaVR environment, various digital
product modelsare built, which consistofanumber
of customizable product features. The advantages
of a VR environment include lower costs and

simpler operations for reconfiguring product eco-
systems. Moreover, surveys are carried out such
that each customer is situated in the environment
and is guided through a series of interaction with
the product, while changing the configuration of
products. The feedback of the customers, including
voices, expressions, and behaviours are recorded
throughout the survey process. The preliminary
set of affective customer needs is extracted from
the descriptive words that the customers have
used during the survey.

(2) Semanticontology. The purpose of semantic
ontology istodescribe and categorize the af-
fective needs that are communicable among
customers and designers from different sec-
tors using a limited number of terminology
thatisassmall as possible yetcomprehensive
enoughto coverthe major aspects of affective
design. Each type of product ecosystems is
supported by a set of affective terminology
and taxonomy based on different customer
requirements with respect to the particular
product systems (e.g., automobile, living
room, shopping mall, etc.). The development
of semantics starts with the customer survey.
Next, semantic scales can be constructed
for affect evaluation, which involves the
collection of a large number of descriptive
words for the product ecosystem, and the
clustering of the words that are similar in
meaning into categories according todiverse
customer groups (Karlsson et al., 2003).
From each category, one or several words
are chosen to represent the category along
with the associated semantic scales in order
to characterize the market segment-level af-
fective assessmentonthe productecosystem.
Finally, the assessment semantic scales can
be interpreted by domain expertsto delineate
the usage of the terminology.

Based on the semantic ontology, all customer
affective needs can be described using a set of
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affective descriptors, representedas X = {:z:m }M

where T, = {x}l denotes each affective de-
scriptor along with its scale instances, M is the
total number of affective descriptors, and | is the
number of scale instances related to a particular
affective descriptor. Assume that there are multiple

market segments, {AS}S , each containing homo-
geneous customers. The respective affective needs

*

category canberepresentedas {{fEm } Ve }5 ,where
M x I isthetotal number of affective words (i.e.,
instances of affective descriptors) used for repre-
senting the s-th customer group. The set of scale
instances of affective needs related to a particular

customer group is denoted as X = {x }M r
Analytical Model of
Affective Satisfaction

(1) Translation of affective needs into design
elements. Product ecosystem design yields many
design alternatives that are desired by different
customers. Each design entails a set of design ele-

ments, Y = {y}v ,where ¥y, = {yj}] stands for
adesignelementand its individual specifications,
N is the total number of design elements, and J
is the number of individual specifications related
to a particular design element. Organized based
on the rationale of product family design, these
design elements are customizable features that
facilitate the fulfillment of respective affective
needs. Typically, these features are determined
by engineers based on domain knowledge of the
elements and the ease with which these elements
can be changed. Typically, the specification of a
design element includes such attributes as dimen-
sion, color, material, auxiliary components, etc.

Given that affective needs are fulfilled by a
certain set of design elements, the set of design
elements used to address the affective needs be-
longing to the s™" customer group can be denoted

as V' ={y ¢ . Differentiation between the
affective needs arid design elements is consistent
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with the fact that customers’ affective impres-
sions are associated with the gestalt design, rather
than individual elements. The customers do not
know what their affective needs mean by map-
ping to specific design elements. This is a typical
‘data-rich yetknowledge-sparse’ decision making
problem. Kansei engineering and data mining
techniques have been adopted to deal with this
type of problems (Jiao and Zhang, 2005b; Jiao
etal., 2006). A prerequisite for carrying our data
mining is that a set of sales records is available
which contains information of the affective cus-
tomer needs and the actual selection of design
elements that characterize the product variants
delivered to the customers.

In this research, an association rule mining
mechanism is developed to reveal the map-
ping from various affective needs to different
product and ambience parameters (referred to
as design elements of the product ecosystem),

i.e, X =Y, wherean association rule, ‘=",
indicates an inference from the precedent ( X:)

to the consequence (Yf ). The association rules
are extracted from transaction data that contain
order information corresponding to the custom-
ers and products. Each set of transaction data
indicates a particular mapping relationship from
the customer needs to the design elements. Such
transaction data is available from the company’s
sales records and product documentation, usually
constituting a large data set.

The general form of an association rule in
association rule mining is given as:

ANG NGNS [Support = p%; Confidence = c%]
BBy nBinpL

(1)

where «, = ea:ist(a:;is),Vk =1L K<M
B, = em'st(y;s),w =1---,L<N, and p%
and ¢% refertothe supportand confidence levels
for this rule, respectively. Equation (1) states that

whenever aset of customer needsexist, a particular
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set of design elements must be available to ac-
commodate these needs. The confidence denotes
the strength of an association, and the support
indicates the frequency of the occurring patterns
contained in the rule.

(2) Quantification of affect satisfaction. It is
important to discern the cohort customer satisfac-
tion (U) on the entire product ecosystem from
the customer satisfaction on individual design

elements (Y; ). This essentially implies a map-

ping between two domains, i.e., U = f&Y;"r).
Obviously, this process is highly subjective and
intangible. The affect satisfaction does not mean
the summation (e.g.,aweighted sum) of individual
assessments at the design element level per se.
Butrather, itis a holistic impression on the cohort
of all the design elements involved in a product
ecosystem, namely, an overall consequence of

individual measures regarding Yf: .
To derive such a conjoint effect on the overall
satisfaction (U) by a number of customer impres-

sions on individual design elements (Y: ), this
research applies conjoint analysis techniques that
are widely used in marketing research (Jiao etal.,
2006). Conjoint analysis starts with the construc-
tion of product profiles. Due to the numerous
product configurations that can be constructed
based on the design elements, the Design of
Experiment (DOE) (Nair et al., 1995) technique
is useful to compose orthogonal testing profiles
in order to minimize the collection of response
data and the effort in setting up focus groups
for interviewing with respondents. Customers’
satisfaction levels with respect to each product
configuration are collected from the experiment.
For example, a respondent is asked to evaluate a
product configuration and give a mark based on
a 9-point scale, where ‘9" means the maximum
satisfaction level, and ‘1’ means the minimum
satisfaction level.

Because different groups of customers may
exhibit quite diverse expectations of product
ecosystem design, the above satisfaction measure

must be related to different market niches. In
addition to demographic data, a number of other
dimensionsshould be taken into accountinrelation
to particular customer profiles. A set of market
segmentation models based on fuzzy clustering
techniques has been reported in consumer electron-
ics products (Jiao and Zhang, 2005b). This can be
readily extended to explore customer experience
regarding affects.

Following the part-worth model, the utility
of the s" segment for the d" design, U, is as-
sumed to be a linear function of the part-worth
preferences (utilities) of the design elements of
d" design, i.e.,

U, =0+ uy,, Vse {18}, wae{i-.p}
n=1

)

where u_, is the part-worth utility of s'" segment
for the n™ design element, D denotes the total
number of design alternatives, a, IS a constant
associated with the derivation of a composite

utility from part-worth utilities with respect to

d" design, and ¥, is a binary variable such that
y,, = 1 if the n" design element is contained in

d" design and ¥,, = 0 otherwise.

(3) Quantification of producer capacity. To
circumvent the difficulties inherent in estimating
the actual cost figure of launching the product
variants, this research adopts a capacity index to
indirectly evaluate the cost of producing the design
elements. The capacity index is a measure of the
economic latitude of production process variations
due to product customization (Jiao and Tseng,
1999). Itisformulated based on the legacy process
capability which is an instrument for handling the
sunk costs that are related to the product families
and shared resources. In particular, the expected
cycle time can be used as a performance indica-
tor of variations in process capabilities (Jiao and
Tseng, 1999). The characteristic for the cycle time
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is of “‘the smaller the better’ type. The cycle time
demonstrates the distinctions between variables
that differ as aresult of random error and are often
well described by a normal distribution. Hence,
the one-side specification limit capacity index
(C™) can be formulated as:

o — MT — LST" (3)

30"
where LST", 1", and " are the lower specifica-
tion limit, the mean, and the standard deviation of
the estimated cycle time, respectively. Variations
in the cycle time are characterized by 1", and 0",
reflecting the compound effect of multiple prod-
ucts on production in terms of process variations.
The LST" can be determined ex ante based on
the best case analysis of a given process platform,
in which standard routings can be reconfigured
to accommodate various products derived from
the corresponding product platform (Jiao et al.,
2005).

Based on the capacity index, the cost of
launching a product variant (the d" design) is
estimated as:

C, = Xexp

L
o @

d

where A is a constant indicating the average
dollar cost per variation of process capabilities.
The meaning of Ais consistent with that of the
dollar loss per deviation constant widely used in
Taguchi’s loss functions (Taguchi, 1986). It can
be determined ex ante based on the analysis of
existing product and process platforms. Such a
cost function produces arelative measure, instead
of actual dollar figures, for evaluating the extent
of overall process variations among multiple
products.
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Product Ecosystem
Configuration Design

The design of optimal product ecosystem must
accommodate the consideration of both the cost
of product ecosystem development and the cor-
responding customers’ affective satisfaction, a
shared-surplus model is proposed, where the
objective function is formulated as the ratio of the
customer-perceived utility (U_,) and the costs (
C, ) to produce the respective product, i.e.,

s

U
max F [V] =

D
Z O_:] BsdQs yd (5)

s=1 d=1 P

where E[V] denotes the expected value of the
shared-surplus (V7). It is defined as the utility (
Usd) per cost (C,), modified by the probabilis-
tic choice model, {Pgd }S . and the market size,
{QS }S . y,is a binary variable such that:

X

[1 if the manufacturer decides to offer product d ,
Y, =

0 otherwise

The underpinning principle of the shared-
surplus coincides with the implications of cus-
tomer values in marketing, i.e., the customer’s
expectations of product quality in relation to the
actual amount paid for it. This is different from
the consumer surplus which is usually defined
as a function of utility minus price (Green and
Krieger, 1985). It is also different from the pro-
ducer surplus which is defined as a function of
price minus cost (Dobson and Kalish, 1993). In
essence, the customer-perceived utility (U )
indicates the customers’ willingness to buy the
product, and the costs (C', ) reflects the capacity
of producers to launch the product.

The conjoint-based search for an optimal
product ecosystem always results in combinatorial
optimization problems because typically discrete
parametersare used inconjointanalysis (Zeithaml,
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1988). Nearly all of these problems are known to
be mathematically intractable or NP-hard, and
thus mainly heuristic solution procedures have
been proposed for the various problem types
(Kauland Rao, 1995). Comparing with traditional
calculus-based or approximation optimization
techniques, GAs have been proven to excel in
solving combinatorial optimization problems.
In this regard, a heuristic GA is adopted to solve
such a combinatorial optimization problem (Jiao
and Zhang, 2005b).

5. A CASE STUDY

The proposed affective design model has been
applied to design the living room environment
(Figure 4). In particular, the interior environment
of the living room is designed toward fulfilling
affective customer needs (e.g., comfort, quiet,
convenient, etc.).

5.1 Affective Needs Elicitation

To ensure that the affective descriptors reflect the
actual needs of the users, surveys have been car-
ried out in a VR environment, where behaviours
and conversations of customer are recorded in a
usability laboratory (Figure 5). A number of pre-
defined digital design elements are available for
selectionwhich constitute the living environment.
Using the VR interface, the user can easily select
and modify the living room features according
to his/her preferences, and see right away how
they look like in such an ambience intelligence-
enabled environment. In addition, surveillance
cameras are mounted into the system to inspect
the users’ responses in real time, which are ana-
lyzed offline afterwards. The voice of customers
and their perceptions on experiencing with the
living room configurations are recorded during
the investigation process.

Based onthe survey and experiments, anumber
of affective needs are extracted. These affective

needs are categorized into different groups, form-
ing the semantic ontology. For purpose of illustra-
tion, 10 affective descriptors are shown in Table
1 for describing affect information as perceived
by different users. The major design elements
that influence the affective needs are identified
by senior design engineers from the respondents’
reactions during the survey and experiment. A
total of 18 design elements are recognized as the
ambience parameters that characterize a living
room ecosystem, as shown in Table 2.

5.2 Affective Mapping

Based on the identified affective needs and de-
sign elements, 85 sales orders are organized into
transactional database, where each transaction
record denotes the presence of a set of affective
needs and the corresponding customers’selection
of design elements. In this case, the transactional
data is organized in two segments, which are
identified based on established market research of
the company. A data mining tool, Magnum Opus
(\Version 2.0) (www.rulequest.com), is employed
tofind the mapping relationships betweenaffective
needs and design elements. The mining process
terminates with a set of rules containing 66 as-
sociation rules, as shown in Table 3.

5.3 Quantification of User
Satisfaction and Producer Capacity

Conjoint analysis is applied for evaluating the
part-worth utility of the design elements. Given
all design elements as shown in Table 2, a total
number of 3 x2x2x3x3x2x3 =648 com-
binations may be constructed, representing 648
possible product configurations. To overcome such
an explosion of configurations by enumeration,
orthogonal product profiles are generated based
on the principle of DOE (Nair et al., 1995). Using
the Taguchi orthogonal array selector provided by
SPSS software (www.spss.com), a total number
of 16 orthogonal product profiles are generated,
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Figure 4. The living room ecosystem © 2009 Roger Jianxin Jiao. Used with Permission.

as shown in Table 4. In the table, the columns
under ‘Conjoint Test” indicate the specification of
offerings that are involved in the profiles, and the
‘Satisfaction Scale’ column collects the satisfac-
tion level given by the respondents.

Another group of 20 customers were invited to
act as the respondents for conjoint analysis. The
same ambience intelligence-enabled environment
used for affective needselicitation is reconfigured
to simulate the living room ambience according
to diverse choices of design elements. Each re-

spondent is asked to evaluate all 16 profiles one
by one and give a mark based on a 9-point scale,
where ‘9" means the user prefers a product most
and ‘1’ least. This results in 20 X 16 groups of
data. Foreachrespondent, 16 regression equations
are obtained by interpreting his original choice
dataasabinary instance of each part-worth utility.
With these 16 equations, the part-worth utilities
for this respondent are derived. By averaging
the part-worth utility results of all respondents
belonging to the same market niche, a segment-

Figure 5. Usability laboratory for customer needs survey
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Table 1. Affective descriptors for living rooms

Descriptor Code Descriptor Code
Comfortable X1 Bright X6
Complicated X2 Spacious X7
Advanced X3 Entertaining X8
Secured X4 Luxurious X9
Clean X5 Accessible X10

level utility is constructed for each design element.
Columns 2 and 5 in Table 5 show the part-worth
utilities of two segments with respect to every
design element.

Table 5 also shows the capacity indices for
design elements based on empirical studies.
The company fulfills customer orders through
assembly-to-order productionwhile importing all
components and parts via global sourcing. With
assembly-to-order production, the company has
identified and established standard routings as
basic constructs of its process platform. The ca-
pacity index of each design element is established
based on time and motion studies of the related
assembly and testing operations.

Optimal Living Room Configuration

Based on the established living room semantic
ontology, a customer order is interpreted as a set

Table 2. Living room affective design elements

of affective needs {comfort, clean, quiet, spacious,
secured}. Based on the affective mapping rules
in Table 3, the corresponding design elements
areidentifiedas Y1, Y4,Y9,Y13,Y15,and Y17.
To determine an optimal living room ecosystem
configuration for this customer, the heuristic GA
procedure is applied to search for a maximum
of expected shared-surplus among all possible
combinations of these design elements (Jiao and
Zhang, 2005b). In the GA, a chromosome string
consists of 18 genes, each represented as a bit that
denotes the presence of a design element. A gene
may assume a value ‘1’, indicating that a design
element is selected in the product configuration;
otherwise, a bit with a value ‘0’ indicates that the
design element is not selected. For each genera-
tion, the population size is set to be 30, meaning
that only the top 30 fit product configurations are
kept for reproduction. The GA solver returns the
best configuration as shown in Table 6, which

Code Description Figure Code Description Figure Code Description Figure
Y1 Sofa royal Y7 Curtain color- Y13 Bookshelf color_
white brown

Y2 Sofa soft Y8 Lamp tall Y14 Art piece nature

Y3 Sofa leather Y9 Lamp short Y15 Art piece ancient

Y4 Rug style_an- Y10 Lamp thin Y16 Wall texture A
cient

Y5 Rug style_mod- Y11 Book shelf color_ Y17 Wall texture B
ern coper

Y6 Curtain color- Y12 Book shelf color_ Y18 Wall texture C
blue white
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Table 3. Identified association rules of affective mapping

Rule No Inference Relationship Support Confidence
1 X1=Y2 0.230 0.128
2 X2=Y4 0.211 0.333
3 X3=Y10 & Y12 0.170 0.450
4 X4 =Y6 0.122 0.137
5 X6=Y7&Y10 0.235 0.432
6 X8=Y9&Y14 0.323 0.270
7 X9=VY1&Y4&Y15 0.262 1.020
8 X10=Y9 0.424 0.277
60 X1&X3=Y4&Y7 0.214 0.775
61 X3&X4&X8=Y12& VY13 & Y17 0.296 0.843
62 X1& X10=Y15 0.193 0.385
63 X5& X6 & X9=Y3&Y8 0.220 0.823
64 X5&X9&X1I0=>Y2&Y5&Y8&Y12 0.402 0.228
65 X2& X8 =Y4&Y16 0.222 0.876
66 X3&X5=Y5&VY12&Y18 0.319 0.612
achieves an expected shared-surplus of 36.2. The DISCUSSIONS

shared surplus value isa performance indicator that
leverages the customer satisfaction and producer
capacity. It should be noted the absolute value of
the share surplus is not significant. But rather,
it suggests the relative superiority of a product
configuration.

Table 4. Response surface experiment design

The difficulty in affective needs elicitation could
be effectively alleviated with the support of an
ambient intelligence environment. Previously
surveys have been carried out to tackle affective
needs using paper- or electronic-based question-
naires, where the design elements are presented
separately in pictures or sample objects. However,
thismethod is both inefficientand ineffective. The

Conjoint Test Satisfaction Scale
Choice V1 |V2|V3|V4|V5]|V6 | V7 V8 V9 V10 | vii V17 | V18

1 1 0 0 1 0 1 0 1 0 0 0 1 0 4

2 0 0 1 1 0 0 1 0 0 1 1 0 1 7

3 1 0 0 0 1 0 1 0 1 0 1 1 0 8

14 1 0 0 1 0 1 0 1 0 0 0 0 0 5

15 0 0 1 0 1 0 1 0 0 1 1 1 0 3

16 0 1 0 1 0 0 1 0 0 1 1 0 1 9
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Table 5. Part-worth utilities

Code Part-worth Utility Capacity index
Y1 0.31 201
Y2 0.35 121
Y3 0.13 215
Y4 0.81 102
Y5 1.40 54.6
Y6 1.23 19.7
Y7 0.49 32
Y8 1.45 172
Y9 0.32 9

Y10 0.90 6.6

Y11 0.11 20.8
Y12 0.22 102
Y13 1.01 126
Y14 1.12 64.8
Y15 1.99 68.7
Y16 0.45 45.6
Y17 0.59 88

Y18 1.08 102

respondentsare slow in response because it usually
involvesalong mental process for the customer to
correlate the design elements with theirambiences.
Moreover, the respondents suffer a general dif-
ficulty of expressing their feelings using linguistic
words because they may be easily misled by the
way the questions are presented. Within an ambi-
entintelligence environment, design elementsare
rendered in its entirety such that a respondent can
easily evaluate a design element in relation to the
ambience. The customer behaviors recorded dur-
ing the probing process can be further analyzed to
extract useful affect information. One drawback
of the current application of ambient intelligence
is that it involves additional costs of setting up
the environment with an initial investment on
hardware and software. However, with more and
more third party vendors providing low cost VR
solutions, such aninvestment becomesaffordable.
Moreover, the investment can be compensated by

the savings in carrying out the survey because the
VR environment can be easily reconfigured to
present diversified design alternatives.

The analytical model is an important tool for
understanding the affective design process with
consideration of the producer’s capacity. A map-
ping scheme between affective needs and design
elements can be represented as a set of mutually
compatible associationrules. Itinvolvesabottom-
up process of discovering possible patterns and
then applying these patterns to facilitate decision-
making in the future. This is advantageous over
those methodsthat depend solely onthe designer’s
experience. On the other hand, a few precautions
for using the data mining method have been identi-
fied. Firstly, the original data for rule mining must
be up-to-date; otherwise the rules could not reflect
the current market trend and technology advance-
ment. Secondly, the data mining tools themselves
cannot determine whether the rules are valid and
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Table 6. The best living room design for the given customer order

Design element Parameter value
Y1: Sofa Royal

Y4: Rug style Ancient

Y9: Lamp Short

Y13: Book shelf Brown

Y15: Art piece Ancient

Y17: Wall texture B

Expected Shared-Surplus 36.2

useful. Sometime, it requires additional effort to
interpret the outcome and to judge the validity of
the outcome by domain experts. The post-process
of discovered patterns is deemed to be important
and cannot be overlooked.

The configuration of product ecosystems must
be optimized in terms of both customer satisfac-
tion and producer capacity. It is expected that
the shared-surplus formulation is important for
the manufacturer’s interest, because customer
perceived utility alone cannot ensure the manu-
facturer’sbusiness success. Ultimately, the manu-
facturer has to launch the product at an affordable
cost so as to gain a profit margin. The proposed
system does not require a huge investment that
extends the manufacturer’s production capacity.
Instead, it focuses on directing the customers’
needstothe existing capacity of the manufacturer.
Such a practice is more practicable for acompany
because a huge investment or a radical change of
company’sstructure will inevitably meet manage-
rial barriers.

CONCLUSION

From a business perspective, the fulfilment of
affective needs is an important enabler of product
added value. However, a few major challenges
have to be addressed, such as, the acquisition and
understanding of the affective customer needs,
and the fulfilment of affective needs at afford-
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able costs. The proposed framework of affective
design presents an effort to enhance customer
satisfaction based on the manufacturer’s exist-
ing capabilities. Within this framework, ambient
intelligence provides an effective means to elicit
affective customer needs by incorporating ambi-
ence factors into the customer experiences. It is
advantageous over traditional customer survey
methods because it facilitates the study of cus-
tomer behaviours through exploring extensive
interactions between the customer, the product,
andthe ambience. Moreover, this research extends
affective design analysisand modeling techniques
to the downstream product design and production
stages. To map affective needsto design elements,
this research adopts the association rule mining
technique, which features a bottom-up process of
finding possible patterns, and then applying these
patternsto facilitate decision-making inthe future.
A shared-surplus model is proposed based on an
analysis of user satisfaction and producer capacity.
Accordingly, the configuration of product ecosys-
temsis optimized according to the manufacturer’s
capacity to fulfil the affective needs. The affective
design method with analytical affect modeling and
evaluation sheds light on answering such ques-
tions as (1) how to measure an affective design
with respect to different customers’ preferences;
(2) how to incorporate the ambience in evaluat-
ing customer affective perceptions; and (3) how
to predict affective design in terms of customer
perceived utility and producer capacity.
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ABSTRACT

Psychological Customization systems can customize the experiences of users of various information
technology-based products and services. In this context customization entails the intelligent automatic
or semi-automatic adaptation of information per user profile, which may systematically manipulate
transient psychological states of the user such as emotion or cognition. The chapter presents the psy-
chological and technological fundamentals of Psychological Customization and discusses an example

of an application area in emotionally adapted games.

INTRODUCTION

Mass Customization takes place when a product is
designed to meet the needs of a particular customer
(Duray et al, 2000). Typically the customer is in-
volved in specifying the product for the provider.
Such customization can be called collaborative
customization (Pine, 1992).

DOI: 10.4018/978-1-60566-260-2.ch011

Cosmetic customization refers to a product that
is presented differently to different customers. This
approach to customization is functional when cus-
tomers use the product in similar ways and there is
a need for the presentation to differ. The standard
package of the product is then altered and packaged
differently for each customer or customer segment.
(Pine, 1992)

Transparent customization isanapproach where
acompany provides unique productsand servicesto

Copyright © 2010, IGI Global. Copying or distributing in print or electronic forms without written permission of 1GI Global is prohibited.
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a customer without explicitly telling them about
such customization. Thisapproach is useful when
the customers preferences and needs are specific
and easy to predict, or when customers can not
or do not wish to state their needs repeatedly. Ina
way transparent customization is about observing
the behavior of customers, inferring the customi-
zation needs and then providing the customized
product to the customer. (Pine, 1992)

Adaptive customization implies that users can
alter the product themselves based on one standard,
but customizable product. Thistype of customiza-
tion may be important when the customer wishes
aproduct to perform in different ways in different
circumstances or contexts. The customer interacts
with a customizable product directly to mold and
modify its properties, rather than interacting with
the provider of the product. (Pine, 1992)

Adaptive customization is similar to Adjust-
able Customization (see Anderson, 2002). Itis a
reversible way to customize a product by electri-
cal or mechanical modifications and adjustments.
The possibilities for adjustments of the product
can be defined by the customer or the provider of
product or service. Adjustments can be realized in
the form of configurations or discrete adjustments
or they could be infinitely variable. For adjust-
ment one can use for instance software-controlled
configurations, or electronic switchesand jumpers.
(Anderson, 2002)

The rise of the experience economy (see
Gilmore and Pine, 1997) has created a drive
towards customized products and services that
are characterized by unique and differentiated
experiences. Assets in designing products that
facilitate such experiences are not only the tradi-
tional utility, convenience, pricing and superior
technologies but rather quality, feelings, values,
meaning, identity and aesthetics for consumers
(Nielsen, 2004).

It is experience, then, that is at the center of
many customized and segmented experience-
intensive products and services, such as video
games, mobile services, rock concerts and tourist

destinations. However, there has been little psy-
chological research into the experiential aspects
of customized products and services.

In this chapter we will discuss customization
of products and services delivered via media- and
communication technologies — Psychological
Customization. Our approach to customization is
adaptive, adjustable and partly transparent. We will
presentasystemwhichallowsthe user to configure
and adjust the product or service. Additionally, the
productor service can be customized inatranspar-
ent manner without explicitly asking the user for
continuous feedback for adjustment information.
Our system is based on the customization of the
experiences of users with various products and
services when using media- and communication
technologies.

The chapter first discusses the conceptual
basis of Psychological Customization. Secondly,
the chapter presents some empirical evidence
for the feasibility of the concept of customizing
experiences with products and services. We focus
on emotion as a fundamental type of experience.
Then a basic system design is presented for
Psychological Customization systems. Finally,
we will discuss emotionally adapted games as
one promising application area of Psychological
Customization along with an example of a psy-
chophysiologically adapted game.

PSYCHOLOGICAL CUSTOMIZATION
Basic Concept

Our concept of technology is that of Media- and
communication technology. It refers to informa-
tiontechnology used to transmitand receive infor-
mation. It takes into account the “media” aspects
ofinformation (suchas TV, radio, newspapers, web
pages, blogs, social networking sites) implying
that people will process the information, learn
from it, have experiences and that the informa-
tion could have been designed as “media” in the
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Table 1. Key variables in media and communications technologies influencing psychological effects.

Adapted and modified fromSaari (2001).

Layer of technology

Factors influencing psychological effects

1. Hardware
Type of hardware
-Mobile or immobile

-Display, interaction devices, peripheral devices
-Large or small vs. human scale (including the visual screen)

-Close or far from body (intimate-personal-social distance)

2. Software (logical)
Ways of interaction

Via user interface -Multimodal interaction

-Dialogical (lots of user control, lots of adaptive computer response, active exploration)
-Narrative (lots of user control, little adaptive computer response, active exploration)

of user interface

Visual and functional form | -Way of presenting controls in an interface visually and functionally
-Blended with the form of symbolical information

3. Content
A. Substance

-The essence of the event described

-Type of substance (factual/imaginary; genre, other)

-Ways of emphasizing explicit, literal meanings to describe events by authors

-Ways of emphasizing less explicit meanings, such as symbols or archetypes or aesthetic devices such as
narrative techniques to describe events by authors

B. Form -Text, video, audio, graphics, animation, etc.

Modalities

Visual layout -Ways of presenting various shapes, colors, font types, groupings and other relationships or expressive
properties of visual representations
-Ways of integrating modalities into the user interface

Structure -Ways of presenting modalities, visual layout and other elements of form and their relationships over time

-Linear and/or non-linear structure (sequential vs. parallel; narrative techniques, hypertextuality)

first place by the producers of the information.
Communication technology refers to the fact that
people interact with technologies and each other,
surfing the web, navigating web pages, playing
interactive videogames, writing text messages,
taking and sharing pictures with mobile phones,
and chatting in real-time messaging systems.
Media- and communication technologies
may be considered as consisting of three lay-
ers (Benkler, 2000). At the bottom is a physical
layer that includes the physical technological
device and the connection channel that is used to
transmit communication signals. In the middle is
a logical layer that consists of the protocols and
software that make the physical layer run. At the
top is a content layer that consists of multimodal
information. The content layer includes both the
substance and the form of multimedia content
(Benkler, 2000; Saari, 2001). Substance refers to
the core message of the information. Form implies
aesthetic and expressive ways of organizing the
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substance, such as using different modalities and
structures of information (Saari, 2001). These
layers create a possibility to deconstruct different
levels of possible triggers or stimuliinaproductor
service that may influence transient experiences,
eventhoughthe layers may also interact with each
other in producing the experiences. These layers
are summarized in Table 1.

Thethree layers of technology and their subsets
can be considered as “stimuli” to have a psycho-
logical impact on a user when using media- and
communication technology. For instance, the sub-
stance (or core) of a message can impact the user
to create interest, emotion, flowand learning. One
can then customize the substance of information
to produce experiential effects. However, in this
chapter we focus more on the form of informa-
tion and the software layer and their effects on
user experience.

The reason for this focus is that the design
space for customizing the form of information
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and the software layer is much larger than that
of customizing the substance of information.
It would also be difficult in real-life to think of
producing a vast number of different messages or
information to facilitate systematic experiential
effects. Such labor would also have to be manual,
stories made by humans, which would make it
costly. By concentrating on the selected aspects of
customization, we are able to suggestautomatic or
semi-automatic designs and formats for the same
or different substance of information which could
be applied widely in various application areas for
different products and services.

It should be noted that it is very difficult
to separate substance and form of information
as they are both integral parts of what is being
communicated via a media- and communica-
tion technology. We have taken the approach of
isolating as much as possible the psychological
influences of the form of information and the soft-
ware layer in our experiments. Indeed, it has been
shown that several aspects of form of information
do produce psychological effects in interaction
with a certain type of substance of information.
Hence, it is possible to a degree separate these
different layers of technology from each other at
least from the point of view of user experience,
or transient psychological effects. We are now
able to define the basic concept of Psychological
Customization.

Psychological Customization entails the
customization of transient (i.e. short-term) user
experiences (i.e. psychological effects) when
interacting with media- and communication tech-
nologies. Experience-based customization means
the automatic or semi-automatic adaptation of
information per user, task and context in an intel-
ligent way with information technology.

A subset of Psychological Customization is
to vary the form of information (modality for
instance) per user profile, task and context, which
may systematically manipulate (approach, avoid,
modify intensity, frequency and duration, create
combinations, create links to behavior) different

psychological effects. Psychological effects can
be considered transient states, such as emaotion,
mood, types of cognition, learning, flow, presence,
involvement and enjoyment. (e.g. Saari, 2003a;
Saari, 2003b; Saari and Turpeinen, 2004; Saari et
al, 2004; Saari et al, 2005)

Different psychological states can be presentin
consciousness simultaneously, creating different
types of combinations and interactions of experi-
ences (e.g. positive emotionand efficientinforma-
tion processing, joy and anger). The interactions
of experiences can also be sequential, as previous
experiences (e.g. emotional state) can prime and
influence following experiences (e.g. cognition,
other emotions). Customizing experiences may
also influence behavior as some psychological
states carry rather direct motivational and action
tendencies (e.g. emotion and behavior).

Psychological Customization works on the
principle of target experiences which can be setby
using the system either by providers of a service
or by users. Target experiences are different types
of transient psychological states that have varying
durations, frequencies, intensities, combinations,
and motivational and action tendenciesaswellasa
linked stimulus class which facilitates a particular
state. The system is set up to either approach or
avoid a certain target experience within the other
parameters of customization such as altering
the intensity, duration or frequency of a certain
effect or creating simultaneous combinations
or links to probable behavior of different target
experiences.

Psychological Customization can infer cus-
tomer needs via user models and various feedback
loops observing customer behavior and responses.
Psychological Customization also provides dif-
ferent adaptations of presenting information
to different customers based on the customer
interacting with the configuration settings of the
product or service.

The basic functioning of the system is based
on a classic control theory model, the biocyber-
netic loop. It defines two kinds of control loops
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in complex and adaptive systems that can be
established: negative (avoid an undesirable stan-
dard) and positive (approach adesirable standard)
loops of feedback (e.g. Pope et al, 1995; Wiener,
1948). Target experiences are then controlled by
this type of reasoning in the system based on real-
time feedback from user responses and/or based
on ready-made design-rule databases.

Psychological Customization can be used
in various application areas such as Augmenta-
tion Systems (augmented and contextualized
financial news), Notification Systems (alerts that
mobilize a suitable amount of attention per task
or context of use), Affective Computing (emo-
tionally adapted games), Collaborative Filtering
(group-focused information presentation), Per-
suasive Technology (advertising for persuasion,
e-commerce persuasion), Computer Mediated
Social Interaction Systems (collaborative work,
social content creation templates), Context sen-
sitive computing (adaptation of information per
context and situation), and Messaging Systems
(emotionally adapted mobile multimedia mes-
saging and email). (Saari and Turpeinen, 2004;
Saari et al, 2005)

There is also an application area for using
Psychological Customization in game-like
technology forenhanced learning (TEL) environ-
ments. Such learning environments are created
on the basis of continuous psychophysiological
recordings which infer emotional, motivational,
and cognitive processes of the end-user, thereby
enabling real-time adaptation of the design of the
game. That is, the design of the learning game
will be adapted to fitthe emotional, motivational,
and cognitive state of the user, thereby creating
an optimal situation for learning.

Inonline advertising banners onawebpage are
already changed in real-time per user profile when
a web page loads. One could build systems that
enable the creation of various emotional states
that are suspect to driving up persuasiveness,
recall and recognition of an ad (for a review of
the use of Psychological Customizationinonline

186

advertising and productinformation presentation,
see Saari et al, 2004).

Emotional searchisyetanother possible appli-
cationareaof Psychological Customization. Using
our system one could identify and measure the
emotional search criteriapeople would most likely
use or respond to. APsychological Customization
system running on top of a search system could
also be beneficial in customizing the search results
in a way which would be cognitively optimal or
functional oreven emotionally shaded inadesired
manner. There may be a strong interaction with
using Psychological Customization with search
engines as they are the dominant customized
advertising medium in the web currently.

Another promising areaare mission-critical ap-
plications, suchas remote operators of machinery,
remote tactical operators in the military, or making
of critical decisions, such as financial decision
making. In these application areas the necessary
hardware and software could be available more
easily than in mainstream consumer applications.
Also, the users would be more likely to accept in-
vasive psychophysiological measurementinreturn
for higher safety margins for the use of the system.
A useful example is a Psychological Customiza-
tion system that based on tracking the user gives
out a warning notification that the user is about
to make a critical decision in a very unfavorable
emotional state, and that there is an increased risk
that the decision being made is wrong.

Empirical Evidence

Tomake Psychological Customization functional
the key is to be able to model and capture the
systematic relationships of technology, user and
psychological effects. If these relationships can
be captured, measured, modeled and quantified
to a sufficient degree, one may claim that it is
possible to build various types of technologies
that are based on the probable and systematic
control (e.g. avoid or approach, fill parameters)
of various target experiences.
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There are several complexities, however, inthis
process, beyond the general difficulty of accessing
the state of consciousness of a given person in the
first place with suitable methods. For instance,
psychological effects can be extremely transient
or then rather persistent, ranging from millisec-
onds to tens of minutes. One solution is choosing
a suitable temporal resolution of the particular
psychological effect that the system responds
to, such as a longer-lasting psychological effect
like mood. Another complexity is that there may
be any number of various psychological effects
present in the user’s consciousness at any given
time. One may for instance be in a good mood,
persuaded to buy a product, learning new informa-
tion based on browsing product information. The
solution here could be to focus on one “channel”
of experience only as the dominant target area of
the system, such as mood. Hence, a Psychological
Customization system would not try to facilitate
overly complex psychological states, rather it
would concentrate on providing and guiding de-
sired types of “streams” of user experiences and
psychological effects. The other way around, if
the customization system was capable enough, it
could manage several simultaneous combinations
of psychological states.

Obviously it is a highly challenging task to
model and capture user’s psychological effects,
such as efficiency of cognition, emotional states
and moods or depth of presence or involvementand
evenmoredifficulttodosoinreal-time. Asthetask
of capturing and predicting user’s psychological
state in real time is highly complex, one possible
realization for capturing user’s psychological state
is to have the user linked to a sufficient number of
measurement channels of various i) psychophysi-
ological signals (electroencephalography [EEG],
facial electromyography [EMG], electro dermal
activity [EDA], cardiovascular activity, other),
ii) eye-based measures (eye blinks, pupil dila-
tion, eye movements), iii) behavioral measures
(response speed, response quality, voice pitch
analysis etc.) and iv) identification of the facial

expressions and emotional state of the user from
avideo image (a nonintrusive method). An index
based on these signals then would verify to the
system whether a desired psychological effect
has been realized.

Another approach would be to conduct a large
number of user studies on certain tasks and contexts
with certain user groups, psychological profiles
and content-form variations and measure various
psychological effects as objectively as possible.
Here, both subjective methods (questionnairesand
interviews) and objective measures (psychophysi-
ological measures, behavioral methods or eye-
based methods) may be used as well interviews
(for a review on the use of psychophysiological
methods in media research, see Ravaja, 2004b).
This would constitute a database of design-rules
for automatic adaptations of information per user
profile to create similar effects in highly similar
situations with real-life applications. Naturally, a
hybrid approach would combine all these methods
for capturing and facilitating the user’s likely
psychological state.

Capturing context and short-term user behav-
ior is a challenge. Computational approach to
modeling context utilizes a mass of sensors that
detect various signals in an environment. Intel-
ligent software then massively computes from
the signal flow significant events either directly
or with the help of some simplifying rules and
algorithms. Capturing user behavior in context
is easier if the user is using an internet browser
to buy an item, for instance. In this case behavior
can be captured by the system as the user clicks
his mouse to buy an item, navigates with certain
patterns, and spends a certain amount of time on
different web pages. To capture behavior in the
physical context is more difficult. If the user is
wandering around in a supermarket with a mobile
phone that presented anadvertising message to buy
the items on sale on aisle number seven it may be
difficult to verify this other than cross-reference
his checkout bill with the displayed adverts inside
the store. Naturally, video-based surveillance and
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positioning systems could also be used to infer user
movement and action. However, using multiple
tracking systems easily creates ethical problems
with the privacy of the users.

Naturally, to claim that Psychological cus-
tomization systems could exist in the first place
requires explicit empirical proof beyond the
general concept. Our focus here is to present
evidence regarding the psychological impact of
the form of information and the software layer as
presented in Table 1.

Empirical, but indirect evidence found in
literature supports the feasibility and validity of
our idea: i) there are individual differences in
cognitive processes such as attention, memory
and language abilities and this has a consider-
able effect on computer-based performance (e.g.
Egan, 1988); ii) individual differences in memory
capacity have an effect on people’s behavior in
many types of activities (Mecchi et al, 2001); iii)
different modalities, such as visual and auditory,
may lead to different kinds of psychological influ-
ences and the valence of a preceding subliminal
stimulus influences the subsequent evaluation of
a person evaluated (Cuperfain and Clarke, 1985;
Krosnicketal, 1992); iv) differentways of process-
ing information influence learning and emotion of
stimuli with certain modality (Riding and Rayner,
1998); v) emotional information increases the
user’s self-reported emotion (Lang et al, 1996);
attention (physiological and self-reported) (Lang
et al, 1995) and memory for mediated messages,
particularly arousing messages (Lang, 1990; Lang
etal, 1995; Lang et al, 1996) and vi) recognition
andmemory can be influenced or evenenhanced by
previous exposure to subliminal visual or auditory
images of which the subjects are not consciously
aware (Kihlstrém et al, 1992). Some of these ef-
fects are produced in interaction with individual
differences, such as cognitive style, personality,
age and gender.

More direct evidence of Psychological Cus-
tomization comes from our own research. We have
studied the influence of form factors of informa-
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tion presented on color screen PDA"s and mobile
phones (such as news, games, messaging content
and entertainment content) on psychological effects
and have produced many interesting results. Typical
experiments we have conducted on the influence
of form of information on psychological effects
have included such manipulations as animation
and movement (for orienting response), fonts of
text, layout of text, skin texture, background colors
of text, user interface navigation element shapes
(round vs. sharp), user interface layout directions,
adding background music to reading text, use of
subliminal affective priming in the user interface
(emotionally loaded faces) and use of different
modalities of information, for instance. We have
used various methods, such as i) psychophysi-
ological signals, ii) eye-based measures (eye blinks,
pupil dilation, eye movements) and iii) behavioral
measures (response speed, response quality, voice
pitch analysis etc.).

In sum, the results from our own research to
support the feasibility of Psychological Customi-
zation from the point of view of the influence of
formofinformationare the following: i) subliminal
exposure to happy affective primes in connection
withvideo messages presented onasmall screenhas
several putatively positive influences i.e., increased
pleasure, perceived message trustworthiness, and
memory) (Ravaja et al, 2004); ii) media messages
can be modified in terms of audio characteristics
(Kallinen and Ravaja, 2004; Ravaja and Kallinen,
2004) and the presence of image motion (Ravaja,
2004a) to meet the personality (as defined in terms
of dispositional behavioral activation system sen-
sitivity) of the user, thereby enhancing his or her
attentional engagement, information processing,
and enjoyment; iii) there are personality-related
differences in people’s aesthetic and emotional
evaluations of different aspects (e.g., color, skin
texture) of visual design (Laarni, 2003; Laarni etal,
2004 a; Laarni etal, 2004) and iv) user-changeable
covers of mobile devices may also influence the
emerging psychological effects (e.g. Laarni and
Kojo, 2001).
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While our results are not comprehensive nor
cover the whole range of Psychological Cus-
tomization we feel that the progress has been
significant and that at least some possibilities of
experience-based customization have been veri-
fied in our experiments. This suggests that the
design-space exists and could be extended with
more empirical research into this area.

Emotion and Mood as
Target Experiences

There are many experiences that can be labeled
“psychological effects” which can be present in
consciousness at any given time when process-
ing information and interacting with media- and
communication technologies. Rather than listing
all the possible candidates for the content of ex-
perience, we focus on emotion and mood as target
experiences for Psychological Customization. This
choice is made to reduce complexity and base our
further discussions of “customizing experience” on
a more concrete basis, as emotional responses to
media- and communicationtechnologies have been
researched rather extensively. It should be noted
that even though several emotions (as well as other
types of psychological states) can co-exist at any
given moment in consciousness we now focus our
efforts on the single, “dominant” emotional states
rather than their combinations with each other and
other psychological states or their links to probable
behavior to further reduce complexity.

Although various definitions of emotions have
been proposed, the most general definition is that
emotionsare biologically based action dispositions
that have an important role in the determination of
behavior (e.g., Lang, 1995). It is generally agreed
that emotions comprise three components: subjec-
tive experience (e.g., feeling joyous), expressive
behavior (e.g., smiling), and physiological activa-
tion (e.g., sympathetic arousal; Scherer, 1993).

Motivational state or action tendency and
cognitive processing have also been regarded as
important constituents or determinants of emo-

tions. According to the motivational model of
emotional organization, the different forms of
emotional expression are driven by two separate
butinteractive motivational systems: (a) the behav-
ioral inhibition system (BIS; or aversive system),
prototypically expressed by behavioral escape,
avoidance, and withdrawal and (b) the behavioral
activation system (BAS; or appetitive system),
prototypically expressed by behavioral approach
and activation (Gray, 1991; Lang, 1995). The BIS
and BAS underlie the experience of negative emo-
tions and positive emotions, respectively (Gray,
1991), negative emotions including behavioral
components of withdrawal and positive emotions
atendency to approach the source of the stimulus
(Frijda, 1994).

There are two main competing views of emo-
tions. Proponents of the basic distinct emotions
argue that emotions, such as anger, fear, sadness,
happiness, disgust, and surprise, are present from
birth, have distinct adaptive value, and differ in
important aspects, such as appraisal, antecedent
events, behavioral response, physiology, etc.
(e.g., Ekman, 1992). In contrast, according to a
dimensional theory of emotion, emotions are fun-
damentally similar in most respects, differing only
in terms of one or more dimensions. Proponents
of the dimensional view have suggested that all
emotions can be located in a two-dimensional
space, as coordinates of valence and arousal (or
bodily activation; e.g., Lang, 1995; Larsen &
Diener, 1992). The valence dimension reflects
the degree to which an affective experience is
negative (unpleasant) or positive (pleasant). The
arousal dimension indicates the level of activa-
tion associated with the emotional experience,
and ranges from very excited or energized at one
extreme to very calm or sleepy at the other.

Other theorists have, however, suggested that
the two main, orthogonal dimensions of emotional
experience are negative activation (NA) and posi-
tive activation (PA) that representa 45° rotation of
the valence and arousal axes (Watson & Tellegen,
1985; Watson et al, 1999). The NA axis extends
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from highly arousing negative emaotion (e.g., fear)
on one end to low-arousal positive emotion (e.g.,
pleasant relaxation) on the other, while the PA
axis extends from highly arousing positive emo-
tion (e.g., joy) to low-arousal negative emotion
(e.g., depressed affect). The self-report NA and
PA dimensions have been suggested to represent
the subjective components of the BIS and BAS,
respectively (e.g., Watson et al., 1999; see also
Gray, 1991).

We adopt the latter definition of emotion. On
the NA axis we call the high arousal negative
emotion anxiety and stress while the low arousal
emotion can be termed as pleasant relaxation. On
the PA axis we see the high arousal emotion as joy
and the low arousal emotion as depression.

We further differentiate between three types
of categories of affective responses, as emotions,
moods and sentiments (see Brave and Nass, 2003).
Emotions are reactions to events, typically short-
lived and directed at a specific target object. They
carry specific motivational action tendencies such
as the need to “fight or flee”. Moods last longer
and act as lenses or filters through which events
and objects are appraised. They carry more vague
motivational action tendencies. (Brave and Nass,
2003)

Moodsare low intensity, diffuse feeling states,
thatusually do nothave aclear antecedent (Forgas,
1992), and can be characterized asrelatively unsta-
ble short-term intra-individual changes (Tellegen,
1985). As described by Lazarus (1991), a mood
“isatransientreactionto specific encounters with
the environment, one that comes and goes depend-
ing on particular conditions” (p. 47). Sentiments
are more persistent, if not permanent attitudes of
people they hold towards a certain class of objects
(Brave and Nass, 2003). Emotions, moods and
sentiments share similar attributes though and can
be placed in the valence-arousal space according
to the dimensional model of emotion.

Emotionsare very dynamicasthey aretransient
responsesto various stimuli. The time dynamics of
emotion mean thatemotions can constantly change
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with certain decay times and that there may be
several different emotions in the consciousness at
any giventimeiftheamountof stimuliishigh. This
means that the measurement of emotion would best
be based onacontinuous, real-time measurement,
such as psychophysiological methods.

Moods, on the other hand are combinatory
indexes of several emotions that last longer (min-
utes to tens of minutes or even hours). Moods are
more stable than emotions and are not dependent
on continuously changing psychological “micro-
stimuli” processed by the user. Mood may then be
amore fruitful conceptthanemotion inguiding the
research inreal-life settings. However, depending
on the case both can be used to describe, capture
and conceptualize the content of an emotional
experience.

In our studies we have successfully used both
psychophysiological measurements and self-
report to index emotional processes, also when
playing computer games. Incomputer games, there
is a dynamic flow of events and action, games
potentially eliciting a multitude of different emo-
tions varying across time. A serious limitation of
prior game studies is that they have used tonic,
rather than phasic, psychophysiological measures.
Tonic measures (e.g., the mean physiological value
during the game minus pre-game baseline) do not
enable the examination of the varying emotions
elicited by different instantaneous game events.
Given that psychophysiological measurements
can be performed continuously with a high tem-
poral resolution, it is possible to quantify phasic
responses to instantaneous game events (e.g., by
comparing the local pre-event baseline to physi-
ological activity immediately following event
onset). (Ravaja et al, 2005)

It is then evident that psychophysiological
measurement of emotional states when playing
a computer game is both feasible and fruitful
in providing an account of some aspects of the
moment-to-moment experience of the user.
Naturally, psychophysiology could be extended
to function as a feedback loop into the gaming
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engine making real-time adaptation of the game
relative to the emotional state or mood of the user
a possibility.

PSYCHOLOGICAL CUSTOMIZATION
SYSTEM DESIGN

System Architecture for
Psychological Customization

It can be hypothesized that the selection and ma-
nipulation of substance of information takes place
throughthetechnologies of the various application
areas of Psychological Customization. Underlying
the application areas is a basic technology layer
for customizing design. This implies for instance
that within some limits one may automatically vary
the form of information per a certain category of
substance of information. The design space for
Psychological Customization is formed in the
interaction of a particular application area and
the possibilities of the technical implementation
of automated design variation.

Onecanalso have various sensorstoextract the
state of the environment and users. Technologies
such as eye-tracking, video capture of situations
and contexts, microphones and psychophysi-
ological recording can be used. Naturally, if these
signals can be captured in a non-intrusive manner
it would be optimal. Various data analysis and
machine learning techniques can be used to con-
struct the necessary models used in our system,
such as regression analysis, Bayesian classifiers,
nearest neighbor, decision treesand support vector
machines (e.g. Carberry and de Rosis, 2008).

A general architecture for a Psychological
Customization System is depicted in Figure 1.
The user is engaged with media and communi-
cation technology, where the media stimuli are
customizedtothe individual. The user profile data
is collected, either at individual or group level,
augmented by contextual profile information, by
the profiler component. The profile information

is made available to the adaptation controller
component. Individual’s psychophysiological and
behavioral responses as well as contextual infor-
mation (e.g. behavior, situational factors, physical
and social context) can be measured by various
sensor devices and collected, combined and inter-
preted with the analyzer component. Forexample,
the analyzer can, based on psychophysiological
and contextual information inputs, interpret that
the user is bored or joyful and alone at home. The
analyzer transforms psychophysiological data into
meaningful information of user’s state and the re-
sultsare fed to the adaptation controller. The media
stimuli for the user is created by selecting content
elements or reacting to user input inthe mediaand
communication technology system, which can be,
for example, a Web content system, a messaging
system or a game. The adaptation controller re-
ceives as input the profile data, the user state and
the mediaand communication technology system
state, based on which it transmits customization
commands to impact the next state of the media
and communication technology system. Thereisa
feedback loop inthe overall systemas the user state
impacts adaptations and media content stimuli in
a real-time fashion. Another feedback loop exists
between the adaptation controller and the media
and communication technology system.

A more specific example of a Web-based
Psychological Customization System is de-
scribed in Figure 2. In this example, the real-time
psychophysiological information or contextual
information feed, and the associated analyzer
component are not included. To achieve efficient
customization, adatabase of designrules isneeded
to define the desired cognitive, emotional or other
types of psychological effects for different types
of profiles. Once these components are in place,
customer relationship management and content
management components can be extended to cover
variations of form and substance of information
on a web page based on profiles and design rules
to create the desired psychological effects. This
can be considered as an additional layer in a
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Figure 1. General System Architecture for a Psychological Customization System
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Web content system architecture. (e.g. Saari and
Turpeinen, 2004)

The system architecture consists of databases,
application servers, and presentation servers and
three middleware layers: content management
layer, customer relationship management layer,
and Psychological Customization layer. The pro-
files of the usersand the communitiesare available
inthe profile repository. The content management
system is used to define and manage the content
repositories. This is typically based on metadata
descriptions of the content assets. The metadata
of the content repositories is matched against the
user and community profiles by the customer
relationship management system. (Turpeinen
and Saari, 2004)

The web-based Psychological Customiza-
tion System acts as transformation middleware
between the application servers, web service
components, and databases. It provides an inter-
face for designing desired psychological effects
and target experiences for individual users or
user groups. The Psychological Customization
system performs the optimization of the form of
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the content (or the software layer) as selected by
the customer relationship management layer. This
functionality can be implemented with content
transformation rules that based on the design
rules, produce the content presentation variation
according to the profile of the user. After this opti-
mization, the content is passed to the presentation
layer. (Turpeinen and Saari, 2004)

Toillustrate the functionality of this system we
use online advertising asan example. When enter-
ing a webpage in a mood of pleasant relaxation,
the user is displayed a certain type of advertising
banner that increases the probability of recall and
recognition of the product advertised perhapsalso
resulting in higher click-through rates for the ad.
Hence, online advertising could be made more
efficient by the profiling and modeling features
of our system, such as the constant user modeling
based on previous use of the system which could
produce indirect predictions of the emotional state
of the user at any given moment when using a
website. The provider of the service could set the
following Psychological Customization rule “for
all people in a state of pleasant relaxation who
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Figure 2. Web-based Psychological Customization System. Adapted and modified from Turpeinen and

Saari, 2004.
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are about to enter webpage X, display advertising
banner n”, hence driving up the efficiency of the
ad, perhaps also being able to price the ads dif-
ferently based on the higher probability of impact
on the users. (see Saari et al, 2004)

Naturally the critical issue with Psychological
Customization is being able to adapt various lay-
ers and elements of media- and communication
technologies (as presented in Table 1) to reliably
manage various psychological effects. This is
based on the ability to use the design rules to
control the desired effects with the adaptation
controller.

Tobuild suchadatabase would initially require
a large enough population to be systematically
tested with high-resolution research methods
to infer how psychological effects are realized
by various stimuli (a selected application area)
in interaction with individual, situational and
contextual differences. Once such a prototype
database has been produced, it can be applied to

a similar user population as a base of customiza-
tion of similar stimuli. The stimulus-response
relationships moderated by individual, situational
and contextual differences are turned into various
types of metadata structures to describe, abstract
and compute these relationships.

However, such initial rules database probably
requires much fine-tuning inreal-life circumstanc-
es. For this purpose our system has components
to follow the user’s behavior and other type of
feedback such as psychophysiological data and
fine-tune the user profile accordingly using vari-
ous types of machine learning techniques. This
analyzer component tracks the responses of the
user to using the system and infers the probability
thata certainstimuliinthe system has produced or
avoided a certain psychological effect with certain
parameters. Of course, multiple calculations of
the probability of the origin of the effect can be
conducted, including some external situation or
circumstance that the system is not aware of, but
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alsoincluding something notinitially presentinthe
design rules database as stimuli. Hence, it would
be possible to create “new” stimulus-response
relationships and perhaps filter out erroneous
ones when comparing a possible effect to the
stimulus-response relationships in the original
rules database. Such an approach also creates a
richer metadata structure for the relationships in
the rules database.

This constant updating of the design rules
per user profile as the user uses a Psychological
Customization system is the basis of achieving
better hit-rates for the adaptations done with the
system. Italso creates the possibility for “emergent
design-rules” for the system that have not neces-
sarily been realized from the original database
resulting from user tests. Such new rules could
be any meaningful patterns or connections that
seem to elicit specific types of experiences and
behavior from the user. In this case our system
really turns into a “user experience and behavior
mining tool” and evolves beyond its original
limits of the design rules database. The system
could be used for tracking and modeling users
at multiple levels when they are using various
products and services.

Setting and Inferring
Target Experiences

Psychological Customization systems naturally
require explicit information on the type of target
experience required for different users. These
target experiences can in principle be anything
from joy, pleasure, enjoyment and flow to ease of
information processing. As some of these effects
interact with various individual, contextual and
situational differences, such factors are incorpo-
rated in our user model.

When using the system for the first time the
user ideally goes through a brief questionnaire-
based and behavioral testing phase which de-
termines relevant individual differences, such
as personality, cognitive style and temperament
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but also task, context and other relevant factors.
These are stored in the initial user profile that can
be iterated as the user uses the system based on
various feedback loops implemented in the system.
Similarly, contextual and situational variables
could be incorporated as models in the system via
various types of environmental sensors or direct
user feedback.

The experiential targets for a certain unit of
analysisinaproductorservice (suchasawebpage,
a whole website, an advertisement or a gaming
episode) can be set and modified by either the
provider of the service or by the user. In the case
of the provider of the service setting the target
experience, our system includes a visualization
and effect-setting tool. Thistool enables the service
provider to visualize and target various types of
users and segments of users based on their user
profiles. One can for instance pick out users that
have a high threshold for stimuli (sensation seek-
ers) and provide them with “busier” web pages in
awebsite with more graphical elements, colorsand
movement available in the design. The provider
basically selects the user populations and creates
a rule “when this population uses a certain ele-
ment of information, always use these graphical
elements in the background to create an effect of
energetic enthusiasm”. The provider could also
browse or search the possibilities of the system
from the point of view of available experiential
target effects. The query could go: “show me the
allusers and all information in my databases with
which | could set the experiential effect of the
information to pleasant relaxation”. The system
would then show possibilities of available user
populations and parts or segments of a product
or service where this effect could be realized and
managed.

The user could also set desired experiential
targets for the use of our system. For instance,
the system could provide an “experience-knob”
that would serve as a way for the user to input
desired experiential states with accompanying
parameters. To set such an experience-knob to a
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position for instance in emotional desired states,
suchas pleasantrelaxation, the system would adapt
the information to be consumed accordingly where
possible. Alternatively, the user input could be used
asqueryintotheavailable informationand services
based on experiential criteria, much like in the case
of the provider of the service setting the effect. The
user could query all the “highly arousing” materi-
als available on a website and get a list of possible
web pages to visit to realize this effect. This type
of approach would then constitute an “emotional
search” into a content database that produces hits
congruentwith the user’s desired target experience.
The user can then plan and direct his consumption
of informationaccordingly, perhapswhensad, seek-
ing out for uplifting and comforting information
(e.g. conducting mood management).

It should be noted that the Psychological Cus-
tomization operates in a predictive manner, i.e.
it predicts a given effect for a given user profile,
stimuli, application area, task and context. Hence,
our system is able to operate “before” real-time
responses coming through our tracking program
(e.g.analyzer component) enter the system to index
whether a predicted psychological effect that has
been set by the provider of the service or by the
user has been realized.

Our system is then not strictly based on a
real-time closed feedback loop that it responds to
make the adaptations. This makes our system to a
degree more independent from real-time feedback
signals fromthe user’s psychological states to infer
adaptations, and also makes it more applicable in
real-life where it would be inconvenient if an un-
desired psychological state signal enters the system
and the system responds with some delay to the
event. However, the system naturally works better
with high-resolution real-time feedback loops that
index the moment-to-moment experience of the
user. The tracking programs can use this informa-
tion to build the individual user profile to be more
robust over time.

Figure 3 summarizes the key components and
functionalities of a Psychological Customization

system in more detail. The Rules and scenarios
database is the base for setting desired target
experiences and their parameters by providers of
the service or by users themselves. The database
includes the systematized multidimensional rela-
tionships of user profile, stimulus (content), exter-
nal factors (task, context, application area, other)
and various psychological effects. Auser profileis
constantly updated based on feedback loops from
the responses to the use of a Psychological Cus-
tomization system. The content database includes
the available content repository for the system,
including the modularized layers of technology
presented in Table 1. This modularized content
database acts as stimuli to provide responses from
the users. The Effect Tracker- program (embodi-
ment of our analyzer component) follows the
management of psychological effects by tracking
the responses of the users via several feedback
loops, such as psychophysiological indexes. The
Effect Tracker software also gathers information
on the external factors present in the moment of
receiving and responding to stimuli, such as con-
text, task, presence of other people, or other similar
factors. The Effect Tracker integrates all levels of
potential stimuli (the stimulus, external factors)
to infer which of these may have produced the
given psychological effect to which degree. This
reasoning is stored in the new and adapted user
model. If there are changes in the user model, this
may also change the relationship of the elements
in the Rules and scenarios database.

Figure 3 is a process model of how the set-
ting and inferring of psychological effects takes
place. When a user or a provider of service sets a
desired psychological effect (Set Effect 1) at the
time t0, this effect is based on the target experi-
ence setting- tool consulting with the Rules and
scenarios database to seek for user profiles and
content which could be matched to facilitate the
desired psychological effect in a certain manner.
The target experience set- tool then returns a
possible cluster of users and content in available
databases that realize the given target experience
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Figure 3. Setting and inferring psychological effects with a Psychological Customization system
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set with a high degree of probability. The effect
set- tool bases its output on User Profile 1 and
Rules and scenarios database 1.

At the time t1 a user is using the Psychologi-
cal Customization system and is about to enter
for instance a webpage where a psychological
effect has been set (Set Effect 1) previously. The
Adaptation Engine- software (an embodiment of
our adaptation controller component) then parses
awebpage with all the necessary layers of stimuli
from the Content database. This creates Stimulus
x. After the presentation of Stimulus x there is a
Responsey from the user at time t2. This response
iscaptured by the Effect Tracker- programtogether
with potential other sources of the target experi-
ence arising from external factors.

At time t3 the Effect Tracker creates a hew
User Profile 2 which may change the Rules and
scenarios database, creating new relationships
amongstelements, resulting in Rulesand scenarios
database 2. At time tn there is another target ex-
perience set for the same user of a Psychological
Customization system (Set Effectn). When setting
this effect, the new User profile 2 and Rules and
scenarios 2 database are consulted. The Adapta-
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tion Engine then creates a new Stimulus n at time
tn+1. This creates Response n at time tn+2. The
response is captured by the Effect Tracker- soft-
ware which may change the user profile, resulting
in User Profile n at time tn+3. There may also be
changes resulting in a new Rules and scenarios
database n. These are then the basis of setting new
target experiences in a Psychological Customiza-
tion system.

From the point of view of cost-and-benefit
analysis of the management of target experiences,
the hit-rate of success should be rather high. This
means for instance that if the target experience
for a certain webpage that is being consumed by
a user is pleasant relaxation it should be realized
with a high degree of probability. However, as our
approach to the system is partly about transparent
customization (where the customer is not at all
times aware that the product or service is being
customized), it may be possible that the cost of
errors, such as producing a neutral state instead of
pleasant relaxation, is not terribly high. It may be
that in many cases the user does not even realize
that an effect and its parameters have not been
filled. This could significantly lessen the risk of
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errors. However, in the case of the user setting the
dial of an “emotion knob” to excitement and then
being bored may be different. Unfortunately, at this
point we have not researched the psychological
impact of the suggestion made by the user dial-
ing in a target experience to the expectations and
actual experiencesresulting from using a particular
media- and communication technology.

Yet another critical aspect of our system is the
availability of ready-made or modular and easily
configurable content repositories. Here we have
focused on the form of information, or modali-
ties, structures and layouts that could be modified
without much changing the substance of informa-
tion. Web pages and websites are one possible
product category that could be customized using
our system. For instance, the same “information”
for a news story could be available as text, video
oraudio inthe database and these could be varied.
Similarly, there could be several types of skins
or layout modifications with background patterns
and colors for a single website to be adapted to
different users with the same information. Differ-
ent types of adaptation engines could be built for
these purposes using our system.

Emotionally Adapted Games
Gaming Templates and Emotion

Emotionally adapted games are one promising
application area of Psychological Customization.
We aim to sketch an approach to automatically
adapt the game based on the principles of Psy-
chological Customization and preset experiential
targets. Hence, game developers would not craft
the storylines or gaming events by hand for a
specific emotional target experience. Rather, the
game Al engine would use a set of design rules
to establish modifications of gaming structures
with existing elements of the game that would
fill the target experience and its parameters. In
terms of economics of game development there
would not necessarily be a dramatic expense in

integrating our system into the process of game
design beyond the initial investment into our
system and its integration with existing gaming
engines and platforms.

There are several applications one can think of
in the single-player game market for our system.
It is feasible to think that at least driving games,
first person shooters, action-adventure games
and level-playing games could benefit from the
use of a Psychological Customization system.
In multiplayer games our system would also be
valuable in several ways but we focus only on
single player games within this article.

Consequently, we will now presentemotionally
adapted gaming more in depth to illuminate the
possible uses of our system. First, we discuss the
role of emotions in games. Then we present the
ideaof gaming templates which are episodic, short,
narrative structures within the game. After this, the
potential design space for emotional adaptation
regardsemotionsisdiscussed. We will then define
emotionally adapted games more explicitly and
present a system design for such games. Finally,
an example of a psychophysiologically adapted
game is presented.

Apparently, emotions or emotion-related vari-
ables (e.g., competitiveness) play a critical role
also in gaming behavior (Grodal, 2000; Vorderer
etal, 2003). People seek, and are eager to pay for,
games that elicit positive emotional experiences
and enjoyment; however, an enjoyable game may
not elicit only positive emotions but possibly also
negative ones (e.g., anger, fear). Thus, one of the
major goals for video game designers is to elicit
optimal emotional responses or response patterns.
Prior psychological game studies have focused on
negatively valenced emotions elicited by video
games in trying to unravel their potential adverse
effects. Ballard and Weist (1996) and Anderson
and Dill (2000) found that a violent video game
elicited hostile affect, while three other studies
showed virtually no effect (Nelson & Carlson,
1985; Calvert & Tan, 1994).

How then to link emotions in games and basic
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elements of games? One obvious answer isto look
at the narrative element in games in which the
other possible emotionally significant elements
of games reside. In fact, games have often been
researched from the point of view of narrative,
consisting ofadramaturgical structure focused on
crisisand the resolution (Meyer, 1995). However,
it may be that gaming is not easily understood
as a linear narrative. For instance, a gamer may
be more interested in collecting points and more
powers for his character inside the game and mere
survival between different levels of the game than
in moving along a story line coherently towards
a climax (Lankoski, 2003).

Similarly, it has been argued that the participa-
tory aspect of gaming is the key to the experience
of gaming (Darley, 2000). It may be stated that
the algorithm of the game is another key source
of experiencing a game (Manovich, 2001). This
implies that as the player learns the hidden rules
and logic behind the game and is therefore suc-
cessful in playing it, a state of satisfaction may
arise. Further, it is evident that the skills of the
gamer vs. the challenges presented in the game
should be in balance (Jarvinen et al, 2002). If a
game is too difficult or too easy to play, it may
not be involving, but rather frustrating or boring.
Another difference between narrative and games is
that the tensions in narrative are dependent on the
irreversibility of the consequences of the events
of the narrative (Poole, 2000).

Despite the differences between traditional
narratives and games, many similarities exist.
One way to look at this is to observe the narrative
schemaasabasic way of organizing memories (see
Mandler, 1984). Anarrative schemain storytelling
may have the following structure: i) introduction
of a setting and key characters, ii) explanation
of the current state of affairs or the situation at
hand, iii) initiating event leading to a motivation
to act or change the state of affairs, iv) emotional
response of the protagonist and a goal for acting
or changing the state of affairs, v) the difficulty
experienced by the protagonist while perform-
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ing actions to change the state of affairs and vi)
the outcome of the action of the protagonist, i.e.
success or failure in changing the state of affairs
(Branigan, 1992).

Thisimplies that i) the role of the characters in
the game is of key importance, including the role
and point of view of the player and his character
or role and ii) it is possible to create emotional
reactions and motivation in the player to act in a
desired manner by introducing events in a certain
manner, or by offering a chance to succeed in
attaining a goal. Hence, from the point of view
of emotions, manipulating the events within a
particular sequence of the game aswell as introduc-
ing the situation and creating basic tensions and
motivations as a basis for the task of the user in
the game are important. (e.g. Saari et al, 2005)

Outside narrative elements of a game, also the
factors related to the presentation of the substance
of the game or the form of the game, such as visual
representations of the gaming events, amount
and pace of image motion, audio effects and
background music, and the level of interactivity
offered to the player, are important from the point
of view of emotion. (Saari et al, 2005)

A basic approach to an element to be adapted
inside a game is a psychologically validated tem-
plate that is embedded inside the game to create a
particular psychological effect. A broad view of
templates may be that the whole game consists of
adatabase of psychologically validated templates
that are dynamically presented by the gaming
engine in sequences during gameplay. A limited
view entails that a smaller collection of templates
is used. The element of psychological evaluation
means that the selected psychological influence
(such an emotional response) of the template on a
particular type of user is sufficiently well predict-
able. These psychologically evaluated templates
may consist of i) manipulating the substance of
a game, such as story line (initiating events, new
characters etc.) and manipulating the situations
specifically related to the character of the player
(such as putting the character into sudden and
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Table 2. Technological possibilities of Psychological Customization in emotionally adapted gaming.
Adapted and modified from Saari et al, 2005

Layer of Technology

Emotionally Adapted Gaming Templates

1. Physical

-Mobile device: user changeable covers in colors and shapes that facilitate desired emotion
-PC, console, display, peripherals: colors and shapes that facilitate desired emotions

2. Software (logical)

-The user interface elements (color, forms, shapes, directions of navigation buttons etc.) may be varied
in real-time per user to create various emotions and ease of perceptual processing

-Emotion visualization, i.e. making player’s emotional state transparent for example through the
avatar, which can usable for example in social online gaming.

-Audio channel may be used to create emotional effects (using audio input/output sound, varying
pitch, tone, background music, audio effects etc.)

-Interaction modalities may be adapted to suit the nature of the task

3. Content
A. Substance

-The genre of the game or type of game should be taken into account (first person shooter, simulation
game, level playing game, other)

-Emotionally engaging story lines and episodes and events may be used to facilitate certain emotions
-The role of the user in the story can be varied to create emotional reactions

-Adding subliminal extra content to create desired emotions while playing

Modality processing

desired emotions and moods

B. Form -Modality may be matched to cognitive style or pre-existing mood of the receiver to create ease of

-Background music, audio effects or ringing tones may be used as a separate modality to facilitate

Visual presentation

-Emotionally evaluated and positioned layout designs and templates for (colors, shapes and textures)
may be utilized per type of user segment

-linear/non-linear

stance of content)

Structure -Using emotionally evaluated and positioned narrative templates and gaming episode structures for
creating emotionally engaging story structures and varying sub-elements of the narrative and form
within the template to create different emotional emphasis of the events unfolding (related to sub-

-Game-world mechanics, such as gravitation and lighting, can be adapted, also in real-time
-Using different temporal resolutions, such as fast or slow pace of events that may influence arousal

dangerous situations inside the game) and ii)
manipulating the form or way of presentation of
the game (such as visual elements, shapes, col-
ors, types of objects, sound effects, background
music, level of interactivity and feedback etc.).
The difficulty level of the game may also be
continuously automatically be adjusted, thereby
keeping the skillsand challenges inbalance, which
results in a maintenance of an optimal emotional
experience and possibly also a flow-state. (Saari
et al, 2005)

The possibilities for manipulating the form
of the game inside a gaming episode or a meta-
narrative are presented in Table 2.

Emotional Adaptation Space for Games

Why and when then to adapt emotion in gaming
on the basis of avoiding or approaching a specific
emotional state? First, there are the transient basic
emotional effects of games that are dependent of
the phase of the game or some specific events.
These are emotions such as happiness, satisfac-
tion, sadness, dissatisfaction, anger, aggression,
fear and anxiousness. These emotions are the
basis of narrative experiences, i.e. being afraid
of the enemy in a shooting game, feeling ag-
gression and wishing to destroy the enemy and
feeling satisfaction, even happiness, when the
enemy has been destroyed. Emotional regulation
systems in these instances most naturally may
focus on manipulating the event structures, such
ascharacters, their roles, eventsthat take placeand
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other features of the narrative gaming experience.
(Saari et al, 2005)

Second, there are possibilities for emotional
management, especially in the case of manag-
ing arousal, alertness and excitation. Also, one
may wish to manage negative emotions, such as
sadness, dissatisfaction, disappointment, anger,
aggression, fear and anxiousness. The case for
managing these emotions is twofold. On the one
hand, one may see that these emotions could be
eliminated altogether in the gaming experience.
This can happen via either eliminating, if pos-
sible, the emergence of such an emotion in the
game. For example, one can make a deliberately
happy game with level-playing monkeys in a far
away island throwing barrels at obstacles and
gathering points. This would include minimum
negative emotions. Or, in a game where nega-
tive emotion is a basic part of the game, one may
wish to limit the intensity, duration or frequency
of the emotions via manipulating gaming events
and gaming elements so that sadness or fear are
attheir minimum levels, or that gaming events do
not lead to sadness at all. (Saari et al, 2005)

Similarly, managing level of arousal or the
intensity, duration and frequency of select nega-
tive emotions may be quite feasible in the case
of children as a form of parental control. On the
other hand, one may wish to maximize arousal,
alertness and excitation, perhaps even anger, fear
and aggression for hardcore gamers.

Third, there are possibilities related to the
avoidance of certain types of emotions that are
typically indicative of a poor gaming experience.
Inactivity, idleness, passivity, tiredness, boredom,
dullness, helplessness as well as a totally neutral
experience may be indicating that there is some
fundamental problem in the user-game interac-
tion. This could be due to poor gaming skills of
the user vs. the difficult challenges of the game or
some other factors, such as the user is stuck in an
adventure game for too long and can not proceed
without finding amagic key to enter the next level
or so. When a gaming engine detects these emo-
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tions in the user, it may adapt its behavior to offer
the user more choices of selecting the difficulty
level of the game or offer the user some clues as
to how to go forward in the game. The game can
also adapt its level of difficulty to the player’s
skill level. (e.g. Saari et al, 2005)

Fourth, it is also possible to create different
combinations of emotional states (satisfied and
angry) or emotional states and other psycho-
logical states (pleasant relaxation and efficient
information processing) or emotional states and
behavior (using specific motivational and action
tendencies).

All of these possibilities may be relevant.
However, the elimination or minimization of
certain emotions may be specifically feasible in
the case of indicated overly poor gaming experi-
ence in which the game may adapt its behavior
to assist the user. It should be noted that events
in games may change quickly and produce com-
plex situations and hence complex emotions that
may change rapidly. Consequently, one should
better integrate these approaches into the genre
or type of the game, such as driving simulator,
first person shooter, sports game such as golf, or
an adventure game, or a level-playing game for
children. (Saari et al, 2005)

In Table 3 the three first possibilities of emo-
tional regulation and adaptation in games are sum-
marized. The fourth possibility of combinations of
different states and behavior is left out to reduce
complexity. The possibilities are listed per cell.
Aplus indicates possibilities to approach a given
emotional state whereas a minus indicates pos-
sibilities to avoid or eliminate a given emotional
state from the gameplay experience. Of course,
Table 3 and the possibilities are relative to agame
genre, gameplay task, circumstance or situation
within a given game. The table should then be
taken as a generic example of the possibilities of
adapting emotions within gameplay at the more
general level.

Abriefexample of meaningful emotional adap-
tations can be thought of when playing a driving
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Table 3. A dimensional approach to emotionally adapted gaming. Adapted and modified from Saari et

al, 2005.
Low arousal Neutral arousal High arousal
Positive Pleasant relaxation, calmness Happiness, satisfaction Energetic, peppy, joyfulness, enthu-
Valence +Useful in relaxation and concentration +When reaching a goal in agame | siasm
games with peaceful atmosphere this is elementary and can be mo- | +Important in many games, related to
+Short break in an adventure game, tivating to play the game further success in the game or one’s gam-
after having achieved a goal, a “break to -Perhaps not feasible to avoid ing skills, a motivating factor to play
breathe” and experience some reward altogether further
-Little use in aggressive games, could +Can indicate a successful gaming
then perhaps be avoided in such games session
-Perhaps not feasible to avoid alto-
gether
Neutral Inactivity, idleness, passivity Neutral experience Arousal, alertness, excitation
valence +Perhaps not feasible to set as an ap- +Not very feasible to approach +In many games the gaming challenge
proachable state, unless the goal of the -Perhaps feasible to avoid this and events could lead to this state
game is too passivate the person state as it may indicate disinterest | +One could also maximize arousal in
-Perhaps should be avoided in most in the game driving games, adventures or violent
games games if one wishes
+Arousal management could be
feasible without taking into account the
valence dimension
Negative Tiredness, boredom, dullness, helpless- Sadness, dissatisfaction, disap- Anger, aggression, fear, anxiousness,
valence ness, depression pointment stress
+Perhaps not feasible to set as an ap- +These are basic elements of +In many games this state is a basic
proachable state experience in many games, for element of experience in the game
-Perhaps should be avoided in most instance, when not succeeding to +0One could also maximize aggression
games as these may be indicators of reach a goal in a game
poor gaming skills vs. the challenge of -May also indicate poor gaming -Totally avoiding or controlling aggres-
the game, a boring game or some other skills and hence could be avoided | sion in a game, for instance for children
fundamentally distracting factors to the or those wishing to have a less aggres-
gaming experience sive gaming experience

simulator game. The gameissettobe arousing and
exciting for the player. If the Psychological Cus-
tomization system detects inactivity or boredom
it may choose to investigate whether this is due to
an overly easy or overly difficult situation for the
player based on previous patterns of gameplay of
the user. Once this is completed the game Al can
adopt accordingly, for instance making the game
more challenging by adding obstacles to the driv-
ing course or by reducing traction of the tires or
by changing the background music or visuals of
the game to be more arousing and exciting. This
would result in increased arousal of the player
which would be verified by the Psychological
Customization system.

In an adventure fantasy game one can think of
an emotionally more complex situation where the

player is detected to be angry and anxious even
though the game does not explicitly facilitate these
statesin the situation the playerisin. The gameAl,
with the help of a Psychological Customization
system, could adopt a next scenario of the task of
the player, whose character is a knight, to lessen
this stage of anxiousness within the framework
story of the game. The knight is approached by
another character who asks for his help in defend-
ing a village nearby from dragons. The game
could alter the character asking the favor to be a
small child instead of an adult warrior, leading to
more compassion towards the character’s needs.
The whole scenario of the knight defending the
village could be made just a little bit less chal-
lenging that it could be (but not to the point of
being overly easy and boring). Then it would be a
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little easier for the knight (e.g. player’s character)
to save the village. The game Al could also add
a scene where, after having defeated the dragons
successfully, the knight is surrounded by many
families with children from the village who all
want to thank the knight for saving them. The
player would then experience compassion for the
villagers,amoderate level of arousal when fighting
off the dragons and a joy after having defeated
the dragons added by satisfaction or happiness
when receiving thanks from the villagers. These
experiences could counter the initial angry and
anxious states of the user.

Naturally, our examples are limited but they
offerabrief peek into what kind of adaptations are
possible using existing game engines with a Psy-
chological Customization system for emotional
adaptation purposes. In both examples the game
Al and our system are trying to manage a certain
fine balance between what they reason (based
on preprogrammed data on target experiences
and user profiles and different algorithms) are
optimal psychological states relative to the task
of the user. Several components of the game can
be adopted to manage target experiences in mean-
ingful ways and the Psychological Customization
system can also create emergent design-rules for
such management tactics for the game Al based
on the feedback loops constantly enriching the
player’s user profile.

System Design for Emotionally
Adapted Games

We will now present a basic system schematic
of an emotionally adapted game in Figure 4. The
process of a typical gaming engine is depicted on
the left-hand side of the diagram. The engine con-
tinuously monitors user input, which is typically
collected using a keyboard, a joystick, or other
game controllers. Thisinput datais then processed
andtransferred tothe layer thathandles the game’s
internal logical state, and the user input may influ-
ence the game state. After the logical state of the
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game isdefined the system alters the actions of the
synthetic agents in the game world. For example,
these include the actions of computer-controlled
non-player characters. The complexity of this Al
layer varies greatly depending on the game. Based
on the game state and the determined actions of
the synthetic agents, the physics engine determines
the kinetic movements of different objects within
the world. Finally, the game world is synthesized
for the player by rendering the graphical elements
and producing and controlling the audio elements
within the game. (see Saari et al, 2005)

The proposed emotional regulation can be
implemented as a middleware system that runs
parallel to the actual game engine. The input
processing layer of the game engine can receive
a data flow of captured and pre-processed sen-
sor data. The real-time signal processing may
consist of different forms of amplifying, filtering
and feature selection on the psychophysiological
signals. This data flow may directly influence the
state of the game world, or it can be used by the
emotional regulation sub-module of the emotion
feedback engine. Thismodule consists of the rules
of emotional balancing for different player profile
typesand gamer-related explicitly set preferences
controlled by the “emotion knob”. In addition, it
contains a collection of design rules for narra-
tive constructions and game object presentation
within the game world. The emotional regulation
module alsoreceives input fromthe game engine’s
logical layer to make selections related to desired
emotional balance and narrative structures within
the game. (Saari et al, 2005)

The outputs of emotional regulation engine
may then be applied to various different levels of
the actions of the game engine: i) the logical state
of the world may be re-directed, ii) the actions
of the synthetic agents may be controlled, iii) the
kinetics of the game may be altered and iv) the
rendering of the game world may be changed.
First two options are more relevant to high-level
and story-related structures of the game, whereas
the last two are more directly related to the selec-
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Figure 4. Emotional adaptation system design for games. Adapted from Saari et al, 2005.
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tion of presentation of objects within the virtual
environment. (e.g. Saari et al, 2005)

The system in Figure 4 follows the logic of
Figure 3 of the process model of Psychological
Customization. With our system design for games
it is possible for the game designer as well for
the user to set desired emotional targets to be
approached or avoided. The system uses both
positive and negative feedback loopsto determine
the ideal adaptations case-by-case for gameplay
for various emotional effects to be realized and
managed.

The question arises, what type of automated
reasoning needs to take place withinaPsychologi-
cal Customization system for emotionally adapted
gaming? To answer this we take examples from
biofeedback gaming where various biosignals (in
essence psychophysiological signals discussed
above) are used as an input to both infer the psy-
chological state of the user and influence gaming
events and gaming controls (e.g. Kuikkaniemi
et al., 2008; Fairclough, 2007). The focus of
biofeedback games is to create a psychophysi-
ological representation of the user and use this

model as a means to adopt the game. The model
also containsthe idea of desirable and undesirable
zones related to gameplay. That is, some zones of
the model need to be avoided while others can be
maximized. (e.g. Fairclough, 2007)

The biocybernetic loop can be used for rea-
soning inside the game engine to determine the
adaptations of the game. The negative control loop
may provide more stability in the system, such as
apsychophysiologically adapted computer game.
In previous research it has been shown that this
control loop allows the user to avoid the undesir-
able emotional effects of game playing (see Free-
man, 1999). This type of adaptation of the game
avoids emotional states associated with sudden
transition and instability. However, one wonders
how fruitful this type of adaptation really is, as
gameplay isalso about surprising events one must
react to, a constant struggle between what one is
capable of and the challenges in the game.

The positive control loop leans towards in-
stability as the player-game adaptation develops
towards higher levels of desirable performance.
However, both types of control loops could be
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incorporated in emotionally adapted gaming. For
instance, during early stages of playing the game
anovice may require “protection” fromemotional
states which may lead to him stopping gameplay
altogether. In this sense it would be sensible to
avoid certain emotions, like boredom or depres-
sion. On the other hand, an expert player could
prefer a positive control loop that maximizes and
stretches some aspects of “desired” emotional
states, such as joy, excitation or relaxation.

There is however a conceptual and practical
caveat in playing a computer game that uses psy-
chophysiological signals to adapt gameplay: the
emotional state has to occur and be detected by
the system before the system can react to the emo-
tional state with negative or positive control loops
or some other means of adaptation. According to
Fairclough (2007) one solution to this would be
to acquire large amounts of psychophysiological
data per user included in the user model and then
use this data in a predictive sense. This would
enable the game to respond to probable future
events rather than past events.

Togiveanexample of such apsychophysiologi-
cally adapted game in real-life one can imagine a
player who has played a game for long enough to
evolve from anovice to an expert. Asa novice the
player noticed and was aware of how the game
adapted to his psychophysiological signals with
a negative control loop. When the player started
performing better in the game and turned into an
expert the game software had to switch between
negative and positive control loops to provide
challenge for the more experienced player. The
player then has to adapt his behavior accordingly
as the game has also changed, partly based on
his psychophysiological user model and input.
In this sense the player and the game software
may enter a co-evolving spiral where they are
mutually interdependent on each other’s behavior
(see Kelly, 1994).

If one follows the example and evaluates the
“value” ofapsychophysiologically adapted game
it may be stated that the value is determined by
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the co-evolutionary potential, or the capacity of
the game software to adapt over time in unpre-
dictable ways to keep the player engaged. This
could determine both the quality and quantity of
game play experience for a player of such a game.
(Fairclough, 2007)

Based on the example of psychophysiological
gaming the key of making sensible and usable
emotionally adapted games is then in the richness
of the co-evolutionary potential of the player and
the game. It may not be enough merely to avoid
certain emotional states shown in Table 3 as it
soon will become boring or too easy for an expert
player. Once the player turns into an expert and
develops his gaming skills further the challenge
is then in the area of how to create a sufficient
amount of variation, challenge, unpredictability
and instability for the expert player via a feedback
loop from the user’s emotional states to the game
adoption engine.

One may think of at least two sources of such
emotional adaptation for the expert player. First
source are the intentions or pre-set effects of the
game designer. These are the psychological ef-
fects set by the designer of the game for different
player profiles, similarly to setting psychological
effects explained in Figure 3. These effects could
be set to function based both on the negative and
positive feedback loops. The designer of the game
could set the positive feedback loops based on
multiple levels of demonstrated expertise found
in the player’s user profile. Of course, depending
on how many effects the game designer is able or
wishes to set, these may act as a source of richness
and variation of gameplay and the co-evolution
of the player and the game.

Second source of variation and richness is the
player himself. By providing a control-knob for
the player to select desired target emotion states
(see Table 3) and set their intensities (high-low),
frequencies (often-seldom), or combinations
(joy-anger) may create unexpected and surprising
gameplay sessions as the game software handles
and processes these inputs and sets them as tar-
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gets for the game based on both the negative and
positive control loops.

Additionally, the control-knob may be used for
other selections regarding the game not strictly on
emotional basis. The control knob could offer the
possibility of more or less of “sex and violence”,
for instance. Or it could offer any other meaning-
ful category of the “style” or even genre of the
game to be changed, such as combining humor-
ous story lines or characters with a die-hard first
person shooter game to create interesting mixes
of gameplay. Naturally, the system could capture
the emotional effects of these selections and turn
them into emergent design-rules based on how
a user responds to the new created stimuli col-
lections. These stimuli collections could then in
turn be labeled more systematically to respond to
categories of emotional states by the software. The
re-categorizations of various aspects of stimuli
can then even be incorporated back into possible
classes of objects/events or emotional states the
user could select with a control knob as an input
into the gaming system.

In many games there are already sliders and
controls for the amount of graphic violence and
enemy Al intelligence level. Some of these con-
trols indirectly infer emotional tones such as less
violence indicating less arousal or more enemy
Al indicating more arousal via more challeng-
ing gameplay. Our emotion knob could be used
in conjunction with widely used types of game
adaptation sliders set by users. The knob does not
literally have to be a knob but could be visualized
and implemented in the sliders in various ways
to make it intuitive and integrated within typical
gaming preference input tools. The advantage of
the emotion control knob as we have discussed it
is that it is based on an explicit relationship of the
settings of the knob, the stimuli and adaptations
presented in the game and emotional responses.
Hence, many indirectly emotional existing slid-
ers such as the amount of graphic violence could
perhaps be grouped under the more explicit
emotional tuning category using the concept of

the emotion control knob. Of course, empirically
founded design-rules for integrating existing slid-
ers in games for this purpose need to be created.
Such rules can also be created “on the fly” using
our approach to generate emergent design-rules
with our system.

Based on our suggestions, an emotionally
adapted game could provide more extended pos-
sibilities for the co-evolution of the game and the
player and hence provide more value in terms of
the experiential quality as well as frequency and
duration of gameplay, than a game adapting to
the player with a real-time psychophysiological
signal only.

Psychophysiologically Adaptive
First-Person Shooter Game

We are now able to explicitly define an emotion-
ally adaptive game after our elaborations. An
emotionally adaptive game is a game built based
on a Psychological Customization system. Such
a game includes a set of target experiences, such
as emotional states or moods, as well as other
relevant psychological states (e.g. learning, flow,
presence), set by the designer of the game to be
realized with select gaming templates consisting
of for instance various events, circumstances,
storylines, characters and objects relative to the
user profile of the player. Target emotional and
other psychological states can also be set by the
player by using specially made emotion-control
knobs that enable the manipulation of types,
intensities, frequencies, durations, combinations
and other relevant parameters of emotional and
other psychological states the player wishes to
emphasize during a gameplay session.

An emotionally adaptive game tracks the
user’semotional and other relevant psychological
responses (or the realization of the parameters of
set psychological states) with different methods
of measurement, such as psychophysiological
signals and gaming behavior modeling (joystick
movements, type of gameplay, amount of use
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of controls, amount of movement, performance,
for example). The game is emotionally adaptive
in the sense that it aims to realize previously set
emotional state targets and their parameters with
maximum probability. The emotional state targets
can be realized with both negative (avoid acertain
emotional state) and positive (approach a certain
emotional state) feedback loops, or by using other
methods of optimization.

The adaptations in the game may take place
at all three levels of media- and communication
technology and their subcomponents: hardware
layer, software/logical layer (user interface, way of
interaction) and the information layer (substance of
information, form of information: modality, visual
layout, structure). Anadaptation isa (meaningful)
change in the state of the game which acts as a
trigger or stimuli for an emotional response from
the player. Preset rules of what type of object or
event likely causes a certain emotional state in
a certain user can also emerge from the use of
the system. These emergent design-rules can be
based on machine learning techniques that mine
the user’s behavior in the game and find patterns
thatare emotionally significantas evidentfromthe
psychophysiological or other signals of the user.
Suchemergentdesign-rules canbe inputback into
the system as new classes of potential stimuli to
elicitemotional responsesto be explicitly selected
by the user for manipulation with a control-knob.
Emergentdesign-rules can also functionas impor-
tant information of game design success and give
ideas for new directions of design to the designers
of the game in the case that the company behind
the game could access a user’s profile and game
log. An emotionally adaptive game evolves over
time as it learns more from the player and is able
to provide more challenging, varied and rich
gameplay experiences over longer periods of time
than a traditional computer game.

An emotionally adaptive game can also be a
psychophysiologically adaptive game that merely
respondsto areal-time psychophysiological signal
to influence gameplay.
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Indeed, to implement and evaluate some of
the ideas presented, we have explored novel
technical solutions and tested different kinds
of psychophysiological adaptations that can
be implemented. EMOShooter is a prototype
platform for psychophysiologically adaptive 3D
first-person shooter (FPS) gaming. It is built on
top of open-source graphics engine (OGRE 3D)
and physics engine (ODE). In this experimental
platform we have the possibility to modify prac-
tically any game world element, player avatar,
avatar outlook, or control parameter.

EMOShooter is a simple psychophysiologi-
cally adaptive game and hence a part of our emo-
tionally adapted games definition. The systemuses
psychophysiological signals to influence the ease
of use of the controls of the game hence affecting
gameplay difficulty and gameplay experience. The
systemdoes not have target experiences systemati-
cally implemented at this momentnor doesithave
an emotion knob to tune the system. However, the
EMOShooter game is a valuable example of one
type of emotionally adapted games in demonstrat-
ing one feasible link between real-time emotional
state measurement with psychophysiology and
the gameplay.

The goal of the EMOShooter game is to kill
cube-like enemies either with sniper or machine
gun. We have been testing various adaptation
patterns with EMOShooter by primarily EDAand
respiration as psychophysiological signals in our
adaptive feedback system regards how these sig-
nals can be meaningfully connected to the actual
gameplay via adapting game controls.

Adaptation of game controls includes changes
inrate of fire, recoil, movement speed and shaking.
If aplayer is aroused this will be reflected in EDA
and respiration signalswhich inturnwill make rate
of fire and movement slower and will make the
aim shaky. Hence, for a highly aroused player the
game becomes more difficult. Foramildly aroused
or calm player the controls become more efficient
and easy to use hence facilitating performance at
gameplay. Game events are mostly arousing. The
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amountof cubesto shoot, theirapproachand firing
on the user, the amount of health left after being
hit and the sound effects all are geared to drive up
arousal in the game. The players task is to be calm
as indexed by psychophysiological signals to be
able to operate the controls more efficiently.

In our tests of the game we have collected
also EMG data to infer the valence dimension of
emotion during gameplay. In addition to the psy-
chophysiological signals we have collected data
from the players using behavioral game logging,
video capture, interviews and questionnaires.
During our tests we noticed that proper calibration
and base lining of the psychophysiological signals
is very important for the adaptations to work. We
also noticed that having robust stimuli inthe game
is crucial for the adaptations to work because in
many cases the stimulus functioned as a trigger
in adaptation. The psychophysiological signals
used are calibrated by using dynamic range (basi-
cally a variation of dynamic signal normalization
algorithm), which has a memory buffer of a few
seconds (depending on signal). Dynamic range is
easy to use and effective calibration mechanism,
and relative change seems to be more practical
than absolute values in this kind of gaming.

Accordingtoour early analysis, there are three
key issues in designing psychophysiologically
adaptive games i) understanding the meaningful
emotionally adaptive gaming patterns, ii) imple-
mentation of adaptation algorithms and signal
processing, and iii) purposeful use of sensors in
the game context (Kuikkaniemi et al., 2008).

The design patterns used in emotionally adap-
tive gaming must be meaningful and enjoyable
for the player, and the utilization of signals must
also obey the overall goal of the game. In order
to achieve the goal player should find the right
rhythmor balance of playing the game and control
of psychophysiological responses and signals.

Signals should be analyzed as close to real-
timeas possible in psychophysiologically adaptive
gaming in order to keep the feedback loop in pace
with the game adaptations and game events. We

have used time-series analysis with short sample
windows. Inpractice, ECG, EEG and EMG always
require extensive data processing, but EDA and
respiration can be almost used as such to create
the adaptation signal. This implies that not all
psychophysiological signals are equally open to
be used as real-time inputs into an adaptive game
at least in this stage of signal processing hardware
and software development.

Usability of psychophysiological recording
devices remains quite poor. Respiration, HR
[heart rate] and EDA are probably the easiest to
implement. Also in case of emotional adaptation
the design of the game may include the physical
design of the sensors, e.g. “Detective hat” for
EEG sensorsor “Sniper-gloves” for EDAsensors.
Hence, the sensors could be designed as part of the
game story rather than presented as cumbersome
and invasive laboratory-originated equipment.

Infuture versions of EMOShooter we may also
employ the system design of emotionally adapted
games including setting of explicit experiential
targets and their parameters for gaming sessions
and the emotion control knob.

DISCUSSION

There are several challenges for Psychological
Customization systems. We see four main areas
which are critical: i) measurement of experience,
i) quality of reasoning in an adaptive system, iii)
finding successful commercial application areas
and iv) acceptability by users.

The measurement of experience in the first
place is a key challenge. However, we have
presented an approach to concentrate on those
aspects of experience, such as emotion, which
are perhaps better defined than experiential
states in general. Despite this focus, there is still
disagreement in theorizing, operationalizing and
measuring emotions.

Another problem is the stimulus that pro-
duces a given emotional state. How to reliably
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capture these responses in a way which could
be generalized over similar, but not exactly the
same stimuli? While we have no final answers
to these challenges, we have some solution paths
to consider.

First, measurement of emotion and emo-
tional responses to stimuli within a Psychologi-
cal Customization system when producing the
initial Rules and scenarios database is of course
important. However, a Psychological Customiza-
tion system is designed to evolve over time with
feedback loops enabling the building of emergent
design-rules which can produce better hit-rates
for the system for psychological effects. Inaway,
if one envisions a Psychological Customization
systemauser hasused in several application areas
over longer periods of time, there are likely “new”
design rules which have emerged and fine-tuned
the system’s capacity regarding that particular
user or other users with a similar user profile.
In a way, with a solid enough starting point a
Psychological Customization system could over
time produce a much better functioning system
without the explicit need for a final theory of emo-
tion. Naturally, to prove this case is an empiric
question of real-life use of various applications
based onthe Psychological Customizationdesign
principles.

Second, when producing these emergent
design-rules with massive amounts of data from
various sensors and other sources such as psy-
chophysiological data it may be possible to capture
high-resolution indexes of the responses of a user
to set of stimuli by combining direct and indirect
measurement of experience and behavior from
multiple angles. Hence, the amount of data, the
multiplicity of sources of data and the resolution
of usertracking could ideally produce high-quality
design rules. Of course, they could also act as
sources of noise. It is likely then that a massively
computational approach to user modeling, or mod-
eling of the realization of psychological effects
needs some mediating medium-level conceptsand
constructs based on which the meaningful patterns
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of responses could be mined from a continuous,
multiple data streams tracking the user.

The quality of reasoning inan adaptive system
is often a bottle-neck in performance. If a closed
system is produced with fixed design-rules it
would inevitably encounter situations, stimuli
and users which would challenge the systems
fixed rules and produce errors in adaptations.
While there are several deep and sophisticated
technical and mathematical approaches to this
problem including different ways of machine
learning and reasoning (which are beyond the
scope of this article), we propose a higher-level
solution possibility. Again, our answer is to rely
on the co-evolutionary potential of our system
design with changing user models and emergent
design-rules. Of course, this approach needs
working algorithms and techniques to form the
necessary metadata and other data structures to
be processed by the system.

Tofind commercially feasible applicationareas
for Psychological Customization is naturally a
challenge intransferring research results fromthe
academicworldto real-life products and services.
Itis our view that a Psychological Customization
system can be an important middle-ware layer of
various types of systems, working as a separate
componentwith Customer Relationship Manage-
ment systems, for instance.

APsychological Customization system canadd
the possibility of adaptation and target experience
realization and management for even simple sys-
tems of content and service delivery to consum-
ers. It should be noted that the system could in
principle operate withoutan explicit feedback loop
from the experiences and behavior of the users in
real-time. Such a system would operate based on
the Rulesand scenarios database adaptations only.
It may also be possible to build indirect ways of
inferring the realization probability of giventarget
experiences with lighter methods than invasive
psychophysiological measurement.

Further, one can use a Psychological Cus-
tomization system “off-line” in the form of a user-
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testing tool for product development purposes.
One could for instance conduct user research on
a population of users of a to-be-launched product
or existing service being redesigned. The designs
and solutions and their functionality (relative to
the goals of the designers, brand image, usability,
emotionality, or other experiential factors) could
be validated with a representative sample of test
users. The results could then indicate problems
areas or successful aspects of the design and pro-
vide valuable, quantified data to help the design
of a product or service.

Gaming, as we have presented itin this chapter
is perhaps one of the most promising applica-
tion areas of Psychological Customization. We
see that both casual and hardcore gamers could
benefit from the use of our system and entirely
new types of games can be created. Psychologi-
cal Customization would enable game designers
to use our tools both when developing the game
and testing it with users in a rapid manner as well
as part of the final product. From the user’s point
of view, using various types of control knobs of
emotion or other experiences enables them to
customize and have more control over their gam-
ing experiences.

Good games are composed of delicate synthe-
sis of the components creating a pleasant game
balance and challenge for players. Introducing
emotional adaptation increases the complexity
of game design tasks involved. However, regards
the economics of game development our system
would not induce a dramatic cost. The system
automatically establishes gaming patterns and
structures which would fill a target experience
and its parameters. Our system could be a modu-
lar toolset that can be adapted to various types
of gaming platforms and gaming engines. The
emotional tuning knob could be integrated into
existing game controls including sliders for level
of graphic violence in the game, for instance. Of
course, development work is needed to create an
easy-to-use game adaptation interface for users
to set their preferences for gameplay.

Even if there are promising commercial appli-
cations of Psychological Customization systems
there is still the question of user acceptance. The
question here without doubt is whether users
will tolerate some loss of their privacy in return
for a fully functioning and value-providing Psy-
chological Customization system in a particular
application area. It may be easy to convince an
expert-user such as a remote operator of an indus-
trial machine that using for instance psychophysi-
ological sensors reduces the possibility of error in
the operation of the system. However, even semi-
invasive psychophysiological sensors beyond
their application in games may be problematic
to accept by many users. Hardcore gamers may
be more suspect to accept new peripheral devices
linking them to game than gaming novices or ca-
sual gamers. However, the culture of connecting
one’sbodytoagame isalready evolving. Think of
Wii as an example with a controller tied to one’s
wrist, constantly touching the skin. It would not
be unimaginable to think of psychophysiological
sensors embedded in similar controls as people
are more used to “semi-invasive” gaming con-
trols beyond the use of a mouse and keyboard.
The solution here could be to design sensors as
embedded into essential existing or new types of
gaming peripherals. A driving wheel with EDA
and ECG sensors or driving gloves with similar
sensorswith added blood pressure, muscle tension
and finger movement sensors could be used as
easily acceptable controls of a driving simulator,
for example.

In general, the problem lies with giving un-
precedented access to one’s experiential states
to outside parties, let alone commercial parties.
Thereisreally nodirectsolution to the question of
user acceptance. However, we call for better user
anonymization techniques aswell as better indirect
and direct ways of measuring experiential states
and behavior of users. The question still remains
of trust: whether the user trusts the system or the
provider of a product or service enough to give
them access to his emotional states in real-time.
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Perhaps this could be partly mediated by keeping
the transmission of such private data between the
computer and the user, and either encrypting or
anonymizing the data to be sent over networks to
Psychological Customization servers. Of course,
for the user, the benefits of using a Psychological
Customization system need to outweighthe risks or
inconveniences. Perhaps letting users dial in their
desired experiential states and have more control
over the customization of various products and
services, while keeping the vital feedback loops
of measurement of their experiences, and perhaps
even their user profiles, to themselves.

One aspect to be dealt with is related to the
social status brought about by gaming achieve-
ment. Ifagame adapts differently to different users
would this erode the status position of high scores
among peers playing the game? Our response is
thatemotional adaptation is not necessarily heavily
linked with gaming difficulty. Gaming difficulty
typically increases using various algorithms from
the beginning until the completion of a game.
However, people can already set the “enemy”
intelligence levels for the game Al engine from
less to more intelligent to tune the level of chal-
lenge in the game. We have not heard of discus-
sions related to high scores and their social status
based on these settings. We expect that emotional
adaptation of personal gaming preferences would
then not influence the social nature of high scores
or gaming achievement.

We briefly conclude that our proposal for
emotionally adapted games is based on Psycho-
logical Customization which we have shown to
be grounded on empirical evidence as proof of
concept. We have presented a system design, and
emotional adaptation space for games and an ex-
ample of a psychophysiologically adapted game.
Inour tests of the psychophysiologically adaptive
game as a first prototype of emotionally adapted
games we have been able to produce meaningful
gaming patterns and game adaptations. We argue
that our approach to emotionally adapted games
is novel and creates new opportunities for design-
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ing games. We feel that our approach may result
in a new type of enabling technological platform
focused on the customization of gaming experi-
ences. Thisnewenabling technology platformcan
facilitate the development new types of games but
can also be used with existing types of games and
gaming platforms.
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ABSTRACT

Product configuration systems (PCS) are a technology well suited for mass customization and support
the task of configuring the product to the individual customer s needs. PCS are at the same time com-
plex software systems that may be tailored to solve a variety of problems for a firm, e.g. supporting the
quotation process or validating the structure of a product. This chapter reports findings from a study of
12 Danish firms, which at the time of the study have implemented or are in the process of implement-

ing product configuration systems. 12 costs and 12 benefits are identified in literature, and using radar
diagrams as a tool for data collection the relative difference are identified. While several of the firms are
mass customizers it is not the primary driver for implementing PCS. The analysis reveals that expected

and realized benefits are consistent: 1) Improved quality in specifications, 2) Using less resources, and
3) Lower turnaround time. Interestingly, the realized benefits are all higher than the expected benefits.

The expected benefits highlight the motivation, and this has implications for human factors as they point
in the direction of significant changes to come in the adopting organization. It is observed that product
configuration projects are treated as simple technical projects although they should be regarded as

organizational change projects.

INTRODUCTION needs. But, unlike previously, customers do notwish
to pay a premium for customized goods, which are

Customers have become accustomed to the price of  now becoming a commodity rather than a special

mass produced goodsand are increasingly demand-  case. This is referred to as mass customization

ing that products are customized to their personal (Davis, 1987) and has indeed become an important
issue for many firms.
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Ameans for firms to achieve mass customiza-
tion is the use of product configuration systems.
A product configuration system consists of a
computer model of a product, which contains
information about the relationship between the
individual components of the product and any
noteworthy restrictions, which one component
imposes on another. For instance, aproduct model
ofabicycle would have information regarding the
frame, wheel, tube, tires, saddle, color and style
of the different components etc. Restrictions in
the model define what size of wheel fits with a
given frame — no use in mounting a 26” wheel
on a 12” frame.

The purpose of this paper is to identify the
expected and realized costs and benefits from
implementing product configuration systems. The
paper draws onempirical evidence from astudy of
twelve Danish firms, which have implemented or
at the time of data collection were in the process
of implementing product configuration systems.
The data used in this paper was collected ultimo
2003 through primo 2004. The main thrust of
the chapter is to identify costs and benefits. The
identified benefits are then used to understand the
organizational implications — which essentially
are organizational changes rather than a mere
technical project.

The chapter is structured as follows: The next
section explain what a product configuration
system is. This is followed by a section briefly
describing the project, study and methodology,
which again is followed by a description of the
involved firms and the results. The results are
presented, and the implications for human fac-
tors discussed.

Product Configuration Systems

In order to appreciate product configuration
systems these must be placed within a context
of mass customization. The definition of mass
customizationis by itself asubject of controversy;
Gilmore and Pine (1997), Duray et al. (2000),

Tsengand Jiao (2001), Piller (2004) give anumber
of different definitions. This is not unexpected, as
the field of mass customization attracts scholars
from diverse fields such as computer science, en-
gineering, strategy and marketing, see Silveira et
al. (2001) for a literature review. In this paper the
definition by Duray et al. (2000) is used as it has
both a engineering and a cost perspective, which
isinagreement with the views of this paper. Inthis
definition mass customization is defined by two
dimensions: 1) The basic nature of customization,
and 2) The means for achieving customization at
or near mass production costs.

The basic nature of customization refers to the
observationthatvariety initself does not constitute
customization, and the customer must be involved
in the specification of the product. The means to
achieve mass customization at or near mass pro-
duction costs are essentially economics of scale
asaconsequence of the modularity of the product.
By modularizing a product and reusing as many
modules as possible in all product variations it is
possible for these modules to be produced at or
near mass production prices.

Product configuration systems are enablers
in both dimensions. A product configuration
system allows the customer or sales person to
easily configure a product to their specific needs.
The product configuration system keeps track of
the possible combinations of product properties
that are allowed. A product configuration system
also influences costs, as the costs of configuring
a “standard” product are the same as a custom
product. The costs of making product specification
are the same for all product configurations.

A product configuration system is basically a
model of a product, describing the relationship
between individual parts. This makes it possible
to interactively design a product by specifying
which parts should be used in the final product.
Product configuration systems can be categorized
based on the type of knowledge (performance/
structure) and number of decision variables
(few/many) (Ladeby, Edwards, & Haug, 2007).
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However, for this purpose two extremes can
be identified: 1) Quotation configuration sys-
tems and 2) Production configuration systems.
A quotation configuration system is a product
configuration system with high level knowledge
and few decision variable. Such a system is well
suited in the preliminary sales and configuration
phase e.g. for making quotes. This implies that
the product configuration system only needs to
possess knowledge regarding larger elements,
which have a significant impact on the total price.
Quotation configuration systemsare oftenused in
heavy engineering, where the rough price of the
elements is known, whereas precise information
about price of material etc. is unknown. Produc-
ing quotes in heavy engineering projects, e.g. a
large production plant, is in itself very costly, and
aquotation configuration system cansignificantly
lower the cost of producing a quote. One of the
interviewed firms documented a reduction from
2.650 man/hrsto 130 man/hrs for making a detailed
first quote (Interview with firm B, 28" Oct 2003).
Quotation configuration systems are sometimes
referred to as meta configuration systems (Forza
& Salvador, 2007), however, in this context the
key term is quotation.

In the opposite end of the spectrum we find
production configuration systems, which are
product configuration systems capable of gen-
erating a complete production-ready product
specification. Production configuration systems
are most often linked to or integrated in an ERP
system offering further advantages forautomating
production- and materials planning. Thus, when
the desired configuration has been created, the
system has complete knowledge of the product to
be produced. The configurationis used by the EPR
systemto create routing, bill of material, inventory
etc. Production configuration systems find use in
situations, where the product can be completely
configured by using the product configuration
system. Standard cars, bicycles etc. would be
examples of products, which lend themselves to
this kind of configuration. It must be stressed that
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we make a distinction between product, produc-
tion, and quotation configuration systems, where
the latter two are subsets of the first.

Product configuration systems are a means
of achieving customization, however, product
configuration systems are not per se a means for
achieving customization ator near mass production
costs. As Pine (1999) notes: “The best method for
achieving mass customization —minimising costs
while maximising individual customization - isto
create modular components that can be configured
into a wide variety of end products and services”,
which is also recognised by Duray et al. (2000).
While it is easy to design a product configuration
system around a fully modular product, it is not
a necessity, and it is possible to design a product
configuration system for a non-modular product.
The latter product will not see the cost advantages
of modularisation, and the process of creating the
configuration system will also be more complex
due to idiosyncrasies in the individual product
variants. Naturally, this is recognised by other
scholars, and Riis (2003) strongly encourages
the use of strict product reviews before creating
a product configuration system.

Product configuration systems exist in many
forms and are based on a variety of underlying
technologies. The knowledge base inthese systems
canbeeither rule-, model- or case-based (Blecker,
Abdelkafi, Kreutler, & Friedrich, 2004; Bei Yu &
Skovgaard, 1998). In this paper only rule-based
configuration systems is encountered. Configu-
ration systems are also found in some ERP suits
with SAP’s R/3 being one such example (Haag,
1998). The advantage of the ERP approach is the
integration with existing data, and that ERP sys-
tems focus on the business process as opposed to
stand-alone configuration, both of which hastheir
place. The Baan SalesPLUS product configura-
tion system (Bei Yu et al., 1998) is an example
of astand-alone configuration system which may
integrate with existing databases.
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Project Description and Methodology

This research was conducted in the “The Product
Models, Economy, Technology, and Organisa-
tion” project (PETO), which was formed with
the intention of studying the process and effects
of implementing product configuration systems.
Most of the literature on product configuration
systems deals with technical issues, and only
a few recent papers have taken economic and
organizational issues (Forza & Salvador, 2001;
Forza & Salvador, 2002) into consideration. It
is evident from several implementation projects
(Riis, 2003; Hansen, 2003) that there are sig-
nificant costs associated with implementation and
realizing benefits. This research tries to measure
costs and benefits associated with implementing
product configuration systems in a number of
Danish firms.

Given the fact that no other interdisciplinary
studies of product configuration systems, to our
knowledge, have been conducted, a qualitative
and yet hypothetically deductive approach was
selected.

Based onearlier researchand experience within
the project group, a number of possible costs and
benefitswere deduced. Aquestionnaire was devel-
oped with the intention of capturing expectations
and results from product configuration systems
as well as the actual implementation process.
The questionnaire was populated with questions
directed at: 1) The specification process before
and after implementing product configuration
systems, this is the foundation for understanding
the changes induced by implementing a product
configuration system; 2) Technical issues of the
implemented product configuration system; 3)
Economic issues and 4) Organizational issues. It
goes far beyond the limits of this paper to describe
all questions and aspects of the questionnaire, and
we shall limit ourselves to focus on the costs and
benefits related to the use of product configura-
tion systems. The questionnaire consists of 196
questions of which 47 were directed at economic

issues, 33 at technical issues, 97 at organizational
issues, and 19 regarded the specification process.
The specification processes before and after
implementing product configuration systemswere
drawn in two different process diagrams allowing
foreasy comparison. The questions were designed
to be both closed and open ended questions, in the
latter case leading respondents to elaborate and
explain certain positions (Jacobsen, 1997). The
open ended questions were used deliberately to
allow some degree of exploration in the interview
process, and respondents were allowed to pursue
their line of thought before being interrupted and
directed towards the question. Concluding ques-
tions were used to confirm and summarize the
meaning of open ended questions.

20 firms were selected, from a larger pool of
43 firmswith affiliation to the Danish Association
of Product Modelling*, these firms had known
experience in product configuration systems.
The firms were contacted by letter explaining the
research project and ensuring anonymity. Shortly
after the invitation letter, the firms were contacted
by telephone where the project was explained to
them and they were told why they were invited. Of
the 20 invited firms, 14 firms agreed to participate
in the study. Two firms later withdrew from the
study, one citing lack of time and the other firm
abandonedtheir product configuration system. The
remaining 12 firms participated in the study.

Firmswere asked to provide interview subjects
in the following categories: 1) Project spon-
sor, 2) Technician/programmer, 3) User, and 4)
Project manager. These four roles were chosen,
as they represent several organizational levels of
a product configuration project as well as both
users and developers of the system. This also
ensures a broad understanding of the impact of
the product configuration system in the respective
organisations

Theinterviews intended to be conducted witha
singlerespondentatatime, allowing for adetailed
interview with personal opinion expressed. Togain
arelation of trust, respondents were provided with
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a written and signed statement expressing that
the information would remain anonymous and
certainly not shared with their colleagues.

However, in some cases it was not possible
to conduct individual interviews, and a group
interview was the only option for having the
particular firm participate in the study. It must be
expected that these interviews to some degree fail
to uncover interpersonal problems with effect on
the configuration system and its implementation.
Group interviews have a tendency to express
consensus among the respondents.

The actual measurement of costs and benefits
was done using what we refer to as radar diagrams,
which are explained in detail in the following sec-
tion. This is essentially Liker scale type questions
(Clason & Dormody, 1994) presented on a radar.
This has the effect that the respondent becomes
aware of the relative differences in his answers.
It is our opinion that the ranking of costs and
benefits becomes more precise.

Inallinterviews multiple investigators (Eisen-
hardt, 1989) were used to ensure complementary
opinions and insights and to enhance confidence
in the findings. During all interviews two investi-
gators were present, and on some occasions even
three and four investigators found their time to
participate in the interviews. The combination of
multiple investigatorsand open ended questionsis
very powerful, if investigators deliberately keep
silent to pressure respondents into answering. On
many occasions this was the deciding factor for
getting a meaningful answer.

The interviews were taped and subsequently
transcribed and then followed by a condensing
procedure for extracting the meaning of the in-
terviews (Kvale, 1997).

Radar Diagrams
Costs and benefits from implementing product
configuration were uncovered in two stages: 1)

The questionnaire and 2) Radar diagrams. Aradar
diagram is an intuitive graphical representation
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of a number of variables. Two Radar diagrams
were used to explicitly gain information about
costs and benefits from implementing a product
configuration system, see Figure 1 foranexample
of the radar diagram for measuring benefits. The
radar diagrams constitute a hypothesis regarding
what could be considered costs and benefits of
implementing product configuration systems
(explained in the following section).

In the actual interview respondents were first
shown the radar diagram for benefits, and upon
completion the radar diagram for costs were
shown. The meaning of each cost and benefit
was explained to the respondents, and they were
asked to give points for both expected and real-
ized costs and benefits. Respondents were asked
to rate the most important realized or expected
benefit with the highest score of five points, and
the remaining expected and realized costs should
be compared to this.

This allows us to compare expected and real-
ized benefitsto the highest scoring element. There
are some problems related to this approach: Ben-
efits, whether expected or realized, are intangible,
and respondents only have aqualitative impression
of the expected benefits, e.g. the time to produce
a quote is too long and must be cut down. While
respondents know the current time consumption
of a process, it is unclear how much it should be
reduced. Still, this approach allows us to gain
insight as to what firms expect from product
configuration systems, and what they gain.

Costs are more straight forward to measure,
and respondents are also more aware of costs. The
costofasystemis often estimated before proceed-
ing with the project. Respondents were asked to
pick the highest expected or realized costs and
assign five points. Other expected or realized costs
were compared to this. For instance, if a software
package was the most expensive element, costing
100.000 EURO, this would be given five points.
Other elements would be compared to this, and
if hardware costs amounted to 60.000 EURO, it
would be given three points. This approach was
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Figure 1. Radar diagram for rating benefits, one axis left open for respondents to add.
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chosen because we did not expect companies to
reveal the actual costs of their product configura-
tion system. We did, however, expectto reveal the
cost structure of the product configuration system
using the rating system.

Investigating expected costs and benefits al-
lowed us to gain an insight into the incentives
for implementing a product configuration system
and compare it to the realized benefits. While the
chosen companies are not easily compared, this
method allows for some degree of comparability.
Given the varying size and scope of the inves-
tigated product configuration systems, actual
monetary costs and benefitsare interesting but not
comparable. We did, however, expectto observe a
similar distribution of costs across companies.

When the first interviews were conducted, the
list of costs and benefits were somewhat shorter,
andthishighlightsaknown problem of explorative
research: Is it legitimate to add items during a
study? In this research we emphasize the explor-
ative element and we did indeed find it legitimate
to do so. Adding items allows the investigators to
explore new hypotheses and follow new lines of
thinking during the study (Eisenhardt, 1989).

Since we measure costs and benefits by using

a Likert scale (Clason et al., 1994), it is not pos-
sible to use standard statistics, which assume the
answersto followanormal distribution. Rather, the
use of a Likert scale in combination with a radar
diagram will emphasize the relative difference
between the individual costs and benefits.

1.1 Benefits

Benefits were deduced from literature (Forza et
al., 2001; Forza et al., 2002; Riis, 2003; Hansen,
2003; Hvam, 1999) by scanning said authors for
claims of costs and benefits. Alist of nine distinct
benefits were compiled from literature: 1) Lower
turn-around time, i.e. the time from order confir-
mation to delivery, 2) Improved quality, i.e. the
quality of product specifications, 3) Preserved
knowledge, i.e. knowledge is preserved in the
configuration system, 4) Using less resources,
i.e. fewer resources are used for specifying a
product, 5) E-trade, i.e. e-trade is made possible
by interfacing with the product configuration
system, 6) Optimizing products, i.e. the product
configuration system makes it possible to optimize
with regard to price, performance, etc., 7) Mak-
ing knowledge visible, i.e. knowledge contained
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in the system is easily available and presented to
users, 8) Less routine work, i.e. trivial tasks are
performed by the system, 9) B2B networks i.e.,
the product configuration system allows other
companies to interface directly with the product
configuration system.

Three additional benefits were suggested
by respondents during the first few interviews:
10) Improved certainty of delivery, i.e. detailed
knowledge about specifications lead to detailed
knowledge about what and when to produce, 11)
Focusonstandard goods, i.e. aproduct configura-
tion system can only handle standard goods, in
which case everything else isnon-standard, and 12)
Jobtraining made easier, i.e. examples of different
types of product configurations can be illustrated
by using the product configuration system. These
benefits were added to the questionnaire.

1.2 Costs

The literature is sparse on possible costs arising
from the use of product configuration systems.
However, Hvam (1999) and Riis (2003) present a
procedure forimplementing product configuration
systems, which can be broken into a number of
cost elements. To this list one significant cost was
added: “Increased cost of innovation”, which is
based on the hypothesis that firms innovate when
customer demand new features or modifications
to existing products.

Product configuration systems may easily
cause alock-ineffect (Arthur, 1989) where custom-
ersand employees favour standard products. This
is because employees as well as customers will
face a significant time penalty if they do not use
the configuration system. The time penalty may
also resultin a price penalty which, depending on
company policy, may be placed on the customer.
The consequence of this may be loss of input for
innovation and new product development.

With this cost we try to capture a long term
potential negative effect of using product con-
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figuration systems. The compiled list of costs
was not altered during the study and consists of
the following elements: 1) Specifying the product
model, i.e. the task of defining what should be
part of a product model. 2) Choosing software,
i.e. while off-the-shelf software is available, not
all is equally suited for all tasks. 3) Coding, i.e.
the task of programming the product configura-
tion system. 4) Integrating with existing systems,
I.e. the task of integrating necessary elements
of existing information systems in the product
configuration system. 5) Implementation, i.e.
the cost of teaching employees to use the system
including related costs of bringing the system
from completed development to production use.
6) Maintenance, i.e. the cost of maintaining the
system. 7) Increased cost of innovation, i.e. costs
associated with not getting information feedback
from regular sales channels. 8) Project manage-
ment, i.e. the cost of managing the project from
start up to production. 9) Documentation, i.e. the
costof documenting the implemented system. 10)
Consultants, i.e. the cost of using consultants. 11)
Software, i.e. license costs related to a fully func-
tioning system. 12) Hardware, i.e. costs related
to server investments.

DATA

12 firms participated in the study with 30 inter-
views, covering 39 individuals, resulting in more
than 45 hours of taped interviews. What follows
is a brief description of the participating firms,
which is made anonymous at the request of the
participating firms. The firms are grouped after
company type, before they introduced product
configuration, and the categories are: Heavy en-
gineering, Mass producers, Batch producers, or
One of a kind producers. This division is chosen
because it reflects the production processes and
the type of products produced. Heavy engineer-
ing firms have no continuous production and
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essentially make one of a kind, although based
on proven concepts. Firms are anonymous and
referred to as A, B, C... etc.

Firm A and B are heavy engineering firms
producing large production plants, where orders
typically ranged from 27 million to 100 million
Euros. The main problem in these firms was the
cost of producing a quote, which, in the worst
case, could cost up to 4,500 engineering hours,
thus putting asignificantstrain on the organisation.
Firms Aexperienced total costs for developing and
implementing their product configuration systems
ofapproximately 1.6 million Euros, and the project
lasted about three years. It should be noted that at
the time of interview the firm Awas in the process
of implementing a product configuration system.
Firm B is also engaged in heavy engineering and
experienced problems producing quotes at the
rate required by the market. In 2003 their product
configuration system processed quotes worth 4.4
billion Euros.

Firms C, D, E, F, G have traditionally been
mass producers with turnovers ranging from 12.5
million Euros to 600 million Euros and 166 to
3,765 employees. All are well positioned in their
market and some are market leaders.

Firms H, I, J are batch producing, the firm I
sometimes modifying their products to such a
degree that one-of-a-kind production might also
be a suitable description. Turnover in this group
was from 550 million Euro and 801 employees
to 22 million Euro and 166 employees.

The firm G was the only firm where the listed
expected benefits did not match at all. Firm G
implemented product configuration with the sole
intent of improving inter-company sale, and their
second cited reason was to gain complete insight
into their production plantsacross Europe. Firm G
had observed that in some cases a customer would
demands product which could not be produced in
the local company, inwhich case a sister company
in another country was approached by the local
company. As the inter-firm profit is lower than
regular sales, such requests were frequently de-

layed to the point, where the customer would take
hisorderand placed itelsewhere. The solution was
a product configuration system to be used in all
sister firms across Europe. The system provides a
configuration system which is not tied to the local
production system, and a sales person in Austria
may configure and allocate production resources
in Denmark. This benefit was not observed in
other firms and not added to the list of items in
the belief that this is a special case.

ANALYSIS AND RESULTS

In this section we analyse firstly the correla-
tion between expected and realized benefits and
secondly the correlation between expected and
realized costs. Expected and realized benefits
are illustrated in figure 2 and realized costs are
illustrated in figure 3, raw data can be found in
appendix 1. As we are interested in the effects of
product configuration systems, itisthe correlation
between expected and realized costs within the
individual firms that will be analysed. A simple
ranking of benefits can not be made, as the total
aggregated score of benefits provide little insight
into the effect of a product configuration system,
as one firm might have had expectations and an-
other accidentally realized that same benefit. The
collected data was gathered using a qualitative
approach as explained in section 3 and represent
the respondents’ interpretation of expected and
realized costs and benefits in the interview situ-
ation. For this reason it makes little sense to use
and presentarigid statistical analysis, which would
only dilute the reader as to the confidence that one
might place in the data. However, the qualitative
insight is indeed interesting.

1.3 Benefits
12 firms have participated, all of which have

answered the radar diagrams for both expected
and realized benefits. The benefits are grouped
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Figure 2. Expected and realized benefits, aggregated, max score=60, all firms.
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in three categories: High importance represent-
ing four or five points, medium representing two
and three points and low representing zero or one
point. Firms that awarded high importance to a

benefit had the feeling that this was an incentive
for implementing PCS and important for the suc-
cess. Medium importance was given to benefits
that were reported to be interesting but not critical

Figure 3. Realized costs listed in aggregared stacks, 11 of 12 firms.
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and not used as a core argument for implement-
ing PCS. Benefits who received low importance
were unimportant to the project and were never
mentioned as an incentive, but none the less nice
to have, if realized.

Firm G holdsaspecial position inthisanalysis,
asthedrivingincentive forimplementing PCSwas
to improve inter-company coordination.

Lower turnaround time was an important
expected benefit to 8 of 12 firms, medium im-
portant to two firms and unimportant to two
firms. All of the firms, which found this benefit
important, experienced that customers were lost
because of the turnaround time for delivering
quotes. The two firms I and J that found this un-
important had particular reasons for this. Firm |
had just implemented a new ERP system, which
also focused on reducing turnaround time. Firm
J had a specific problem with the quality of their
product specifications, but the time to produce
the specifications was not a problem. Only two
firms, E and H met their expectations..

Improved quality was an important expected
benefittoall butone firm (firm G). The importance
of improved quality is explained by the conse-
quences of poor product specification quality.
Product specifications that are not correct, and the
required correction will be increasingly costly to
fix, as the product passes through the production
process. Firm F reported that incorrect product
specifications could lead to acomplete production
halt on night shifts, when the engineers are off
duty. Implementing a production configuration
system, inthis case, raised the rate of correct speci-
fications from 60% to 100%, and no production
stops had been reported since. All but two firms
achieved their expectations, and these two were
just marginally below (one point).

Using less resources was an important ex-
pected benefit to 4 firms, of medium importance
to 4 firms and unimportant to the last four firms.
The firms that found this issue important were ex-
periencing that producing aquote was asignificant
cost driver and had to be reduced. In particular

firms B and L experienced that the quote/order
ratio had been declining over the past 15 years, and
thiswas becomingaproblem. Using less resources
was found to be linked to the turnaround time in
the sense that if less resources (different staff)
were involved, the turnaround time would drop,
simply because of the reduction of the number of
times a quote would have to wait for staff.

Preserve knowledge was an important ex-
pected benefit to 3 firms (A, C and D) and of
medium importance to 3 firms and unimportant
to 7 firms. Interestingly enough, firms A, C, and
D did so for different reasons. Firm A needed to
preserve knowledge because of a generation gap
in the organisation and foresaw the upcoming
pension of a major part of their key engineers.
This potential problem had to be countered by
using an information system, which became the
configuration system. Firm C needed to allow
sales staff to easily access knowledge of the dif-
ferent product variants. Firm D sells high qual-
ity, expensive, durable goods, where individual
products can be linked together to form a system.
Over time customers buy additional products and
link into the existing system. Firm D then uses
the product configuration system to keep track of
valid historic configurations allowing sales staff to
quickly answer questions about integrating a new
product into an existing system of older products.
Asnew products offer new and improved features,
the sales staff mustbe able to identify what features
integrate seamlessly and what not thus allowing
customers to make an informed decision. All but
one firm had their expectations met.

E-trade was an important expected benefit
to 3 firms (C, E and L) and unimportant to the
remaining 9 firms. Firm C expected to make their
configuration system available on the internet,
but later decided against it and thus they did not
achieve their expectations at all. Firm E achieved
their goal and felt this was important due to their
sales organisation. Firm E had an autonomous
sales organisation dispersed with offices in many
countries over the world that had their own IT
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systems for configuring and ordering. The con-
figuration system was to bypass some of the local
IT systems and allow for a common interface
for configuration and also allowing the firm E to
control the sales process. Firm L envisioned from
the beginning that their production configuration
system was to be available on the internet and
hoped to reduce the load on their sales staff by
allowing customers to configure and order the
products without intervention by sales staff. All
of the other firms did not want to allow custom-
ers to access their product configuration system
and used it as an internal tool. Firm H based their
businesson e-trade, butalready had this capability
and therefore rated it as unimportant in relation
to their product configuration system.

Optimizing products was an important ex-
pected benefit to 3 firms (E, H and L), 2 firms
found it to be of medium importance, and the
remaining 7 said it was unimportant. Firms E
and L have their configuration systems available
on the internet, and therefore it is important that
customers can use the configuration system as a
means of optimizing their product choice. FirmH
makes their product configuration system avail-
able to their sales offices, and it is important to
use the product configuration system to guide the
sales staff to the right product for the particular
situation.

Making knowledge visible was an important
expected benefit to 2 firms (A and L), 2 firms
found this to be of medium importance, and the
remaining 8 found it unimportant. Firm A was
the heavy engineering firm focused on preserv-
ing knowledge. However, preservation was not
enough, and their knowledge should be easily
available to all employees. To leverage this, their
product structure was organised by using Lotus
Notes. This allowsemployees to view a particular
product, identify parts and their relation to other
parts as well as key staff with knowledge about
the particular part. Firm L produces a complex
product with many rules for its composition, and
these rules have been integrated in the product
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model. Customers and staff should be able to
access these rules when configuring a product
of which the configuration conflicted with one
or more rules and offer a reason and a possible
solution. Both had their expectations met.

Less routine work wasan important expected
benefit to 4 firms (A, B, D, and L), 3 firms found
this to be of medium importance, and the remain-
ing 5 found it unimportant. The four firms thtat
found this important experienced a large amount
of repetitive work in the process of producing a
quote. Firms A, B, and D achieved the expected
benefit, but not firm L. While the product configu-
ration system is functional in firm L and is used
by customers, the sales staff has not experienced
the hoped-for reduction in routine work. This is
mainly because the sales staff does not use the
product configuration system and keeps working
in their old ERP system. Two factors seem to be
causing this: 1) A large part of the routine work
is producing urgent quotes. A customer calls and
asksto have aproduct delivered within three days,
and since there is little or no spare production ca-
pacity, the sales person has to negotiate overtime
work and further negotiate a suitable price with
the customer. This may appear expensive, but in
fact it is a very profitable price parameter: quick
delivery = high price.

B2B networks constituted an important
expected benefit to 4 firms (A, C, E, and L), all
the other firms found it unimportant. Firms A
and E achieved it and allowed other companies
to access their configuration system and order
products. Firm C abandoned all access to their
configuration system from outside agents. Firm
L envisioned several companies with access to
their configuration system, but ended up with a
strategic alliance with only one firm. Other firms
were in general weary of exposing too much
information and knowledge to other firms, be it
partners or competitors.

Improved certainty of delivery was an im-
portant expected benefit to 3 firms (F, H, and I).
Firms F and H reached their goal, and firm | did
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not. Firm limplemented anew ERP system, which
the configuration systemwas part of. However, the
required organisational discipline was not strictly
enforced, and staff did not always report status
changes to the system, which lead to problems.
Although the situation had improved compared
to before system implementation, there was a
clear awareness of the problem of data discipline.
Interestingly enough, firm C and G realized this
to full effect although not expected. When firm
C upgraded their ERP system, the new system
contained anew and improved materials planning
algorithm, which is the sole reason for achieving
this benefit.

Focus on standard products was an impor-
tant expected benefit to 2 firms (Hand 1), 2 firms
found itof medium importance, and the remaining
8 found it to be unimportant. Both firm H and |
realized this, and it had special impact on firm I,
which is manufacturing productsinwhich a40-60
m tower is a central component. It so happens that
a tower which is 2 meters higher that a standard
tower may cost more than 100% more to produce
due to changes in the structural dynamics as well
as the cost of additional engineering resources to
make the required additional calculations. Before
implementing the product configuration system,
this knowledge was not immediately visible to
sales staff that accommodated customers to the
highest tower. (A higher tower produces a higher
benefit to the customer). With the new immediate
access to real prices, sales staff can communicate
this to customers, who find it difficult to justify a
100% cost increase in the light of a 4% increase
in production capacity.

Job training made easy was amedium impor-
tant expected benefit to just two firms (H and J),
and the rest of the firms found this unimportant.
The two firms expected to use the configuration
systems as part of the company training system.

1.4 Costs

The task of analysing costs is hampered by the
fact that of the 11 firms that reported realized
costs only 5 of these reported expected costs.
This is by it self interesting as it indicate that
50% of the firms did not accurately calculate or
predict costs before beginning to implement their
configuration system.

Specifying the productrevealed that firmsare
actually good at predicting the cost of specifying
the product. In some cases (firm F and 1) this can
be time consuming and very expensive. Firm
F estimated that 8 person years had gone into
specifying their product. For firm I this was also
a painful task, as the firm was used to a very fluid
understanding of their product, thus documenting
that the product and related processes turned out
to be very consuming.

Choosing software is interesting, as some of
the firms did not realize the importance hereof.
Firm E in particular set out to use the Baan con-
figurator (a specific brand name), but found, after
a few month of work, that integration to their
ERP system was difficult, and they decided to
use the configuration system integrated in their
ERP system.

Coding is high ranking in both realized and
expected costs. Whatis interesting is the systematic
misjudgement of the required resources to code.
Firm C expected this to be fairly cheap, but found
thatthe bulk of costswere in factrelated to coding.
The lesson learned is to be aware of the cost of
coding, like the complexity of software projectsis
high, and attention to detail is paramount, which
makes it difficult to predict. This is not unlike
software projects in general, which exhibit cost
and time overruns.

Integration to existing systems is straight
forward, in particular when using a configuration
system, whichis part of the company ERP system.
Because the interfaces are often specified, it is
possible to predict the amount of coding neces-
sary to integrate with existing systems. However,
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as illustrated by “Choosing Software”, there may
be prohibitive difficulties when integrating to
other systems.

Implementation, i.e. the cost of training, can
alsobeasurprise tosomefirms. In particular firms
with users in different countries (Firms C, D, G,
H) realize high costs. This is related to different
organisational setups, differentcomputer systems
and to some extent different cultures.

Maintenance costs are in general low. Some
firms rated maintenance costs to zero, which is
disturbing, as a product configuration system must
be maintained to be useful. Follow-up questions
revealed that the true cost of maintenance was
present, but too low to be significant compared
to other costs.

Cost of innovation was only given arating by
two firms. The remaining firms gave this rating
zero points. These two firms recognised that they
had to use resources to obtain information about
the market, because of the changed specification
process. However, most of the responding firms
are new to configuration, and this may have an
impact on their answers.

Project management was underestimated in
three out of four firms.

Documentation was the highest expected
costs. Interestingly, this is also one of the lowest
realized costs. All but one firm expected this to
be fairly costly, but decided to not document it
because of a pressing schedule and lack of re-
sources. Itis expected that firms not documenting
their system will have a potential maintenance
problem if key employees leave the firm.

Consultants are, not surprisingly, expensive.
Two firms (C and D) miscalculated the need for
consultants, although the two situations are very
different. Firm C needed to meet a target deadline
and did not have the required in-house resources,
which lead to use of expensive consultants. Firm
D did not specify clearly what jobs the consul-
tants should do and more importantly not do, in
which case the consultants kept working on the
system.
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Software costs are also very low, which was
not expected. This is related to the fact that many
of the interviewed firms use the configuration
system presentintheir ERP system. This provides
the firms with a configuration system at no ad-
ditional cost.

Hardware was only rated high in one case, and
others rated it low compared to other costs. Four
firms found the hardware costs to be negligent.

IMPLICATIONS FOR
HUMAN FACTORS

The expected benefits reveal the firms’ motivation
for implementing product configuration systems.
Examining the three main expected benefits: 1)
Improved quality of specifications, 2) Using
less resources, and 3) Lower turnaround time, it
becomes apparent that they are all productivity
drivers. Improved quality of specifications may
initially appear not to be a direct productivity
driver, but faulty specifications — if discovered
before being shipped to the customer —will result
in rework.

Being productivity drivers has implications for
the employees in the affected jobs, as they are to
become more efficient. In this study the general
observation was that employees became more
specialized and would work at a higher pace. But
the work also changed qualitatively from having
almost complete freedom to create a product
configuration which would perfectly match the
customer, to being confined to the closed solution
space of the product configuration system. The
specification process also changed from being
adapted to the specific customer and configuration,
to a predetermined process i.e. the configuration
process followed a defined sequence of steps.

The employees attitudes towards this change
canbedivided into two extreme cases: 1) engineers
and 2) sales staff.

Engineers generally did not appreciate this
change, as the configuration system would leave
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them with less influence on the design of the
customers’ solution. In firm A, one engineer had
already developed counter strategies based on
selecting configurations that were not part of the
system’ssolution space. Thisallowed the engineer
to revert back to the specification process from
before implementing the configuration system.
The engineer was the only person with detailed
knowledge of what customers wanted and was
thus in a position to argue why a non-standard
configuration (not part of the configuration sys-
tem) should be used.

Engineers represent one end of the spectrum,
as they have the capability to modify the products
and on their own present solutions without using
a configuration system. Engineers will naturally
perceive configuration systems as a threat to
their domain of expertise. In the other end of the
spectrum we find sales staff with little technical
knowledge. This group of users are very fond of
configuration systems, as they support their job
function.

Sales staff in firm | was very happy to get
configuration systems, as they became able to
service customers without always having to
consult engineers. In this case, the configuration
system was able to map from functional require-
ments to structure and for all practical purposes
come up with a complete product specification.
The sales staff felt empowered, as the configura-
tion system clearly showed the possible solutions
to a customer, who would normally pressure the
sales staff into a configuration to their advantage.
Experience, however, showed that the firm often
lost money because what appeared to be harmless
changes e.g. making the product a couple of per-
cent higher would result in significant structural
changes and costly re-engineering.

Product configuration systems can have se-
vere consequences for the employees, but firms
are not aware of this prior to implementation.
The uncovered expected or realized costs do
not mention organizational change or negative
impact on job satisfaction as a cost. Respondents

mention implementation, however, only in the
sense of costs related to educating employees
in using the configuration system. This is a very
mechanistic perception of how new technology
is implemented which essentially assume that the
planis followed. The problem is that the plan also
assume thatemployeeswill participate inaprocess
that might have a negative impact on their work
situation. While they may not loose their job, it
will certainly change.

Firms must realized that product configura-
tion systems change the processes and roles of
employees within their organization. Product
configuration systems cannot be implemented as
simple technical systems with no organizational
impact, they must be handled as organizational
change projects.
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Chapter 13

Usability and User Experience
Evaluation Methods

Regina Bernhaupt
ruwido, User Experience Research, Austria

ABSTRACT

Usability and user experience are two important factors in the development of mass-customizable
personalized products. A broad range of evaluation methods is available to improve products during
an user-centered development process. This chapter gives an overview on these methods and how to
apply them to achieve easy-to-use, efficient and effective personalized products that are additionally
fun to use. A case study on the development of a new interaction technique for interactive TV helps to
understand how to set up a mix of evaluation methods to cope with some of the limitations of current
usability and user experience evaluation methods. The chapter concludes with some guidelines of how
to change organizations to focus on usability and user experience.

INTRODUCTION

Mass customization has become a buzz word relat-
ing to the ability to provide customized products or
servicesthrough flexible processes inhigh volumes
atreasonable costs (Da Silveira, Borenstein and Fo-
gliatto, 2001). Customization can be found in almost
all areas of daily life ranging from T-shirts with
personalized messages, shoes with personalized
color concepts to the personalization of ITand ICT
products, like cell phones with new forms of ring-

DOI: 10.4018/978-1-60566-260-2.ch013

tones, to new forms of entertainment like interactive
TV, allowing users to personalize and individualize
their content (Riemer and Totz, 2001). Following
these examples we use the term mass customization
describing “asystem that uses information technol-
ogy, flexible process, and organizational structures
todeliverawide range of products and services that
meet specific needs of individual customers” (Da
Silveira et al., 2001, p. 2).

Mass customization can exist on varying levels
and several factors contribute to the success of a
mass customization system. From the organiza-
tional and market-related perspective the customer

Copyright © 2010, IGI Global. Copying or distributing in print or electronic forms without written permission of 1GI Global is prohibited.
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demand for variety and customization must exist,
market conditions must be appropriate, the value
chain should be ready, the technology must be
available, the products should be customizable
and the knowledge about the process must be
shared (Da Silveira et al., 2001). Usability and
user experience evaluation method contribute
to these success factors, taking additionally into
account that the final product or service should be
usable and have a positive user experience. When
developingaproductthatcan be mass customized,
a user-centered development perspective (UCD)
helps to understand who is using when, what,
how often, in what kind of context and how to
improve usability and user experience (Kramer,
Noronha & Vergo, 2000).

Usability evaluation methods have been devel-
oped in the field of human-computer interaction
(HCI) during the last 25 years, offering a wide
range of applicable methods for all stages in the
development cycle. User experience (UX) in
contrast is a relatively new focus point in HCI.
There isastill on-going development of methods
and approaches to understand, investigate, and
evaluate UX.

This chapter is going to present an overview
on usability and UX evaluation methods. Goal of
this chapter is to explain from the perspective of
human-computer interaction the importance of
usability and UX evaluation within the develop-
ment cycle of mass-customizable personalized
products. Describing some of the most commonly
used evaluation methods we show how these
methods can be applied within a user-centered
development process, and when application of
standard usability evaluation methods is limited.
Additionally methods are presented that are not
typical for the industrial context, but which can
help to understand how to make mass-customi-
zable personalized products and services usable
and how to develop products that have a positive
user experience.

Using a case study we describe how to set
up a methodological mix, to (in our opinion)

successfully support the development of a mass-
customizable personalized product. The chapter
concludesgiving practical implications for manag-
ers on how to take usability and UX into account
from an organizational perspective.

USABILITY EVALUATION METHODS

Usability evaluationisaset of methods used inthe
areaof human-computer interaction to increase the
efficiency, effectivenessand user satisfactionwhen
interacting with any form of computer or more
general any form of information and communi-
cation technologies. The document ISO 9241-11
18 Guidance on Usability (ISO, 2008) specifies
usability as: “The extent to which a product can
be used by specified users to achieve specified
goals with effectiveness, efficiency and satisfac-
tion in a specified context of use.” A major issue
for products and services being mass customized
is the overall utility of such systems or products.
The area of usability evaluation today can be
summarized as all forms of methods that can help
to understand how to improve the usability of a
system, to investigate usability problems in all
kinds of usage contexts, or even to understand
the long-term usage of a product in the field to
inform new generations of the product.

From the perspective of human-computer
interaction the development of a usable prod-
uct can only be achieved following an iterative
development process. Goal of a user-centered
design process (ISO 13407) is to develop a us-
able product typically in various iterative phases.
A typical product development could start with
investigating new ideas for a product in the field,
followed by a user and task analysis and a simple
paper prototype. Usability evaluation is conducted
continuously during the whole development to
understand how to improve the product or service
in terms of usability. At each stage during the
development different methods can be used to
improve usability aspects of the product. Usability
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evaluation methods can be categorized in four
different groups (Bernhaupt, Palanque, Winkler,
Navarre, 2007):

. Inquiry oriented methods: questionnaires,
probing, interviews, ...

. User studies and testing: usability tests,
field studies, ...

. Inspection or expert oriented methods: heu-
ristic evaluation, cognitive walkthrough,

*  Analytical modeling: task model analysis,
performance models, ...

Following we briefly describe some of the most
commonly used methods and their application
during a user-centered design process.

Usability Evaluation during
User-Centered Development

When starting to develop a new product, during
the idea generation phase, various methods can
help to understand users needs and desires. Most
commonly used are methods from social sciences
like interviews, questionnaires or focus group to
evaluate first design ideas. But especially when
looking at how to improve a current product, us-
age of the existing product in the field should be
taken into account. Commonly used is customer
feedback from internet sites or hot-lines.

Mass customized personalized products today
are used anytime, anywhere, alone or with oth-
ers: in a rock concert with thousands of people,
alone in your car or in the living room together
with your family. To investigate product usage
in all kinds of context ethnographic studies (see
e.g. Fetterman, 1998) are used in the area of
human-computer interaction. To limit the typical
problems of ethnographic studies of researchers
taking part in the field study and to enable the
investigation of daily life without researchers’
participation cultural probes (Gaver et al. 1999)
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were invented as a methodological variation of
ethnographic studies (Atkinson, 2003). Developed
in the tradition of artists and designers and not
based on typical engineering approaches, cultural
probing is purposefully designed to inspire, reveal
and capture the forces that shape an individual
and his/her life, at home, at work or on the move
(Harper, 2003). It is a method for understanding
participant’s experiences and behavior in situ.
Probes are mainly used to gather insights on the
users’ context in order to better inform the design
processinanearly stage (Gaveretal. 1999; Jaaskd
and Mattelmaki, 2003).

For early development stages, especially
when a first (paper) prototype is available expert
or inspection oriented methods can be applied.
Evaluation based on inspection methods assumes
that human factors experts rely on ergonomic
knowledge provided by guideline recommen-
dations or on their own experience to identify
usability problemswhile inspecting the user inter-
face. Methods belonging to this category include
cognitive walkthrough (Wharton, Rieman, Lewis
& Pohlsen, 1994) and heuristic evaluation (Nielsen
& Mack, 1994).

Analytical modeling like task model analysis
and performance model can help to understand if
personalization is really useful for the user. If you
are able to adopt your running shoes to any kind
of ground — this might be a reasonable personal-
ization. But if it might mean that the user has to
stop running, bend down to his shoes, change a
setting, go up again, inspect if he is comfortable
with the setting — or start the process again — this
kind of personalization might fail in terms of us-
ability. Same holdstrue for the (often cumbersome)
mass customization of new information and com-
munication technologies — upload of a ring tone
might be done only once, but lots of user groups
will never succeed to do so — as their knowledge
of the interaction with a mobile phone is limited.
Especially the usage of task model analysis and
performance models can help to understand how
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difficult the customization of the product will be,
andifthisincreased effort outweighsthe perceived
benefits for the user.

Once a prototype is available user testing can
help to reveal typical usage problems. Usabil-
ity tests are performed asking users to perform
selected tasks. Observation of the user can be
performed by the so called test-leader, or is done
using cameras. The results of the user performance
(timetosolvethetask, numberoferrors, the user’s
solution of the task) help to understand possible
usability problems. The usability problems can be
related to several principles related to the concept
of usability, like learnability, flexibility or the
robustness of the system.

But a usability test only shows the usability
problems and does not offer solutions. Asking
participants performing a task how they would
improve the interaction to make the task easier to
perform is one possibility. Typically the improve-
ment of the user interaction in terms of usability is
along process, having designers, usability special-
ists and engineers working close together.

During later development stages performing
user studies in the lab and in the field can help to
understand how the users are customizing their
products, how they use the technical infrastructure
to personalize and individualize their content and
what kind of usability problems might arise.

Theapplication of usability evaluation methods
always has to take into account the product cur-
rently under development. Especially when de-
veloping products that will be mass-customizable
and personalized we have to keep in mind the
limitations and shortcomings of some methods.
Table 1 gives an overview on advantages and
limitations of usability evaluation methods, once
applied to products that allow the user to custom-
ize and personalize. For further information on
expertoriented methods like heuristic evaluation,
cognitive walkthrough or pluralistic walkthrough
we refer to (Nielsen and Mack, 1993), for con-
ducting usability studies, tests or experiments see
Dix, Finlay, Abowd and Beale (2004), for evalua-

tion methods in mobile settings see Marsden and
Jones (2006).

The listing in Table 1 shows typical benefits
and shortcomings of the various usability evalu-
ation methods, once applied for mass-customized
products. But usability is only one aspect that
contributes to the overall success of a product.
There are several other factors — today discussed
in human-computer interaction using the term
user experience — that have an impact on the
overall success of the product or service. How
user experience is defined in the area of HCI and
how to evaluate this concept is explained in the
next section.

User Experience Evaluation Methods

When customizing products not only usability
aspects have to be evaluated, but more general
the attitudes, feelings and emotions before, dur-
ing and after product usage have to be taken into
account. The term user experience is best intro-
duced using a simple example. Assume you are
playingagame. To play the game you simply have
to click a button. And then you reach the goal of
the game: YOU WIN! This is a perfectly usable
game — but unfortunately it is not what a game
is about (Huinziga, 1950). Playing a game is not
only about being usable — but about mastering the
game play. It is about having fun, experiencing
emotions, having a great time, perceiving a state
which is called flow — forgetting about the real
world and just living for the moment.

The term user experience has his roots as one
additional dimension of usability, referred to as
fun (Lewis, 1988). Currently there are three differ-
ent perspectives in literature: a perspective going
beyond the instrumental, looking at factors like
hedonic quality, beauty or aesthetics, anemotional
perspective including affect, mood and emotions
and an experiental perspective looking at the situ-
ated, temporarily bound, dynamic, unique, and
complex aspects of user experience (Hassenzahl
and Tractinsky, 2006).
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Table 1. Advantages and Shortcomings for typical usability evaluation methods when evaluating cus-

tomization and personalization.

Method Key Facts

Advantage(s) Shortcoming(s)

Idea generation phase

Interviews, Questionnaires Investigating ideas based on
(telephone) interviews or ques-

tionnaires

Time: Quick, Budget: low Findings: difficult for people to
envision how they really would
personalize and adopt their

products

Focus Group Idea generation or first feed-

back on product ideas

Time: Quick, Budget: low Findings: Group results can be
biased by the participants in the
group, by the artifact used to pres-
ent the ideas, real usage of a final

product typically differs

Cultural Probes Using probing material to
support the self-observation of
participants in an ethnographic

study

Findings: Detailed insightindaily
habits, user needs and desires and
real usage

Time: Results are typically quali-
tative thus analysis of data is time
consuming, Budget: high

Early development phase

Cognitive Walkthrough Investigate the learnability of

the product

Findings: Focuses on one of
the most prominent aspects of
personalization: how people
can learn to do so Time: quick,
Budget: low,

Availability of experts with HCI
and domain knowledge some-
times difficult

Heuristic Evaluation Investigate usability aspects of

the product

Time: quick, Budget: low Availability of heuristics and
guidelines for personalization

is limited

Understand the user interac-
tion

Analytical modeling

Helps understand new forms of
interaction technique (e.g. mul-
timodal interfaces, non-standard
input and output)

Time: intensive, Budget: high

Late(r) development phase

- Usability Testing

Users are performing typical
tasks, which are observed in a
lab environment

Standardized environmentallow-
ing repetitive testing of similar
situations, technical infrastructure
can be easily influenced

No long term usage, no insights
on how personalization develops
over time, how mental modelsare
changing.

- Field user studies (Field trials)

Evaluating the technology in

Insights into real usage of the

Budget: high, Time: high

the field

system, typically revealing us-
ability problems that can not be
found during lab testing

How user experience shall be evaluated is still
focus ofascientificdiscourse. Butseveral methods
exist, helping to understand user experiences and
the user needs and desires that form the basis for
any user experience. To investigate user experience
from a research perspective methods from social
science are applied. To understand aspects of user
needs and wants, their motivations and experiences
ethnographic studies can be used.
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Table 2 gives an overview on evaluating user
experience in terms of the three existing research
perspectives, describing briefly advantages and
limitations. Following a brief description of these
methods and some of their methodological varia-
tions is given.

Ethnographic studies including methods like
cultural probing can help to understand the user
andthe usage context. While quantitative research
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Table 2. User Experience Evaluation Methods

Evaluation Methods for UX Key Facts

Advantage(s) Shortcoming(s)

Ethnographic Studies/ Various Prob-
ing Approaches

Qualitative insightson people’s
daily live

Gives insight on people daily life
onadqualitative basis, can be used
before a product is developed

Probing material has to be care-
fully designed

Experience Sampling Method Insight in people’s daily live

ESM can be used throughout the
design life cycle

Technological based ESM can be
time and resource intensive and
personalization and individual-
ization are difficult to be logged

assessment of emotions

AttrakDiff Questionnaire to evaluate the | Easy to use, fast Measures only a short term
dimensions of hedonic and perspective of one factor that
pragmatic quality contributes to user experience

SAM/Emocards Questionnaire oriented self- | Easy, fast, cheap Typically used after interacting

with the product, so effects like
the recency effect can influence
the judgment and people might
notrememberwell theiremotions
during the interaction.

Bio-metrical measurements Using heart rate, skin con-
ductance or facial expression
changes to investigate emo-

tions

Detailed insight on minimal
physiological changes

Interpretation of bio-metrical
measurements is still unclear,
set-up is expensive and resource
intensive

can tell us what kind of products are used in the
home, how many hours they are used, qualita-
tive, ethnographic research tells us how and why
people use products and services. New forms
of mass customization are addressing products
which are mostly used in the context of home.
Studies (e.g. Venkatesh, 1996, Venkatesh, Kruse
and Chuan-Fong Shih, 2003, Haddon, 2006) agree
that studying the home is a difficult endeavor, as
the home contains many areas of human life.

To explore the ways in which households
use communication, information and other
domestic technologies, Crabtree, Hemmings,
Rodden, Cheverst, Clarke, Dewsbury, Hughes
and Rouncefield (2004) used ethnographically
oriented methods. They visited household and
investigated daily routines and interactions,
ownership of space and how household members
manage interactions. Findings were reported using
ethno-methodologically informed ethnographic
descriptions based on Garfinkel (1967). Hindus,
Mainwaring, Leduc, Hagsrom and Bayley (2001)
investigated how media space concepts could be
incorporated into householdsand family life. They

used ethnographically inspired field studies and
in-depth interviews to evaluate early prototypes
for home communication in real world settings.

In the early development phase usage of cul-
tural probing can help to understand the users in
terms of experiences they make. When looking at
how people wantto individualize and personalize
their IT products and services, adoption of these
methods can help to gain further insights on pos-
sible contributing factors influencing a positive
long term experience of a product (Bernhaupt,
Obrist, Weiss, Beck and Tscheligi, 2008).

When conducting a study using cultural prob-
ing a so called probe package is provided to study
participants. The probe package normally consists
of diaries, cameras, post cards, sometimes maps
of the explored environments, and several other
means to obtain as much insight as possible from
the participants live style, usage patterns and be-
haviors. Participants are free to control time and
means of capture. Gaver etal. (1999) reported that
return rates of materials can vary significantly in
different settings and populations. This possible
disadvantage of low return rates was alleviated
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in studies conducted (Bernhaupt, Weiss, Obrist,
Tscheligi, 2007; Obrist, Bernhaupt, Tscheligi,
2006) by combining the collection of probing
material with a final interview conducted in all
households.

Today a set of methodological variations of
cultural probes is available to investigate us-
ability and user experience issues in all kinds of
contexts, areas and situation: Hutchinson et al.
(2003) developed technology probes, Crabtree et
al. (2004) adapted cultural probesto inform design
in sensitive settings, and Hulkko, Keinonen, Mat-
telmaki, Virtanen (2004) extended the method to
cope with mobile settings.

Apart from several methodological variations
for different settings and purposes, there is an-
other trend trying to increase active and creative
user involvement. To explore certain aspects of
the home context two methodological variations
called creative cultural probing and playful prob-
ingwere developed (Bernhaupt, Weissetal., 2007;
Obrist et al., 2006).

Playful probing “uses the standard set-up of
cultural probing, taking for example post-cards
or post-its as probing material to gather insights
on people’s habits and usage. The playful probing
approach differs from the traditional approach as
it uses games that are specially designed for the
study. In playful probing the games are designed
focusing on the research area addressed within
the study. The development for the game itself
depends on the study set-up. Depending on the
topic to be investigated, variations of existing
games can be used or even new games are de-
veloped.” (Bernhaupt, Weiss et al., 2007, p. 609).
Main advantages of playful probing is the ability
to focus on the research topic in a playful way,
to include children in the in-situ research process
withinthe household andto increase the frequency
participants work on the research topic. Playful
probing of course needs careful preparation, well
designed games, focusing on the research topic
and the method should be combined with other
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forms of material, like creative cultural probing,
technology probes.

Focus of the evaluation of UX can be to under-
stand the emotional attachment of the user related
to the product, feelings of the user while interact-
ing with the product, as well as satisfaction, fun
and other related concepts like acceptance of the
product. Research in that area typically must be
supported by research in marketing to find out if
productsare representing the current life-style and
ifthe individualization of the productis perceived
as useful by the users.

When investigating the user experience of
mass customization a method called experience
sampling method (ESM) can be used. Originally
introduced by Csikszentmihalyi (see Hektner,
Schmidtand Csikszentmihaly, 2006), the method
asks the user to protocol his feelings and emo-
tions before, during or after usage of a product.
Computer-supported forms of the ESM today help
toinvestigate everyday life. ESM is conducted in-
situ, involves many participants, and takes place
over time, and collects quantitative and qualita-
tive data. When using experience sampling for
usability evaluation the specific research interests
as well as the measurement method, which are
suitable to gain the desired information, must
be carefully considered. The main qualities of
experience sampling are that usability and user
experience factors can be studied within a natural
setting, in real time, on repeated time occasions,
and by request. Computerized experience sam-
pling on mobile devices has recently gained a lot
of attention, especially since people are used to
carrying mobile devices with them most of the
time (Bernhaupt, Mihalic, Obrist, 2008).

Hedonic quality is evaluated using question-
naires like the AttrakDiff (www.attrakdiff.de).
Focusing on emotions as an important part of user
experience various forms of questionnaires have
beenused. Emocards (Desmet, Overbeeke & Dax,
2001) uses 16 faces representing eight emotions
on the two dimensions arousal and pleasantness.
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Other questionnaires measuring emotion have
been developed in psychology, e.g. the Self-
Assessment-Manikin (SAM) or usage of semantic
differentials (Bradley and Lang, 1994). Especially
inthe area of games emotions have been evaluated
using bio-metrical measurements (Mandryk, Atkin
& Inkpen, 2006). The experimental perspective
dealing with the nature of experience has been
mainly investigated from a research perspective
(Forlizzi and Battarbee, 2004).

CASE STUDY: DEVELOPING
PERSONALIZED ITV

When developing a product that enables custom-
ers to personalize their content the selection of
usability and user experience evaluation methods
has to be done carefully. This case study reports
the evaluation methods used during the develop-
ment of a new form of interaction technique that
supports users in personalizing interactive TV
content. Goal of this project (called vocomedia)
is to develop new forms of interaction techniques
for the living room, to support personalization of
interactive TV services.

Step one in the development of vocomedia
was to investigate how people personalize their
content. We investigated how the usage context
of the final product looks like, how it influences
the usage of the product and what peoples’ needs,
desires and experiences are. To investigate the
home context, ethnographic studies have been
extensively used in the field of human-computer
interaction. As direct observation in households
is limited, a probing approach was selected. To
improve some shortcoming of certain probing
methods we created a variation of the cultural
probing approach called playful probing and
combined it with a more creative form of cultural
probing. Goal was to understand people’s daily
habits related to recommendations.

The method could help to understand how
people perceive recommendations, to what level

people want to have new recommendations, how
many recommendations should include programs
that are already watched (to increase trust), and
that personalization of servicesis always working
on a thin line: from what users want to become
personalized/recommended and what they per-
ceiveasnotrelevantrecommendation (Bernhaupt,
Wilfinger, Weiss & Tscheligi, 2008).

Probing methods thus help to informally ex-
plore insights, to generate qualitative data, butalso
to understand behaviors and needs. Based on the
findings in several other ethnographic studies a
first prototype was developed. To allow users to
secure their content, respect privacy concernsand
to increase trust in the system, we developed a
remote control including fingerprint recognition.
The ethnographic studies showed that people
would prefer a reduced number of keys on the
remote control. We thus started to investigate
usability issues of remote controls and compared
three types of remote controls and corresponding
interface designs.

To compare the three design prototypes we first
conducted a heuristic evaluation. As the number
of possible usability problems was high for all
the three design prototypes we started to develop
a flexible prototype allowing us to use all three
different types of user interaction, based on the
same data and functionality. To decide which user
interface supports best users in terms of usability
and user experience, we conducted acomparative
usability study. The comparative usability study
included measurements like task completion, er-
rors and user satisfaction, but additionally used
the AttrakDiff questionnaire to investigate hedonic
quality. Users were also asked to work out their
own design idea on how to order the keys on the
remote control.

Toinvestigate the concept further, we extended
the prototype including functionalities like recom-
mendations, video-on-demand, management of
photos and music. We also included several forms
of personalization. Based on the (identified) user,
the user interface displays different orderings of the
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TV channels, shows selected recommendations or
allows social communication with other users. If
personalization is usable was evaluated in aseries
of user studies, including various user groups.
Especially during the testing of personalized
systems various aspects of trust and security have
been taken into account. This is especially true for
the home environment. People, even living in the
same households fear, that their private viewing
habits do not stay private once recommendations
(for the whole household) are based on them.
Users mentioned that for example recommenda-
tions for late night shows or recommendations
for movies with adult content should not be seen
by the children living in the same household. The
problem of testing personalized content is well
known in the literature, especially when asking
personal questionsto select data. Kramer, Noronha
and Vergo (2000) state that “users must clearly
understand why the question is being asked and
how fits in with their goals”. They state that it is
necessary to measure how well users understand
the benefits of the personalized service.

Combining a set of methods during the de-
velopment process helps to improve the overall
usability of the system and to influence the
product to convey a positive user experience.
The example of vocomedia shows, how the usage
of comparative usability testing helps to choose
the best alternative for the user, by additionally
improving the system with an heuristic evalua-
tion. Additionally the focus on the user at early
stages of the development helps to focus on the
real needs for personalization of the user.

Organizational Implications

Features classified as “personalization” are
wide-ranging, from simple display of the end-
user’s name on a Web page, to complex catalog
navigation and product customization based
on deep models of users’ needs and behaviors.
The role of personalization in the design of any
form of service or product is increasing. From a
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managerial perspective user-centered design is a
successful strategy allowing to focus on person-
alized products that are easy to use, fast to learn
and effective. At the same time user-centered
development helps to improve the overall positive
user experience.

Kramer et al. (2000) have been proposing a
six-step user-centered design approach to person-
alization, arguing to take participatory design as
central means for the development of a product.
Additionally various forms of evaluation methods
can help to improve usability and user experi-
ence of the final product. User-centered design
is typically a multidisciplinary design approach,
involving typically one usability specialist within
aproject team of ten members (Mao, Vredenburg,
Smith and Carey, 2005). Mao et al. (2005) also
report that typically 10% of the budget of aproject
is devoted to usability and user experience. Ef-
fectiveness of the user centered design process are
typically measured interms of external (customer)
satisfaction, enhances ease of use, impacton sales,
reduced number of help desk calls or user feedback
based on pre-releases. These measures might help
to understand if the user-centered design used
improved the development of the product.

CONCLUSION

Usability evaluation of systems and products
enabling personalization can be conducted with
a wide range of existing methods from the area
of human-computer interaction. When evaluating
user experience the range of methods is smaller.
Depending on the research question user experi-
ence of personalized systems can be evaluated
with amethodological mix of established usability
evaluation methods e.g. in-situ evaluation and
user-oriented design methods.

Still open is the question on what kind of
methodological mix best respects the research
topic on personalization, but in general — as per-
sonalization is depending on habits and usages of



Usability and User Experience Evaluation Methods

products and is influenced by various contextual
factors - the multi-dimensionality of the research
question can only be answered by a combination
of methods.

We are currently looking at various combina-
tions of usability and user experience evaluation
methods that were used in different fields like
interactive TV, human-robot interaction, multi-
modal interfaces for space operations and mobile
interaction. An extensive meta-analysis ofall these
data should show on how to fruitfully combine
methods to explore usability and user experience.
Up to then, we will have to rely on case studies,
describing methodological benefits and pitfalls to
choose the right kind of method mix.
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KEY TERMS AND DEFINITIONS

Usability Evaluation Methods (UEMS): Aset
of methods used to evaluate a system, mock-up,
or prototype in terms of usability.

Usability Test: Performance measurements of
users to determine whether usability goals have
been achieved.

Inspection-Oriented UEMs: Set of meth-
ods used by experts and most commonly based
on guidelines to investigate possible usability
problems.

In-Situ Evaluation Methods: Set of methods
used to evaluate a system or prototype in its real
usage context.

Context: Mobile services and devices can be
used in various places and situations, by a single
user or involving others. These circumstances are
described as context of use or usage context.

Experience Sampling Method (ESM): An
in-situ method especially suitable for collecting
quantitative and qualitative data with mobile and
ubiquitous systems. ESM studies user experience
factors in a natural setting, in real time, and over
a longer period of time.
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ABSTRACT

Product customization is an important facility that e-commerce offers to its users. On the Web, choi-
ceboard systems have become quite prevalent as the means by which users are able to customize their
products. These systems allow customers to configure products and services by choosing from a menu
of attributes, components, delivery options, and prices. In the context of a choiceboard environment,
this research examines the impact of system and information quality and information presentation on
interface satisfaction and decision satisfaction. Further, it examines the impact of the latter two sat-
isfaction factors on overall user satisfaction and intention to use. The research reveals that improved
system quality, vis-a-vis choiceboards, leads to better information and decision satisfaction on the part
of the users. This in turn leads to higher overall satisfaction and intention to use. The research uses an
experiment for data collection and examines these relationships using the structural equation modeling

(SEM) approach.
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INTRODUCTION

E-commerce continues to grow, and its iconic
companies, such as Amazon, Yahoo, and Google,
are now all billon-dollar firms employing thou-
sands of people. The total impact of e-commerce,
however, cannot be expressed in simple sales
figures; rather, it lies in changing consumer
behavior. Increasingly, consumers visit the Web
site of a company to familiarize themselves with
the firm’s offerings and prices before deciding
to buy. A Web site is becoming the gateway to a
firm’s brand, even in the case of off-line firms.
Companies that realize the importance of their
Web sites use technologies such as e-mail, FAQ,
online customer support, bulletin boards, and
search engines to assist customers in the buying
decision process and, obviously, to persuade a
purchase of their product.

The choiceboard is a recent addition to this
repertoire of technologies, aiding consumers
in the decision-making process (Andal-Ancion,
Cartwright, & Yip, 2003; Bharati & Chaudhury,
2004a; Collins & Butler, 2003; Liechty, Ramas-
wamy, & Cohen, 2001; Slywotzky, 2000). A
choiceboard is a system that allows customers
to design their own products by choosing from a
menu of attributes, components, prices, and de-
livery options (Slywotzky, 2000). For example, in
the automobile industry (http:/buyatoyota.com),
users can “build” or customize a Toyota and then
follow up with a local dealer. In the construction
industry (http://kitchens.com), users can get help
to design a kitchen and actually place an order.
In the apparel industry (http://facustomtshirt4u.
com), users can select color, fabric, and a suitable
logo and lettering. In the entertainment industry
(http://www.apple.com/itunes), customers at the
iTunes music store can build customized CDs by
selecting individual tracks from existing CDs.
Finally, in information technology, the Web sites
of most computer firms (e.g., http:/www.ibm.
com), present individuals with a basic configura-

tion defined by a processor and then “flesh out”
the full configuration with choiceboards offering
hard-drive size, memory, andadd-onssuchas CD/
DVD drive, monitors, and printers.

Although choiceboard technology is being
widely used toenhance the customer’s experience,
very little is known about the actual impact of
this technology on overall user satisfaction or the
intention to use the choiceboard. Similar concerns
have been expressed for Web-based decision sup-
port systems (Bharati & Chaudhury, 2004b). In
particular, it remains unclear how the provision of
more information, facilitation of decision making
through what-if analysis, and choice comparisons
throughthe use of choiceboard technology affects
user satisfaction and the intention to use.

Inthisresearch, therelationshipsare developed
and operationalized between system-level factors
(such as quality of the system and information in
choiceboards, and presentation of information)
and user’sdecision-making and interface satisfac-
tion. Furthermore, the analysis investigates the
relationship between information and decision-
making satisfaction, with overall satisfaction and
intention to use. The statistical analysis consists
of path analysis, assessing a pattern of predictive
relationships among the measured variables. This
research employs the structural equation model-
ing (SEM) technique to analyze the data and then
assess the pattern of predictive relationships.

The research views information systems’ suc-
cess in the new domain of e-commerce; and, in
particular, in the context of choiceboard systems.
It attempts to understand how choiceboards fa-
cilitate user decision making in the Web-based
environment. Itthen develops a conceptual model
that relates system-level factors, user satisfaction
factors, and use factors. Specifically, it investi-
gates interrelationships between components of
user satisfaction—interface satisfaction, decision
satisfaction, and overall satisfaction—-and their
combined impact on intention to use.
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The research is related to multiple theories such
asthe consumer decision-making model (Mowen,
1995), consumer information-processing model
(Bettman, 1979), cognitive decision-making
model (Simon 1955), and information systems (IS)
success model (Delone & McLean, 1992, 2002).
According to Mowen (1995), a consumer transits
through several phases (Figure 1) such as prob-
lem recognition, a search for alternatives, and an
evaluation of alternatives before making a choice;
that is, there is an information-processing phase
and then a decision making one. In this process,
a consumer tries to minimize cognitive effort
required to make a decision and yet maximize
the quality of the decision reached (Bettman,
1990). Furthermore, Bettman (1990) suggests
that because of bounded rationality constraint
(Simon, 1955), consumers actually will trade off
decision quality for a reduction in information
processing effort.

Consumers employ decision aids, such as
calculators, spreadsheets, consumer guides, and
Web-based comparison pricing, inorderto lessen
the impact of bounded rationality constraints
on decision quality. E-commerce retailers are
incorporating choiceboards on their Web sites to
assist customersin several phases of the decision-
making process (Bharati & Chaudhury, 2004a;
Bharati & Chaudhury, 2004b). The information
search phase, for example, is facilitated by easy
revelation of productalternatives; and the decision-
making phase of alternatives evaluation is made
easier by price and feature comparison.

Effective Product Customization on the Web

IS Success Model

Web sites have been extensively studied from dif-
ferent perspectives, emphasizing differentaspects
of Web-site quality. Timeliness aspects have been
studied by Choudrie et al. (Choudrie, Ghinea, &
Weerakkody, 2004), relevance has been studied
by Barnes and Vidgen (2002), and accuracy as-
pects by Cao and Zhang (2002). Design aspects
of a Web site, in terms of its attractiveness and
appropriateness, have been studied by Cao and
Zhang (2002). Diniz et al. (2005) and Yoo and
Jin (2004) have researched into usability and
reliability aspects of Web sites.

There has been, however, a gap in literature
in terms of studies related to how Web sites have
helped users make better decisions. The focus of
Web site usability studies has not focused on study-
ing a Web site as a decision tool. The IS success
model (Delone & McLean, 1992, 2003), with its
focusonissues relating to information processing
and decision making and its previous research on
Web-based DSS (Bharati & Chaudhury, 2004b),
is useful in investigating the role of choiceboards
in assisting users make appropriate choices. In
the recent literature, this model has served as
the basis for investigating similar research areas
such as IS and service quality (Bharati & Berg,
2003). Delone and Mclean (2003) refer to about
285 research papers published inrefereed journals
that use their framework. The model has been
empirically validated by Rai et al. (2002) and by
Seddon and Kiew (1994)

The research on quality of information sys-
tems services (Jiang, Klein, & Carr, 2002; Jiang,
Klein, & Crampton, 2000; Kettinger & Lee,

Figure 1. Customer decision process model (Mowen, 1995)

Problem Recognition pi Search Y Evaluation of Alternatives pi Choice Y Post-Acquisition Evaluation
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1997; Kettinger & Lee, 1999; Pitt, Watson, &
Kavan, 1995; Pitt, Watson, & Kavan, 1997; Van
Dyke, Kappelman, & Prybutok, 1997; Van Dyke,
Prybutok, & Kappelman, 1999; Watson, Pitt, &
Kavan, 1998), and WebQual (Loiacono, Chen, &
Goodhue, 2002) has also attempted to investigate
this topic in a slightly different way.
Communications theory (Shannon & Weaver,
1949) was illustrated and modified in Mason’s
work (1978) to show that classes of information
output are at the technical level, semantic level,
and influence level. The IS success model (Delone
& McLean, 1992, 2002) expanded the concept of
levels of output to illustrate stages within those
levels. Information iscommunicated toarecipient
whois eitherinfluenced ornot; he/she then impacts
organizational performance. In other words, the
information flows from its production to influence
the individual and then the organization.
System quality and information quality, both
singularly and jointly, impact use and user satis-
faction. This research model is based on the IS
success model and employs some of the constructs
of that model, specifically at the technical level
of system quality and information quality, in the
context of choiceboards, and in theirimpacton dif-

Figure 2. Conceptual model
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ferent components of user satisfaction (interface
satisfaction, decision-making satisfaction, andre-
sultant overall satisfaction). User satisfaction then
influences the intention to use. The next section
explains the research model and hypotheses.

RESEARCH MODEL AND
HYPOTHESES

The research model (Figure 2 and Table 3) shows
that system and information quality, and informa-
tion presentation, impactthe differentcomponents
of user satisfaction; and then, intention touse. The
various constructs and the resulting hypotheses
of the model are explained in this section.

System Quality

System quality is the individual perception of a
system’s overall performance, which is itself a
manifestation of system hardware and software.
Ease of use (Belardo, Karwan, & Wallace, 1982),
convenience of access (Bailey & Pearson, 1983),
and system reliability and flexibility (Srinivasan,
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1985) are measures employed for the service
quality construct.

Information Quality

The user estimatesthe value of aninformation sys-
tem after evaluating the quality of information it
provides (Gallagher, 1974). Informationaccuracy
(Bailey & Pearson, 1983; Mahmood, 1987; Miller
& Doyle, 1987; Srinivasan, 1985), completeness
(Bailey & Pearson, 1983; Miller & Doyle, 1987),
relevance (Bailey & Pearson, 1983; King & Ep-
stein, 1983; Miller & Doyle, 1987; Srinivasan,
1985), content needs (Doll & Torkzadeh, 1988),
and timeliness (Bailey & Pearson, 1983; King &
Epstein, 1983; Mahmood, 1987; Miller & Doyle,
1987; Srinivasan, 1985) are the measuresemployed
in the information quality construct.

Information Presentation

In information presentation, the display of infor-
mation based on formats, colors, and graphs vs.
tables is examined (Vessey, 1994). The interface
evaluation has included presentation, format,
and processing efficiency characteristics of the
interface (Swanson, 1985). The measures used
for information presentation construct are graph-
ics, color, presentation style, and navigational
efficiency (Swanson, 1985).

Interface Satisfaction

The quality of the information system interface
is measured in interface satisfaction. The in-
dicators used to measure interface satisfaction
construct are easy to work (Doll & Torkzadeh,
1988; Goodhue, 1990), useful format (Doll &
Torkzadeh, 1988; Goodhue, 1990), user friendly
(Doll & Torkzadeh, 1988; Goodhue, 1990), does
what | want it to do (Davis, 1989; Goodhue,
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1990), and clear and understandable (Davis, 1989;
Goodhue, 1990).

Hypothesis 1: System quality will positively con-
tribute to interface satisfaction.

Hypothesis 3: Information quality will positively
contribute to interface satisfaction.

Hypothesis5: Good Information presentationwill
positively contribute to interface satisfaction.

Decision-Making Satisfaction

Decision-making satisfaction is the systems’
ability to support the user’s decision-making and
problem-solving activities. The systems’ support
to the individual in recognizing problems, struc-
turing problems, and making decisions related to
the goal of controlling abusiness processare part of
the construct (Garrity & Sanders, 1998). The con-
struct measures the decision-making satisfaction
using decision effectiveness (Chervany, Dickson,
& Kozar, 1972) and decision confidence (Goslar,
Green, & Hughes, 1986; Guental, Surprenant, &
Bubeck, 1984; Zmud, Blocher, & Moffie, 1983).

Hypothesis 2: System quality will positively con-
tribute to decision-making satisfaction.

Hypothesis 4: Information quality will positively
contribute to decision-making satisfaction.

Hypothesis 6: Good Information presentation
will positively contribute to decision-making
satisfaction.

Overall Satisfaction

Satisfaction is an important and widely used
constructinthe IS literature. Numerous research-
ers have modified the Bailey and Pearson (1983)
user-satisfaction instrument. The construct of
overall satisfaction, a result of interface and
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decision-making satisfaction, was measured
using extremely useful system (Sanders, 1984)
and satisfactory in meeting user needs (Alavi &
Henderson, 1981; Sanders & Courtney, 1985).

Hypothesis 7: Interface satisfaction will positively
contribute to overall satisfaction.

Hypothesis 8: Decision-making satisfaction will
positively contribute to overall satisfaction.

Intention to Use

Intention to use asystem has often beenemployed
as an important measure of IS success (Chang &
Cheung, 2001; DeLone & McLean, 1992; Lucas,
1978; Van der Heijden, 2004; Welke & Konsynski,
1980). Possible to use and intend to use (DeSanctis,
1982) have been employed to measure the inten-
tion of user to use the system construct.

Hypothesis 9: Overall satisfaction will positively
contribute to intention to use.

RESEARCH METHODOLOGY

The instrument (Appendix A) was constructed
based onpriorresearch; mostindicator itemswere
adapted or borrowed from previously validated
instruments. The survey was first pre-tested with
a smaller sample and then subsequently refined.
The survey was administered to subjects who
were undergraduate and graduate students at
two different Universities. They were selected as
subjects because they were users of, or familiar
with, choiceboard systems. The experiment was
conducted in a laboratory setting, with PCs run-
ning on the Windows operating system. The re-
searchers, in conducting the experiment, adopted
the following procedure.

First, the experimental procedure was ex-
plained to the subjects. Then, each subject was

randomly assigned a Web site that employed a
choiceboard that allowed the user to configure
a product. The choiceboard sites were of a very
similar nature, despite being owned by different
firms. After configuring a product on the Web
site, each subject completed a survey question-
naire. The total sample for the experiment was
192 subjects.

Structural equation modeling (SEM) was used
to analyze the data. SEM subscribes to a causal
indicator model, with the operational indicators
reflective of the unobserved theoretical construct.
It allows the specification of measurement errors
withinabroader context of assessing measurement
properties. Confirmatory factor analysis, content
validity, unidimensionality analysis, reliability
analysis, convergentvalidity, and criterion-related
validity testswere conducted to evaluate the model
and constructs (Anderson & Gerbing, 1988; Bol-
len, 1989; Chin, 1998).

DATA ANALYSIS
Confirmatory Factor Analysis

The measurement properties of the survey in-
strument were assessed with confirmatory factor
analysis. A measurement model comprising of
a weighted linear combination of the items in
the scale was analyzed. In confirmatory factor
analysis, each theoretical construct is specified
and analyzed to assess the fit of the data with the
measurement model (Ahire, Golhar, & Waller,
1996; Ravichandran & Rai, 1999; Venkatraman,
1989). For constructs with four or more indica-
tors, these guidelines were followed. As some
constructs have fewer than three indicators, these
constructs were pooled with constructs having
four or more indicators. This was done to ensure
adequate degrees of freedom for estimation of
the model.
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Table 1. Tests for unidimensionality, reliability, and convergent validity

Unidimensionality: S Cor_w_erqent
No. | Construct NO'_Of Goodness of Fit Re“ab”'ty,' Validity:
Indicators Cronbach’s a Bentler Bonnet
Index (GFI) A
1. System Quality 4 .99 .72 .97
2. Information Quality 5 97 .84 .95
3. Information Presentation 4 91 .82 .89
4. Interface Satisfaction 5 .94 .87 .94
Decision-making
satisfaction®
- System Quality .95 .92
5. - Information 2 .83
Quality .96 .95
- Information
presentation 91 .90
Overall Satisfaction*
6 - Interface 2 01 89 93
Satisfaction and
Intention to Use
Intention to Use
- Overall
7. Satisfaction 2 91 74 .93
and Interface
Satisfaction
* A combined model was used for this construct.

Content Validity

Contentvalidity isensured whenthe constructsare
defined using the literature. The construct should
adequately represent and measure the domain of
meaning that it is supposed to represent (Bohrn-
stedt, 1983). If all the items grouped together for
each construct reflect the underlying meaning,
then content validity exists (Dunn, Seaker, &
Waller, 1994). Since there is no rigorous way to
assess content validity, in order to ensure thor-
oughness, multiple itemswere used to measure the
construct (Bohrnstedt, 1983; Churchill, 1979). The
instrument employed in the research used several
indicators for each construct thatwas derived from
an in-depth literature review; and thus content
validity was ensured (Bohrnstedt, 1983).
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Unidimensionality Analysis

A multidimensional construct helps with content
validity and is acceptable as long as the scales are
unidimensional. Ascale hasto be unidimensional
in order to have both reliability and construct
validity (Gerbing, & Anderson, 1988). The condi-
tion for a unidimensional scale is that the items
of a scale estimate one factor. The goodness of fit
index (GFI) measures a good fit of the measure-
ment model, as it indicates that all items load
significantly on one underlying latent variable.
There is no evidence of lack of unidimensional-
ity when GFI is 0.90 or higher for the model. The
GFl indices for all the scales are summarized in
Table 1, and the results suggest that all the scales
are unidimensional.
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Table 2. Test for criterion-related validity

Interface Decision- Overall
No. Construct . . making . . Intention to Use
Satisfaction . . Satisfaction
Satisfaction
1 System Quality 0.66** 0.65** - -
2 Information Quality 0.54** 0.69** - -
3 Information Presentation 0.50** 0.44**
4 Interface Satisfaction 0.49** -
Decision-Making .
S Satisfaction 051
6 Overall Satisfaction - 0.56**
**p<0.01
Reliability constructs. As the correlation of the various con-

Reliability of a scale is ensured if the scale is
dependable, consistent, or stable (Gatewood, &
Field, 1990). Cronbach’s alpha coefficient was
used to measure reliability, as the items of a
scale explain the majority of the variation in the
constructvis-a-vis measurementerror (Cronbach,
1951). The results indicate that the scale is reli-
able because the alpha coefficient is greater than
.70 (Table 1).

Convergent Validity

Considering each item in the scale as a different
approachtomeasure the constructusually assesses
convergent validity. This was measured using the
Bentler-Bonett coefficient (A) (Bentler and Bonett,
1980). The Bentler-Bonett coefficient (A) value of
.9 or above means high convergent validity. All
the scales had a Bentler-Bonett coefficient (A) of
greater than .9 (Table 1).

Criterion-Related Validity

Criterion-related validity tests the degree to
which the outcome is predicted by the constructs
(Ahire et al., 1996; Venkatraman, 1989). Using
SEM, the constructs are correlated with outcome

structs are positive and statistically significant
(Table 2), criterion-related validity exists for
these constructs.

SEM produces parameter estimates of links
between the latent variables, and so, is also called
latent variable analysis, or causal modeling.
AMOS 4.0 and SPSS 10.1 (Arbuckle & Wothke,
1999) were employed for the SEM analysis.

RESULTS AND DISCUSSION

In summary, this research examined the impact
of systems’ quality, information quality, and in-
formation presentation on user satisfaction and
intention to use in the context of choiceboard
systems. The IS success model was used as the
basis of the research model. The model was based
on Shannon and Weaver’s communication theory
(1949), Mason’s theory (1978), and the Delone
and McLean (1992) model. The research model
employedthe constructsatthe technical level, viz.,
systems’ quality and information quality, in the
context of choiceboards, and finally, its impact on
different components of user satisfaction, such as
interface satisfaction, decision-making satisfac-
tion, and resultant overall satisfaction. The path
coefficients calculated for the estimated model

251



Table 3. Survey constructs and indicators
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Construct Name Item No. Item Measured
System Quality V1 System reliability

V2 Convenient to access

V3 System ease of use

V4 System flexibility
Information Quality V5 Information accuracy

V6 Information completeness

V7 Information relevance

V8 Information content needs

V9 Information timeliness
Information Presentation V10 Presentation graphics

V11 Presentation color

V12 Presentation style

V13 Navigationally efficient
Decision Making Satisfaction V 14 Decision confidence

V15 Decision effectiveness
Interface Satisfaction V 16 Easy to work

V17 Useful format

V 18 User friendly

V19 Does what | want it to do

V 20 Clear and understandable
Overall Satisfaction V21 Extremely useful system

V 22 Satisfactory in meeting user needs
Intention to Use V23 Possible to use

V 24 Intend to use

support the hypothesized relationships in both
direction and magnitude with few exceptions.
Overall, the statistical conclusions support the
research model (Figure 3).

System quality isdirectly and positively corre-
lated to interface satisfaction (H-1); soanincrease
in the quality of the system leads to an increase
in satisfaction in using the interface. Information
quality is directly and positively correlated to
interface satisfaction (H-3); so an increase in the
quality of the information leads to an increase in
satisfaction in using the interface. Information
presentation is not directly and positively cor-
related to interface satisfaction; (H-5) therefore,
this hypothesis is not validated.

The path coefficients calculated for the esti-
mated model also support the hypothesized rela-
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tionships in both direction and magnitude in the
case of decision-making satisfaction. Most of the
hypothesesinthe area of decision-making satisfac-
tion have been validated using the data. System
quality is directly and positively correlated to
decision-making satisfaction (H-2); soanincrease
in the quality of the system leads to an increase in
decision-making satisfaction. Information quality
is directly and positively correlated to decision-
making satisfaction (H-3); so an increase in the
quality of the information leads to an increase in
decision-making. Presentation is not directly and
positively correlated to decision-making satisfac-
tion (H-6); as this hypothesis is not validated.
System quality includes system ease of use,
convenience of access, and system reliability.
Thus, a net positive effect from these factors will
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Figure 3. Model with results
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result in a positive effect on interface satisfaction
and decision-making satisfaction. Inchoiceboards,
as in other systems, the ease of use of the system,
convenience of access, and system reliability are
important considerations for the user. Information
relevance, accuracy, completeness, and timeliness
constitute the constructinformation quality. Thus,
anetpositive effect from these factorswill resultin
a positive effect on decision-making satisfaction.
Choiceboard systems should provide relevant,
accurate, complete, and timely information for
better decision-making satisfaction.

Graphics, color, presentation style, and
navigational efficiency measures information
presentation. Therefore, information presentation
measures how information is displayed. It was
hypothesized thatanet-positive effect from graph-
ics, color, presentation style, and navigational effi-
ciency would resultinapositive effect oninterface
satisfactionand decision-making satisfaction. The
data did not support this hypothesis.
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Thestatistical conclusions support the hypoth-
eses on user satisfaction. Interface satisfaction
is directly and positively correlated to overall
satisfaction (H-7); so an increase in interface
satisfaction leads to an increase in overall satis-
faction. Similarly, decision-making satisfaction
is directly and positively correlated to overall
satisfaction (H-8); so an increase in decision-
making satisfaction leadstoan increase inoverall
satisfaction. Overall satisfaction is also found to
be directly and positively correlated to intention
to use (H-9); so an increase in overall satisfac-
tion leads to an increase in intention to use. The
results from the research model also demonstrate
the relative weight of system quality compared
to information quality. Interestingly, decision-
making satisfaction of end-users, the quality of
the system is more important than the quality of
the information.

As with all regression and structural equation
modeling techniques, correlation does not prove
the causality of the relation. Since, however, these
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causal relationships are based on an established
literature, and the theoretical grounding of the
causality is adequate, it is reasonable to concur
with the causality, where it has been validated
(Gefen, Straub, & Boudreau, 2000).

MANAGERIAL IMPLICATIONS AND
FUTURE RESEARCH

The research results empirically demonstrate
the relationships between interface satisfaction,
decision-making satisfaction, system quality,
information quality, and information presenta-
tion. Italso demonstrates the relationshipsamong
variables such as interface satisfaction, decision-
making satisfaction, overall satisfaction, and the
intention to use. These relationships are useful
in influencing the intention to use among users
of choiceboard systems. IS professionals need to
understand these relationships to help their firms
design choiceboard systems that are effective.
This research provides an understanding of those
interrelationships.

In the context of choiceboards, the quality of
information influences decision-making satisfac-
tion. So, for example, for a choiceboard system
that allows users to develop their own holiday
itinerary, the research suggests that users would
value complete, accurate, and relevantinformation
about holiday sites, weather, local costs, flights,
rentals, and hotels. Similarly, userswill have better
decision-making satisfaction with timely, accu-
rate, and complete information as they develop
alternative scenarios for their holidays.

The research suggests that ease of use, con-
venience of access, and system reliability also
influence the decision-making satisfaction of
users. A choiceboard, other than just being avail-
able and accessible, should also be easy to use.
A user should not feel overwhelmed by available
choices. The research also suggests that ease of
use, convenience of access, and system reliability
and flexibility influences interface satisfaction.
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The quality of the choiceboard system makes an
impactifitis user friendly, clear, and understand-
able. Interface and decision-making satisfaction
influences ifthe choiceboard hasbeen satisfactory
in meeting user needs, which effects intention to
use. For choiceboard users, itisnotonly important
that the quality of the choiceboard system and
the information it provides is adequate, but also
that it provides them with interface and decision-
making satisfaction. Thus, they will intend to use
the choiceboard if they find it useful and it meets
their needs. Thisresearch shows that choiceboard
users are deriving satisfaction with the system in
a more complex fashion. If the choiceboard pro-
vides them interface as well as decision-making
satisfaction, suchthatthere is overall satisfaction,
only then will they be a repeat user.

The empirical data suggest that the presenta-
tion of information is not important to the user in
decision making. The users are not particularly
impressed by color, graphics, and presentation
style, but are more interested in the pertinent
information being provided to them via the sys-
tem. This is an interesting result because in the
recent past, there has been an increase in color
and graphics on Web sites, but this presentation
is of limited use if these Web sites are not able to
provide the desired quality of information.

This research has examined the perceptions
of users relative to their intention to use, and how
that perception is affected by overall satisfaction,
which, in turn, depends on decision-making
satisfaction and interface satisfaction. Much of
the model has been validated by the data. Even
the hypotheses that were not validated provided
interesting insights. Studies should be conducted
using other Web-based systems to test if the
results of the present study can be extended to
other situations. Qualitative studies can also be
conducted to study choiceboard systems. These
studies have the possibility of providing insight
about choiceboard system users. These studies
will help build a wider body of research, which
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is needed for designing effective choiceboard
systems.
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