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Foreword

Computer applications for image processing in radiological imaging have matured 

over the past decade and are now considered an indispensable tool for extracting maxi-

mal information from the enormous amount of data obtained with the new cross-sec-

tional techniques such as ultrasound, computed tomography and magnetic resonance 

imaging. Indeed, the exquisite display of anatomy and pathology in all possible planes 

provided by these methods offers new and specifi c diagnostic information which will 

contribute to a better therapeutic management of the patient.

This volume not only covers very comprehensively the fundamental technical aspects 

of modern imaging processing, including the latest advances in this rapidly evolving 

fi eld, but it also deals systematically and in depth with the numerous clinical applica-

tions in those specifi c body areas where these methods can be successfully applied. 

Special chapters are devoted to 3D image fusion and to image-guided robotic surgery. 

The well readable text is completed by numerous superb illustrations.

The editors, all from the department of diagnostic and interventional radiology of 

the University of Pisa, are internationally well known experts in the fi eld and all share 

longstanding dedication and interest in radiological image processing, as demonstrated 

by their innovative research and publications. Other leading international experts have 

contributed outstanding individual chapters based on their specifi c expertise.

I would like to thank and congratulate most sincerely the editors and authors for 

their superb efforts which have resulted in this much needed and excellent book which 

will be of great assistance to all radiologists in their daily clinical work, as well as to 

surgeons and other medical specialists interested in enlarging their knowledge in this 

wonderful world of radiological computer processing.

I am confi dent that it will meet with the same success among readers as the previous 

volumes published in this series.

Leuven  Albert L. Baert
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Preface

Two and three-dimensional image processing is an essential and integral part of the diag-

nostic workfl ow in the Radiology Department nowadays, signifi cantly improving the qual-

ity of diagnosis and at the same time increasing reporting times. Thus, a precise knowledge 

of the technical aspects and clinical impact of image processing is mandatory for radiolo-

gists.

In this book, a group of well recognized experts in the fi eld have sought to provide the 

radiologist with the information essential to optimizing the use of image processing tools 

in clinical workfl ow.

The initial section of the book is dedicated to the technical aspects of image processing, 

from image acquisition to image processing in the 2D and 3D domain. A larger part of the 

book is dedicated to clinical applications, where specifi c topics of Radiology subspecialties 

are comprehensively covered. A special topic section completes the book, highlighting new 

and advanced fi elds of research, such as computer-aided diagnosis and robotics.

We hope to have achieved our aim of providing our colleagues with a useful reference 

tool in their daily practice.

We would like to express our thanks to all the authors for their outstanding contribute.

We are also very grateful to Prof. Albert Baert for his valuable support in this project. 

  

Pisa Emanuele Neri

  Davide Caramella

  Carlo Bartolozzi
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US Image Acquisition  1
Elena Bozzi, Laura Crocetti, and Riccardo Lencioni

1.1 
Introduction

Three-dimensional (3D) ultrasonography, even if 
recently gaining large popularity, is a relatively new 
tool compared with 3D reconstructions obtained by 
CT and MR. Ultrasonography offers unique qualities 
including real-time imaging, physiologic measure-
ments, use of non-ionizing radiations and invasive-
ness. Sonographic image quality has benefi ted from 
increasingly sophisticated computer technology: to 
date several systems, able to generate 3D ultrasound 
images, have been introduced.

Volume sonographic imaging has sparked inter-
est in the academic community since the 1961. At 
that time Baum and Greenwood (1961) obtained 
serial parallel ultrasound images of the human 
orbit and created a 3D display by stacking sequen-
tial photographic plates with the ultrasound images. 
During the early 1970s also the commercial indus-
try’s interest for 3D ultrasound imaging grew up: in 
1974 the Kretztechnik group, in order to achieve 3D 
images, developed a cylindrical-shaped transducer 
incorporating 25 elements mounted on a drum. 
This equipment performed a volume scan consist-
ing of 25 parallel slices. The next step consisted of 
a more convenient end-fi re transducer producing 
a fan scan. However, at that time the display and 
store technology was not suitable for 3D ultrasound 
imaging. In 1989 in Paris at the French Congress of 
Radiology, Kretztechnik presented the fi rst com-
mercially available ultrasound system featuring 
the 3D Voluson technique. It is only in the last few 
years that computer technology and visualization 
techniques have progressed suffi ciently to make 3D 
ultrasound viable. Nowadays, 3D ultrasound imag-
ing methods allow to present, in a few seconds, the 
entire volume in a single image ( Brandal et al. 
1999). The success of 3D ultrasound will depend on 
providing performance that equals or exceeds that 
of two-dimensional (2D) ultrasonography, includ-
ing real time capability and interactivity. In addi-
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tion, three-dimensional ultrasound is already being 
introduced alone or together with preoperational 
images for guidance of surgical applications.

US is a widely used tool for imaging guided pro-
cedures in the abdomen, especially in the liver. 
Its well-known advantages can be combined with 
those of computed tomography (CT) or magnetic 
resonance (MR) images by means of fusion imaging 
processes. Image fusion, the process of aligning and 
superimposing images obtained using two different 
imaging modalities, is in fact a rapidly evolving fi eld 
of interest.

In this chapter, we review the various approaches 
that investigators have pursued in the development 
of 3D ultrasound imaging systems, with empha-
sis on the steps of the process of making 3D sono-
graphic images. Moreover, an overview on US-CT/
MR fusion imaging will be included.

1.2 
Data Acquisition

Various techniques have been described until now 
for acquiring a sequence of sonograms and recon-
structing them into a fi nal 3D result. Acquiring the 
sequence is the critical step in the process for pri-
marily two reasons. First, because the sequence of 
acquired tomographic images will be assembled into 
a 3D image, the acquisition geometry must be know 
exactly to avoid distortions, and the images must be 
acquired rapidly to avoid patient motion. Second, 
the mechanism that manipulates the transducer or 
localizes its position in the space must not inter-
fere to the regular performance of the sonographic 
examination. In meeting these requirements, vari-
ous solutions have been proposed. At present the 
main types of 3D data acquisition systems are: 
(1) mechanical scanning systems, (2) tracked free-
hand systems, and (3) untracked freehand systems, 
and (4) 2D transducer arrays.

1.2.1 
Mechanical Scanning Systems

Mechanical scanning systems are based on commer-
cially available linear or annular transducer array 
mounted on a mechanical assembly that allows pre-
cise movement of the transducer by a motor under 

computer control. At present, two different types of 
mechanical assemblies have been developed: exter-
nal transducer fi xation drive devices and, more 
recently, integrated volume transducers.

External transducer fi xation drive devices rep-
resent the fi rst implementation of mechanical 
scanning systems. In this approach the transducer 
is mounted on a special external device (mechani-
cal arm) that holds the transducer fi rmly, offering 
precise movement during scanning. The device is 
then held in a fi xed position, and a motor drive 
system on the device moves the transducer in a 
controlled and well-defi ned fashion to sweep out 
a volume. This system provides a high accuracy 
in locating the position of the transducer relative 
to the scanned planes. In the past it has been used 
for vascular (Downey and Fenster 1995a), pros-
tate (Downey and Fenster 1995b) and obstet-
ric (Steiner et al. 1994) imaging. Because of the 
constraints imposed by a rigid mechanical device 
that can result in being cumbersome for the opera-
tor and may interfere with the usual sonographic 
examination, to date these external devices are not 
in clinical use. In order to overcome these limita-
tions, integrated volume transducers have been 
introduced.

The integrated volume transducer consisted of 
a conventional annular array transducer mounted 
on a hand-held assembly that allows the transla-
tion or rotation of the transducer by a motor drive 
computer system. Integrated volume transducers 
acquire a volume as a series of slices at slightly dif-
ferent orientations. After each slice the transducer 
plane is moved, by the stepping motor, to the next 
location. By this, the relative angle between slices is 
exactly known, eliminating distortion in the resul-
tant scan. Integrated volume transducers tend to 
be relatively larger than standard transducers, but 
they eliminate most of the issues related to exter-
nal position sensors with respect to calibration and 
accuracy. As a result the sonographer can use the 
transducer in the same manner as with conven-
tional 2D ultrasonography systems by avoiding only 
immobilizing the probe during the image acquisi-
tion. It will require only a few seconds for obstetric 
studies, and a longer time, approximately 1 min, 
for cardiac-gated studies. Volumes can be acquired 
and reconstructed rapidly without registration 
artifacts. Such systems have a relatively small fi eld 
of view that, although not posing problems for 
imaging small structures, may represent a signifi -
cant limitation for large ones. Integrated volume 
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transducers have been produced for both transab-
dominal and intra-cavitary probes. This approach 
has been described for several applications: abdo-
men (Hamper et al. 1994), prostate (Hamper et al. 
1999; Elliot et al. 1996; Tong et al. 1996), heart 
(De Castro et al. 1998) and obstetric (Johnson et 
al. 2000; Nelson et al. 1996). A particular applica-
tion of this approach is represented by the use of 
a motorized rotating transducer mounted on the 
end of a catheter and introduced into the vascula-
ture for intravascular imaging (Thrush et al. 1997; 
Klein et al. 1992). Withdrawal of the catheter and 
transducer through a vessel allows collection of a 
series of two dimensional images for forming a 3D 
volume.

The different types of mechanical assemblies 
used to produce 3D images can be divided into three 
basic types of motion: linear, tilting, and rotation 
(Fenster and Downey 2000).

The linear scanning requires that the transducer 
is moved by the stepping motor in a linear fashion 
along the surface of the patient’s skin so that the 
2D images obtained are parallel to each other. The 
2D images are acquired at a regular spatial interval 
that is adjusted to ensure appropriate sampling of 
the anatomy. Because the 2D images are parallel and 
the spatial sampling interval is predetermined, the 
majority of the parameters required for the recon-
struction can be precomputed, and the reconstruc-
tion time can be shortened. With this approach, 
a volume image can be obtained immediately after 
performance of a linear scan.

With tilt scanning the transducer is titled about 
its face, and images are digitized at a predeter-
mined angular interval. The main advantage of this 
approach is that the scanning device is usually quite 
small, which allows easy handheld manipulations. 
On the contrary, the major problem related to the use 
of the tilt scanning approach is that the 2D images 
are acquired in a fanlike geometry; as a consequence 
the space between them increases and the resolution 
decreases with increasing depth.

In rotational scanning the transducer is rotated 
around an axis that is perpendicular to the trans-
ducer array. The 3D image data are then acquired by 
collecting a series of 2D B mode images as the probe 
is rotated at constant speed. As a result, the sampling 
distance increases and the resolution decreases as 
distance from the rotational axis increases. In addi-
tion, the digitized images intersect along the rota-
tional axis, so that any motion creates artifacts at 
the center of the 3D image.

1.2.2 
Tracked Freehand Systems 

The freehand approach is very attractive: the trans-
ducer can be moved freely and without any restric-
tion introduced by mechanics. The examination is 
performed in the same way as a standard ultrasound 
study. With tracked freehand systems, the operator 
holds an assembly composed of the transducer and 
a position-sensor device and manipulates it over the 
anatomic area being evaluated. During the acquisi-
tion of 2D images the tracking device attached to the 
probe monitors the spatial position and orientation 
of the ultrasound transducer. The tracking device 
has a limited size and weight and does not infl u-
ence the movement of the transducer, the freedom 
or the usual working procedure of the physician. 
This system provides fl exibility in selecting the best 
image plane sampling of the tissue volume from 
which data are acquired. In addition, it eliminates 
the need for more complex, dedicated 3D probes, 
which contain a mechanism to move the transducer 
through a pre-set fi eld of acquisition. The principal 
types of tracking freehand systems are: acoustic 
tracking, optical tracking and magnetic fi eld track-
ing.

Acoustic tracking makes use of sound emitters 
mounted on the transducer and small microphones 
for sound detection. The microphones must be posi-
tioned in different locations above the patient and 
must be suffi ciently near the emitters to be able to 
detect the sound pulse. As the operator moves the 
probe, the sound emitters are energized in rapid 
sequence, producing sound waves that are detected 
by the microphones. The time of fl y of the sound 
impulse from each emitter to each microphone is 
measured and corrected for environmental condi-
tions, and then used to calculate the position of the 
transducer and the ultrasound image in a coordinate 
system defi ned by the microphone array. The trig-
ger signal that is recorded by the ultrasound system 
allows coordination of the imaging and positional 
data. As a consequence, by activating the sound-
emitting devices while the probe is moving freely, 
the position and orientation of the transducer can be 
continuously monitored, and real time acquisition 
of images and positional data are obtained (Ofi li 
and Navin 1994; King et al. 1990). A disadvantage 
of the acoustic system is the requirement of a direct 
line of sight between the sensing equipment (micro-
phones) and the ultrasound probe. The general idea 
with optical tracking is to use multiple cameras with 
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markers distributed on a rigid structure, where the 
geometry is specifi ed beforehand. Up to three mark-
ers are necessary to determine the position and ori-
entation of the rigid body in space. Additional mark-
ers allow a better camera visibility of the tracked 
object and improve the measurement accuracy. In 
addition, both the visibility of the tracked object 
and the accuracy of its 3D position and orientation 
are highly dependent on the position of the markers 
(West and Maurer 2004; Lindeseth et al. 2003; 
Treece et al. 2003).

The magnetic fi eld tracking system, on the con-
trary, does not impose any restriction on transducer 
placement during scanning: magnetic tracking per-
mits free transducer movement, allowing acquisi-
tion of arbitrarily oriented 2D images from one or 
more acoustic windows.

Magnetic fi eld tracking is a relatively new tracked 
freehand technique that makes use of magnetic 
localizers to measure the transducer’s position and 
angle in the space. At present it is considered the 
most successful tracked freehand technique. The 
system includes a magnetic fi eld generator (trans-
mitter), a miniature magnetic sensor (receiver) and 
a system control unit.

The receiver is small and mounted directly on the 
ultrasound scan head. Its size does not interfere with 
standard clinical ultrasound scanning methods. 
The transmitter, which is usually mounted on the 
examining table, emits three orthogonal magnetic 
fi elds. The control unit measures and compares the 
relative strengths of all three fi elds at the receiver. 
These measurements are used to compute the posi-
tion and orientation of the receiver relative to the 
transmitter.

To achieve accurate 3D reconstruction, elec-
tromagnetic interference must be minimized, the 
transmitter must be close to the receiver, and there 
should be no ferrous or highly conductive metals in 
the vicinity (Downey et al. 2000; Kelly et al. 1994). 
Magnetic fi eld tracking systems can be used with 
standard and endocavitary transducers. These sys-
tems have been used successfully for fetal (Kelly et 
al. 1994; Pretorius and Nelson 1994) and vascular 
(Hodges et al. 1994) 3D imaging. Recently, there has 
been some development with a miniature magnetic 
position sensor suitable for use with intra-vascular 
transducers.

Locating US images within a tracked coordi-
nate system opens up a new world of possibilities: 
the images can be registered to a patient and to 
images from other modalities (Brendel et al. 2002; 

Comeau et al. 2000; Dey et al. 2002; Lindeseth et 
al. 2003).

All the tracking devices used for freehand sys-
tems work in a similar manner: the device tracks 
the position and orientation (pose) of the sensor on 
the probe, not the US image plane itself. So, an addi-
tional step must be added to compute the transfor-
mation (rotation, translation and scaling) between 
the origin of the sensor mounted on the probe and 
the image plane itself (Mercier et al. 2005; Hsu et 
al. 2006; Gee et al. 2005).

1.2.3 
Untracked Freehand Systems

The sensorless techniques attempt to estimate the 
3D position and orientation of a probe in space. 
Pennec et al. (2003), for example, proposed a system 
where a time sequence of 3D US volumes is regis-
tered to play the role of a tracking system. Sensor-
less tracking can be done by analyzing the speckle 
in the US images using decorrelation (Tuthill et 
al. 1998) or linear regression (Prager et al. 2003). 
This approach does not require any kinds of devices 
added to the probe. The operator has to move the 
transducer with a uniform and steady motion, in a 
constant linear or angular velocity. As a result the 
2D images are acquired at a regular spatial inter-
val that is adjusted to ensure appropriate sampling 
of the anatomy. However, Li et al. (2002) found 
that it was impossible to accomplish real freehand 
scanning using only speckle correlation analysis. 
Although this approach can result in being very 
attractive for the user, image quality is extremely 
variable, depending on the regularity of the trans-
ducer’s movement. Moreover, geometric measure-
ments (distance, volume, area) may be inaccurate. 
These drawbacks make the tool useless, or in any 
case unsuitable for accurate clinical applications.

1.2.4 
2D Transducer Arrays 

This system represents the ultimate approach to 3D 
sonographic acquisition. 2D arrays are matrix with 
a large number of elements arranged in rows and 
columns that are able, in principle, to have unre-
stricted scanning in 3D. A volumetric image is pro-
duced without moving the transducer: such an array 
generates pyramidal or conical ultrasound pulse 
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and processes the echoes to obtain 3D information 
in real time. These probes are relatively large and 
expensive in comparison with 2D probes, and their 
image resolution is not as good as their 2D counter-
parts. Although the ultimate expectation is that 2D 
transducer arrays will replace integrated mechani-
cal scanning transducers or other position-sensing 
transducers, they are still in the research phase. 
Investigators have described several 2D arrays sys-
tems (Turnbull and Foster 1992; Turnbull et 
al. 1992); the one developed at Duke University for 
real time 3D echocardiography is the most advanced 
and has been used for clinical imaging (Light et 
al. 1998; Smith et al. 1992; Von Ramm and Smith 
1990). At present the major problem related to the 
use of 2D transducer arrays consists of the com-
plexity of the system, which requires sophisticated 
software and huge computer capabilities. In order to 
reduce system cost and complexity, sparse 2D arrays 
have been developed (Davidsen and Smith 1997; 
Davidsen et al. 1994). Moreover, 2D array transduc-
ers are relatively small, and, as a result, their fi eld of 
view also is relatively small: it may be a limitation 
for large organ imaging (Nelson and Pretorius 
1998). Other 3D probes can be either mechanically 
or electronically steered within the probe housing. 
An annular array producing a thin US beam can 
be accurately controlled by an internal mechanical 
motor in 2D to obtain a 3D volume with high reso-
lution. 2D probes can also be electronically steered 
within the image plane to increase the fi eld of view 
(FOV), as in Rohling et al. (2003).

1.3 
Data Processing and Reconstruction

The 3D reconstruction process involves the genera-
tion of a 3D image from a digitized set of 2D images. 
The 3D reconstruction and processing architecture 
for 3D ultrasound is critical since it must take 
advantage of frequent processor, accelerator, and 
software upgrades to keep up with rapidly chang-
ing computer technology.

Three different groups of reconstruction algo-
rithms have been used. These groups have been dif-
ferentiated on the basis of implementation in voxel-
based methods (VBM), pixel-based methods (PBM) 
and function-based methods (FBM) by Solberg et 
al. (2007).

1.3.1 
Voxel-Based Methods

The voxel-based volume model represents the most 
common approach to 3D reconstruction techniques. 
With this method a volume is generated by plac-
ing each 2D image at the proper location in the 3D 
volume. In the different algorithms, one or several 
pixels may contribute to the value of each voxel. 
This approach preserves all the original informa-
tion during 3D reconstruction: it allows reviewing 
repeatedly the 3D image by a variety of rendering 
techniques. Using a voxel-based volume model, the 
operator can scan through the data and then chooses 
the most suitable rendering technique. Moreover, 
this approach allows the use of segmentation and 
classifi cation algorithms to measure volume and 
segment boundaries or the performance of vari-
ous volume-based rendering operations. The major 
limitation of the voxel-based volume model is that it 
generates very large data fi les, requiring amounts of 
computer memory and making the 3D reconstruc-
tion process slower.

1.3.2 
Pixel-Based Methods

Pixel-based methods traverse each pixel in the input 
images and assign the pixel value to one or several 
voxels. A PBM may consist of two steps: a distri-
bution step (DS) and a hole-fi lling step (HFS). In 
the DS, the input pixels are traversed and the pixel 
value applied to one or several voxels, often stored 
together with a weight value. In the HFS, the voxels 
are traversed and empty voxels are being fi lled. Most 
hole-fi lling methods have a limit on how far from 
away from known values the holes are fi lled, so if 
the input images are too far apart or the hole-fi lling 
limits are too small, there will still be holes in the 
constructed volume.

1.3.3 
Function-Based Methods 

Function-based methods choose a particular func-
tion (like a polynomial) and determine coeffi cients 
to make one or more functions pass through the 
input pixels. Afterwards, the functions are used to 
create a regular voxel array by evaluating the func-
tions at regular intervals.
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1.4 
Data Visualization

Once the volume has been created, it can be viewed 
interactively by the use of any 3D visualization and 
rendering software. Visualization of 3D data plays 
an important part in the development and use of 
3D ultrasound, with three predominant approaches 
being utilized thus far: surface rendering, multi-
planar reconstructions, and volume rendering 
(Fig. 1.1).

1.4.1 
Surface Rendering

At present surface rendering is the most common 
3D display technique. In surface rendering the sur-
faces of structures or organs are portrayed in the 
rendition. The surface can be extracted manually 
or automatically. Manual segmentation methods 

give the most accurate surface, but are a lengthy 
and laborious task for the operator. Unfortunately, 
to date, automatic segmentation methods, requir-
ing simple user assistance, cannot be guaranteed to 
always work correctly in large applications. With this 
approach the boundaries are represented by a wire 
frame or mesh, the surface is texture mapped with 
an appropriate color and texture to represent the 
anatomical structure (Fenster and Downey 2000; 
Downey et al. 2000). Echocardiographic (Wang et 
al. 1994; Rankin et al. 1993) and fetal (Lee et al. 
1995; Kelly 1994; Nelson and Pretorius 1992) 3D 
studies represent the major clinical applications of 
this rendering technique.

1.4.2 
Multiplanar Reconstruction

At present two different multiplanar reconstruction 
techniques have been developed: section display and 
texture mapping.

Fig. 1.1a–c. Surface rendering for fetal imaging, showing a 
30-week-old fetus (a), volume-rendering methods for liver 
imaging (b) and multiplanar reconstruction of a focal nod-
ular hyperplasia in the liver (c) (courtesy of ESAOTE)

a c

b
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Section display allows visualization of multiple 
sections of the acquired volume scan along three 
orthogonal planes: acquisition plane, transverse or 
sagittal reconstructed plane, and C-plane (parallel 
to the transducer surface). Computer-user inter-
face tools allow the operator to rotate and reposi-
tion these planes so that the entire volume of data 
can be examined. Because this technique is easy 
to implement and allows short 3D reconstruction 
times, it has been largely used in clinical applica-
tions (Hamper et al. 1994).

The second technique, called texture mapping, 
displays the 3D image as a polyhedron with the 
appropriate anatomy texture mapped on each face. 
The reconstructed structure can be viewed by slic-
ing into the volume, interactively, to form a cross-
sectional image of the volume acquired in any orien-
tation. As a result, this rendering approach provides 
a good means for visualizing spatial relationships 
for the entire volume in a readily comprehended 
manner (Tong et al. 1996; Fishman et al. 1991).

1.4.3 
Volume Rendering

Volume-rendering methods map voxels directly 
onto the screen without using geometric primitives. 
They require that the entire data set be sampled 
each time an image is rendered or re-rendered. 
Volume rendering algorithms are attractive tools 
for displaying an image that synthesizes all the 
data contained in the numerical volume. The most 
popular volume visualization algorithm for the 
production of high-quality images is ray-casting. 
With the ray-casting approach a 2D array of rays 
is projected through the 3D image. Shading and 
transparency voxel values along each ray are then 
examined, multiplied by factors, and summed to 
achieve the desired rendering result. A wide spec-
trum of visual effects can be generated depend-
ing on how the algorithm interacts with each 
voxel encountered by a particular ray. Maximum 
and minimum intensity projection (MIP) methods 
are one form of ray casting where only the maxi-
mum (or minimum) voxel value is retained as the 
rays transverse the data volume. These techniques 
are quite simple to implement and provide good 
quality results for several applications ( Fenster 
and Downey 2000; Nelson and Pretorius 1998; 
 Pretorius and Nelson 1994). As a result the 
volume rendering displays the anatomy in a trans-

lucent manner, simulating light propagation in a 
semitransparent medium. Obviously if the image is 
complex, with soft tissue structures, interpretation 
is diffi cult, even with the addition of depth cues 
or stereo viewing. Thus, this rendering approach 
is best suited for simple anatomical structures in 
which image clutter has been removed or is not 
present. Thus far, volume rendering has been used, 
with great results, particularly in displaying fetal 
(Baba et al. 1999; Baba et al. 1997; Nelson et al. 
1996; Pretorius and Nelson 1995) and cardio-
vascular anatomy (Kasprzak et al. 1998; Menzel 
1997; Salustri et al. 1995).

1.5 
Image Fusion

US is a widely used tool for imaging-guided pro-
cedures in the abdomen, especially in the liver. 
US is fast, easily available, allows real time imag-
ing and is characterized by high natural contrast 
among parenchyma, lesions, and vessels. On the 
other hand, because of its high spatial resolution, 
good contrast, wide fi eld of view, good reproduc-
ibility, and applicability to bony and air-fi lled 
structures, CT plays an important role especially 
in interventions that cannot be adequately guided 
by fl uoroscopy or US (Haaga et al. 1977; Sheafor 
et al. 1998; Kliewer et al. 1999). However, in con-
trast to fl uoroscopy and US, CT has been limited 
by the lack of real-time imaging so that many CT-
guided abdominal interventions remain diffi cult or 
cumbersome in several locations (Kliewer et al. 
1999). Moreover, the contrast resolution of baseline 
CT scan is low, and many liver lesions are visible 
only during the arterial and/or portal-venous phase 
of the dynamic study, and not uncommonly needle 
localization under the unenhanced phase of image 
guidance is based on nearby anatomical landmarks 
(Lencioni et al. 2005). The introduction of CT fl uo-
roscopy allows real-time display of CT images with a 
markedly decreased patient radiation dose and total 
procedure time comparable with the use of conven-
tional CT guidance (Daly et al. 1999; Carlson et 
al. 2001). Moreover, new systems of breath-hold 
monitoring have been implemented, and this could 
allow an easier access to mobile lesions (Carlson 
et al. 2005). However, despite marked improvements 
in procedure times compared with helical CT, CT 
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fl uoroscopy may still require 40% longer procedure 
times than US ( Sheafor et al. 2000).

Therefore, the ideal qualities of a targeting tech-
nique during image-guided liver procedures include 
clear delineation of the tumor(s) and the surround-
ing anatomy, coupled with real-time imaging and 
multiplanar and interactive capabilities. Given the 
advantage of US guidance, it would be ideal if the 
procedure can be performed with real-time US 
matched with supplementary information from 
contrast-enhanced CT or MR images. Numerous 
devices have been constructed to improve puncture 
accuracy for percutaneous radiological interven-
tions, and the majority of these are based on CT 
(Magnusson and Akerfeldt 1991; Palestrant 
1999; Ozdoba et al. 1991; Jacobi et al. 1999; Wood 
et al. 2003). Image fusion, the process of aligning 
and superimposing images obtained using two dif-
ferent imaging modalities, is a rapidly evolving fi eld 
of interest, with its own specifi c operational condi-
tions. 

A multimodality fusion imaging system (Vir-
tual Navigator System, Esaote SpA, Genoa, Italy) is 
included in a commercially available US platform 
(MyLab™GOLD Platform , Esaote SpA, Genoa, Italy). 
An electromagnetic tracking system, composed by a 
transmitter and a small receiver (mounted on the US 
probe) provides the position and orientation of the 
US probe in relation to the transmitter. This permits 
a correct representation in size and orientation of 
the second modality image. These data are provided 
by the US scanner by the network connection and 
automatically updated at every change on the screen 
of the ultrasound machine. The pre-procedural CT 
DICOM series is transferred to the Virtual Naviga-
tor, and the registration of the system, by means of 
superfi cial fi ducial markers or internal anatomical 
markers, can be done. We tested the accuracy of 
targeting by using this image fusion system match-
ing real-time US and CT. We used a target that was 
undetectable at US and that was very small in size 
(1.5 mm). This ideally represents the situation of 
a tiny lesion that is visible only at CT. The naviga-
tion system represented therefore the only guidance 
for the procedures. By deciding to insert the needle 
only once for each targeting/ablation procedure, we 
reproduced the need for minimal invasiveness. The 
study included two phases. The initial phase was to 
assess the accuracy of targeting using a 22 gauge (G) 
cytological needle. The second phase of the study 
was to validate such a technique using a 15 G RF mul-
titined expandable needle (RITA Medical Systems, 

Mountain View, CA) and to examine the accuracy 
of the needle placement relative to the target. The 
tip of the trocar of the RF needle had to be placed 
1 cm from the target and then the hooks had to be 
deployed to 3 cm. Unenhanced CT of the liver and 
multiplanar reconstructions were performed to cal-
culate the accuracy of positioning. Excellent target 
accuracy was achieved in both phases of the study, 
with an acceptable mean needle to target distance of 
1.9±0.7 mm (range 0.8–3 mm) in the fi rst phase and 
a mean target-central tine distance of 3.9±0.7 mm 
(range 2.9–5.1 mm) in the second phase (Crocetti 
et al. 2008). The main limitation of the study is the 
absence of respiratory excursion and subject motion 
in this ex-vivo model. Either or both of these fac-
tors would introduce error, but were not evaluated 
in our feasibility study. To extrapolate the utility in 
routine clinical practice, precise registration of CT 
volume images into the patient requires proper syn-
chronisation with respect to the respiratory phase 
and the arm’s position during CT examination, and 
patient movement must be avoided. We appreci-
ate that added procedure time may be required to 
achieve accurate patient registration in some cases, 
but this may be offset by the time taken to perform 
needle localization and RF ablation of a lesion invis-
ible or poorly conspicuous on routine unenhanced 
US or CT (Fig. 1.2). Possible solutions for detection 
of patient movement would be the implementa-
tion of external electromagnetic position sensors to 
the patient’s body. To target liver lesions that move 
during the breathing cycle, a breathing motion cor-
rection must be implemented. The solution could be 
based on methods used in radiation therapy, as well 
as on those used in positron emission tomography-
CT image fusion (Giraud et al. 2003; Goerres et al. 
2003).

Future advances include the automation of reg-
istration, which could further streamline clinical 
translation of such technologies. Miniaturization of 
internalized sensors for electromagnetic tracking of 
needles and ablation probes will have the ability to 
transform image-guided needle-based procedures 
by providing real-time multimodality feedback.

In conclusion, real-time registration and fusion 
of pre-procedure CT volume images with intra-pro-
cedure US are feasible and accurate in the experi-
mental setting. Further studies are warranted to 
validate the system under clinical conditions. For 
simple biopsies, an experienced interventional radi-
ologist will not ask for such a guidance tool and, 
given the cost and availability, US and CT guidance 
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Fig. 1.2a–c. A multimodality fusion imaging 
system (Virtual Navigator System, Esaote SpA, 
Genoa, Italy)–real-time registration and fusion 
of pre-procedure CT volume images with intra-
procedure US–used for a percutaneous radiofre-
quency ablation of an hepatocellular carcinoma: 
targeting of the lesion (a), needle placement (b) 
and evaluation of the ablation zone

a

c

b
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will remain the “workhorses” for biopsy procedures. 
For lesions hardly visible at US or CT or for more 
complex procedures, such as thermal tumor abla-
tions that require positioning of multiple applica-
tors and puncture of multiple lesions, fusion imag-
ing systems might be of help to reduce puncture risk 
and procedure time and to allow for more complete 
and radical therapy.
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2.1 
Introduction

Magnetic resonance imaging (MRI) is one of the 
most important imaging modalities that have played 
a role in the development of three-dimensional (3D) 
representations of human organs. With its lack of 
radiation exposure and its rich soft-tissue contrast, 
MRI has inherent 3D imaging capabilities, provid-
ing images in all three orthogonal planes, as well as 
in oblique or even double oblique orientations.

Three-dimensional Fourier Transformation (3D 
FT) imaging can be considered the most effi cient 
scanning method (Pykett et al. 1982),  providing a 
signifi cantly higher signal-to-noise ratio per unit of 
time compared to two-dimensional (2D)  techniques, 
and contiguous thin slices that may be less than 
0.5 mm. With 3D FT techniques it is possible to 
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acquire truly isotropic data in clinically acceptable 
acquisition times no longer than 10 min.

According to 3D FT techniques, raw data are 
acquired by means of two phase-encoding gradi-
ents, not only encoding the phase but also the level 
of the slice in the respective imaging volume. The 3D 
nature of volumetric images, when isotropic, allows 
for simple and effi cient computation of images that 
lie along the non-acquired orthogonal orientations 
of the volume (Robb 1994). Nowadays, multi-planar 
reformation of volumetric data sets is incorporated 
in the clinical routine, resulting in more effi cient 
management of hundreds or even thousands of 
images.

In this chapter, the most important 3D MRI pulse 
sequences commonly used in the clinical routine 
will be reviewed.

2.2 
Pulse Sequences

Spin echo (SE) sequences are considered the gold 
standard in terms of image contrast. A major limi-
tation is the relatively long repetition time neces-
sary for optimal contrast, especially in proton den-
sity and T2-weighted images. Since the acquisition 
time is directly proportional to the repetition time, 
spin echo sequences are inherently time-consum-
ing. With the advent of gradient technology, fast 
or turbo spin echo (TSE) sequences were devel-
oped (Hennig 1986; Hennig 1988), signifi cantly 
reducing the acquisition time while maintaining 
similar to spin echo contrast. On the other hand, 
sequences that utilised a pair of gradients (gradi-
ent echo sequences) instead of a refocusing 180  
radiofrequency (RF) pulse for the echo genera-
tion, proved signifi cantly faster (Frahm et al. 1986; 
Tkach and Haacke 1988). These techniques, with 
minor modifi cations, could be applied in volumetric 
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acquisition mode, and the idea of real 3D imaging 
made clinically feasible. However, the contrast of 3D 
gradient echo techniques is considered unsatisfac-
tory by many compared to that of SE images. The 
3D gradient echo techniques are more sensitive to 
susceptibility artifacts, while true T2-weighting is 
diffi cult to generate. 

In spin echo sequences, two RF pulses – a 90  exci-
tation pulse and a 180  refocusing pulse – are needed 
to generate an echo. In gradient echo sequences the 
refocusing pulse is missing and the signal is gener-
ated through the application of a bipolar measure-
ment gradient pulse. In general, multiple alpha RF 
pulses are applied. In case the repetition time (TR), 
which is defi ned as the time difference between two 
successive excitation RF pulses, is much smaller 
than the T2-relaxation time, two signals will be 
generated, namely: a free induction decay (FID) 
immediately following each RF pulse, and an echo-
like signal from the preceding pair of RF pulses that 
reaches the maximum at the time of the subsequent 
RF pulse. After several excitations, a steady state is 
created in which both residual transverse and lon-
gitudinal magnetization remain relatively constant. 
This condition describes a dynamic equilibrium in 
which transverse and longitudinal magnetization 
persist at all times (Frahm et al. 1987). Steady-state 
free precession (SSFP) imaging falls into the broad 
category of fast MR imaging techniques, where 
a very short TR and fl ip angle of less than 90  are 
utilized in order to maximize signal-to-noise ratio 
(Ernst angle), while phase encoding is performed by 
means of incremental application of gradient pulses 
immediately before signal collection. These gradient 
pulses are applied again with the opposite polarity 
after signal collection (rewinder gradients) to main-
tain a zero net phase accumulation between succes-
sive RF pulses, so that steady state magnetization is 
maintained. This type of sequence can be described 
as a “balanced” sequence, since no net phase change 
is imparted to stationary spins by the various gradi-
ent and RF pulses.

2.2.1 
Volumetric T1-Weighted Sequences

Two different variants of gradient echo sequences 
exist depending on whether the transverse magne-
tization is destroyed or maintained. In the so called 
steady state non-coherent gradient echo sequences, 
transverse magnetization is eliminated either by 

means of dedicated spoiler gradients or by phase 
cycling techniques (Zur et al. 1988; Zur et al. 1990). 
By doing so, T1-contrast can be generated, and these 
sequences used for dynamic contrast enhance-
ment studies or in MR angiography. Acronyms of 
sequences belonging to the non-coherent steady 
state gradient echo techniques include FLASH, T1-
FFE and SPGR.

One of the earliest clinical applications of volu-
metric T1-weighted sequences was MR angiogra-
phy. Volumetric acquisitions are very useful since 
they can provide with increased spatial resolution 
both in- and through- plane, which is mandatory 
to visualize small calliper vessels. In both “time of 
fl ight” and “phase contrast” MR angiographic tech-
niques, volumetric sequences are of great impor-
tance (Mills et al. 1984; Dumoulin et al. 1989). 
The 3D FT sequence comparing the 2D technique is 
able to visualize smaller vessels as long as the blood 
velocity is relatively high. Therefore, 3D FT is ideal 
for the demonstration of small intracranial arteries 
and the depiction of the circle of Willis (Fig. 2.1). On 
the other hand, 3D PCA, although time-consuming, 
can offer clear visualization of the entire head vas-
culature in three dimensions by combining it with 
maximum intensity projection (MIP) algorithms. 
However, the applications of volumetric techniques 
are limited only in areas without physiologic motion 
present since they are more sensitive than 2D tech-
niques to motion-related blurring. During the 1990s 
signifi cant technological improvements in gradient 
technology were responsible for the development of 
contrast-enhanced MR angiography (CE MRA). The 
most common sequence incorporated in CE MRA 
protocols is the spoiled gradient echo (FLASH) in 
volumetric acquisition mode (Hany et al. 1998). The 
selection of the latter sequence is based on its ability to 
provide heavily T1-weighted images with thin slices 
(< 1 mm) in less than 20 seconds covering a relatively 
large volume of tissues. The inherent high signal-to-
noise ratio of volumetric techniques can be exploited 
in order to increase spatial resolution to get closer 
to that of competitive angiographic techniques. The 
combination of 3D spoiled gradient echo sequences 
with a bolus intravenous injection of paramagnetic 
gadolinium compounds can result in adequate con-
trast between the vessels presenting with high signal 
intensity and the rest of the tissues presenting with 
low signal intensity due to saturation effects (Prince 
et al. 1995; Krinsky et al. 1999) (Fig. 2.2).

Morphological imaging of the brain is also based 
on such 3D-spoiled gradient echo sequences that may 



  3D MRI Acquisition: Technique 17

Fig. 2.1. a Axial source image of a 3D spoiled gradient echo sequence (FLASH). The 
combination of short repetition and echo time, as well as the fl ow compensation gra-
dients applied, result in saturation effects of the tissues except for the blood moving 
inside the vessels, which appears bright due to the infl ow effects. A complete volume 
of tissues can be acquired in order to generate 3D angiograms (b) by superimposing 
all the slices along any direction (MIP algorithm)

a b

Fig. 2.2a,b. Gasolinium-enhanced magnetic resonance angiography of the abdomen. a Coronal 
source image of a 3D FLASH sequence with fat saturation prepulses acquired during the fi rst pass 
of gadolinium. High contrast between the vessels containing gadolinium and the rest of nonvas-
cular structures can be obtained, and 3D angiographic projections (b) are easily reconstructed by 
means of the MIP algorithm

a b
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offer superb contrast resolution and can be used to 
visualize the brain cortex (Runge et al. 1991). Voxel-
based morphometry is a post-processing technique 
that involves a voxel-wise comparison of the local 
concentration of gray matter between two groups of 
subjects (Ashburner and Friston 2000). Volumet-
ric T1-weighted gradient echo sequences are used 
to provide thin contiguous slices on which gray 
and white matter contrast is high enough to dis-
criminate and segment these tissues (Fig. 2.3). This 
technique is a landmark method in modern neuro-
imaging studies of patients with dementia (Xie et 
al. 2006), amyotrophic lateral sclerosis (Kassubek 
et al. 2005), psychiatric disorders (Lochhead et al, 
2004; Kubicki et al. 2002), epilepsy (Betting et al. 
2006) and multiple sclerosis (Prinster et al. 2006).

In their initial implementation, the imaging 
protocols of MR mammography were based on 2D 
gradient echo sequences, but nowadays volumetric 
T1-weighted gradient echo sequences have replaced 
2D techniques in state of the art MRI scanners. 
Again, volumetric acquisitions improve spatial 
resolution and smaller lesions are more clearly seen 
( Nakahara et al, 2001; Muller-Schimpfl e et al. 
1997). However, in the presence of gross motion, 2D 
techniques may be better, although recent advances 
in the fi eld of in-line motion correction techniques 
may prove helpful to overcome motion artifacts in 
volumetric sequences. According to the MR mam-
mography protocols, a volumetric T1-weighted gra-
dient echo sequence is applied before and several 
times after a bolus intravenous injection of gadolin-
ium in order to study the time-intensity enhance-
ment curves of a potential lesion (Fig. 2.4).

One of the most popular pulse sequences, espe-
cially in abdominal imaging today, is the VIBE 
(volumetric interpolated breath hold examination) 
(Rofsky et al. 1999; Kim et al, 2001). This sequence 
is basically a FLASH sequence with 3D FT imaging, 
interpolation along the slice selection direction and 
fat saturation prepulses. With this sequence it is 
possible to acquire nearly isotropic resolution (on 
the order of 2 mm voxel size) in a breath-hold dura-
tion of less than 20 seconds. The combination of 
bolus contrast administration and the acquisition of 
a VIBE sequence given multiple times during injec-
tion have proved clinically useful. Characteristic 

enhancement patterns may be helpful in the char-
acterization of various focal hepatic lesions. Most of 
the time these enhancement patterns are evaluated 
during arterial, portal and delayed phases. In addi-
tion, the contiguous thin slices offered by the VIBE 

sequence may increase sensitivity to the detection 
of small hepatic metastatic lesions (Fig. 2.5). More-
over, the VIBE sequence provides the possibility of 
evaluating the vasculature of a lesion since the MIP 
algorithm may be applied and angiographic projec-
tions can be generated.

In small and large intestine MRI studies, volu-
metric T1-weighted FLASH sequences with fat satu-
ration, in combination with oral or rectal adminis-
tration of a paramagnetic solution (Fig. 2.6), provide 
high resolution images of the bowel lumen, which 
are appropriate for generation of virtual endoscopic 
views, by applying volume rendering algorithms 
(Papanikolaou et al. 2002). The acquisition of thin 
slices with high contrast-to-noise ratios between the 
bowel lumen and the surrounding tissues facilitates 
the segmentation process during virtual endoscopy 
post-processing and results in high quality virtual 
endoscopic views. When combining volumetric T1-
weighted FLASH with a negative endoluminal con-
trast agent, such as an iso-osmotic water solution and 
intravenous administration of gadolinium, different 
enhancement patterns of involved segments with 
mural thickening can be demonstrated (Fig. 2.7). 
The previous technique leads to a “double contrast” 
type of appearance, rendering the intestinal lumen 
with low signal intensity and the intestinal wall with 
moderate to high signal intensity depending on the 
degree of contrast uptake (Gourtsoyiannis et al. 

Fig. 2.3. Sagittal 3D spoiled gradient echo image offers superb 
contrast resolution to differentiate gray and white matter in 
combination with thin slices (less than 1 mm)
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Fig. 2.4a–c. Axial 3D spoiled gradient echo sequence (a) in 
a patient with a malignant lesion in the left breast (arrow). 
The subtraction of the post- from pre-contrast scan can be 
used to detect the lesion with better conspicuity (b), and the 
application of an MIP algorithm (c) can give a 3D overview 
of the lesion, the nearby anatomy and the overall vascula-
ture of both breasts

a b

c

Fig. 2.5a,b. Axial VIBE images in a patient with colon carci-
noma before (a) and after (b) the intravenous administration 
of gadolinium. Multiple metastatic lesions are recognized 
and characterized in the VIBE images

a

b Fig. 2.6. Coronal 3D spoiled gradient echo with fat satura-
tion image obtained after the administration of a gado-
linium-spiked water solution (1:100 proportion). The 
presence of gadolinium as an intraluminal contrast agent 
results in bright luminal appearance of both small and 
large bowel
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2001; Gourtsoyiannis et al. 2004). This method can 
be used to detect colonic polyps and differentiate 
them from residual stool. Polyps present with vari-
able degrees of enhancement, while residual stool do 
not exhibit any enhancement at all ( Papanikolaou 
et al. 2003; Lauenstein et al. 2001).

Musculoskeletal applications of the VIBE 
sequence include the arthrographic evaluation of 
joints like the knee, wrist, ankle, hips and shoulder. 
Direct arthrography techniques utilize intra-articu-
lar injection of diluted gadolinium that can be nicely 
visualized and which reveal tears or other lesions in 
VIBE images (Nishii et al. 2005).

In case an inversion prepulse is added onto a 
volumetric FLASH sequence, the resulting sequence 
is called MP-RAGE (magnetization prepared rapid 
gradient echo. The MP-RAGE uses a 180  inversion 
pulse followed by a certain time delay (TI) to gener-
ate T1 contrast in the same manner as an inversion 
recovery (IR) sequence (Mugler and Brookeman 
1991). As the longitudinal magnetization component 
evolves, the signal is acquired by a spoiled gradient 
echo sequence with a low fl ip angle and as short a 
repetition time as possible. Another variant of the 
MP-RAGE sequence involves water excitation. The 

Fig. 2.7. Coronal VIBE sequence acquired 75 seconds after 
intravenous administration of gadolinium in a patient with 
Crohn’s disease. Small bowel lumen was distended by means 
of an iso-osmotic water solution that resulted in low signal 
intensity of the lumen, while a multi-layered type of mural 
enhancement can be seen in involved loops (arrow), which 
is indicative of submucosal edema (white arrow)

Fig. 2.8a,b. Sagittal MP-RAGE image with water excitation prepulses acquired before (a) and after (b) gado-
linium injection. Homogeneous saturation of the orbital fat can be achieved, making this technique ideal for 
detecting small enhancing foci in the optical nerve
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inversion and excitation pulses are frequency selec-
tive only for water protons; therefore the fat signal 
is destroyed. This sequence is a nice alternative to 
conventional 2D FT sequences for post-gadolinium 
evaluation, especially of small anatomic structures 
like the optical nerves (Fig. 2.8).

MP-RAGE is able to provide isotropic 1 mm reso-
lution. The sequence exhibits strong T1-weighting 
and is routinely utilized in clinical protocols for 
visualising cranial nerves before and after gadolin-
ium injection, for imaging with very thin slices the 
pituitary gland, and for detecting congenital brain 
abnormalities. Perhaps the most important clinical 
application of the MP-RAGE sequence is in patients 
with possible temporal medial sclerosis where, due 
to its high contrast resolution, MP-RAGE is of great 
help in making such a diagnosis. Due to its isotropic 
resolution capabilities, it is possible to generate high 
quality reformats in virtually any plane (Fig. 2.9).

2.2.2 
Volumetric T2- and Mixed-Weighted Sequences

Steady-state coherent gradient echo techniques offer 
substantial advantages over spoiled gradient echo 
techniques for both SNR and contrast in tissues with 
long T2, such as CSF. As mentioned above, in case 
the steady state transverse magnetization compo-
nent is maintained, there are coherent steady state 
sequences such as FISP, GRASS (Spritzer et al. 1988) 
and FFE (van der Meulen et al. 1988). Accord-
ing to these sequences, the development of residual 
transverse magnetization is due to rephasing the 
part of magnetization that has been dephased by 
the application of spatial encoding gradients. Since 
rephasing takes place in all three directions, the 
sequence is called true FISP (Oppelt et al. 1986) 
or balanced FFE. Although true FISP sequencing 
was invented at the late 1980s, only after the devel-

Fig. 2.9. Curved multi-planar reformats of the optical nerve and the chiasm obtained with an MP-RAGE 
sequence
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opment of high performance gradient systems that 
offered short repetition times did the image qual-
ity become clinically acceptable. True FISP imag-
ing uses balanced gradients in section-, read-, and 
phase-encoding directions, which, when combined 
with a short repetition time, assumes several desir-
able properties for imaging the heart and blood pool. 
True FISP sequencing is a mixed sequence in terms 
of contrast due to the fact that the steady-state signal 

is related to the ratio of T2 to T1; thus tissues with 
free moving protons such as fl uids present with high 
signal intensity, whereas more solid tissues present 
with moderate to low signal intensity due to the lower 
T2 over T1 ratio they exhibit ( Gourtsoyiannis et 
al. 2000). One of the most recent applications of 
true FISP sequence in 3D acquisition mode is in 
cardiac imaging. More specifi cally, high quality MR 
images of the coronary arteries can be obtained with 
this volumetric true FISP sequence with fat satura-
tion and T2 preparation pulses. When using a true 
FISP pulse sequence for coronary artery imaging, 
the data have to be acquired in signal transience to 
steady-state to preserve the effectiveness of the fat 
saturation pulse. Therefore, due to the requirement 
of ECG-triggering, the signal has a relatively strong 
proton density weighting as opposed to the T2 and 
T1 weighting found in typical steady-state true FISP 
imaging. This reduces the blood-myocardial con-
trast. As the coronary arteries are in close proximity 
to fat and myocardial tissue, a higher blood back-
ground contrast is desirable to improve delineation 

of the vessels. For best contrast in coronary artery 
imaging, T2 preparation has been added to an ECG-
triggered, navigator-gated, fatsat true FISP 3D pulse 
sequence (Deshpande et al. 2001). The basic pulse 
sequence structure is a segmented 3D approach with 
‘n’ phase-encoded lines acquired per heartbeat. The 
partition gradient is incremented after ‘m’ heart-
beats. Since true FISP sequencing is sensitive to 
magnetic fi eld inhomogeneities and susceptibility 
artifacts it is mandatory to utilize short repetition 
times to minimize such negative effects.

Constructive interference steady state (CISS) 
is a strongly T2-weighted gradient echo sequence 
( Casselman et al. 1993). It consists of a pair of true 
FISP sequences acquired with differing regimes 
of alternating the phase of the excitation pulses. 
Individually these true FISP sequences display 
very strong T2 weighting, but are affected by dark 
phase dispersion bands caused by patient-induced 
local fi eld inhomogeneities and made prominent 
by the relatively long TR used. The different exci-
tation pulse regimes offset these bands in the two 
sequences. Combining the images results in a pic-
ture free of banding. The image combination is per-
formed automatically after data collection, adding 
some time to the reconstruction process.

The overwhelming power of the 3D CISS sequence 
is its combination of high signal levels and extremely 
high spatial resolution (Fig. 2.10). CISS images yield 
the best detail available of the cisternal portions 
of cranial nerves. The sequence has inherent fl ow 

Fig. 2.10a,b. Axial 3D CISS image (a) demonstrating high contrast 
between the CSF and acoustic nerves. Due to the sub-millimeter iso-
tropic resolution (0.7 mm) that CISS can provide it is possible to gener-
ate 3D representations of the cochlea (b) by applying volume-rendering 
algorithmsa

b
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compensation because of its perfectly balanced gra-
dients. Compared to conventional FISP or GRASS 
it is quite insensitive to CSF pulsations. True FISP 
and CISS sequences require a very high level of 
control over gradient switching and shaping. CISS 
requires very high local fi eld homogeneity, so an 
excellent magnet homogeneity is required, and all 
sequences must be preceded with a patient-specifi c 
shim adjustment. Metal in the fi eld will degrade the 
images substantially, so patient preparation should 
include the removal of all head and neck jewellery, 
as well as metal from clothing. CISS is available in 
2D FT and 3D FT implementations. 

Gradient echo-based sequences, such as con-
structive interference in steady state sequences, 
also are used for the imaging of the inner ear region 
(Casselman et al. 1996; Held et al. 1997). How-
ever, the specifi c absorption rate of these sequences 
may be higher than that of 3D fast spin echo-based 
sequences, and susceptibility artifacts may be more 
pronounced, especially at 3 T scanners.

The DESS (double echo steady state) sequence 
collects both signals acquired in FISP and PSIF 
(FISP sequence reversed in time) sequences and 
combines them (Dufour et al, 1993). This increases 
the signal-to-noise ratio, and isotropic resolution is 
therefore feasible with reasonable acquisition times. 
Phase rewinding takes place along the phase-encod-
ing direction to maintain the transverse steady state 
magnetization. The frequency-encoding gradient is 
left on for the period of both echoes, and is incom-
pletely balanced to avoid dark banding artifacts oth-
erwise associated with long TR fully balanced steady 
state sequences.

The contrast of DESS is quite unique. There is a 
strong fl uid signal, but fat is bright and other soft 
tissues appear similar to the short TR FISP image. 
The PSIF echo is very sensitive to motion but this 
is not a major problem in orthopedic applications 
(Hardy et al. 1996).

2.2.3 
Volumetric T2-Weighted Sequences

Typically, 3D FT volume studies have been conducted 
with gradient echo sequences that could offer short 
acquisition time due to their short repetition time. 
Currently, 3D fast or turbo spin echo sequences can 
be applied clinically, and they offer pure T2-weighted 
volumetric images without susceptibility artifacts. 
Although fast or turbo spin echo sequences utilize 

a relatively long repetition time, their capability to 
acquire more than one k-space line during a repeti-
tion time interval makes them clinically acceptable, 
with scanning time less than 10 min. However, these 
sequences are not free of limitations that are mainly 
related to increased RF deposition and non-unifor-
mity across the slice selection direction. As a result, 3D 
reformations generally are contaminated by artifacts 
at the junctions between slabs. In addition, because 
of slab profi le effects, some of the outer sections in 
each slab typically are discarded, thus decreasing 
the effi ciency. Power deposition is relatively high 
and may compromise the coverage attained per unit 
time, particularly at high fi eld strengths such as 3 T. 
Each slab undergoes unwanted off-resonance mag-
netization-transfer effects from the large number of 
refocusing RF pulses applied to the other slabs during 
the acquisition (Oshio et al. 1991).

One application that has signifi cantly benefi t 
from the development of 3D TSE sequences is MR 
cholangiopancreatography (Chrysikopoulos et al. 
1997; Papanikolaou et al. 1999;  Textor et al. 2002). 
This can be explained in the basis of the superb T2 
contrast that these sequences can offer. Usually in 
MR cholangiopancreatography the biliary and pan-
creatic ducts are presented as high signal intensity 
structures due to the presence of fl uid, where all 
the other more solid types of tissues exhibit low 
signal intensity (Fig. 2.11). This happens because a 
relatively long echo time value to acquire heavily 
T2-weighted images was selected. Body fl uids are 
described by long T2 relaxation times, as opposed to 
more solid tissues that express by moderate or short 
T2 relaxation times. In heavily T2-weighted images, 
solid tissue signals are attenuated signifi cantly more 
than body fl uids due to T2 relaxation effects. Special 
prepulses have been proposed to make this sequence 
more effi cient in terms of acquisition time. One of 
these prepulses is the “restore” or “driven to equi-
librium” pulse that is a -90  RF pulse that forces 
magnetization to come back to the longitudinal axis 
earlier (Lichy et al. 2005). In this way the repetition 
time could be signifi cantly reduced while maintain-
ing the same image contrast. The reduction of rep-
etition time has a direct impact on acquisition time. 
Another way to speed up the sequence is to increase 
the number of refocusing RF pulses. Depending on 
the hardware capabilities, a relative increase in echo 
time will be forced to accommodate all the extra RF 
pulses. There is always a balance between the RF 
pulses.and the optimal echo time, so as to achieve 
fl uid-weighted images in short acquisition times.
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2.3 
Conclusion

3D imaging and visualization algorithms are emerg-
ing as the method of choice in many clinical exami-
nations, replacing previously routine procedures and 
signifi cantly complementing others. The continuing 
evolution of 3D imaging promises even greater capa-
bilities for accurate noninvasive clinical diagnosis 
and treatment, as well as for quantitative biological 
investigations and scientifi c exploration.
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3.1 
Introduction

When considering an abdominal multi-detector-
row CT (MDCT) protocol to enable optimal diag-
nostic capability, there are several important fac-
tors that need to be considered. Most importantly, 
what is the clinical indication for the study? This 
will enable the radiologist to tailor the CT protocol 
appropriately to obtain the diagnostic information 
requested. Appropriate tailoring of the protocol 
requires consideration of:
� The kind of oral contrast that should be admin-

istered (none, neutral, or positive) and over what 
period of time.

� What kind of IV contrast should be administered 
and at what rate?

� What slice collimation and dose that should be 
employed to enable a confi dent diagnosis to be 

made at axial imaging and how that data can be 
utilized for 3D rendering?

This chapter will review those aspects of the 
abdominal examination that will enable optimal 
acquisition of CT data to facilitate both axial and 3D 
data interpretation.

3.2 
MDCT: Recent History

Until the late 1990s, helical single slice CT scanners 
were the “state of the art” in terms of CT technol-
ogy. These scanners allowed a single CT slice to be 
obtained with each gantry rotation. The exception 
to this was the dual slice CT scanner from Elscinct. 
Most scanners had a gantry rotation time of one 
second while others decreased the rotation time 
to 0.8 s. When scanning the abdomen and pelvis, 
thin slices meant 3–5 mm collimation with long 
breatholds of up to 30–45 s to obtain a complete data 
set. Obvious problems were loss of the IV contrast 
bolus as well as breathing and motion artifacts. With 
the introduction of MDCT technology in 1998, two 
important aspects of data acquisition changed. First, 
data could now be acquired faster and second, thin-
ner sections (down to 1 mm) could be obtained.

The fi rst MDCT scanners were four row scanners 
allowing four CT slices to be obtained in a single 
gantry rotation. The gantry rotation times decreased 
as well (to 0.5 s) and now it was possible to obtain 
CT data of the entire abdomen and pelvis with slices 
slightly greater then 1mm in a 30 second breathold 
(Macari et al. 2002a).

Now in 2006, 64 row CT scanners are being 
installed which allow 64 × 0.6 mm slices to be 
obtained in a single gantry rotation with gantry 
rotation times decreasing to 0.33 s. The progression 
of data acquisition can be depicted by displaying the 
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evolution of CT colonography from single slice to 64 
slice CT technology (Fig. 3.1).

By allowing thin section CT data to be obtained, 
the radiologist no longer needs to rely on axial data 
but can now visualize the volume of CT data using 
a 3D rendering, MIP projection, or with thin sec-
tion coronal, sagittal, or off axis multi-planar ref-
ormations (MPR) (Fig. 3.2) (Sahani et al. 2006). 
Moreover, the routine use of coronal reformatted 

images sent directly by the CT technologist to a 
PACS workstation is extremely helpful and can, in 
many instances, improve the diagnostic capabilities 
of the examination (Fig. 3.3) (Rastogi et al. 2006). 
Numerous recent presentations at the 2005 and 
2006 annual meetings of the RSNA and ARRS have 
pointed out the benefi ts of sending coronal refor-
matted images as well, as axial images, to the PACS 
for data interpretation.

Fig. 3.1. Coronal CT images reconstructed from axial data. The single slice acquisition utilized 5 mm thick sections. The 
resulting Z-axis resolution is poor. The 4, 16 and 64 row scanners utilized 1.25, 1, and 0.75 mm thick axial sections respec-
tively. Note improvement in time of acquisition

Fig. 3.2. Axial image (left) shows hypo-vascular pancreatic cancer (arrow) in continuity with 
peripancreatic artery (arrowhead). Volume rendered angiogram from same data set shows 
the vessel is a replaced common hepatic artery arising from the superior mesenteric artery 
(arrow)
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Coronal reformatted images should be recon-
structed from the thinnest raw data available, gener-
ally every 1mm or less on CT scanners using 16 rows 
or greater, and made as 3 mm thick slices every 
3 mm. We have found these to be extremely help-
ful for problem solving and sometimes for primary 
diagnosis. These routine coronal images generated 
generally mean another 60–90 images are sent to 
the PACS depending on the thickness of the patient. 
This does slow the workfl ow a little, but the advan-
tage of having a permanent record of coronal slices, 
coronal presentation for the referring clinician, 
and improved diagnostic capabilities, outweigh the 
drawbacks of the extra images generated. At New 
York University we currently utilize 16, 40 and 64 

row Siemens CT scanners. When considering a pro-
tocol to obtain CT data, one can think of all of these 
scanners as operating in one of two different modes. 
They can either acquire data with thick sections or 
thin sections. For example on the Siemens systems 
the two options are shown in Table 3.1.

The obvious advantage of scanning with the thin-
nest slice collimation possible is that the data can 
then be reconstructed using that slice thickness. 
Using a 40 or 64 row detector with the 0.6 mm detec-
tor confi guration the typical CT voxel dimension is 
essentially isotropic in the X, Y and Z dimension. 
If one utilizes a thicker CT detector confi guration 
to acquire data, a thinner slice can never be recon-
structed.

Fig. 3.3a,b. Use of coronal reformatted images to aid in 
diagnosis. a Axial image shows edematous recently trans-
planted kidney (arrow). Renal vasculature was diffi cult to 
assess. b Coronal reformatted image shows renal artery 
(arrow) (left) and diminutive but patent renal vein (arrow) 
(right)

a

b
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However, there are two penalties to scanning 
with the thinnest slice collimation possible. The 
fi rst is that it takes longer to cover the area. In gen-
eral, this in not a problem when scanning the abdo-
men and pelvis given the high number of rows and 
fast gantry rotation times available. The second is 
of greater concern and is the increased radiation 
dose to the patient when scanning with the thin-
ner detector confi guration. In fact, for a similar 
amount of noise on a 64 row scanner using the 
0.6 mm detector confi guration when compared to 
the 1.2 mm detector confi guration, there is approx-
imately 14% and 21% increased absorbed dose to 
the male and female patient respectively (Figs. 3.4 
and 3.5). When considering an imaging protocol 
to evaluate a clinical indication, one should always 
consider the possibility of a technique such as US or 

MR imaging which do not require ionizing radia-
tion (Fig. 3.6).

The remainder of this chapter will focus on the 
current NYU protocols for acquiring CT data for 3D 
data interpretation for three specifi c indications in 
the abdomen and pelvis, CT enterography, pancre-
atic and upper abdominal pain evaluation, and in 
those patients with lower abdominal pain. At the end 
of the chapter I have attached a list of the common 
CT protocols that we use for various clinical indica-
tions in abdomen and pelvis.

The protocols show:
� The phase (timing) of data acquisition and 

whether we use the thin or thick detector confi gu-
ration. Thin or thick detector confi guration can be 
applied to any MDCT scanner.

� The type, rate, and timing of IV contrast adminis-
tration.

� They type and amount of oral contrast used.
� The kind of axial and coronal data sets that are 

sent to the PACS.

It should be noted that, in all cases, thin section 
data is sent directly to a 3D workstation where the 
radiologist can perform dedicated angiography, 
volume rendering, colonography, and other interac-
tive 3D processes that are required to facilitate the 
diagnosis.

Table 3.1. Siemens systems – the two options for acquiring 
data (with thick sections or thin sections)

CT scanner Thick sections 
(mm)

Thin sections 
(mm)

16 16 × 1.5 16 × 0.75

40 24 × 1.2 40 × 0.6

64 24 × 1.2 64 × 0.6

Fig. 3.4. Chart shows approximate CTDIw for given protocols using the 40 slice and 64 slice CT 
scanner. Image provided by Siemens Medical Solutions
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Fig. 3.5. Coronal reformatted image from CT colonography data sets shows supine acquisition 
(left) and prone acquisition (right) in same patient. CTC data obtained in supine positions was 
obtained with 16 × 75 mm slices and the prone acquisition with 16 × 1.5 mm slices. Obviously 
there is better Z-axis resolution on the supine data set. The CTDI was 14% higher for the supine 
acquisition

Fig. 3.6. Coronal reformatted image of endoscopically proven pseudocyst based on analysis of cyst fl uid at aspiration. Coro-
nal reformatted CT image (left) and coronal single shot fast spin echo MR image (right) shows pseudocyst (arrow) in the 
tail of the pancreas. Similar information is obtained without the use of radiation at MR imaging
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3.3 
CT Enterography

The application of CT to detect small bowel and 
gastric pathology has been with us a very long time. 
More recently, with the use of MDCT scanners, neu-
tral oral contrast and IV contrast, coupled with 3D 
data evaluation, a technique known as CT enterogra-
phy has emerged which may markedly improve our 
ability to evaluate the small bowel (Fig. 3.7). This 
technique may improve the ability of CT to detect 
various pathologies in the small bowel including the 
cause of obscure GI bleeding, infl ammation, and 
neoplasms.

Confi dent detection and optimal evaluation of an 
abnormal segment or loop of small bowel is achieved 
when the small bowel is well distended, IV contrast 
has been administered, and thin section (  1 mm) CT 
is utilized. Traditionally, positive contrast materials 
such as dilute barium or water soluble iodinated solu-
tions have been used to mark and sometimes distend 
the small bowel at CT (Macari and Balthazar 

2001; Maglinte 2005; Gourtsoyiannis et al. 2004; 
Bodily et al. 2006; Hara et al. 2005). These contrast 
agents work well in delineating the small bowel; 
the degree of distension being proportionate to the 
amount of contrast consumed, the rate at which it 
is consumed and the time delay of the examina-
tion itself. When the small bowel is distended with 
positive contrast, wall thickness ranges from imper-
ceptible to no greater than 2 mm (Macari and 
Balthazar 2001). However, unless care is taken in 
administering these agents, any portion of the bowel 
may be either under-distended or even unfi lled with 
contrast leading to possible false positive diagnosis. 
In general, adequate luminal distension is present if 
the diameter of the small bowel is  2 cm.

When the small bowel is distended with positive 
contrast, the wall is thin, and may be imperceptible 
but should not measure more that 1–2 mm (Macari 

and Balthazar 2001). The use of dilute barium and 
iodinated positive oral contrast agents are particu-
larly well suited in evaluating thin patients without a 
lot of intraperitoneal adipose tissues and in oncology 
patients where implants and lymph-nodes will stand 
out from the small bowel. A potential limitation of 
positive oral contrast agents in the evaluation of the 
small bowel is that mucosal enhancement may be 
obscured by the luminal contrast and thus the pat-
tern of enhancement, which serves as a primary aid 
in the differential diagnosis of an abnormal stomach 
or small bowel segment, may be impaired (Fig. 3.8).

Neutral oral contrast agents allow full visualiza-
tion of the normal intestinal wall thereby allowing 
analysis of the degree and pattern of small bowel 
enhancement (Hara et al. 2005; Megibow et al. 
2006; Arslan et al. 2005; Raptopoulos et al. 1997; 
Boudiaf et al. 2004; Reitner et al. 2002; Wold et al. 
2003; Paulsen et al. 2006). Neutral contrast refers 
to agents that have an attenuation value similar to 
water (10–30 H). For neutral contrast agents to be 
effective they need to be used with IV contrast and 
there needs to be optimal small bowel distension.

Several neutral contrast agents have been evalu-
ated for small bowel distension including water, water 
in combination with a bulking agent such as meth-
ylcellulose or locust bean gum, polyethylene glycol 
solutions, and a commercially available low density 
barium solution (VoLumen, EZ-EM, Westbury, NY) 
(Hara et al. 2005; Megibow et al. 2006). A limitation 
of using water is that it is rapidly absorbed across the 
small intestinal mucosa resulting in suboptimal small 
bowel distension. VoLumen and polyethylene glycol 
solutions are less rapidly absorbed; studies have 

Fig. 3.7. CT Enterography. Coronal reformatted image 
from CT enterography data set performed after the use of 
 VoLumen to distend the small bowel and IV contrast admin-
istration. Note excellent depiction of the wall of the small 
bowel (arrow)
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shown that they are superior to either water or methyl-
cellulose in achieving small bowel distension (Hara 

et al. 2005; Megibow et al. 2006; Arslan et al. 2005; 
Paulsen et al. 2006). The initial studies evaluating 
the potential use of CT enterography were performed 
with positive oral contrast agents ( Raptopoulos et 
al. 1997). However, since that time most studies and 
reports of CTE have been performed with a neutral 
oral contrast agent (Hara et al. 2005; Megibow et 
al. 2006; Arslan et al. 2005; Boudiaf et al. 2004; 
Reitner et al. 2002; Wold et al. 2003; Paulsen et 
al. 2006). Peroral CT enterography differs from CT 
enteroclysis in that the latter technique is performed 
after placement of a naso-jejunal tube in conjunction 
with active small bowel distension. It should be noted 
that CT enterography performed with VoLumen is 
inferior to CT enteroclysis in achieving small bowel 
distension (Megibow et al. 2006). However, the non-
invasive nature and speed of CT enterography make 
it well suited as a fi st line technique for the evaluation 
of suspected bowel small disease (Bodily et al. 2006; 
Hara et al. 2005; Paulsen et al. 2006).

Our specifi c protocol (Protocol 3.1) for perform-
ing CTE requires fasting for at least 3 h prior to 
the examination. This will decrease the possibil-
ity of misinterpreting a foreign body as a polyp or 
tumor. Upon arrival to the imaging center, patients 
ingest two 450 ml bottles of VoLumen over a 30 min 
period. The fi rst bottle is ingested 30 min prior to 
the procedure, the second 20 min prior to the pro-

cedure. Immediately before the patient changes for 
the examination, the patient consumes 225 mL of 
water and fi nally upon entering the scanning room, 
the patient drinks a fi nal 225 mL of water. The total 
volume of fl uid is therefore 1350 mL. Water is ade-
quate for the fi nal contrast because it is designed to 
primarily distend the stomach and duodenum. Other 
centers deliver a similar volume of contrast material 
over a 1 h period (450 mL 60 min and 40 min before 
scanning; 225 mL 20 min and 10 min before scan-
ning) (Paulsen et al. 2006).

The optimal timing of the administration of oral 
contrast material will continue to be investigated. 
It is likely easier for the patient to ingest the oral 
volume over a longer period of time. However, if 
ingested over too long a period, the contrast mate-
rial may be in the colon. Whether the contrast 
is administered over 30 or 60 min, if insuffi cient 
volume is ingested, suboptimal small bowel disten-
sion will limit the CTE examination. Therefore, it 
is important to explain the importance of the oral 
contrast to the patient. This is facilitated by having 
the CT technologist or nurse instruct and monitor 
the patient while they are ingesting the oral contrast 
material. If patients are left on their own suboptimal 
distension may occur.

Intravenous contrast enhancement is essen-
tial when performing CTE. A 20 gauge catheter is 
inserted into an arm vein and 1.5 mL/kg of iodinated 
contrast (Iopramide, 300 mg I/mL, Berlex Laborato-

Fig. 3.8. Enhanced visualization of GI pathology at CT enterography. Axial (left) and coronal reformatted image (right) shows 
enhancing hyper vascular neuroendocrine tumor (arrows) in stomach
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ries, Wayne, NJ) is injected at a rate of at least 4 mL/s. 
Without intravenous contrast, the bowel wall is not 
seen and intestinal marking is compromised. If there 
is a possibility of compromised venous access or the 
patient cannot receive IV contrast, we perform the 
study with positive contrast. The optimal timing of 
data acquisition for CTE is somewhat controversial. 
We begin the acquisition 60 s after the initiation of 
the bolus. Others have suggested that an enterogra-
phy phase (approximately 45 s after the injection), 
or even a dual phase acquisition may be helpful in 
patients with obscure gastrointestinal bleeding 
(Reitner et al. 2002; Wold et al. 2003; Paulsen et 
al. 2006). Glucagon in a dose of 0.1 mg is adminis-
tered intravenously and given a few minutes prior to 
data to diminish peristalsis.

MDCTE should be performed on a 16 detector row 
or higher scanner. These scanners can acquire sub 
millimeter isotropic data necessary for 3D displays 
in a short enough time to minimize motion artifacts. 
At our institution we utilize either a 16 × .75 mm 
or 64 × .6 mm detector confi guration depending 
on whether a 16 or 64 row detector scanner is used 
reconstructing either 1 mm or 0.8 mm slices. From 
this data set, the technologist will generate a set of 
axial 4-mm sections and a set of 3 mm thick coronal 
MPR images at 3 mm intervals encompassing the 
entire bowel. These are sent to the PACS for review.

Additionally, the thin slices are sent to a work-
station where they are available for the radiologist 

to view the data in 3D volume rendering or MIP 
displays (Paulsen et al. 2006; Caoli and Paulson 

2000). Images are acquired at 120 kVp, 0.4 s gantry 
rotation, and effective 180 mAs. A dose modulator, 
available on all MDCT scanners, which automati-
cally decreases the radiation exposure to thinner 
areas of the patient, is employed and can reduce the 
dose up to 30%.

The basic principles of the CT enterography pro-
tocol can be applied to other abdominal indications. 
If there is a clinical concern for mesenteric ischemia 
or obscure GI bleeding, a dual phase acquisitions 
may be helpful not only to evaluate the vasculature, 
but also to assess for a possible source of GI bleed-
ing. In these cases, we usually modify the protocol to 
include an early and delayed phase (Protocol 3.2).

3.4 
CT of the Pancreas / Biliary Tree / Upper 
Abdominal Pain

The principles of intestinal enhancement and dis-
tension are important when dealing with all upper 
abdominal processes. By having neutral oral con-
trast in the small bowel vascular imaging in not 
compromised. By using thin section MDCT data 
acquisition, exquisite anatomic information can be 

Fig. 3.9. Coronal reformatted CT image (left) shows enhancing mass (arrow) in common hepatic duct obstructing the duct 
and causing jaundice. Findings are most consistent with cholangiocarcinoma. ERCP image (right) confi rms stricture which 
was proven to be a cholangiocarcinoma at surgery
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generated (Fig. 3.9). Dual phase acquisition after 
administration of IV contrast has been shown to 
be particularly helpful in evaluating the pancreas. 
When deciding how to evaluate the pancreas, and 
pancreatic neoplasms in particular at MDCT, we 
need to ask ourselves what we need to know:
1. We want to be able to differentiate normal pan-

creas from neoplasm.
2. Can we further characterize the pancreatic neo-

plasm as solid or cystic, and as being hypo-vas-
cular or hyper-vascular?

3. Can we differentiate normal peri-pancreatic ves-
sels from tumor encasement and encroachment?

4. Is there adjacent organ invasion?
5. Are there peri-pancreatic lymph-nodes present?
6. Are there distant metastases to the liver or omen-

tum?

In order to evaluate these features best , it has 
been shown that a dual-phase MDCT protocol 
should be used (Goshima et al. 2006; Kim et al. 1999; 
Lu et al. 1997; Vargas et al. 2004; Prokesch et al. 
2002; McNulty et al. 2001; Schueller et al. 2006) 
( Protocol 3.3). This protocol can be used for the 
following indications: pancreatic mass, pancreati-
tis (initial study), jaundice, cholecystitis, gallblad-
der disease, biliary disease, severe epigastric pain, 
weight loss, gastric cancer evaluation.

The pancreas is best evaluated during the com-
bined “pancreatic phase” of contrast enhancement 

and during the “portal venous phase” of contrast 
enhancement with MDCT (Goshima et al. 2006; Lu 

et al. 1997; Vargas et al. 2004; Prokesch et al. 2002; 
McNulty et al. 2001; Schueller et al. 2006). By 
 evaluating the gland during both phases, we opti-
mize the ability to detect the important features 
(listed above) in patients with pancreatic cancer 
(Fig. 3.10). This will allow better triage of those 
patients who are candidates for resection versus 
those that would not benefi t from surgery.

The “pancreatic phase” of contrast enhance-
ment is performed through the pancreas 40–45 s 
after a bolus of iodinated contrast is power injected 
through an antecubital vein at a rate 4 mL/s. For the 
pancreatic phase of contrast enhancement, the scan 
is performed from the diaphragm to the iliac crests. 
This should be performed with the thinnest slice 
collimator available on the CT scanner, so for a 16 
row scanner 16 × 75.

The pancreatic phase of contrast enhancement 
optimizes our ability to detect pancreatic adeno-
carcinoma and differentiate it from normal pancre-
atic tissue. Studies have shown that because pan-
creatic ductal adenocarcinoma often has a marked 
desmoplastic response associated with it, it will be 
hypo-attenuating relative to the normal pancreas 
after contrast enhancement during the pancreatic 
phase (Lu et al. 1997). The degree of tumor conspi-
cuity is enhanced during the “pancreatic phase” 
and decreases during the portal venous phase. This 

Fig. 3.10. Dual phase MDCT of pancreatic cancer. Axial CT obtained during the pancreatic phase of enhancement (left) 
shows 2 cm hypo-vascular pancreatic adenocarcinoma (arrow). During the portal venous phase (right) the tumor is iso-
attenuating (arrow)



36 M. Macari

is related to the fact that over time the pancreatic 
neoplasm will continue to increase in attenuation, 
while the normal vascular pancreas will begin to 
de-enhance over time. It should be remembered 
that about 11% of pancreatic carcinomas will be 
iso-attenuating with the pancreatic parenchyma 
(Vargas et al. 2004; Prokesch et al. 2002). In these 
cases, secondary signs of pancreatic carcinoma 
including ductal dilatation and biliary dilatation 
or morphologic changes in the contour or texture 
of the pancreas can aid in diagnosis. We have also 
found that in some cases MR imaging is better able 
to delineate the tumor because of the inherently 
higher soft tissue contrast of MR imaging.

Hyper-vascular tumors such as islet cell tumors 
and certain hyper-vascular (renal cell carcinoma) 
metastases will often appear hyper-attenuating on 
the pancreatic phase which allows for better charac-
terization of these tumors (Fig. 3.11).

By performing the pancreatic phase of contrast 
enhancement 40 s after the bolus of contrast injec-
tion and not during an “arterial phase” (20–25 s) of 
contrast enhancement, excellent arterial enhance-
ment and adequate venous enhancement are usually 
obtained. This allows us to evaluate the peri-pancre-
atic vessels optimally (see Fig. 3.2).

When a true angiogram is needed we use a bolus 
tracking technique. Our protocol is to do serial low 
mAs scans on the vessel of interest (in the case of 

the pancreas, we bolus track at the level of the aortic 
hiatus) and when the attenuation reaches 150 HU, 
scanning in initiated 6 s later. This provides excel-
lent vascular enhancement. When evaluating a liver 
lesion, arterial phase imaging is performed 15 s after 
the vessel reaches 150 HU to allow for optimal arte-
rial enhancement of a liver lesion (see Protocol 3.9).

Vessel evaluation is facilitated by reviewing the 
data set at a workstation equipped with software 
that allows 2D multi-planar reconstructions as well 
as 3D angiographic images to be obtained (Fig. 3.12). 
This information is helpful in delineating the anat-
omy and in providing useful information to the sur-
geon. Moreover, it has been shown that thin section 
MDCT can be used to generate curved MPR images 
of the pancreatic duct which is very helpful in look-
ing at a tumor and its relationship to the duct and 
vessels, as well as for evaluating intraductal pap-
illary mucinous neoplasms (Vargas et al. 2004). 
In order to maximize the diagnostic capability of 
MDCT, access and knowledge of how to use a 3D 
workstation is essential.

The portal venous phase of contrast enhance-
ment is performed approximately 80–90 s after the 
bolus of contrast enhancement using state of the art 
MDCT scanners. For the portal venous phase of con-
trast enhancement, scanning is initiated from the 
dome of the liver through the abdomen and pelvis. 
The portal venous phase of enhancement is criti-

Fig. 3.11. Dual phase MDCT of gastrinoma. Axial CT obtained during the pancreatic phase of enhancement (left) shows 
1.5 cm hyper-vascular pancreatic isulinoma (arrow). During the portal venous phase (right) the tumor is iso-attenuating 
(arrow)
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cal in evaluating the liver for potential metastatic 
disease. During the pancreatic phase of contrast 
enhancement the liver is sub-optimally enhanced. 
Therefore, small hepatic metastases may appear 
isoattenuating to the liver or unopacifi ed vessels. 
During the “portal venous phase” there is maxi-
mal enhancement of the liver and hepatic metasta-
ses from hypo-vascular tumors will appear hypo-
attenuating relative to the liver, allowing maximal 
conspicuity and detection. It should be noted that 
tumors such as islet cell carcinomas, carcinoids, 
renal cell carcinoma, choriocarcinoma, and thry-
roid carcinoma are often hyper-vascular and in the 
cases we acquire MDCT data during the hepatic 
arterial phase (early portal venous in fl ow phase) as 
well as during the portal venous phase to maximize 
tumor conspicuity.

3.5 
CT Data Acquisition in Lower Abdominal 
Pain

A variety of acute infl ammatory conditions may 
affect the lower abdomen and right lower quadrant 
in particular prompting the patient to seek medi-
cal evaluation (de Dombal 1991). The work-up of 
a patient with right lower quadrant pain is based 
on the clinical history and physical examination, 
laboratory evaluation and classically “plain-fi lm 

radiography”. However, in patients with acute right 
lower quadrant pain (and abdominal pain in gen-
eral), plain-fi lm radiography is often non-contribu-
tory (Ahn et al. 2002). A study evaluating patients 
with abdominal pain showed that plain-fi lm radi-
ography was interpreted as nonspecifi c in 588 (68%) 
of 871 patients, normal in 200 (23%), and abnormal 

in 83 (10%). In this study, abdominal radiography 
had 0% sensitivity for appendicitis, pyelonephritis, 

pancreatitis, and diverticulitis. Moreover, the clini-
cal history and physical examination in patients 
with right lower quadrant pain are often nonspe-
cifi c. Therefore abdominal and pelvic MDCT is often 
performed to confi rm if an infl ammatory condition 
is present and to further characterize it (Balthazar 

et al. 1994).
With the widespread use of MDCT scanners 

in emergency departments throughout the coun-
try, this trend will likely continue (Novelline et 
al. 1999). In most patients with acute right lower 
quadrant pain, a specifi c diagnosis of appendicitis 
can be made with CT leading to prompt surgical 
intervention (Birnbaum and Wilson 2000). More-
over, MDCT has been shown to be highly accurate 
in assessing patients with a variety of etiologies for 
abdominal pain including determining the site of 
GI perforation in patients with extra-luminal intra-
peritoneal gas (Hainaux et al. 2006).

Appendicitis is likely the most common cause of 
the acute abdomen particularly in young individu-
als. However, it is important for the clinician and 
radiologist to remember that abdominal symptoms 

Fig. 3.12. Coronal MIP image of the mesenteric vasculature (left) and the portal venous system (right) obtained on a 64 row 
CT scanner
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and physical signs located in the right lower quad-
rant may be caused by a variety of other conditions 
(de Dombal 1991; Birnbaum and Wilson 2000). 
In a review of 10,682 patients with acute abdomi-
nal pain, de Dombal (Macari et al. 2002a) found 
that 28% had appendicitis, 9.7% had cholecystitis, 
4.1% had small bowel obstruction, 4.0% had gyne-
cologic disorders, 2.9% had pancreatitis, 2.9% had 
renal colic, 2.5% had peptic ulcer disease, 1.5% had 
cancer, and 1.5% had diverticular disease, and 9% 

a variety of less common conditions. In this review, 
a specifi c diagnosis was not established in 34% of 
cases. It is likely that, in many cases where a clinical 
diagnosis could not be made, MDCT imaging would 
have been helpful in establishing a specifi c etiology 
(Figs. 3.13 and 3.14).

Furthermore, among the more common acute 
abdominal conditions enumerated in de Dombal’s 
series, Crohn’s disease, epiploic appendagitis, infec-
tious ileitis, mesenteric adenitis, omental infarc-

Fig. 3.13a–d. Use of coronal reformatted images to assist in diagnosis. a Axial CT image shows large intussusception in the 
right lower quadrant (arrow). b Axial CT slice obtained cephalad to a shows well circumscribed low attenuated mass as lead 
point (arrow). c Coronal reformatted image (left) show that the mass is spherical (arrow) and at the level of the ileo-cecal 
valve (right). Note terminal ileum (arrow). The spherical nature of the lesion excluded mucocele and therefore the most 
likely diagnosis is duplication cyst. d Duplication cyst was confi rmed at surgery (arrow)

a

c

b

d



  MDCT Image Acquisition to Enable Optimal 3D Data Evaluation 39

Fig. 3.14. Typical mucocele. Axial image (left) shows cystic type 
lesion (arrow) similar to that seen in Figure 3.13. Coronal refor-
matted image (right) shows tubular morphology (arrow) of the 
lesion typical of appendiceal mucocele

tion, ileal, cecal, and right-sided colonic diverticu-
litis, Meckel’s diverticulitis, typhlitis, and intestinal 
ischemia are not listed. While some of these condi-
tions are relatively uncommon, taken as a whole, 
they make up a substantial number of patients 
that present with acute right lower abdominal pain 
(Birnbaum and Wilson 2000; Hainaux et al. 2006; 
Rao et al. 1997b; Macari et al. 1998, 2002b; Gore 

et al. 1996; Bennett et al. 2002; Balthazar et al. 
1998; Bendeck et al. 2002; Lim et al. 1996; Jeffrey 

et al. 1994; Puylaert 1986; Sivit et al. 2000; Lane 

et al. 1997, 1999; Ege et al. 2002; Grayson et al. 2001; 
Jacobs et al. 2001; Fefferman et al. 2001; Kamel 

et al. 2000; Oto et al. 2006; O’Malley et al. 2000; 
Weltman et al. 2000). All of these conditions may 
be diagnosed with MDCT.

Our MDCT protocol for evaluating patients with 
lower abdominal pain uses positive oral and IV 
contrast (Protocol 3.3). There is some controversy 
about which oral contrast to use, positive (barium 
or gastrograffi n), neutral (water or VoLumen) or no 
oral contrast. A number of techniques have been 
advocated to evaluate the patient with right lower 
abdominal pain including CT without any contrast, 
CT performed with contrast instilled through the 
rectum, CT with oral contrast only, and CT with 

both oral and IV contrast (Lane et al. 1997, 1999; 
Ege et al. 2002; Grayson et al. 2001; Jacobs et al. 
2001;  Fefferman et al. 2001; Rao et al. 1997a; 
Kamel et al. 2000; Oto et al. 2006; O’Malley et al. 
2000; Weltman et al. 2000).

In the setting of suspected appendicitis, 
 Balthazar et al. (1994) documented sensitivity of 
98%, specifi city of 88%, and overall accuracy of 95% 
when performing CT with oral and IV contrast mate-
rial. A survey of academic institutions regarding 
imaging protocols used in patients with suspected 
appendicitis showed that IV, oral, and rectal contrast 
material are routinely given at 79%, 82%, and 32% of 
institutions, respectively (O’Malley et al. 2000). Of 
the institutions, 21% routinely use IV, oral, and rectal 
contrast material simultaneously. Therefore, among 
the numerous options available to scan the patient, 
CT with oral and IV contrast material continues 
to be the most commonly employed technique. We 
continue to rely on oral and IV contrast enhanced 
MDCT of the abdomen and pelvis to evaluate for 
suspected acute appendicitis and in patients with 
lower abdominal pain to diagnose alternative acute 
abdominal conditions that can masquerade as appen-
dicitis. Regarding our CT technique, it is important 
to opacify the cecum using oral contrast material. 
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We administer 800–1000 mL of oral contrast (dilute 
Gastrograffi n) in small increments over 1.5 h before 
the examination is to be performed. The patient is 
then placed on the CT table and a scout topogram 
is obtained to document fi lling of the cecum. If it 
is uncertain whether there is fi lling of the cecum, a  
single CT slice at the level of the sacroiliac joints can 
be obtained. If the cecum is opacifi ed, we begin the 
examination, otherwise, the patient is taken off the 
CT scanner and waits an additional 30 min and then 
placed back on the CT scanner.

Once the cecum is opacifi ed, MDCT of the abdo-
men and pelvis are performed using the thinnest 
detector confi guration available to maximize the 
potential of the data set. A recent study has shown 
that MDCT can be of great value in localizing the 
origin of the appendix relative to McBurneys’s point 
(Oto et al. 2006). This was facilitated by using 3D 
data sets for appendiceal localization. We have 
found that coronal and volume rendered data sets 
are extremely helpful when evaluating patients with 
right lower quadrant pain. Coronal data should be 
sent directly to the PACS station so that a perma-
nent record is kept as thin section data are often not 
archived for future use.

3.6 
Conclusions

Optimal abdominal MDCT data acquisition for 3D 
evaluation is determined by the scanner available, 
clinical indication, choice of oral and IV contrast 
material, and knowledge of the risks of radiation. 
A list of the current NYU MDCT protocols for spe-
cifi c indications are listed at the end of this chapter. 
These protocols were developed to allow optimal 
CT data acquisition for both 2D and 3D data inter-
pretation while trying to limit radiation dose to the 
patient. By obtaining thin section MDCT data, 3D 
data interpretation is facilitated by the use of iso-
tropic voxels which enable both MPR and volume 
rendering to be performed.

Protocol 1. CT Enterography

Phase 1 CT enterography phase (60 s) – 
 diaphragm to symphysis (thin)

KV/mAs/rotation Care dose or 120/180/0.5

Oral contrast 2 bottles of Volumen and then 2 cups 
of H2O just before being placed on 
CT table

IV contrast rate 4 mL/s

IV Contrast dose 1.5 mL/kg followed by 20 mL saline

Archive to PACS Axial 4 mm, coronal 3 mm

Protocol 2. Mesenteric ischemia

Phase 1 CTA phase (bolus track aorta – 
150 HU) – diaphragm to symphisis 
(thin)

Phase 2 Venous (90 s) diaphragm to symphisis 
(thin)

KV/mAs/rotation Care dose or 120/180/0.42

Oral contrast Volumen (2 bottles over 30–45 min) 
at FPO

IV contrast rate 4 mL/s

IV Contrast dose 1.5 mL/kg followed by 20 ml saline

Archive to Pacs Axial 4 mm, coronal phase 1 and 2

Protocol 3. Lower abdominal pain

Indications: appendicitis, diverticulitis, pelvic pain, acute 
abdomen

Phase 1 Venous (90 s) diaphragm to symphisis 
(thin)

KV/mAs/totation Care dose or 120/180/0.42

Oral contrast Dilute Gastrograffi n 1 L (unless 
allergy, then consider barium)

IV contrast rate 3–4 mL/s

IV contrast dose 1.5 mL/kg followed by 20 mL saline

Archive to Pacs Axial 4 mm, coronal 3 mm
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Protocol 6. Renal mass (CTA)

Indication – known renal mass evaluation. NOT for 
follow-up of kidney cancer

Phase 1 NCCT - kidneys (thick)

Phase 2 (CTA) - kidneys bolus track (thin)

At the level of T12

    

Phase 3 Nephrogram (120 s) diaphragm-
symphisis kidneys (thin)

Phase 4 Urogram (7 min) kidneys only (thin)

KV/mAs/rotation Care dose or 120/180/0.42

Oral contrast Water + fi zzies

IV contrast rate 3–4 mL/s

IV contrast dose 1.5 mL/kg (min 100)

Archive to Pacs Axial 4 mm, coronals phase 3 
(nephrograms)

Protocol 5. Renal calculi / obstruction

Indications: renal stone

Phase 1 NCCT – diaphragm-symphysis 
(thick) scan prone

KV/mAs/rotation Care dose or 120/180/0.5

Oral contrast None

IV contrast None

Archive to Pacs Axial 4 mm, coronal 3q3

Protocol 6. Hematuria

Phase 1 NCCT – kidneys (thick)

Phase 2 Nephrogram (90 s) – diaphragm-
pymphisis kidneys (thin)

Phase 3 Urogram – (7 min) – kidneys 
through bladder (thin)

Lasix 10 mg before scout

KV/mAs/rotation Care dose or 120/180/0.42

Oral contrast 500 mL H2O–15 min prior to scan

IV contrast rate 200 mL of 240 mgI/mL @ 4 mL/s

Archive to Pacs Axial 4 mm, coronal 3 mm phase 2

Protocol 4. CT colonography

Phase 1 Supine – diaphragm to symphisis 
(thin)

Phase 2 Prone – diaphragm to symphisis 
(thick)

KV/mAs/rotation 120 kVP, care dose set at 50 mAs, 
0.42–0.5 s

Slice thickness 4 mm axial to PACS

Oral contrast None

Rectal contrast Use CO2 and automated insuffl ation

IV contrast dose None

Archive to Pacs 4 mm

Recon 1/1-supine and 2/1 prone, send thin 
section data to workstation for data 
interpretation with dedicated CTC 
software
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Protocol 7. Bladder cancer (pre-operative evaluation NOT 
follow-up)

Phase 1 NCCT – abdomen (thick)

Phase 2 90 s – diaphragm-symphisis (thin)

Phase 3 (7 min) Kidneys to bladder (thin)

KV/mAs/rotation Care dose or 120/180/0.42

Oral contrast 500 mL H2O +fi zzies – 15 min prior 
to scan

IV contrast rate 3 mL/s

IV contrast dose 1.5 mL/kg followed by 20 mL saline

Archive to Pacs Axial 4 mm, coronal phase 2

Protocol 8. UPJ

Phase 1 NCCT – kidneys (thick)

Phase 2 (CTA) – kidneys bolus track (thin) 
trigger at celiac artery at 150 HU 
(start 6 s later)

    

Phase 3 Nephrogram (120 s) diaphragm-
symphisis (thin)

KV/mAs/rotation Care dose or 120/180/0.42

Oral contrast None

IV contrast rate 3–4 mL/s

IV contrast dose 1.5 mL/kg (min 100)

Archive to Pacs Axial 4 mm, coronals phase 2

Protocol 9. Three phase liver

Indications: HCC, pre-transplant evaluation, abnormal 
LFTs (NOT jaundice), cirrhosis, known liver mass evalu-
ation

Phase 1 NCCT – liver (thick)

Phase 2 Arterial (bolus track/add 15 s) 
- abdomen (thin)

    

Phase 3 Venous (90 s) diaphragm to symphisis 
(thin)

KV/mAs/rotation Care dose or 120/180/0.42

Oral contrast 500 mL H2O +fi zzies

IV contrast rate 5 mL/s

IV contrast dose 150 mL of contrast

Archive to Pacs 4 mm all axial acquisitions, coronal 
3q3 phase 3

* Bolus track the aorta at 150 HU and add 15 s prior to start 
of scan

Protocol 10. Oncology survey

Phase 1 Venous (90 s) diaphragm to symphisis 
(thick)

KV/mAs/rotation Care dose or 120/180/0.42

Oral contrast Dilute barium (1 L)

IV contrast rate 3 mL/s

IV contrast dose 1.5 mL/kg followed by 20 mL saline

Archive to Pacs 4 mm, coronal 3 mm
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4.1 
Introduction

Today’s typical hospital environment is well-equipped 
with medical scanners that routinely provide valu-
able information to aid with the diagnosis or treat-
ment planning for a particular patient. Computer-
ised tomography (CT), magnetic resonance imaging 
(MRI), ultrasound, and positron emission tomogra-
phy (PET) are examples of imaging modalities that 
are frequently used. An experienced radiologist can 
gain much insight by viewing the individual images 
that a scanner produces. However, segmentation of 
the radiological images to extract or classify a specifi c 

C O N T E N T S

4.1 Introduction 45

4.2 Manual Segmentation 45

4.3 Thresholding 46

4.4 Edge-Based Segmentation 47
4.4.1 Live-wire 47

4.5 Region-Based Segmentation 48
4.5.1 Region Growing from Seed Points 48
4.5.2 Watershed 48

4.6 Deformable Models 49
4.6.1 Level Sets 50
4.6.2 Active Contours 50

4.7 Statistical Analysis 51
4.7.1 Active Shape Models 51
4.7.2 Classifi ers 52
4.7.3 Expectation-Maximisation 52

4.8 Automatic Segmentation 52

4.9 Conclusions 53

 References 54

region or volume of interest is often required to parti-
tion the image data into its constituent components. 
Image segmentation provides quantitative informa-
tion about relevant anatomy, for example to deter-
mine the size or volume. It also enables an accurate 
three-dimensional (3D) visualisation of a particular 
structure using surface triangulation, isosurfacing 
or volume rendering. There is no single approach 
that can generally solve the problem of segmentation, 
and different methods will be more effective depend-
ing on the image modality being processed. Pham 
et al. (2000) and Preim and Bartz (2007) provide 
detailed reviews of the classic segmentation algo-
rithms, many of which are now implemented within 
the radiological software supplied by the scanner 
manufacturer. There are also many excellent soft-
ware packages freely available in the public domain; 
however, a software review is outside the scope of 
this chapter. The interested reader should refer to 
the Insight Toolkit (ITK), which is an open-source 
software system that supports a comprehensive col-
lection of the latest segmentation techniques (Yoo 
2004). Most of the fi gures in this chapter have been 
generated using either the ImageJ (Abramoff et al. 
2004) or ITK-SNAP (Yushkevich et al. 2006) soft-
ware applications.

The remainder of this chapter provides an over-
view of the most common segmentation techniques 
currently in use, and highlights their specifi c advan-
tages and disadvantages.

4.2 
Manual Segmentation

The simplest approach for implementing a segmenta-
tion tool is to allow for manual tracing or drawing 
onto the radiological images. Geometric shapes can 
be used for boundaries, but most approaches record 
vertices at each mouse click and then draw a line seg-
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ment or spline curve between consecutive vertices. 
Alternatively, the mouse position can be sampled 
continuously, following the arc of the mouse move-
ments across the screen. The mouse click method is 
demonstrated in Figure 4.1, which has been created 
using the open source ITK-SNAP software tool. Each 
slice on which the structure of interest occurs has to 
be processed in turn, resulting in a stack of contours. 
Typically, editing functions are also provided to 
adjust the position of the contour on a slice. Points on 
the boundary and inside the contour are considered 
as belonging to the target structure. Points outside of 
the contour do not belong to the structure. A surface 
triangulation algorithm can then be applied to con-
vert the contour stack into a surface mesh that can 
be visualized in 3D. There are several well-known 
algorithms in computer graphics that can achieve 
this task; typically they are based on Delaunay tri-
angulation ( Delaunay 1934)1. Boissonnat (1988), 
for example, showed how to effi ciently compute the 
Delaunay triangulation between two adjacent con-
tours, two by two, and using only 2D operations. 
Other segmentation methods described below also 
produce a contour stack and will require such a sur-
face triangulation technique (see Fig. 4.5d).

1 Delaunay triangulation for a set P of points in the plane is 
the triangulation DT(P) of P such that no point in P is inside 
the circumcircle of any triangle in DT(P). Delaunay triangu-
lations maximise the minimum angle of all the angles of the 
triangles in the triangulation.

Manual segmentation is time-consuming and 
prone to the inaccuracies introduced by the end 
user’s skill with the mouse. Care must also be taken 
when there are contours within contours, defi ning 
“holes” in the target structure.

4.3 
Thresholding

Another straightforward but fast image segmenta-
tion method is thresholding. Individual pixels in 
the image are marked as target pixels if their value 
is greater than some threshold value; otherwise they 
are marked as background pixels. A tolerance value 
is typically used so that values close to the selected 
threshold will also be selected. The resulting seg-
mentation is a binary image with all target pixels 
given a value of 1, and all other (background) pixels 
given a value of 0.

A common technique for choosing a threshold 
value is to select a local minimum from a histogram 
of the image pixel intensities. Figure 4.2 is an exam-
ple of the results that can be obtained; in this case 
the isodata algorithm (Ridler and Calvard 1978) 
has been used to determine a threshold. The prob-
lem is that the boundary between two tissue types 
often overlaps, and is often referred to as the partial 
volume effect. In such cases a local minimum may 
not be detectable in the histogram. More sophisti-
cated techniques have been developed; for example, 
Otsu (1979) maximizes the separation between dif-
ferent threshold classes in the data, based on an ini-
tial guess of the thresholds.

Thresholding is often combined with a connected 
component analysis (CCA) step. The binary image 
is scanned pixel-by-pixel from top to bottom and 
left to right to identify and label connected pixel 
regions. Once a tissue type has been labelled, the 
process can be repeated by generating a new binary 
image using a threshold value for another tissue 
type.

In 3D, an isosurface algorithm can be applied 
to the raw image data, or preferably to segmented 
data. Using a particular threshold value, a surface 
can be extracted using, for example, the well-known 
marching cubes algorithm (Lorensen and Cline 
1987). Isosurfacing is usually carried out after one 
of the more sophisticated segmentation techniques 
described below has been applied.

Fig. 4.1. Manual segmentation on a single CT axial image. 
Liver, left kidney and spine have already been traced. Seg-
mentation of the right kidney is in mid process. Original CT 
data set (512 × 512 pixels, 246 slices) courtesy of Derek Gould, 
Royal Liverpool University Hospitals, UK
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4.4 
Edge-Based Segmentation

Edge-based segmentation techniques rely on discon-
tinuities in the image data at the border of the target 
structure, as typically the pixel values change rap-
idly at the boundary between two regions. The basic 
method here is to apply a gradient operator such as 
the Sobel (see Fig. 4.3) or the Roberts fi lter to detect 
edges in the image. High values of the fi lter provide 
candidates for region boundaries, which must then 
be modifi ed to produce closed curves representing 
the boundaries between regions. Converting the 
edge pixel candidates to boundaries of the regions 
of interest is a diffi cult task, however.

As with previous methods, an edge-based seg-
mentation is applicable to a 2D image. For the seg-
mentation of 3D volume data sets, the interactive 
generation of the target structure has to be applied 
to each slice of the volume. Note also that some 
techniques have been extended to operate in 3D (see 
 Section 4.4.1, for example).

4.4.1 
Live-wire

Live-wire (Barret and Mortensen 1997), also 
called intelligent scissors (Mortensen and Barret 
1995), is an edge-based segmentation technique 
based on the concept of intelligent contour genera-

tion. The 2D image is transferred into a weighted 
graph, whose vertices correspond to image pixels 
and whose edges connect neighbouring pixels. Edge 
weights are defi ned in terms of local cost functions. 
Contour extraction is achieved by the user fi rst by 
selecting a seed point on the boundary of the target 
structure. A second boundary point on the target 
is then selected and a minimal cost path from the 

Fig. 4.2. a Original CT image. b Threshold-based segmentation applied to the whole image. Produced using the ImageJ image 
processing and analysis software

a b

Fig. 4.3. Applying the Sobel fi lter to the CT image in Fig-
ure 4.2a. Two 3 × 3 convolution kernels have been used to 
generate vertical and horizontal derivatives. These are com-
bined using the square root of the sum of the squares to pro-
duce the fi nal image. Image produced using ImageJ
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seed to this point is computed using Dijkistra’s 
graph search algorithms. Ideally, the path will 
wrap around the object boundary. If the generated 
path deviates from the desired boundary, then a 
new target point is selected nearer the seed point. 
Once the fi rst path segment has been generated, the 
target point becomes the new seed point and the next 
path segment is generated. The process is repeated 
until the whole boundary is outlined. The resulting 
contour is composed of multiple minimal-cost path 
segments.

A 3D version of the live-wire approach using 
adaptive propagation has been proposed by Salah 
et al. (2005). The goal is to avoid repeating the 
interactive generation of contours for all slices, 
and so the target points from the initial live-wire 
contour are propagated to the next slice. This is 
a reasonable strategy, as an anatomical structure 
does not tend to change shape too much between 
slices. The propagated points will not necessarily 
lie exactly on the target structure’s boundary, but 
can be assumed to be close to it. In the next step 
the positions of propagated points are corrected 
by moving each target point towards the actual 
boundary of the object on this slice by selecting the 
pixel in the neighbourhood with the largest gradi-
ent magnitude.

4.5 
Region-Based Segmentation

Region-based segmentation algorithms regard the 
target structure as a homogeneous region that can 
be determined by a search process. For example, 
region-growing (see below) is often used for the 
segmentation of contrast-enhanced vascular struc-
tures from CT or MR angiography data (Selle et 
al. 2002).

The fi rst region-based method devised was the 
split and merge algorithm (Horowitz and  Pavlidis 
1974), which starts from the initial assumption that 
the entire image is a single region, and then deter-
mines if the homogeneity criterion is satisfi ed. If not, 
then the square region is divided into four smaller 
regions and the process is repeated on each of the 
subregions until no further subdivision is necessary. 
The resulting small regions are then compared and 
merged if they are similar to give larger irregular 
regions.

4.5.1 
Region Growing from Seed Points

The use of seed points has been suggested by Adams 
and Bischof (1994) and others. The clinician identi-
fi es one or more seed points within the target struc-
ture, often by using a mouse click. A homogeneous 
region is then grown around the seed point(s) with 
neighbouring pixels (or voxels in 3D) with simi-
lar intensities being iteratively added to the region. 
Region-growing algorithms vary depending on the 
criteria used to decide whether a pixel should be 
included in the region or not, the connectivity used 
to determine neighbours and the strategy used to 
visit neighbours. The criterion of homogeneity is 
often based on a connected threshold, i.e. collect 
all neighbours with intensity lower than or equal 
to the seed point’s intensity and above a threshold. 
The threshold selection is usually a trial-and-error 
process: the segmentation is started with a certain 
threshold and then modifi ed until the desired result 
is achieved. An alternative is to use confi dence con-
nectivity, in which the mean and standard deviation 
of the pixels currently in the region are calculated. 
The standard deviation is multiplied by a user-
provided scale factor that defi nes a range around 
the mean. All neighbouring pixels whose intensity 
values fall inside this range are then included in 
the region. The mean and standard deviation of 
the intensity levels of the new region are then com-
puted and the process repeated until the maximum 
number of iterations is reached.

For certain image modalities, automated seed 
selection is also possible. For example, Adams and 
Bischof (1994) discuss the use of the converging 
squares algorithm (O’Gorman and  Sanderson 
1984) to identify the seed points in human chest 
X-ray images. Another approach is discussed in 
section 4.8. Note that there are also situations 
where region-growing cannot reliably discriminate 
between adjacent structures. In such cases it is nec-
essary to provide additional interaction facilities. 
For example, the user may specify a direction of the 
growing process or specify barriers that should stop 
the region growing into a particular area.

4.5.2 
Watershed

Watershed segmentation (Digabel and  Lantuejoul 
1978) is also a region-based method. The analogy for 
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this algorithm is to imagine a stream of water run-
ning into a landscape topology and fl owing with 
gravity to collect in low basins. The water level in 
the basins will grow until they spill into one another, 
causing small basins to merge together into larger 
basins. In the image domain, data may be inter-
preted as a topographic surface where the intensity 
levels represent altitudes. Regions (called catchment 
basins) are formed by using local geometric struc-
ture to associate points in the image domain with 
local extrema in some feature measurement such 
as curvature or gradient magnitude. The catchment 
basins correspond to the homogeneous grey level 
regions of the image, i.e. all pixels belonging to the 
same catchment basin are connected with the basin’s 
region of minimum altitude (grey level) by a simple 
path of pixels that have monotonically decreasing 
altitude (grey level) along the path. In 3D data sets 
the voxel values are regarded as height. Watershed 
lines divide individual catchment basins. Vincent 
and Soille (1991) were the fi rst to implement a 
practical version of watershed segmentation. Their 
algorithm is based on sorting the pixels in increas-
ing order of their grey values, followed by a fl ooding 
step consisting of a fast breadth-fi rst scanning of all 
pixels in the order of their grey levels.

The watershed technique is less sensitive to user-
defi ned thresholds than classic region-growing 
methods, and can be suitable if the clinician wants to 

register together segmented features from different 
data sets. It also offers more fl exibility as it produces 
a hierarchy of segmentations from which a single 
region or set of regions can be extracted a priori 
using a threshold, or interactively with the help of 
a graphical user interface. In practice, however, the 
watershed algorithm often produces over-segmen-
tation due to noise or local irregularities in the gra-
dient image. Applying image blur as a pre-process-
ing step to smooth the image (e.g. replace each pixel 
with the average of its neighbourhood) can help (see 
Fig. 4.4). A better method is to allow the user to place 
markers to specify locations that belong to the target 
structure (include points), or do not belong the target 
structure (exclude points). An additional watershed 
is constructed at the maximum level between these 
include and exclude regions, thus preventing them 
from being merged.

4.6 
Deformable Models

Deformable models apply prior knowledge of 
geometry, physics, and approximation theory to 
solving the segmentation problem. They are capa-
ble of accommodating the variability of biologi-

Fig. 4.4a,b. Applying watershed segmentation to the CT image from Figure 4.2a. a Shows catchment basins. b A smoothing 
fi lter (averaging the 3 × 3 neighbourhood of each pixel) is applied before the watershed. Images produced using the watershed 
plug-in for ImageJ (Sage 2005)

a b
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cal structures over time and across different indi-
viduals. This section focuses on two approaches 
– level sets and active contours. McInerney and 
Terzopulos (2000) provide a wider discussion 
of deformable model methods used in medical 
 imaging.

4.6.1 
Level Sets

The level set is a numerical method for tracking the 
evolution of contours and surfaces introduced by 
Osher and Sethian (1988). Instead of manipulat-
ing the contour directly, it is embedded as the zero 
level set of a higher dimensional function called 
the level set function. The level set function is then 
evolved under the control of a differential equation. 
At any time, the evolving contour can be obtained 
by extracting the zero level set from the output. The 
level set method makes it very easy to follow shapes 
that change topology, for example when a shape 
splits in two, or develops holes. Level sets can be 
used for image segmentation by using image-based 
features such as mean intensity, gradient and edges 
in the governing differential equation. In a typical 
approach, a contour is initialised by a user and is 
then evolved until it fi ts the form of an anatomical 
structure in the image.

The related fast marching methods (Sethian 
1999) have also been applied to image segmenta-
tion. These methods are faster, but are designed for 
problems in which the speed function never changes 
sign, so that the front is always moving forward or 
backward.

4.6.2 
Active Contours

Active contours (or snakes) is a popular segmenta-
tion method that uses the idea of energy minimiz-
ing splines (Kass et al. 1988). An initial contour is 
defi ned by a set of control points supplied either 
by the user, or derived from prior knowledge of 
the data or geometric constraints. The active con-
touring algorithm then attempts to minimise the 
snake’s energy by weighting several internal and 
external energies. For example, starting with a con-
tour around the target object, the contour moves 
toward its interior normal and has to stop on the 
boundary of the target. Snake evolution is deter-

mined by the sum of different types of velocities 
that act on each point of the snake in the direction 
perpendicular to the snake. Some of these veloci-
ties are image-dependent, while others depend 
on the shape of the snake. The image-dependent 
velocities are defi ned in terms of the image feature, 
to which they are proportional. This is typically 
based either on edges in the input image, or on 
regions of uniform intensity. Methods have also 
been described that use level sets in determining 
the snake evolution (Malladi et al. 1993; Chan 
and Vese 2001). Three types of velocities calcu-
lated are: 

Image-dependent propagation velocity. In a 
homogeneous region of the image, the propaga-
tion velocity is constant and causes the snake to 
expand (or contract) at a uniform speed.
Shape-dependent curvature velocity. The effect 
of curvature velocity is to slow down the snake 
evolution at places of high curvature, effectively 
smoothing out the sharp corners that may other-
wise be formed.
Image-dependent advection velocity (only used 
with the edge features). This is defi ned by the dot 
product of the unit vector perpendicular to the 
snake and the gradient vector of the image fea-
ture. It causes the snake to slow down or stop as 
it approaches edges.

These velocity types can be weighted according 
to the segmentation problem. The movement of a 
point on the snake is determined by the sum of the 
velocities at that point. The process iterates until 
the energy minimisation criterion in the image is 
reached, and segmentation is complete.

For 3D segmentation, active contour models are 
applied slice by slice. As with live-wire segmenta-
tion, adaptive progression takes the fi tted contour 
in one slice as the initial contour in neighbour-
ing slices (Lin and Chen 1989). This approach has 
been applied in Figure 4.5, which depicts segmenta-
tion of the right kidney (from the CT data set used 
previously) using the snake evolution support in 
ITK-SNAP. Active contour models have also been 
extended to 3D by deforming surfaces instead of 
contours, which is known as balloon segmentation 
( Terzopoulos et al. 1988). A polygonal representa-
tion of the initial shape is fi tted to the target struc-
ture. The user can either select small volumes that 
are iteratively infl ated until the forces converge, or 
enclosing volumes are specifi ed by the user and iter-
atively defl ated.

1.

2.

3.
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4.7 
Statistical Analysis

Statistical analysis can also provide the basis for 
solving the segmentation problem. The topic of how 
statistics can be used to control region  growing 
( Section 4.5.1) has already been discussed. This sec-
tion describes three other useful approaches that 
have been applied to medical image segmentation.

4.7.1 
Active Shape Models

Active shape models (ASMs) are statistical models of 
the shape of objects (represented by a set of points) 
that iteratively deform to fi t the target structure in 

a new image (Cootes et al. 1993). The shapes are 
constrained by a statistical model to vary only in 
ways seen in a training set of labelled examples. ASM 
works by alternating the following steps:

Look in the image around each point for a better 
position for that point.
Update the model parameters for the best match 
to these new found positions.

To locate a better position for each point, one can 
either look for strong edges, or a match to a statis-
tical model of what is expected at the point. ASMs 
are time-consuming to set up, and the quality of the 
segmentation is strongly dependent on the quality 
of the acquired model. For 3D segmentation, estab-
lishing correspondences between landmarks can 
also be challenging. Nevertheless, there are many 

�

�

Fig. 4.5a–d. Using snakes to segment the right kidney from a region of the full 3D CT data set described in Figure 4.2.a The 
gradient magnitude of each pixel on every slice is computed in the range [0,1]. b Initial snake contour is defi ned on starting 
slice. In this case it is within the target structure. c The contour grows outwards towards the target boundary. Shown here 
after 280 iterations. d Final 3D surface of segmented kidney generated from the stack of snake contours. Images produced 
using ITK-SNAP

b

a

c d
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examples of the successful use of ASMs for medical 
image segmentation.

Related to the ASM is the active appearance model 
(AAM) (Cootes et al. 2001). This algorithm uses the 
difference between the current estimate of appear-
ance and the target image to drive an optimization 
process. By taking advantage of least squares tech-
niques, it can quickly match to new images. AAMs 
are more specialised; for example they cannot be 
applied to CT and MRI data simultaneously.

4.7.2 
Classifi ers

Classifi er methods partition a feature space (in this 
case the image intensities) using pattern recognition 
techniques. A histogram is an example of a 1D fea-
ture space – all pixels at a particular intensity level 
are grouped into one class.

Classifi ers are also known as supervised methods 
because they require labelled training data, e.g. col-
lected from manual segmentation. A simple classi-
fi er is nearest-neighbour, which places each pixel in 
the same class as the training datum with the closest 
intensity. The k-nearest-neighbour classifi er general-
izes this approach and classifi es pixels into the same 
class as the majority of the k-closest training data. 
A popular parametric classifi er is the naive Bayes 
classifi er, which is based on a probability model that 
incorporates strong independence assumptions that 
often have no bearing in reality, and hence are (delib-
erately) naive. In this case, the classifi er assumes 
that the pixel intensities are independent samples 
from a mixture of probability distributions, usually 
Gaussian. Training data are collected by obtaining 
representative samples from each component of the 
mixture model and then estimating K-means2, cova-
riance and mixing coeffi cients. Classifi cation of new 
data is obtained by assigning each pixel to the class 
with the highest posterior probability. Classifi ers are 
relatively computationally effi cient to apply, and, 
unlike thresholding methods, they can be applied to 
multi-channel images. However, in general they do 
not perform any spatial modelling.

2 K-means is an algorithm to cluster objects based on 
attributes into k partitions. It is a variant of the expectation-
maximisation algorithm in which the goal is to determine 
the k means of data generated from Gaussian distributions.

4.7.3 
Expectation-Maximisation

Clustering algorithms are similar to classifi ers, 
but they are unsupervised methods that perform 
data classifi cation without the use of training data. 
In a sense, clustering methods train themselves 
using the available data by alternating between 
segmenting the image and characterizing the 
properties of each class. The expectation-maxi-
mization (EM) algorithm is a good example often 
used for data clustering. It alternates between 
performing an expectation (E) step, which com-
putes an expectation of the likelihood by includ-
ing the latent variables as if they were observed, 
and a maximization (M) step, which computes the 
maximum likelihood estimates of the parameters 
by maximising the expected likelihood found on 
the E step. Pokric et al. (2001) use EM in their 
multi-dimensional segmentation technique that 
takes into account the partial volumes effect at 
tissue boundaries. Multiple images of different 
modalities are used to improve segmentation, 
as better tissue separation can be achieved in a 
higher dimensional space. The parameters of the 
multi-dimensional model of pure tissues and their 
mixtures are iteratively adjusted using EM. Bayes 
theory is then used to generate probability maps 
for each segmented tissue, which estimates the 
most likely tissue volume fraction within each 
voxel. Other approaches just attempt to compute 
how likely a certain grey level would be generated 
by a particular tissue class. The values in the prob-
ability maps range from 0 to 1, and can be used for 
boundary location extraction (e.g. 0.5 probability 
point represents the boundary location between 
two tissues) or volume rendering.

4.8 
Automatic Segmentation

All of the segmentation methods described above 
involve interaction from an end user. In some cases, 
segmentation can be a time-consuming process. 
A general goal is to produce accurate segmentation 
of medical images automatically. However, this is 
a challenging task and is still to be fully achieved. 
Some of the current approaches to this goal are dis-
cussed below.
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Consider an input image and blurred versions of 
this image at various degrees. If these images are 
convolved together, it can be mathematically proven 
that an unambiguous hierarchy of the critical points 
(i.e. those of local minimum or maximum image 
intensities) and regions of their infl uence describ-
ing the image can be obtained. This allows one to 
automatically segment the image in a hierarchical 
manner without any a priori knowledge (Kuijper 
et al. 2003). At Bangor, technical problems encoun-
tered when applying this theory to the practical seg-
mentation of medical images, including 3D volume 
data, are being resolved. For instance, a guaranteed 
method of fi nding all the critical points in an image, 
which is a vital component in this automatic seg-
mentation, was recently devised. Figure 4.6 gives 
an example of the automatic segmentation results 
based on this method.

The use of artifi cial intelligence techniques has 
also been investigated for automatic segmentation. 
Tzeng et al. (2005) couple machine learning and a 
painting metaphor to allow more sophisticated clas-
sifi cation in an intuitive (initially semi-automatic) 
manner. The user works in the volume data space 
by directly painting on sample slices of the volume, 
and the painted voxels are used in an iterative train-
ing process. The trained system can then classify the 
entire volume, and the trained system for one data 
set may be reused to automatically classify other 
data sets with similar characteristics.

4.9 
Conclusions

Many approaches have been suggested for medical 
image segmentation. An overview of some of the 
more common techniques has been presented above, 
but there are many other variations and methods 
that could not be covered in the space available here. 
The fi nal choice for the radiologist largely depends 
on the image modality being used, and often a 
hybrid of two or more segmentation methods will 
be the most effective. The ITK software even sup-
ports a hybrid segmentation engine that facilitates 
the combining of different boundary-based and 
region-based algorithms.

Other factors will also infl uence the future of seg-
mentation of radiological images. The user interface, 
for example, will have an impact as alternatives to 
the keyboard and mouse become more readily avail-
able. Vidholm and Nystrom (2005) have already 
demonstrated how a haptic joystick can aid with the 
placement of seed points for 3D segmentation. Their 
technique is based on gradient vector fl ow (GVF) 
and allows a user to stay centred inside the target 
object whilst feeling the object boundaries. Preim 
and Bartz (2007) provide an excellent review of 
advanced interaction techniques for segmenta-
tion. The processing time required will also drop 
signifi cantly. For example, fast segmentation using 
programmable graphics hardware is now becoming 
possible (Sherbondy et al. 2003).

Throughout this book, further examples will be 
given of segmentations that have been applied effec-
tively in different imaging scenarios. The goal of this 
chapter has been to introduce the reader to a core set 
of segmentation techniques and to provide reference 
material for further in-depth information.
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5.1 
Introduction

Digital images assume a fundamental importance 
in the practice of radiologists or technicians. The 
understanding of the processes that are at the root 
of the digital processing allow a more acute and 
responsible management of the processing stream 
of the radiology laboratory.

5.1.1 
Digital Images and the Color Depth

A digital image can be represented by a matrix of 
points, called pixels or pels (acronym of Picture Ele-
mentS); this matrix is in general rectangular, but 
square matrices are often used in medicine. The 
preferred dimensions are, for instance, 256 × 256, 
512 × 512, 1,024 × 1,024, and so on. Every pixel or ele-
ment of this matrix is represented by a number that 
expresses its brightness. According to the number 
of bits with which such a value is represented, we 
can have a smaller or greater value of brightness. 
The number of bits with which the color of the pixel 
is expressed is called “color depth”, and its unity of 
measure is the bpp (bits per pixel).

For instance, if we want to represent a maximum 
number of 256 (28) colors, the color depth will be 8 
bits, and the representable values will be included 
among 0 and 255, or rather among 0 and (28–1). If 
we want to represent a maximum number of 65,536 
gray tones (216), the color depth will be 16 bits. And 
the representable values will be included among 0 
and 65,535, or rather among 0 and (216−1).

The radiological images produced by modern 
diagnostic modalities, such as CT scan or magnetic 
resonance imaging, have the characteristic to get an 
elevated color depth, in that case we have no color 
on, but we speak of gray levels, and the value of the 
pixel is related to the value of brightness of the pixel. 
In this case: 0 is black, or absence of brightness; 2n−1 
is the white or the maximum brightness.

5.1.2 
Spatial Domain

Operations of digital elaboration and analysis that 
occur in the spatial domain are those operations that 
are being made in the domain belonging to pixels of 
the matrix that constitutes the image. These operate 
directly on the pixels and therefore on their value.
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A way of representing an image matrix is to char-
acterize it through a function f of the coordinates x 
and y in such a way that f(x, y) is the value of gray 
levels at the point of the coordinates (x, y).

The coordinates system used in the fi eld of the 
digital image processing (Jahne 1995) is repre-
sented in Figure 5.1. This particular coordinate 
system is inverted in comparison with the usual 
Cartesian coordinate system we are used to working 
with. The origin of the axis is situated in the upper 
left corner.

� Punctual
We defi ne as punctual an operation that is applied 
to a single pixel via a mathematical function 
g (v) where v is the brightness value of the pixel. 
Examples of such operations are the inverter or 
negative image, the windowing, and the LUT 
(Look Up Table) operation.

� Local
A local operation computes a pixel value on behalf 
of the value of the same pixel and its neighbor-
hood; an example is the convolution operation, 
or the mask fi ltering.

� Global
Global is an operation applied to the whole image. 
Examples are histogram based operations.

5.2.1 
Punctual Operations

5.2.1.1 
Negative Image or Inverter

Among the punctual operations used in radiologi-
cal fi eld, one of the simplest and most used is the 
negative image or inverter. It allows us to underline 
particular white or gray details in very dark zones. 
This simple operation can be applied using a simple 
formula to every single pixel in the image. For an 
image with a color depth of 8 bits, the negative image 
can be applied subtracting from 255 the value of the 
intensity of the shade of gray of the pixel. It can be 
described by:

s = 255–r

s is the value of the shade of gray in the nega-
tive image, and r is the value of the shade of gray 
of the pixel in the original image. This is the equa-
tion of a line with a slope of –45 degrees as shown 
in Figure 5.2. It is also possible to use the inverter 
on a small section of the brightness range giving the 
possibility to explore dark or saturated portion of 
the image.

5.2.2 
Digital Subtraction of Images

The digital subtraction is a very important tech-
nique, among the image math techniques, especially 
in radiology where this technique is used for the 

In general any operation applied to a digital image 
f(x, y) produces in turn a resulting digital image 
g(x, y). If we denote with T the operator applied to 
fi rst digital image, we can write:

g(x, y) = T[f(x, y)]

In most cases, T is an operator defi ned in the 
neighborhood of the point defi ned by (x, y), and it 
can operate also on more than one image, as in the 
case of the subtraction operator known in radiology 
as DSA (digital subtraction angiography) (Kirbas 
and Quek 2004). In this particular case we have:

T[f(x y), g(x, y)]=f(x, y)–g(x, y)

5.2 
Image Operation Classifi cation

Image operation and elaboration can be divided into 
three main classes:

Fig. 5.1. Image coordinate system
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recognition of particular vascular structures. In this 
case, it is called DSA (Erik et al. 1999) (digital sub-
traction angiography).

Given two images, f(x, y) and g(x, y), their differ-
ence can be expressed as:

e(x, y) = f(x, y)–g(x, y)

It is calculated associating to every pixel of e(x, y) 
the difference among the corresponding couples of 
f(x, y) and g(x, y).

Such a method is used also to appraise the differ-
ences among two or more images and the errors we 
get after a lossy compression of an image.

A problem that arises in the execution of this 
transformation is the generation of negative values 
of brightness that cannot exist. To obviate this prob-
lem a simple algorithm can be used. If we indicate 
with L the maximum number of levels of shades of 
gray, and we add L−1 to every value of the pixel, and 
we divide it by 2:

(x+L–1)
2

,

the fi nal range is guaranteed between 0 and L−1.
Another method involves the shifting of all values 

of the resulting image by the most negative value. 
This makes all values positive, but possibly out of 
range; to restrict the values to the right range we 
have to multiply each of them for 

(L–1)
Max

, 

indicating with Max the maximum value obtained 
by the fi rst operation.

5.2.3 
Window/Level

One of the most important characteristics, and at the 
same time little known, of radiological images is the 
elevated range of the gray levels that every pixel can 
assume. A CT or MR scan image has, for instance, 
a 16-bit color depth. The human eye has an impor-
tant limitation on the ability to distinguish different 
levels of gray, while it can distinguish thousands 
of colors. A trained eye can distinguish from 50 to 
100 tones of different gray levels. This observation 
allows us to understand how it is impossible for the 
human eye to be able to interpret correctly the full 
range gray levels present in a radiological image that 
potentially contains 65,536 levels of gray.

To obviate this problem there are various meth-
ods, one of which is to apply some LUTs (Look Up 
Table) so that it is possible to exploit the greatest 
range of distinguishable colors by the human eye. 
Another solution is to use a windowing transforma-
tion, which allows us to tighten the window of visu-
alization in a more opportune range.

Windowing or Window/Level (W/L) transforms 
the original image with 16-bit color depth to an 8-bit 
color depth enhancing the contrast and at the same 
time redistributing the chosen window levels to the 
full 8-bit range.

This fi lter can be applied defi ning a window W 
and a level L centered in the middle of the window, 
as shown in Figure 5.3. In abscissa we put the shades 
of gray values belonging to the original image and in 
the ordinates the shades of gray values belonging to 
the resulting image, the one that will be represented 
on the output device, the monitor.

Fig. 5.2a–c. Example of inverter fi lter application: a original image, b inverter function, c result image

b

a c
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The window/level fi lter turns all the values fewer 
than 

W
2

L-  

to black (0 value) and all the values greater than 

W
2

L+  

to white (255 value). The values in the W range 
are projected on the ordinates following the fi lter. 
Thanks to the slope of the line we can increase 
the contrast in the resulting image; the  narrowest 
window W is the better contrast we have in the 
resulting image.

CT image pixel values are often negative because 
they are in Hounsfi eld (1980) units or Hounsfi eld 
scale, which is a quantitative scale for describing 
radio density. The radio density of distilled water at 
standard pressure and temperature (STP) is defi ned 
as zero Hounsfi eld units (HU). The radio density of 
air at STP is defi ned as -1,000 HU. Other important 
HUs are fat: -50, soft tissue such as muscle: + 40, cal-
culus: + 100 to + 400 and bone: + 1,000. The range of 
possible values is -1,000 to +1,000.

5.3 
Threshold

The threshold operation allows us to identify struc-
tures of interest that reasonably have a uniform 
brightness level, in general in an interval also known 
as the threshold range.

This type of operation is the base of numerous 
elaboration techniques including three-dimen-

sional surface reconstruction and volume render-
ing. The brightness therefore is a characteristic that 
helps to segment and to underline an object taking 
into account the complete image.

If, for instance, an object is white on a black back-
ground, it is simple to extract the object isolating all 
the white values, applying a simple threshold fi lter. 
Reality is more complex, and in radiological images, 
the object to be underlined is composed of a large 
number of different gray levels, so the background 
of objects is usually not uniform.

It is necessary in these cases to apply more 
sophisticated elaborations that allow us to see if a 
particular pixel belongs to the object of interest or 
not. This kind of operation therefore is called seg-
mentation and produces a binary image often called 
the image mask. If a pixel has a value of 1, it belongs 
to the object of interest; otherwise the pixel assumes 
a value of 0.

5.3.1 
Contrast Stretching

This one is another simple linear transformation that 
is useful to improve the dynamic range of images 
having low contrast. Every time the desired result is 
to enhance the contrast between two adjacent pixels, 
it is possible to use this technique. This operation 
is known also as normalization. It applies a scaling 
function to all the pixels present in the image.

If we consider an 8-bit image, we have the lowest 
value of 0 and the maximum value of 255; these 
are the values to which we want to stretch the pixel 
intensity. In general we have Imin and Imax (0 and 255, 
respectively, in this example). After that, we have to 
scan all pixels in the image and compute the lowest 
and the highest assumed value of the pixel; we call 
them Vmin and Vmin. In order to apply the contrast 
stretching operation, we apply the following for-
mula to each pixel Pi obtaining Po:

Po= (Pi – Vmin) +Imin
Imax–Imin

Vmax–Vmin
(                    )

Po is the resulting scaled pixel.

5.3.2 
Logarithm Operator

The logarithm operator is used to compress the 
dynamic range of the image. It simply replaces the 

Fig. 5.3. Window/level fi lter
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value of each pixel with its logarithm. The formula 
most in use is:

Po= log (1+Pi)Imin
Imax

log (1+Vmax)

where Imax , Vmax , Po and Pi have the same mean-
ing as in the contrast stretching operator. We can 
use different bases for the logarithm operator.

5.3.3 
Exponential Operator

The exponential operator is complementary to the 
logarithmic operator and is used to enhance the 
dynamic range of the image. It replaces the value of 
each pixel with its exponential value:

Po=kb Pi

where k is a constant and b is the exponential 
base.

There are several variations on this kind of opera-
tion, for example, the “raise to power” operation:

Po=kPi
n

where n is the power and k is a multiplicative con-
stant.

This kind of operator is useful in all those appli-
cations where we want to manipulate the contrast of 
an image in a full automatic way, choosing only the 
values of some constants.

5.4 
Local Operations

5.4.1 
Convolution

The basis for the fi ltering operation is the convolu-
tion operator; to introduce this operation we have 
to defi ne a K × K matrix known as the kernel or 
mask:

wi, j=

w11   w12    
...   w1k

w21                  w2k  .                         .  .                         .  .                         .
wk1   wk2    

...   wkk

fi, j=

f11   f12    
...   f1k

f21                  f2k  .                         .  .                         .  .                         .
fk1   fk2    

...   fkk

wi, j are the elements of the kernel and fmn the 
values of the image with M × N dimension.

gm, n = fm, n wi, j

The result of this operation of spatial convolution 
is another image whose dimension is equal to the 
sum of the dimensions of the kernel and the origi-
nal image, but only the central part of the resulting 
image is considered in order to obtain an image of 
the original dimension.

Usually the kernel is normalized; hence the sum 
of the kernel’s elements is unitary. The convolution 
fi lter is the basis for numerous image processing fi l-
ters and gives the way to multiply pixel values from 
an image with a kernel matrix that represents our 
fi lter. With a 3 × 3 kernel matrix, this complex opera-
tion reduces to a much simpler one, and this is the 
one that it is used for general purpose image pro-
cessing.

5.4.2 
Smoothing Filter or Low-Pass Filter

The smoothing fi lter can decrease image noise, and 
thanks to this characteristic it is usually employed 
in radiology. It is defi ned by:

wi, j =
1

K2 i, j

For example, a smoothing fi lter with a 3 × 3 kernel 
(k=3) is:

1
9

1   1   1
1   1   1
1   1   1

This is the classic operation of the moving aver-
age. It replaces the pixel of the image with the aver-
age of the pixel in the neighborhood. This kind of 
fi lter is used to remove noise from an image; the 
name indicates that the high spatial frequencies in 
the image are removed, and only low frequencies 
remain.

The high frequencies in an image correspond to 
well-defi ned edges and to noise; in fact high fre-
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quency in the spatial domain is equivalent to a rapid 
change in the brightness of two or more adjacent 
pixels. This rapid change is a big difference in the 
value of the shade of gray associated with the pixel.

These rapid changes not only are noise, but also 
edges. Edges are very important in medical images, 
because they correspond to contours. Hence the 
application of a low-pass is useful for removing 
noise, but the drawback is that it blurs the image as 
shown in Figure 5.4.

The low-pass fi lter can be seen in highly lossy 
compressed images; these kinds of images are used 
often in radiology tele-consultation where they can 
be transmitted between a remote workstation and a 
central reviewing hospital or facility. In these occa-
sions it must be noticed that high compression tech-
niques can interfere with correct interpretation of 
pathologies because of the blurring effect of lossy 
compression.

5.4.3 
Gaussian Filter

Another kind of fi lter dedicated especially to noise 
removal is the Gaussian fi lter (Bovik 2000), where 
the kernel is a discrete bi-dimensional Gaussian. 
For example:

1
16

1   2   1
1   4   2
1   2   1

For the Gaussian fi lter, the central value of the 
kernel is the biggest, and the weights of the other 
elements are inversely proportional to the distance 
from the center of the matrix. Matrices whose values 
are fractional are not used, since their computation 
is ineffi cient; for this reason it is preferred to put 
the fractional term in evidence. Another and more 
complex example of the Gaussian fi lter is the fol-
lowing:

1
256

0   0   1   1   1   1   1   0   0
0   1   2   3   3   3   2   1   0
1   2   3   6   7   6   3   2   1
1   3   6   9  11  9   6   3   1
1   3   7  11 12 11  7   3   1
1   3   6   9  11  9   6   3   1
1   2   3   6   7   6   3   2   1
0   1   2   3   3   3   2   1   0
0   0   1   1   1   1   1   0   0

A strategy used for the creation of this kind of 
mask is to give a greater weight to the central point 
of the mask, giving, in this way, a greater importance 
to the central point in comparison with the others. 
In the operation of the average, such a stratagem is 
used to reduce the blurring feeling of the image. It 
should be noticed that the denominator of the multi-
plicative factor is equal to the sum of the coeffi cients 
of the matrix so the matrix is normalized.

Fig. 5.4a,b. Low-pass fi lter application: a original image, 
b fi ltered image

a

b
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5.4.4 
Gradient Operator

The convolution fi lter with the mask can also be 
used to fi nd contours inside an image; this operator 
is widely used in radiological imaging due to the 
subsequent elaboration it supports, such as volu-
metric and surface post processing. It is the fi rst 
step to contours detection; in simple words, it helps 
the detection of contours by isolating the part of the 
image that represents an edge, a part of the image 
where luminosity changes rapidly. In digital images 
these parts are effectively detected by subtracting 
each pixel value with the one next to it along the 
x or y directions. A map of these differences is the 
output of a gradient operator.

This kind of operator is in general dependent on 
the viewpoint, and multiple operations from differ-
ent viewpoints are often merged in order to achieve 
better effectiveness.

Practically, we can use Roberts (1965) cross con-
volution masks:

Gx=
+1     0
 0  –1

Gy=
–1   0
 0   +1

Or the Sobel (Pingle 1969), convolution masks:

Gx=
–1     0   +1
–2     0   +2
–1     0   +1

Gy=
+1  +2   +1
  0     0     0
 –1   –2   –1

In most cases all these operations are computed 
with analysis in the frequency space (Pratt 2001). 
This subject is frequently skipped because of the dif-
fi culties in math formulas or in math in general. But 
spatial domain and frequency domain are linked, 
and every operation that can be made in spatial 
domain with an augmented diffi culty and with more 
computational resources can be made easily in the 
frequency domain. The word “fi lter” comes from the 
frequency world and is one of the common opera-
tions done in image or signal analysis. One of the 
common operations done in the frequency domain 
is the compression of images; this aspect has lately 
returned to the footlight thanks to the need of radio-

logic tele-consultation and tele-medicine. One of the 
most common algorithms for lossy compression of 
images, JPEG, is based on removal of the high spa-
tial frequency area in image. This is done with the 
aid of another frequency transformation derived 
from Fourier, the DCT (discrete cosine transform) 
preferred for the ability to better approximate a 
linear signal with a low number of coeffi cients. In 
Figure 5.5 we can see the result of a gradient fi lter.

5.5 
Global Operations

5.5.1 
Histogram

With this operation we denote the distribution of 
gray levels in an image. It can be applied to every 

Fig. 5.5a–c. Example of application of gradient 
fi lter. a Original image, b fi ltered image, c gra-
dient applied to a portion of image

a

c

b
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digital image, and it shows in a graphic plot the 
distribution of the number of pixels with a certain 
shade of gray by the levels of gray present in the gray 
scale of the image.

The histogram of a digital image is a discreet 
function h(rk ) = nk of the shades of gray rk. rk

 is the 
shade of gray, and nk is the total number of pixels 
that in the image assumes that particular shade of 
gray. Commonly this function is being normalized 
in comparison to the total number n of the pixels 
present in the image. In this case the normalized 
histogram 

p(rk) =
nk
n

gives the probability to have that level rk of gray 
inside the image.

Hence, in order to visualize this function, we 
put the values of shades of gray rk on the horizontal 
axis, and the probability to have that level rk of gray 
inside the image on the vertical axis as represented 
in Figure 5.6.

5.5.2 
Histogram Equalization

One of the most common operations done with the 
histogram is the histogram equalization; it consists 
in the spreading of the various gray levels inside the 
full range of values in order to show more details. We 
can notice from Figure 5.6 that not all the possible 

values are used; only a restricted range of levels are 
present with positive probability. Hence histogram 
equalization permits to distribute the probability to 
have the level rk of gray across all possible gray levels. 
In Figure 5.7 we show the original image with its his-
togram and the result image after the equalization 
process, with its correspondent histogram. This is a 
lossy transformation; in fact pixels that had different 
values had the same value in the transformed image, 
while levels are spread and the histogram presents 
several gaps in its structure.

5.5.3 
A More Complex Example

Figure 5.8 shows a digital angiography image and the 
correspondent histogram in Figure 5.9. This kind of 
image has a high contrast due to the radio-opaque 
contrast media injected in the coronary artery tree 
of the human heart. To be able to perform elabora-
tions on this sort of images the digital subtraction 
angiography (DSA) fi lter should be used in order to 
remove the presence of background artifacts (see 
Figure 5.10).

We can see that after the DSA operation the back-
ground has a better uniformity, and the coronary 
tree has a better contrast relative to the original 
image. The application of DSA to cardiac angiogra-
phy imaging is rarely used because it needs a heart 
beat synchronization. In fact the heart is moving 
and twisting during the heart beat, and this motion 

0 256

Count: 60.214 Min: 0
Mean: 48.734 Max: 255
StdDev: 49.579 Mode: 0 (14.334)

Fig. 5.6. Histogram of MR scan calculated with Image J Program (Abramoff et al. 2004)
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creates a lot of artifacts. To correct this behavior, it 
is possible to record images belonging to an entire 
cycle of heart beat, without any contrast injection. 
After that, these images are subtracted one by one 
from the corresponding images of the loop following 
the ECG synchronization. This procedure assures 
a fi ne subtraction of images in the case of patient 
immobilization or steadiness. If a patient moves 
during the acquisition, there are several registra-
tion techniques (Erik 1999; Meijering et al. 1999) 

to correct the misalignment of successive images in 
the sequence.

A threshold fi lter can now be applied to extract the 
coronary artery tree. The threshold can be applied 
with the aid of the histogram plot, and the result is 
shown in Figure 5.11.

The threshold operation is chosen in an interval 
with a heuristic method; all the points inside this 
range assume the value of “1” (white) and the others 
the value “0” (black).

0 256

Count: 60.214 Min: 0
Mean: 89.078 Max: 255
StdDev: 76.153 Mode: 0 (14.334)

Fig. 5.7. Histogram equalization of MR image

Fig. 5.8. Digital cardiac angiography image

Fig. 5.9. Histogram created with GIMP (Bunks 2000)
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5.5.4 
Region-Based Methods

These methods can be subdivided into two classes of 
operators: “region growing” and “split and merge.”

5.5.5 
Region Growing

The technique of region growing relies on the auto-
matic grouping of pixel regions that have a common 

property, for instance, groups of pixels that have the 
same brightness or pixels that are “similar” due to 
a particular property (Fig. 5.12).

The fi rst step is to choose an arbitrary “seed pixel” 
that is compared with adjacent pixels; after that all 
adjacent pixels are analyzed with a recursive pattern, 
and clusters regions with the same similarity prop-
erty are found; when the growth of these regions 
cease the algorithm is stopped. This is a so-called 
“bottom up” method because it starts from a region 
inside the image and grows to the whole image.

5.6 
Region Splitting

This method is the opposite of region growing and 
is also called “split and merge,” and the approach is 
based on similarity as to a certain property. Here we 
do not use the seed, but we consider the whole image 
to be divided into pieces with a similar property. 
The algorithm starts from the image and checks if 
the area under observation behaves according to the 
property we have fi xed; if not, the area is split into 
equal regions, generally four. In every region the 
same algorithm is applied until all regions are found. 
The merging is applied when all regions are found 
in order to group adjacent similar regions. This is a 
so-called “top down” method because it starts from 
the whole image and fi nds regions inside.

Fig. 5.12. Region growing: the seed grow from pixel 
to region

Fig. 5.10. DSA applied to cardiac angiography

Fig. 5.11. Threshold operation on DSA image
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6.1 
Introduction

Three-dimensional (3D) medical image processing is 
a large fi eld that has evolved in recent years, leading 
to a major improvement in patient care. The revolu-
tionary capabilities of new 3D and 4D medical imag-
ing modalities, along with computer reconstruction, 
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visualization, and analysis of multi-dimensional 
medical volume image data, provide powerful new 
opportunities for medical diagnosis and treatment. 
3D image processing provides an extensive set of 
tools for 3D volume calculation, measurement, and 
quantitative analysis. Starting from 3D models of 
the patient, automatically identifi ed and extracted 
from anatomical structures, diagnosis and surgical 
simulation can be supported. Moreover, using aug-
mented reality capabilities, it is possible to merge 
pre-operative or intra-operative data with reality, 
which is a valuable tool in the fi eld of image guided 
surgery.

The basic tasks in 3D image processing can be 
classifi ed into three parts following the traditional 
computer vision approach. Early vision includes 
image restoration and basic image segmentation, 
as well as the image formation problem. Mid-level 
vision is about advanced image segmentation, image 
registration and volumetric image visualization. 
Finally, high-level vision covers image recognition 
and understanding, linking the image processing 
fi eld with the machine intelligence fi eld.

In applying image processing to the fi eld of medi-
cine, just about all aspects of computer vision are 
important, but the fundamental aspects are image 
segmentation, image registration and image visual-
ization.

Image segmentation is the task of partition-
ing the data into contiguous regions representing 
individual anatomical objects. In fact, image seg-
mentation associates different tissues imaged by an 
acquisition device to different logical classes. It is a 
prerequisite for further investigations in many com-
puter-assisted medical applications, e.g. individual 
therapy planning and evaluation, diagnosis, simu-
lation and image guided surgery. A central problem 
in 3D image segmentation is distinguishing objects 
from background or different objects in a complex 
scene. This is due to the characteristics of the imag-
ing process, as well as the gray-value mappings of 
the objects themselves.
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Medical image data come from different sources 
that can be combined (or fused together) in the same 
3D data volume. This is extremely useful in under-
standing how different aspects of anatomy and 
function relate to each other. Image fusion opera-
tion requires that images must fi rst be geometrically
and/or temporally aligned. This alignment process 
is known as registration. The registration procedure 
usually involves images coming from different modal-
ities, and is defi ned as multimodal  registration.

Image visualization represents perhaps the most 
important connection between the image data and 
the user. Volume rendering works directly on image 
data, but requires more computational power. Sur-
face rendering is used in many medical applications 
when 3D visualization must be performed in real 
time or in near real time. The surface rendering 
approach uses image segmentation to extract the 
relevant regions to visualize.

In this chapter, image segmentation, image visu-
alization, and image registration will be examined. 
It is impossible here to examine all algorithms 
related to these three main aspects of image process-
ing. However, for each section some representative 
approaches will be described in detail.

6.2 
3D Data Volume

3D image processing algorithms operate on volu-
metric data, i.e. a 3D region in the space. This data 
type may be directly available from the scanner, 
as in 3D acquisition modality, or it may be recon-
structed using computer algorithms. Nowadays, 3D 

image data are almost always digitized. This means 
that image data are stored in numerical form in 
a computer station, and codifi ed in specifi c image 
format as DICOM. Generally, a 3D volume will be 
consistent in a series of parallel slices covering the 
region of interest. Most of the 3D medical images are 
sampled anisotropically, with the distance between 
consecutive slices greater than in-plane pixel size. 
So, the spatial resolution – that is the size of the 
image voxels –  may be different in the three dif-
ferent directions. In such a case the data volume is 
made of voxels, with a base corresponding to the 
pixel dimension dictated by the in-plane resolution 
of the scanner, and a height corresponding to the 
distance between consecutive slices. Usually pixels 
have a square shape because the in-plane resolution 
along the two axes is the same.

In Figure 6.1 three data volumes are depicted 
with different voxel size: a) isotropically sampled 
image at low resolution; b) anisotropically sampled 
image with in-plane resolution higher than resolu-
tion between consecutive slices; and c) isotropically 
sampled image at high resolution.

From the image processing point of view, the best 
situation is represented by cubic voxels. In fact, 3D 
image processing algorithms are sensitive to the 
anisotropy in the data volume, and the quality of 
the process is degraded for non-cubic data volume. 
When the voxel size is provided isotropically, 3D 
rendering will have the correct scale in all three 
dimensions. This permits it to perform measure-
ments at any plane and to reslice the image along 
an arbitrary axis in 3D space. Simply defi ne the 3D 
angle and a new image is created. When cubic shape 
is not available, an interpolation phase is required 
that introduces errors directly related to the anisot-
ropy strength in the data volume.

Fig. 6.1a–c. Voxels size: a isotropically sampled data at low resolution; b anisotropically sampled data; c isotropically sam-
pled data at high resolution

a cb
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6.3 
3D Image Segmentation

The aim of the segmentation process is to extract a 
three-dimensional surface for each anatomic object 
from volumetric data. Because of the importance of 
identifying objects from an image, there have been 
extensive research efforts on image segmentation 
in recent decades. A number of image segmentation 
methods have been developed using fully automatic 
or semi-automatic approaches for medical imaging 
and other applications.

The key diffi culty with segmentation of medi-
cal images is the presence of gray scale inhomoge-
neities. In magnetic resonance images (MRI), for 
instance, these are caused by radiofrequency (RF) 
wave attenuation by tissue, inhomogeneities in the 
static magnetic fi eld, non-uniform RF coil trans-
mission or sensitivity, and magnetic susceptibility 
of tissue. These gray scale inhomogeneities change 
over time and with different acquisition parame-
ters, and appear in images as local changes in tissue 
mean and variance. This means that the same tissue 
can assume different signal levels in different space 
locations. Such intensity variations can be smoothed 
out using special fi lters such as anisotropic fi lters.

An impressive number of 3D segmentation algo-
rithms were developed in the past few years. Perhaps 
the most used method in object-specifi c segmentation 
is based on deformable models (Ducan and Ayace 
2000; Singh et al. 1998; Kass et al.1987; Ayache et 
al. 1992; Bardinet et al. 1996; Cohen 1991; Cohen 
and Cohen 1993). Such deformable models or snakes 
were improved by the introduction of a new class of 
external force, called the gradient vector fl ow (GVF) 
fi eld, which are vector fi elds derived from images by 
minimizing an energy functional in a variational 
framework (Xu and Prince 1998). Another common 
method is clustering, which is based on the analy-
sis of gray level distribution in the volume. Alter-
natively, region-growing methods can be used that 
utilize multiparametric data coming from different 
data sources, such as MRI acquired with different 
pulse sequences (O’Donnell et al. 1986). Basic deci-
sion trees (minimum spanning trees) and statistical 
clustering strategies are employed to combine the 
information coming from different channels. 

In the following sections the anisotropic fi lter-
ing approach, often used as a pre-processing step 
in medical image processing, will be described fi rst. 
Next, the GVF-based deformable model, one of the 

most well known approaches to contour-based seg-
mentation, will be described. Finally, a gray level-
based segmentation, in particular the fuzzy C-mean 
algorithm, will be introduced.

6.3.1 
Anisotropic Filtering

Smoothing (isotropic) is often used as a pre-process-
ing step in medical image analysis in order to reduce 
image noise. However, the smoothing operation has 
a blurring effect on image region boundaries, reduc-
ing the effectiveness of the following segmentation 
procedure. A possible solution is the use of an aniso-
tropic fi lter – that is, a fi lter that works in a different 
way on different regions of the image.

Perona and Malik (1990) formulated smoothing 
as a diffusive process that is suppressed or stopped 
at boundaries by selecting proper spatial diffusion 
strengths. In particular, depending on the values 
assumed by diffusion strength, the fi lter is able to 
realize intra-region smoothing without smooth-
ing across boundaries. Theoretically, the nonlinear 
anisotropic diffusion equation is:

∇ ⋅x x= +x x
∂

∂t
I t c t I t c t I t( , ) ( , ) ( , ) ( , ) ( , )x ∇Δ  (6.1)

Where  and  are, respectively, the gradient 
and the laplacian operators. The diffusion strength 
is controlled by c(x, t). The vector x represents the 
spatial coordinates, while the variable t in discrete 
implementation corresponds to iteration step n. The 
function I(x, t) is the image intensity. The diffusion 
function c(x, t) assumes a constant value for linear 
isotropic diffusion. In that case the diffused image 
derives from application of the Laplacian operator 
to the image isotropically. Alvarez et al. (1992) 
showed that the price for eliminating the noise 
with linear diffusion is the blurring of edges, which 
makes detecting and localizing them diffi cult.

In order to preserve edges, the diffusion must be 
reduced or even blocked when close to a disconti-
nuity. The diffusion function c(x, t) was chosen as 
a nonlinear function of gradient image intensity 
∇I(x, t), as follows:

c t( ,x xg I t e

I t

K) ( ( , )

( , )x

= ∇ =
−

∇ ²

2 ²
 (6.2)

The diffusion coeffi cient c(x, t) monotonical 
decreases with increasing gradient ∇I. The parame-
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ter K is the diffusion constant, and is chosen in order 
to preserve edge strength at the object’s boundary 
and to reduce noise contribution. The fl ow strength 
is dependent on the relationship between K and ∇I. 
The maximum fl ow is produced at image location 
with ∇I = K. When ∇I is below K, the fl ow func-
tion reduces to zero because in most homogeneous 
regions the fl ow is minimal. For ∇I larger than K, 
the fl ow function again decreases to zero, halting 
diffusion at locations of high gradients. Therefore, 
a proper choice of diffusion function not only pre-
serves, but also enhances, object edges usually situ-
ated at high gradient values. 

Figure 6.2 shows the effect of different levels of 
anisotropic fi lter on a MRI cardiac image. It should 
be noted that the noise in the image is reduced pro-
portionally to the fi ltering level, but the transitions 
between different tissues remains sharp.

6.3.2 
GVF Snake Model

A deformable model (also known as snake) is a sur-
face (a curve in the 2D space) that moves through 
the spatial domain of the image itself. Snakes or 
active contours can move under the infl uence 
of internal forces coming from within the curve 
itself, as well as external forces computed from 
the image data. The internal and external forces 
are defi ned so that the snake will conform to an 
object boundary or other desired features within 
an image. In general, the standard snake algorithm 
suffers two limitations: fi rst, it is very sensitive to 
the initialization curve that must be as near as 
possible to the detecting contour; second, active 
contours have diffi culty progressing into bound-

ary concavities. The introduction of a new external 
force in the active contour model, as described by 
Xu and Prince (1998), overcomes previous draw-
backs. It has been defi ned as gradient vector fl ow 
snake (GVF snake) and is computed starting from 
the gradient vectors of a gray level or binary edge 
(gradient) map derived from the image. The use 
of GVF snake brings a more stable and accurate 
solution to contour detection and rough curve ini-
tialization.

Given the gradient map I(x, t) evaluated on an 
image, the GVF can be defi ned as a vector fi eld v(x, t) 
that minimises the following functional:

,t( ) ²= ∇ε μ +∫∫∫ v x

 I tt t( )xI ²∇ −∇( ) ( ), v x, x, xd²  (6.3)

where v(x, t)
 

is the gradient of the vector fi eld 
v(x,t). 

This formulation forces the fi eld to vary slowly 
in homogeneous regions and to keep v nearly equal 
to the gradient map where high spatial variations 
are present. In fact, the fi rst term in Equation 6.3 
becomes dominant where I(x, t) is small, yielding 
a slowly varying fi eld in homogeneous regions. On 
the other hand, the second term becomes dominant 
where I(x, t) is large, and is minimized by setting 

v(x, t) = I(x, t) . The μ parameter governs the 
trade-off between the fi rst and second term in the 
integral, and depends on the amount of image noise: 
high noise requires a high μ value. In fact, the slowly 
varying fi eld produced by the fi rst term must exceed 
the noise value in homogeneous regions.

In Equation 6.3 v(x,t) is treated as function of t 
(i.e. the number of iteration steps in our discrete 
implementation) as follows:

Fig. 6.2a–d. Anisotropic fi ltering of MRI cardiac images. Images from left to right show the effects of different (different 
K-values) strengths of the fi ltering operation

a cb d
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−t( ), vt μ= ∇v x x,t ( ) 2

 , x) (I t∇ ∇( ( −tv x , x,)) ( )I t 2
 (6.4)

where vt(x, t) is the fi rst derivative of v(x, t) with 
respect to t. The steady-state solution of the linear 
parabolic Equation 6.4 is the solution of Equa-
tion 6.3. Equation 6.3 can be solved in the iterative 
manner using standard numerical methods.

The energy functional is defi ned as follows:

xαE s= +∫ 1
2

²
0

1
[ ' ( )

 xβ s Eext s ds" +²( ) ( ( ))]x  (6.5)

where: x(s) = [x(s), y(s), z(s)] is the deformable model, 
s ∈ [0,1], a and b are weights that control the 
mechanical properties of the deformable model, 
i.e. tension and rigidity respectively; x�(s) and x�(s) 
denote the fi rst and the second derivatives of x(s) 
with respect to s; and Eext(x) is the potential force 
associated to the external fi eld v(x, t). According to 
Equation 6.5 the deformable model can be computed 
as follows:

xt(s, t) = x�(s)– x��(s)+v(x, t)  (6.6)

where xt(s, t) is the fi rst derivate of x(s, t) with respect 
to t, the external fi eld v(x, t) is the potential force 
derived by Equation 6.4, and x�(s) and x��(s) are, 
respectively, the second and the fourth derivatives 
of x(s) with respect to s. The parametric deform-

able surface that represents the steady-state solution 
of Equation 6 is called the GVF snake. From the 
numerical point of view, this solution can be found 
by using an iterative algorithm, as described in Xu 
and Prince (1998).

In Figure 6.3b, a GVF fi eld representation of the 
MR image in Figure 6.3a is shown. As expected, the 
GVF vectors are pointing out into the boundary 
cavity, thus confi rming the peculiarity of this opera-
tor to enter into boundary concavities.

As an example, in Figure 6.4 the GVF snake is 
applied to the detection of the endocardial border 
in a MRI image of the human heart (Santarelli et 
al. 2003). In (a), the original MRI image and the cor-
responding GVF fi eld are shown. In (b), the original 
placement of the snake is depicted on both the MRI 
image and the GVF map. In (c), the snake converges 
to a maximum of the GVF fi eld, which corresponds 
to the endocardial border in the MRI image.

6.3.3 
Fuzzy C-Mean Cluster Segmentation

The fuzzy C-mean (FCM) approach (Udupa and 
Samarasekera 1996; Bezdek 1948) is able to make 
unsupervised classifi cation of data in a number of 
clusters by identifying different tissues in an image 
without the use of an explicit threshold. The FCM 
algorithm performs a classifi cation of image data by 
computing a measure of membership, called fuzzy 
membership, at each pixel for a specifi ed number 
of classes. The fuzzy membership function, con-

Fig. 6.3a,b. GVF fi eld extracted from a MRI image of the left heart ventricle

a b
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strained to be between 0 and 1, refl ects the level of 
similarity between the image pixel at that location 
and the prototypical data value or centroid of its 
class. Thus, a membership value near unity means 
that the image pixel is close to the centroid for that 
particular class. FCM is formulated as the minimiza-
tion of the following objective function with respect 
to the membership function u and centroids v:

∑∑
Ω∈ =

−=
j

C

k
kj

q
jkFCM vyuJ

1

2
 (6.7)

where Ω represents the pixel location in image 
domain, q is a parameter greater than the one that 
determines the amount of fuzziness of the classifi ca-
tion (typically q = 2 is used), ujk is the membership 
value at location j for class k, yi is the intensity value 

at j-th location, vk is the centroid of class k, and C is 
the number of classes.

When the above objective function is mini-
mized, the value of ujk approaches 1 only if the pixel 
intensity at j-th location is close to the centroids of 
class k. Similarly, the value of ujk approaches 0 only 
if the pixel intensity at j-th location is far from the 
centroids of class k. Also, the pixels with the same 
intensity value are grouped into the same groups 
with the same probability.

The minimization of JFCM is based on suitably 
selecting u and v by using an iterative process 
through the following equations:
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The algorithm stops when the value of ujk con-
verges.

The results of the algorithm are the intensity 
values that characterize the tissue classes (vk) and 
the uk masks that describe the distribution of the 
classifi ed tissues along the processed image. 

Figure 6.5 shows an example of the use of the 
FCM method on MRI abdominal images (Positano 
et al. 2004). In this kind of problem, three tissue 
classes can be identifi ed: background/air signal, 
fat signal and signal related to other tissues such as 
muscle, blood, etc. Consequently, C = 3 in the FCM 
algorithm. Three masks were extracted from each 
image, each related to a tissue distribution and to 
a representative value vk for the extracted tissues. 
In each mask, white pixels represent pixels with a 
high value of uk (i.e. values near 1.0), dark pixels 
are related to low values of uk (i.e. values near 0.0). 
In other words, white pixels represent the back-
ground/air area in Figure 6.5b, the no-fat tissues in 
Figure 6.5c, and the fat tissues in Figure 6.5d. The 
representative intensity values are v1 (air), v2 (no-fat 
tissue) and v3 (fat tissue).

Fig. 6.4a–c. Detection of the endocardial wall in MRI heart 
images by application of the GVF-snake approach

a

c

b
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6.4 
3D Image Visualization

6.4.1 
Surface Rendering

Surface rendering is a process in which apparent 
surfaces are produced from the data volume and an 
image of the extracted surfaces is suitably visual-
ized. Surface contours are modelled with bi-dimen-
sional primitives, as triangles or polygons, in order 
to represent a 3D object. The basic idea is to extract 
a surface from the 3D data volume as a collection 
of adjacent polygons and to visualize the extracted 
surface by appropriate algorithms. Diffusion and 
shading of light are exploited as well, increasing 
the 3D illusion.

Figure 6.6 shows a wire-frame representation of 
the heart (right) and the resulting 3D visualization 
(left). Original data were acquired by cardiovascular 
MRI.

Most of the research in this fi eld is focused on how 
the surface is determined with a high degree of fi del-
ity. This represents a segmentation problem that can 
be solved in several ways, including those described 
in the previous sections. The segmentation process 
of 3D data may produce a series of contours (as in 
the GVF snake algorithm) defi ned on each slice, or 
a 3D mask (as in clustering algorithms) that defi nes 
the object of interest. In the fi rst case, the 3D surface 
is reconstructed by a triangulation algorithm. In the 
second case, the marching-cube algorithm will be 
exploited.

The triangulation approach is described in 
Figure 6.7. Contours defi ned on two adjacent slices 
are divided into the same number of equiangular 
sectors. The points corresponding to sector neigh-
bors are connected by obtaining a series of triangles 
that will defi ne the surface.

The marching-cube algorithm works on a 3D 
mask that defi nes the object of interest obtained 
by a threshold-based or a more complex segmen-

Fig. 6.5a–d. Segmentation of MRI abdominal images by the fuzzy C-mean clustering algorithm. Origi-
nal image (a), background signal map (b), muscle tissue map (c) and fat map (d)

a

c

b

d
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tation algorithm. For sake of simplicity, the algo-
rithm is described in Figure 6.8 using a 2D example. 
Gray pixels mean object mask; white pixels defi ne 
the region outside the object to be visualized. The 
algorithm proceeds moving a square (A) with the 
four edges that point to four image pixels. For each 
square position, the confi guration of the four image 
pixels is searched in the table in the lower part of the 
fi gure that represents all 16 possible combinations. 
For instance, the square A corresponds to position 3 
in the table, so that a segment will be drawn accord-
ingly. Square B corresponds to position 7 in the 
table, so that a vertical segment will be drawn, and 
so on. Moving the marching square over the entire 
image, a 2D smooth contour will be obtained that 
describes the segmented object.

When the marching cube algorithm is used on 3D 
data, a cube will move across the 3D data set, and 
the table will contain 256 possible confi gurations. 
The result of the marching cube algorithm will be a 
smoothed surface that will be visualized.

When the surface is defi ned by triangulation 
or marching-cube algorithms, the following step 
serves to remove hidden surfaces. This means that, 
for the chosen point-of-view, the background trian-
gles must be removed. This task is accomplished by 
a depth-sort algorithm.

Another important aspect in the surface render-
ing algorithm is the exploitation of the shading and 
diffusion effects. Virtual light sources are inserted 
in the scene, and the diffusion and refl ection of 
light is simulated to increase the quality of the visu-
alization. Figure 6.9 shows the difference between 
a 3D reconstruction of a cube with poor shading 
effect (left) and a more accurate lighting simula-
tion (right). This simple example shows the impor-
tance of an accurate light simulation in 3D surface 
 rendering.

The main advantage of the surface rendering 
approach is the reduction of the data to be processed. 
In fact, 3D data are reduced to a 2D surface that can 
be represented by a simple list of polygons and the 
connections between them. Moreover, the surface 
rendering approach can exploit the hardware and 
software libraries developed for the video games 
market, with a dramatic reduction of the needed 
cost. The main drawback is the need of a pre-pro-
cessing step that consists of a segmentation of the 

Fig. 6.6. Surface rendering of human heart

Fig. 6.7. Triangulation method
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object to be visualized from the 3D data volume. 
Segmentation may be diffi cult and tedious, and an 
error committed in the segmentation process will 
propagate in the visualization step.

6.4.2 
Volume Rendering

Volume rendering is a process that visualises sam-
pled functions of 3D data volume by computing 2D 
projections of a semi-transparent volume from a 
desired point of view without the use of any seg-
mentation procedure; i.e. it preserves any informa-

tion contained in the data volume. Typically, at each 
voxel in the data volume a color and a transpar-
ency is assigned, depending on look-up tables. Then 
rays are traced into the volume and are attenuated 
and colored depending on their route through the 
volume.

The main disadvantage of this method is the huge 
amount of data to be manipulated during the differ-
ent phases of the algorithm, which requires a huge 
amount of computational power.

A few methods are used in computer graphics 
to render 3D data volumes into 2D screens by pre-
serving information contained in the data volume. 
Among them is ray casting, which is a signifi cantly 

Fig. 6.8. “Marching square” algorithm

Fig. 6.9a,b. Lighting effect

a b
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B
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faster version of the ray tracing algorithm, and which 
will be described in below in more detail. In fact, 
ray tracing accounts for multiple refl ections from 
virtual surfaces, but the quantity of data to deal 
with is of the order of the data volume dimension. 
For instance, a cubic volume of 2563 voxels contains 
about 17 million voxels. A surface rendering opera-
tion applied to the same data volume requires only a 
few thousand geometric primitives.

In Figure 6.10 the basic principle of the ray trac-
ing method is explained: the data volume is scanned 
by one or more light ray sources.

Rays emitted by the light sources (B) are refl ected 
or diffused by each voxel in the data volume (C). The 
available information from a data volume is the gray 
level associated to each voxel, which refl ects some 
tissue properties according to the type of energy 
used during image acquisition. Refl ected rays trav-
elling toward the observer (A) will produce an image 
(D) of the 3D data volume as seen by an observer 
from a particular point of view.

Usually, each voxel is characterized by two dif-
ferent values: an opacity value that defi nes the light 
quantity that crosses the voxel, and a shading value 
that represents the refl ection or diffusion properties 
of the tissue.

The opacity value associated to each voxel is a 
quantity that varies from 0 (the voxel is completely 
transparent and all light crosses the voxel) to 1 (the 
voxel is completely non-transparent). The corre-
spondence between voxel gray level intensity and 
degree of transparency is operator-dependent. For 
instance, dealing with TAC images of the brain, the 
opacity value can be set to 0 for soft tissues, so only 
the rendering of the bone tissue is available, or to 
0.5, so both soft tissue and bone are visible. Usually 
the operator chooses the best opacity value trough a 
graphical user interface.

In Figure 6.11 the results obtained by modifying 
the opacity value on an object constituted by two 
cubic data volumes one inside the other are shown. 
The external cube is characterized by an opacity 
value of 0.5, while the inner one has an opacity value 
of 1. The two plots in the fi gure describe two possible 
choices of opacity value: the horizontal axis reports 
the intensity distribution relevant to the voxels, while 
the vertical axis reports the opacity value. In (A) a 0 
opacity value is applied to voxels with an intensity 
value lower than 50, and an opacity value equal to 1 
applied to voxels with intensity value equal to 100. 
In such situations, only the inner cube is visualized. 
In (B) the opacity value of the external cube is 0.2 
(almost transparent), while the inner cube is com-
pletely non-transparent.

Shading function is used to improve the shape 
of an object in a data volume. To assign the shad-
ing function to a data volume, fi rst a virtual surface 
inside the data volume is extracted. The simplest 
method consists of evaluating the gradient at each 
voxel as the difference between the current intensity 
value and the adjacent ones. The relevant gradient 
map delineates the surface of the border of the organ 
inside the data volume. A fi ltered version of the gra-
dient map can be used as a virtual surface. Usually, 
the relationship between gradient values and shad-
ing parameters is automatically defi ned by the visu-
alization algorithm.

Figure 6.12 shows the effect of the shading func-
tion: in (A) only the opacity function is accounted, 
so the cube shape is poorly defi ned; in (B) the intro-
duction of the shading function improves the cube 
visualization.

As is the case with opacity function, the shad-
ing function can be modifi ed by the user through a 
graphical user interface.

Fig. 6.10. Scheme of volume-rendering algorithm. (A) ob-
server; (B) light sources; (C) data volume; (D) reconstructed 
image
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6.4.3 
Projection Algorithms

This family of algorithms mimics the physical phe-
nomena behind the production of radiographic 
images. The 3D data set consists of a sequence of 
parallel slices (A in Fig. 6.13). A projection direc-
tion (B) is chosen, and projection rays are defi ned 
parallel to the projection direction. The projection 

rays intercept the volume slices in a series of points 
(C). Consequently, for any ray a series of gray level 
values are defi ned. In the MIP (maximum intensity 
projection) algorithm, the maximum value is chosen 
among all computer gray values and mapped on the 
projected image (D). The projected image represents 
the 3D MIP visualization of the 3D data volume. MIP 
algorithm is usually used when the object of inter-
est is characterized by a high signal level (e.g. MR 

Fig. 6.11a,b. Opacity function 
effects on volume rendering a b

Fig. 6.12a,b. Shading function effect: 
a rendering without shading, b rende-
ring with shading ba
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or CT angiography). The MIP (minimum intensity 
projection) algorithm is complementary in respect 
to the MIP and is used when the object of interest 
presents a low intensity value (e.g. X-angiography). 
In the RaySum algorithm, the projected value is 
computed by summing all pixel values collected by 
the projection ray.

The use of parallel projection rays implies that the 
virtual point of view is far from the reconstructed 
object. In some applications, such as virtual endos-
copy, this simplifi ed hypothesis does not hold, and 
a more complex perspective projection should be 
used.

6.4.4 
3D Visualization Tools

Any 3D rendering algorithm is not able to fully 
exploit its potentialities when the support for visu-
alization is a bi-dimensional screen. Thus, a number 
of tools are available, based on 3D glasses, for 
increasing the illusion of three-dimensionality. The 
basic principle consists of supplying the two eyes 
of the observer with two slightly different images, 
exploiting what happens in the real word. In fact, 
in the vision mechanism for an observer placed at 
a distance from an object, the two eyes receive two 
images seen from two different perspectives. The 
eye-brain system integrates the two images in order 
to derive the three-dimensionality (stereoscopy) of 
the object.

In glasses supplied with optical fi lters, each lens 
is constituted by an optical fi lter, i.e. red or green, 
in order to supply each eye with light of only one 

color. On the screen, two superimposed images are 
visualized, one in red and the other in green. Using 
optical fi lters it is now possible to observe different 
images with each eye, thus creating the illusion of 
3D in the brain.

In shutter glasses each lens is constituted by a 
crystal liquid lens, which has the property to block 
the light when suitable polarized. The two images, 
right-eye image and left-eye image, used to pro-
duce the 3D illusion are alternatively projected on a 
screen. When the right image is projected, the shut-
ter will switch off the left eye lens, and vice versa 
during left image projection.

In LCD glasses each lens consists of small liquid 
crystal screens, so each eye is able to visualize one 
of the two stereoscopic images. With LCD glasses 
the quality of the 3D illusion is superior, though this 
method is still expensive.

6.5 
3D Image Registration

In the late 1980s, clinicians, physicists and image 
analysis researchers began to think seriously about 
integrating different forms of image-derived infor-
mation. To permit this fusion, 3D datasets, often 
acquired with different image modalities, had to be 
registered. 

The fi rst widely known registration of 3D data 
involved matching surfaces manually extracted from 
either CT, MRI, SPECT or PET images ( Pellizzari 
et al. 1989). This approach, know as feature-based 
registration, dominated the fi eld of 3D images reg-
istration until mid-1990s due to computational 
complexity constraints. In fact, the main advan-
tage of this approach is the dramatic reduction of 
required processing time, because the dimension 
of extracted features is usually at least an order of 
magnitude below the dimension of images (i.e. lines 
vs. 2D images, surfaces vs. 3D images). The main 
disadvantages of the feature-based approach are 
the arbitrary choice of the feature to extract and 
the drawbacks in the correct extraction of the fea-
tures. In feature-based registration, an important 
step was the adoption of the iterative closest point 
(ICP) algorithm, as described by Besl and McKay 
(1992). The ICP algorithm allowed to effectively reg-
ister features (i.e. lines or surfaces) extracted from 
3D data sets.

Fig. 6.13. Ray-sum algorithm
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In mid-1990s, voxel intensity-based methods 
became available due to the increase of computing 
power. Viola and Wells (1995) and Collignon et 
al. (1995) introduced the concept of mutual informa-
tion, which in the years following became the most 
effective and widely used metric in the voxel-inten-
sity registration methods (Pluim et al. 2003). An 
excellent review and categorization of registration 
strategies through 1998 is contained in the article by 
Maintz and Viergever (1998).

At present, work on 3D image registration mainly 
involves non-rigid mapping schemes, as described 
by Crum et al. (2004). Non-rigid registration is 
needed when information coming from two patients 
or from one patient and an atlas must be related. 
Moreover, when different image modalities are 
used, non-rigid registration algorithms are needed 
to take into account differences in acquisition pro-
tocols, resolution, etc.

With the development of image-guided interven-
tion, imaging and image processing become key 
parts of a surgeon’s procedure, and real-time or 
near real-time image registration become an impor-
tant issue. Furthermore, the registration of different 
types of intra-operative information to pre-opera-
tive images and atlases present a variety of new chal-
lenges.

Many criteria can be used to classify registra-
tion methods. If the registration procedure involves 
images coming from different modalities, it is 
defi ned as multimodal registration. When the reg-
istration involves images produced by the same 
modality, the registration is called unimodal. 

Criteria can be also related to the dimensionality 
of the images (2D, 3D or dynamic 3D images), the 
nature of registration basis, the nature of the trans-
formation (rigid, affi ne, projective or curved), the 
interaction (manual, semi-automatic and automatic 
methods), the modalities involved and the subject 
(intra-subject, inter-subject or atlas).

About the nature of registration basis, image-
based registration can be divided in two main 
classes:

extrinsic, i.e. based on foreign objects introduced 
into the imaged space designed to be well visible 
in the pertinent modalities. The main disadvan-
tage of extrinsic methods is that they are invasive 
in nature. 
intrinsic, i.e. based only on the image data. 
Intrinsic methods can be based on a limited set 
of salient points (landmarks), on alignment of 
segmented structures (segmentation of features-

1.

2.

based) or on measures computed from the image 
gray values (voxel-based). Landmarks can be 
manually selected by the user (anatomical land-
marks) or automatically extracted (geometrical 
landmarks). Geometrical landmarks correspond 
to the optimum of some geometrical proprieties, 
such as corners and local curvature . In the seg-
mentation-based methods, two lines or surfaces 
sets (i.e. image features) are extracted from both 
images, and used as input for the alignment pro-
cedure. The voxel-based methods operate directly 
on the image gray values. In principle axes and 
moment-based methods, the image content is 
reduced to a representative set of vectors, and the 
registration is performed using the extracted vec-
tor set. The methods using the full image content 
attempt to perform the registration by maximis-
ing the cross-correlation, the mutual information 
or some other relationship between images. Vox-
el-based registration does not generally require 
extensive pre-processing, such as segmentation 
or feature extraction. 

With regard to interaction, the registration meth-
ods can be categorized as:

Automatic, which is when the user only supplies 
the algorithm with the image data.
Semi-automatic, which is when the user has to 
initialize the algorithm performing the segmen-
tation or accept or reject suggested registrations.
Interactive, which is when the user does the regis-
tration himself, helped by the software. 

In automatic or semi-automatic registration 
algorithms, there are generally three main aspects 
(Brown 1992).

The search space is in the class of potential trans-
formations, such as rigid, affi ne and elastic, used 
to align the images. 3D rigid-body registration 
has six degrees of freedom: x, y and z translation, 
and rotation around the x, y and z axes. Affi ne 
transformations add shearing and scaling. The 
most general class of transformation, elastic or 
nonlinear registration, have (in theory) infi nite 
degrees of freedom.
The similarity metric is an indicator of how well 
the features or intensity values of two images 
match.
The search strategy optimises the similarity met-
ric. Examples include local or global searches, 
multi-resolution approaches and other optimiza-
tion techniques.

�

�

�

1.

2.

3.
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Although nonlinear registration is more real-
istic in principle, because tissues are deformable 
in some manner, rigid registration is often used in 
unimodal registration, which is a fi eld of particular 
interest in MRI and CT. Moreover, when a large set 
of data is involved, nonlinear registration requires 
exceptional computational power. With regard to 
similarity metrics, the current focus is on mutual 
information measures, which is the most often used 
technique  in the registration fi eld. Optimization 
techniques range from the classical (i.e. simplex and 
Powell methods) to the advanced (i.e. genetic algo-
rithms).

6.5.1 
The Registration Problem

In the following, it was assumed that an image has 
three dimensions. T denotes the spatial transforma-
tion that maps coordinates (spatial locations) from 
one image or coordinate space to another image or 
coordinate space. PA and PB denote coordinate points 
(pixel locations) in images A and B, respectively. The 
image registration problem is to determine T so that 
the mapping 

( ) BABA ppTppT =⇔→:  (6.10)

results in the best alignment of A and B. The 
domain where T is defi ned is called the search space 
of the registration problem. The function that defi nes 
the quality factor for the alignment is called the sim-
ilarity metric or registration metric. The algorithm 
used for the search of the function T that maximises 
the chosen metric is called the search strategy. 

In the most general case, two medical images 
may differ from one another by any amount of 
rotation about an axis or by any amount of transla-
tion in any direction. They may differ in scale, and 
non-rigid transformation can be present. More-
over, these features may vary locally throughout the 
volumetric extent of the images. The nature of the 
T transformation characterises the search space of 
the registration problem, ranging from nonlinear 
transformation, with a virtually infi nite degree of 
freedom, to rigid registration with six (for 3D vol-
umes) degrees of freedom. Intermediate cases are 
affi ne transformations, meaning the images can be 
scaled and sheared. 

It is important to note that biomedical images 
are usually coded in digital image format, typically 

the DICOM (digital imaging and communications 
in medicine) format. The DICOM format includes 
some information that can be useful for image reg-
istration, such as the position and orientation of the 
image with respect to the acquisition device and the 
patient, as well as to the voxel size, which means a 
preliminary registration can be performed using 
this geometrical data, thus reducing the image mis-
alignment. In unimodal registration, the absence of 
image scaling can be assured by the use of the same 
acquisition device with the same acquisition param-
eters. Moreover, because the pixel dimension in 
both images is known from the acquisition param-
eters, the scaling factor can be easily computed, and 
image scaling easily applied. Main sources of non-
rigid distortions in some biomedical images, such 
as MRI, are due to subject breath during acquisition. 
This kind of distortion affects cardiovascular and 
abdominal MRI, but is negligible in brain imaging. 
Moreover, because heart movement is not rigid in 
nature, some deformation of heart shape can occur 
due to poor EEG synchronization in cardiac MRI. In 
practice, one can often suppose that the images to 
be registered will differ only for a rigid transforma-
tion.

For 3D rigid body registration, the mapping of 
coordinates pA = [x y z] into pB = [x� y� z�] can be for-
mulated as a matrix multiplication in homogeneous 
coordinates:
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Where (tx, ty, tz) are the translation vectors and ( , 
, ) are the rotation values around the three axes.

Because digital images are sampled on a discrete 
grid, but T generally maps to continuous values, 
interpolation of intensities is required. The inter-
polation process can affect the effectiveness of the 
registration, so that the choice of an appropriate 
interpolation algorithm plays an important role in 
the development of the registration procedure.

In the registration process, one can defi ne a refer-
ence image and a fl oating image, the latter of which 
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is the image to be registered with respect to the ref-
erence image. The similarity function between the 
reference image and the fl oating image is evaluated. 
An optimization algorithm is used to estimate the 
best transformation function (T) that maximises the 
similarity function; the estimate function is used to 
transform the fl oating image. An interpolation oper-
ation is also required. If the result is satisfactory, the 
procedure ends; if not, a new transformation func-
tion is evaluated and a new loop is executed. The key 
issues in the registration algorithm are the choice of 
the similarity metric and the choice of the optimiza-
tion algorithm. These issues will be described in the 
following sections.

Sometimes, the images involved in registration 
can be pre-processed in order to improve the effec-
tiveness of the registration algorithm. The most 
common pre-processing step is defi ning a region 
of interest in images to exclude structures that may 
negatively affect the registration process. Other pre-
processing techniques consist of image fi ltering to 
remove noise, correction for intensity inhomogene-
ities and image resampling to achieve the same spa-
tial resolution in both images.

6.5.2 
Similarity Metrics

The similarity metric for image registration should 
satisfy some constraints. First, similarity metrics 
must be robust; that is, they should converge to 
a global maximum at the correct registration. In 
some cases, the best registration might be a local 
(not global) optimum. However, this problem can be 
overcome by selecting an initial orientation close to 
the correct registration, as described in the previous 
section. In the following example it is assumed that 
the global optimum is obtained at the correct regis-
tration transformation. Another important quality 
of the similarity metric is the computational com-
plexity that affects the time required to perform the 
registration.

Generally, three types of similarity metrics have 
been proposed in image registration (Maintz and 
Viergever 1998). They are based on correspond-
ing points, corresponding surfaces and correspond-
ing image intensities. The fi rst two methods can be 
grouped into one, and the two main approaches to 
registration can be summarized as follows:

Similarity measured by extraction of some geomet-
rical features from the two images. The extracted 

1.

features are compared, and a similarity index is 
extracted. The main advantage of this approach 
is the dramatic reduction of required processing 
time. In fact, the dimension of extracted features 
is usually at least an order of magnitude below 
the dimension of images (i.e. lines vs. 2D images, 
surfaces vs. 3D images). The main disadvantages 
are the arbitrary choice of the feature to extract 
and the drawbacks in the correct extraction of the 
features. 
Similarity measured by direct comparing of imag-
es to be registered. The main disadvantage of this 
approach is about the required processing time. 
In fact, all image data are involved in the analysis. 
The main advantage is the independence from any 
user input. This kind of method is also known as a 
voxel-based (3D) or pixel-based (2D) method.

Both approaches were extensively used for medi-
cal image registration. An example of the fi rst 
approach is the registration procedure for two MRI 
cardiac images. First, one must extract the same 
geometrical feature from both the reference and 
fl oating images. In the case of the cardiac MR image 
registration, the left ventricle contour is a natural 
choice and can be extracted from both images with 
an automatic algorithm such as the one described 
in Santarelli et al. (2003). If the left ventricle con-
tours were correctly extracted from both images, the 
similarity between the two images could be defi ned 
as the difference between the two extracted contours, 
introducing a defi nition of the distance between two 
closed curves. An optimization process could then 
be used to minimize such a distance, performing the 
image registration. An example of this procedure is 
the ICP algorithm introduced by Besl and McKay 
(1992); it is a general purpose method for the reg-
istration of two generic point set representations, 
including line segments sets, implicit curves, para-
metric curves and generic surfaces. At the end of the 
optimization process is the rotation matrix and the 
translation vector that register the two curves. The 
convergence theorem guarantees the achievement of 
a local minimum. The roto-translation matrix can 
be now applied to the fl oating image to perform the 
registration. The example shows both the advantages 
and disadvantages of the feature-based approach: 
the registration operation involves 1D data (i.e. the 
extracted contour) and consequently it is very fast 
and accurate. On the other hand, the feature extrac-
tion (i.e. the localization of left ventricle contours) 
can be diffi cult and error prone. In conclusion, the 

2.
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use of feature-based algorithms is suggested only 
when fast and effective segmentation algorithms are 
available on the images to be registered.

Voxel-based methods imply the comparison of 
image gray levels to be registered.

The simplest metric involves the use of difference 
or absolute difference between images (mean square 
difference):
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where (i,j) denotes the couples of corresponding 
voxels in the two images, and S is the domain where 
both images are defi ned. The introduction of the S 
domain means that the metric must be computed 
only in the geometrical region where both images 
are defi ned. This approach applies to all voxel-based 
metrics. This simple metric can be effectively used 
when the images to be registered are similar enough 
to each other.

Much of the current work on biomedical image 
registration utilises voxel similarity measures; in 
particular, mutual information based on the Shan-
non defi nition of entropy. The mutual informa-
tion (MI) concept comes from information theory, 
measuring the dependence between two variables 
or, in other words, the amount of information that 
one variable contains about the other. The mutual 
information measures the relationship between two 
random variables, i.e. intensity values in two images: 
if the two variables are independent, MI is equal to 0. 
If one variable provides some information about the 
second one, the MI becomes > 0. The MI is related to 
the image entropy by:

),()()();( YXHYHXHYXMI −+=  (6.13)

where: X and Y are the two images and H(.) is the 
entropy of a random variable, and is defi ned as:
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The joint entropy of X and Y is:
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All entropies must be evaluated on the domain 
where both images are defi ned, usually overlapping 

areas. Normalized mutual information (NMI), given 
as:

( ) ( ) ( )
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is less sensitive to the size of the overlap and can be 
used instead of MI.

The probability distribution for the evaluation of 
MI and NMI can be estimated with Parzen windows, 
histograms or other probability density estimators. 
The most common method uses images histograms. 
Q and K are images with M pixels that can assume N 
gray levels g1,g2,….gN. The MI between Q and K can 
be defi ned as:

( ) ( ) ( ) ( )KQHKHQHKQMI ,, −+=  (6.17)

where H(.) is the entropy of an image. H(Q) can be 
written as:

∑
=

=⋅=−=
N

i
ii gQPgQPQH

1
)()](log[)(  (6.18)

P(Q = gi)

which is the probability that a pixel in Q image will 
assume the value gi.

The image entropy can be written in terms of the 
image histogram HisQ:
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Further, the joint entropy of images Q and K with 
the same number of pixels M and the same gray level 
range N can be written in terms of joint image his-
togram HisQK:
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where HisQK(i, j) is equal to the number of simul-
taneous occurrences of Q = i and K = j.

The MI registration criterion states that the MI 
of the image intensity values of the correspond-
ing voxel pair is maximal if the images are geo-
metrically aligned. Because no assumption is made 
about the nature of the relation between the image 
intensities, this criterion is very general and pow-
erful. Mutual information has been shown to be 
robust for both multimodal and unimodal reg-
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istration, and it does not depend on the specifi c 
dynamic range or intensity scaling of the images. 
The mutual information as previously defi ned is a 
not negative number. Because many optimization 
algorithms are formulated as minimization algo-
rithms, the negative of MI (-MI) is often used as a 
similarity metric.

6.5.3 
The Interpolation Effect in the Registration 
Problem

When sub-voxel translation or image rotation is 
involved, image interpolation (also defi ned as resa-
mpling) is also required to obtain the roto-translated 
image. In the interpolation operation, the coordinate 
grid is defi ned by the voxel locations in the reference 
image. The voxel values of the roto-translated fl oat-
ing image must be recomputed in the coordinate 
grid. Several methods have been proposed for inter-
polation of medical images; an extended review can 
be found in Lehmann et al. (1999). Main interpola-
tion methods are: truncated and windowed sync, 
nearest neighbor, linear, quadratic, cubic B-spline, 
Lagrange and Gaussian interpolation. Because the 
interpolation operation has to be repeated for each 
computation of the similarity function, both inter-
polation accuracy and computational complexity are 
important in the choice of the interpolation method. 
Some methodologies, although more effective with 
respect to traditional methods, may be too slow to 
be adopted in the solution of the registration prob-
lem. Instead, the interpolation required to obtain 
the fi nal registered image is performed only once, 
and the choice of an accurate interpolation method 
is appropriate.

The main trouble with interpolation operation 
is that it can modify the gray level values, affect-
ing the evaluation of the similarity function. This 
effect can lead to incorrect registration results if 
a histogram-based metric, such as MI or NMI, is 
used. Often, the image dynamic is reduced to avoid 
this effect.

The simplest interpolation algorithm is the near-
est neighbor interpolation, where the new voxel 
values are recomputed as the value of the closest 
neighboring voxel. This algorithm preserves the gray 
values of the original voxels, but makes the registra-
tion metric insensitive to intra-voxel misalignment, 
because image movements less than the half of pixel 
size do not modify the interpolated images.

A more effective interpolation algorithm is the 
trilinear interpolation (bilinear in 2D images) where 
the value of recomputed voxels is evaluated as the 
weighted sum of the neighboring voxels. This tech-
nique introduces new gray values in the interpolated 
image.

When the similarity function is based on joint 
histogram computation, as in mutual information, 
it should be preferable to use an interpolation tech-
nique that preserves the gray level distribution. This 
technique, introduced by Pluim et al (2003), named 
trilinear partial volume distribution (PV) interpo-
lation, updates the joint histogram for each voxel 
pair in the two images. Instead of interpolating new 
intensity values, the contribution of the image inten-
sity of each voxel to the joint histogram is distrib-
uted over the all intensity values of the neighboring 
voxels, using the same weights as for trilinear inter-
polation. 

Figure 6.14 shows the previously described inter-
polation algorithms.

Nearest neighbor (NN) interpolation and trilin-
ear (bilinear in the present 2D example) interpo-
lation fi nd the reference image intensity value at 
position p, and update the corresponding joint his-
togram entry at p, while partial volume (PV) inter-
polation distributes the contribution of this sample 
over multiple histogram entries defi ned by its NN 
intensities, using the same weights as for bilinear 
interpolation.

It can be demonstrated that PV interpolation per-
forms better in the MI-based registration of data set, 
because spurious gray levels are not  introduced.

6.5.4 
Optimization Techniques in Image Registration

The problem of fi nding the parameters set that 
maximises a multi-variable function is called the 
optimization problem. In the rigid registration 
problem, the optimization algorithm should fi nd 
the rotation and translation parameters that will 
maximize the similarity function. If the registra-
tion is elastic, the number of parameters is virtu-
ally infi nite and should be reduced by introduc-
ing appropriate hypotheses. A common approach 
is to perform a rigid registration extended to the 
whole image, followed by a local elastic registra-
tion. The elastic registration is constrained to some 
mathematical model to limit the needed number 
of parameters. 



84 L. Landini, V. Positano, and M. F. Santarelli

To reduce the required processing time, a multi-
scale approach is often used. In the multi-scale 
approach, the registration is an iterative process. 
In the first step, low-resolution images are regis-
tered. The result of this step is used as an initial 
estimate for the next registration, which involves 
images at higher resolution. The process is iter-
ated until the best available resolution is reached. 
The main trouble with the registration process 
is the presence of local maxima of the similarity 
metric. Many similarity metrics, such as mutual 
information, are irregular and rough and are 
often trapped in local optima. In particular, this 
problem affects the multi-resolution approach 
because the global optimum may not present in 
lower resolutions.

In conclusion, the choice of the appropriate opti-
mization technique is a compromise between the 
effectiveness of the method (i.e. the ability to fi nd the 
global optimum) and the processing time required 
for the optimization process. Local methods, such 
as the Powell method, conjugate gradient, Leven-
berg-Marquard or the simplex algorithm provide 
good performance but do not guarantee to reach 
the global optimum of the similarity function. On 
the other hand, global optimization methods such 
as simulated annealing, genetic algorithms, tabu 
search and particle swarm optimization are gen-
erally more expensive in terms of processing time 
while they assure, under some conditions, the con-
vergence to a global optimum. An extensive descrip-
tion of the optimization is beyond the limit of this 
chapter.

6.6 
Conclusion

Some conclusions can be inferred from the 3D image 
processing aspects discussed in this chapter, and 
some speculation can be made about the future 
of medical image processing. First, as discussed 
previously, image segmentation is the key issue in 
the whole 3D image processing fi eld. In fact, seg-
mentation is involved in both advanced 3D visu-
alization and feature-based registration. 3D image 
segmentation use in explicit or explicit way some 
modelling of the images involved in the processing. 
Optimal parameter settings in the formulation of 
anisotropic fi ltering and GVF-snake depend on the 
nature of the image under examination. In the fuzzy 
C-mean algorithm, the number of tissue classes to 
be used depends on the image nature as well. The 
approach to image segmentation explicitly includes 
the algorithm dependence from data, and the so 
called model-based segmentation, which incorpo-
rates a model of the structure to be identifi ed in 
the algorithm, is extensively used. Another popular 
approach is the Bayesian approach, where the prior 
knowledge of the object to be recognized is included 
as a priori hypothesis. It is likely that the use of 
a machine learning approach to learn the optimal 
algorithm setting from data will be used extensively 
in the coming years.

The second important point is that complex 
image processing approaches (such as volume ren-
dering or image registration) require a lot of com-

Fig. 6.14. Three types of interpolation for the evaluation of the joint histogram
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putational power, and may require anywhere from 
several seconds to many hours to produce the fi nal 
result. This means that these algorithms are diffi cult 
to use where real time constraints are introduced, as 
in virtual reality applications. Possible solutions are 
the reduction of the data size, image down-sampling 
in the space or time domain, and the use of peculiar 
computer architectures, such as parallel computers 
or dedicated hardware.

With regard to image registration, global and 
simultaneous registration of multiple data sets 
coming from different acquisition modalities 
will soon become an important issue in medical 
image processing due to the growing importance 
of 3D methodologies and 3D functional imaging. 
Although some research was carried out on this 
topic, the common current approach is quite heu-
ristic. A major problem is the lack of an effective 
registration quality index to be used when assessing 
the quality of the registration process. The accuracy 
and robustness of a registration method depend on a 
number of factors, such as imaging modality, image 
content and image degrading effects, the class of spa-
tial transformation used for registration, similarity 
measure, optimization, and numerous implementa-
tion details. The complex interdependence of these 
factors makes the assessment of the infl uence of a 
particular factor on registration diffi cult, although 
it is often desirable to have some estimate of such 
infl uences prior to registration. More thorough, 
optimization-independent, and systematic statisti-
cal evaluation of registration quality is needed to 
assess the effectiveness of the proposed registration 
algorithms.

Finally, it is important to note that the perfor-
mance of image processing algorithms strongly 
depends on image quality. Consequently, the opti-
mization of the acquisition procedure is the fi rst and 
perhaps most important step to achieving an effec-
tive image processing procedure.
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7.1 
Introduction

Virtual endoscopy is a computer-generated simula-
tion of the endoscopic perspective obtained by pro-
cessing computed tomography (CT) or magnetic 
resonance (MR) datasets (Rubin et al 1996; Yuh

et al. 1999) and is one of the applications of virtual 
reality in medicine (Geiger and Kikinis 1994).

The fi rst presentations of virtual endoscopy in 
the radiological fi eld were given by Vining in 1993 
and 1994, who reported the application in the study 
of bronchi and colon, respectively. The idea to fl y-
through anatomical structures was followed by 
many investigators that had experienced the use of 
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virtual endoscopy. Initial works were oriented to 
demonstrate the feasibility of the technique in the 
exploration of the entire human body (Lorensen 
1995; Hara et al 1996; Rubin et al 1996), but soon 
focused experiences were carried out for specifi c 
clinical problems. Nowadays virtual endoscopy 
includes reports on the study of the colon, stomach, 
bronchial tree, larynx and trachea, middle and inner 
ear, paranasal sinuses, brain ventricles, vessels, bili-
ary tract, urinary tract, and joints. The terminology 
used to describe the technique was adapted to the 
anatomical district in exams, i.e., virtual colonos-
copy, bronchoscopy, cholangioscopy, ureterorenos-
copy, angioscopy, etc.

7.2 
Technical Approach to Virtual Endoscopy

7.2.1 
Image Acquisition

The unique difference between virtual endoscopy 
and other 3D (three-dimensional) imaging meth-
ods is the type of perspective. In virtual endoscopy 
the typical perspective of fi ber-optic endoscopes 
is reproduced by a dedicated computer program; 
one can freely fl y-through or around 3D objects 
that are produced by common 3D processing tech-
niques based on surface or volume rendering. As a 
consequence, the properties of data that are used 
to generate virtual endoscopy are the same as any 
data used for other image processing techniques: 
volumes that respect the spatial relationships of the 
human body. However, it can be taken for granted 
that in virtual endoscopy there are specifi c require-
ments of image acquisition related to the purpose of 
the virtual endoscopic examination.

An obvious question regarding image acquisition 
is whether the acquisition should be focused specifi -
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cally for virtual endoscopy or is independent, and if 
this technique can be used variably in any data set. 
In many situations virtual endoscopy is proposed as 
an additional tool of the standard examination, and 
imaging is performed using routine protocols, i.e., 
general survey of the abdomen. In such cases many 
parameters of the acquisition in CT or MR can infl u-
ence the quality of virtual endoscopy.

7.2.1.1 
Colon

Virtual endoscopy of the colon is a typical and 
probably the most important example of a dedi-
cated study in the fi eld of virtual endoscopy. The 
so-called “virtual colonoscopy” allows the evalua-
tion of the internal surface of the colon in a mini-
mally invasive manner, providing promising results 
for the diagnosis of cancer and clinically signifi cant 
polyps (Fig. 7.1).

Many efforts have been made in the last years 
to improve the technique and patient’s acceptance. 
Prior to examination the patient must perform an 
adequate colon cleansing in order to avoid the pres-
ence of fecal residue that can simulate polyps or 
block their visualization. The current standard is to 
obtain a colon as clean and dry as possible (Barish 

et al. 2005).
However bowel preparation should be tailored 

to the indication, with full or reduced cathartic 
preparation associated to tagging of fl uids or stool. 
Adequate colonic distension (pneumocolon) is cru-
cial for identifi cation of colorectal polyps and dif-
ferentiation between obstructive cancers and a col-
lapsed segment. Distension is achieved by rectal air 
or carbon-dioxide insuffl ation, and standard scout 
view in lateral and anterior-posterior projections 
are acquired to verify the distension of the entire 
colon. The intravenous administration of a muscle 
relaxant, to reduce large bowel movement and 

Fig. 7.1a–d. Multi-row CT colonography datasets showing a pedunculated (a, axial; b, endoluminal view) and sessile (c, axial; 
d, endoluminal view) polyp, located in the sigmoid colon

a

c

b

d
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increase distension of the lumen, has been recently 
put aside because of frequent secondary effects and 
no signifi cant improvement in colon distension and 
procedural discomfort (Yee et al. 1999; Luboldt 

et al. 2002). The scan protocol will depend on the 
equipment available. CT studies are performed in a 
single breath hold per position on a multi-row scan-
ner, at least a four-slice scanner. However, 16-, 40- 
or 64-slice scanners are preferred combining small 
collimation and short breath hold, thus leading to 
improved patient comfort and reducing breathing 
artifacts. Currently a double scanning (prone and 
supine decubitus) is performed because distension 
of certain segments is infl uenced by position, and 
also the mobility may help to differentiate stools 
from lesions. Scans parameters should be optimized 
for detecting all relevant lesions (polyps larger than 
5 mm), with tailored kV and mAs settings for the 
indications (symptomatic vs. screening). Using 
single-slice CT a collimation of 3–5 mm can be used 
to encompass the entire colon with pitch 2 and recon-
struction spacing 1–2.5 mm; with a multi-row detec-
tor CT a 2–2.5 mm row thickness can be selected, 
but can be further reduced to 0.5–1 mm in 8 to 64 
slice scanners, and even the scanning time can be 
shortened accordingly (Laghi et al. 2000; Rust et al. 
2000; Rogalla et al. 2000; Hara et al. 2001). The 
use of intravenous contrast is not a prerequisite for 
endoluminal views (Morrin 2000) and will depend 
either on the indication for the examination and the 
bowel preparation that is used. In asymptomatic 
patients, there is no consensus on the use of intra-
venous contrast medium, but most prefer to not use 
it because of costs and risks. Disadvantage of this 
approach is the inferior evaluation of extracolonic 
fi ndings and of submerged polyps in those patients 
not prepared with tagging.

The data for exploring the colon can also be 
produced by MR (Luboldt et al. 1999, 2000), but a 
fi nal protocol has not been defi ned yet. First reports 
described breath hold 3D gradient echo (GRE) 
sequences in the coronal plane, with 5-mm partition 
thickness and the use of phased array coils at high 
fi eld strength (1.5 T). Air and carbon dioxide have 
been used as colonic distension agents, but most 
reports address liquid enema techniques (Morrin 
et al. 2001; So et al. 2003). Currently three different 
liquid enema techniques are used: bright lumen, 
black lumen and fecal tagging. Both bright and black 
lumen methods are used after bowel cleansing. The 
bright lumen is based on a water-gadolinium enema 
completely fi lling the colonic lumen with thin-sec-

tion 3D spoiled T1-weighted GRE sequence. Hereaf-
ter, a two-dimensional (2D) half-Fourier single-shot 
turbo spin echo sequence can be used for delinea-
tion of the colonic wall (Luboldt et al. 2000). The 
black lumen is based on a water enema for luminal 
distension and intravenous infusion of gadolinium 
for enhancement of the colonic wall depicted by a 
3D spoiled T1-weighted GRE sequence. Also a 2D or 
3D balanced GRE sequence to display a bright lumen 
can be added before gadolinium injection (Geenen 

et al. 2003). The fecal tagging technique is based on 
a diet that contains barium to give stools the same 
signal intensity as water on 3D spoiled T1-weighted 
GRE sequences obtained after a water enema and 
gadolinium injection (Lauenstein et al. 2002).

7.2.1.2 
Vessels

Virtual vascular endoscopy “virtual angioscopy” 
uses 2D and 3D data sets from MR or CT angiography 
to create endoluminal views of blood vessels. This 
technique provides the view of the internal surface of 
vessels in a unique fashion and a corresponding clin-
ical technique is not currently available. The study 
of vessels with virtual endoscopy requires the use of 
contrast in order to opacify the lumen and permit 
an adequate segmentation with surface or volume 
rendering. Dedicated angiographic protocols with 
a proper scan delay from contrast administration 
(generally performed with a bolus timing test) have 
developed according to the CT or MR equipment 
available. Initial studies regarding aortic diseases 
were aimed to facilitate both a qualitative and poten-
tially a quantitative analysis to enhance diagnostic 
capabilities. Aortic dissection has represented one 
of the most exciting applications of virtual angios-
copy in the era of single slice scanners, (collimation 
3 mm, pitch 2 and reconstruction spacing 1 mm for 
the study of abdominal aorta and 5 mm collimation 
for the study of thoracic aorta), allowing to improve 
the assessment of the intimal fl ap origin, the exten-
sion of the true and false lumen and the relation-
ship between the false lumen and supraortic vessels 
(Sbragia et al. 2001; Bartolozzi et al. 1998). The 
advent of multi-row CT angiographic protocols with 
faster scanning, thinner sections ( 1 mm), greater 
scanning and contrast effi ciency and reduced dose of 
contrast in respect to single-slice protocols (Neri et 
al. 1999b; Rubin et al. 2000), allow better resolution 
of images acquired, suggesting a subsequent better 
quality for virtual endoscopy and the possibility to 
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explore branching vessels such as renal, carotid and 
coronary arteries (Fig. 7.2). In these smaller vessels 
virtual angioscopy provides a better defi nition of 
anatomic details of the inner intimal surface (plaque 
morphology) or the internal stent lining, allowing a 
measurement of the luminal caliber of the vessels or 
the presence of intrastent stenosis (Carrascosa et 
al. 2005; Rilinger et al. 2003; Orbach et al. 2006).

The optimal MR angiography datasets for virtual 
endoscopy are those obtained with the contrast-
enhanced technique. A bolus of i.v. gadolinium 
(0.1–0.2 ml/kg at 2–3 ml/s) is administered to the 
patient, and in the same fashion as CT angiography, 
the acquisition starts with the proper scan delay for 

the arterial phase (20–30 s). The imaging sequence 
is quite similar to the study of the colon and implies 
a SPGR sequence in the coronal plane with 3 mm 
partition thickness (Hany et al. 1998; Wildermuth 
and Debatin 1999). Previous and preliminary work 
reports the use of time of fl ight (TOF) sequences, but 
this technique is no longer proposed for such pur-
poses (Davis et al. 1996).

The requirements for high quality virtual angio-
scopic images include homogeneous vascular 
enhancement, excellent defi nition of vessel bound-
aries, and high signal-to-noise ratio within the 
lumen. As a general rule, good source images gener-
ate high quality virtual angioscopic images. MR vir-

Fig. 7.2a–c. Multi-row CT angiography of the entire aorta. 
a MPR with cross sectional measurement of the vessel 
diameters, b 3D volume rendering  and c endoluminal view  
obtained at the level of the renal arteries. In this latter view 
the orifi  ces of the superior mesenteric artery (SMA), right 
(RRA) and left (LRA) renal arteries and the lumen of the 
abdominal aorta (AA) can be appreciated

a

c

b
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tual angioscopy offers a unique perspective for visu-
alizing 3D gadolinium-enhanced MR angiographic 
images. The clinical application of this technique is 
not completely defi ned, but may include preopera-
tive planning for surgical and interventional pro-
cedures, detection of atherosclerotic plaques, and 
monitoring of disease progression or regression.

The current opinion is that the technology avail-
able is able to produce high quality virtual endo-
scopic images. Although axial and multiplanar 
(MPR) views are usually adequate for detecting a 
vascular disorder, virtual angioscopic views better 
defi ne anatomic details, or this technique could be 
simply an alternative method for data presentation 
as 3D volumetric data sets continue to increase in 
size (Carrascosa et al. 2005; Glockner 2003).

7.2.1.3 
Bronchi

Virtual endoscopy of the bronchial tree is done by 
processing spiral CT datasets (Ferretti et al. 1995; 
Vining et al. 1996; Summers et al. 1996; Aquino and 
Vining 1999). The study of this region is dependent 
on two main critical factors: the patients should hold 
the breath as long as possible in order to minimize 
movement artifacts and images should be acquired 
at a very high resolution to detect even segmen-
tal branches of the bronchi. Neumann et al. (2000) 
reported that the best results of virtual endoscopy 
were obtained using an examination protocol with a 
small beam collimation and a maximum pitch. The 
author concludes that the performance of virtual 
bronchoscopy strongly depends on the applied CT 
examination protocol and the observers experience 
with the software used for 3D imaging.

Lee et al. (1997) proposed the following single-
slice spiral CT protocol for virtual endoscopy of 
the bronchial tree: thickness 3 mm, pitch 1, and 
reconstruction interval 1.5 mm. The technique has 
a limited scan distance of 9 cm, but the pitch can be 
increased to 2 for reaching 18 cm coverage (enough 
for the trachea and major airways). Fishman (2000) 
proposed the following protocol for virtual endos-
copy with multi-row CT: collimation 1 mm, slice 
thickness 1.25 mm, reconstruction spacing 1 mm, 
and pitch 6 (time per rotation 0.5 s). In both cases 
no oral and intravenous contrast agents are needed 
for depicting the bronchial tree.

Multi-row CT protocols have improved the diag-
nostic value of virtual bronchoscopy allowing higher 
spatial resolution and therefore the visualization of 
the seventh or eight generations of airways or the 
bronchi below a closed obstruction. In addition the 
extraluminal location of a lesion can be visualized in 
transparency (usually enhanced mediastinal struc-
tures or pulmonary masses). Virtual bronchoscopy, 
initially referred to the simple depiction of the bron-
chial tree with poor clinical meaning, has became a 
powerful tool for thoracic interventions providing a 
road map for conventional bronchoscopy as a guide 
for transbronchial biopsy and for endobronchial 
treatment planning (Ferguson and McLennan 
2005) (Fig. 7.3).

7.2.1.4 
Biliary and Urinary Tract

At our institution, as well as for other authors, bili-
ary and urinary tract imaging with MR was used to 
generate virtual endoscopy of this anatomical dis-
trict (Dubno et al. 1998; Neri et al. 1999a; 2000a). 

Fig. 7.3a,b. Endoluminal views of the bronchial bifurcation. In a the right and left main bronchi are visible from the trachea. 
A more caudal view (b) shows even the orifi ce of the bronchus for the righ upper lobe (red arrow)

a b
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Datasets were obtained with MR cholangiopancrea-
tography and MR urography techniques, produc-
ing the so-called “water images.” These methods 
exploit the presence of stationary fl uids within the 
biliary and urinary tracts that are therefore used 
as endoluminal contrast. Imaging sequences include 
heavily T2-weighted acquisitions in the axial, sagit-
tal and coronal plane. To facilitate the generation of 
endoscopic views, the contrast between intralumi-
nal fl uid and extraluminal tissue can be improved 
by fat saturation and i. v. contrast administration 
( Prassopoulos et al. 2002; Simone et al. 2004).

As alternative method to MR in exploring the 
urinary tract, some experiences with CT pneumo-
cystoscopy have been proposed for evaluating the 
urinary bladder after air or carbon-dioxide disten-
sion through a Foley catheter (Regine et al. 2003; 
Song et al. 2001).

7.2.1.5 
Larynx

The study of the larynx is another important fi eld 
of application of virtual endoscopy, and the use of 
high-resolution spiral CT images is recommended. 
Rodenwaldt (1997) evaluated the image quality of 
virtual endoscopy performed in a cadaver phantom, 
scanned with single slice spiral CT and varying the 
scanning collimation from 1 to 10 mm, and the pitch 
from 0.5 to 3. The best correlation between virtual 
endoscopy and anatomical fi ndings in terms of diag-
nostic quality of the axial slices, and useful longi-
tudinal coverage of the examination was observed 
with a collimation of 3 mm and a pitch of 1.5. In 
the larynx the complex anatomy requires the use of 
thin collimations (1–3 mm), but also the movement 
of the glottic plane in the course of phonation is a 
potential source of artifacts. This factor suggests 
the need of a fast scanning technique; Magli et al. 
(2001) report their experience with multi-row detec-
tor CT carried out in the evaluation of 22 patients (10 
normal, 12 with pathology), by using slice thickness 
1.3 mm, increment 0.6 mm, pitch 0.875, and rotation 
time 0.75.

To obtain virtual endoscopy of the larynx, the 
image acquisition is performed with the patient in 
the supine position on the CT table with moderate 
extension of the neck. The patient is asked to pho-
nate the vocalic sounds “ee” or “ay;” this allows the 
true vocal cords to be parallel and more clearly vis-
ible since they are aligned in the middle line of the 
glottis (Fig. 7.4).

Virtual laryngoscopy can also be achieved from 
MR data and is particularly useful when the patient 
cannot tolerate clinical examination, when infec-
tion, neoplasms, or congenital defects compromise 
the lumen and for assessment the subglottic region 
(Byrne et al. 2005).

7.2.1.6 
Nose and Paranasal Sinuses

The study of the nasal cavity and paranasal sinuses 
with virtual endoscopy can be performed by pro-
cessing spiral CT data sets. Rogalla (1998) tried 
virtual endoscopy in 45 spiral CT examinations of 
the paranasal sinuses at low dose and compared vir-
tual view with endoscopic images obtained during 
sinus surgery. De Nicola et al. (1997) applied virtual 
endoscopy with a surface reconstruction to spiral CT 
datasets in a wide range of paranasal sinus patholo-
gies; Gilani et al. (1997) tried the same experience 
with a volume-rendered reconstruction. Spiral CT 
is addressed as the method of choice in 3D imag-
ing of the paranasal sinuses. The spiral CT acqui-
sition protocol includes axial thin section helical 
scan with 1–3 mm collimation, variable pitch and 
1–2 mm reconstruction spacing, bone reconstruc-
tion algorithm, and 16 cm fi eld of view. However, 
excellent results of virtual endoscopy of the nose 
and paranasal sinuses in defi ning anatomy were also 
obtained by Morra et al. (1998), who performed the 
study with a conventional CT scanner and proposed 
the following protocol: axial and coronal scan with 
1.5–3 mm collimation, 1.5–3 mm table feed, 120 kV, 
140 mAs, 2 s scan time, bone reconstruction algo-
rithm and 14–16 cm fi eld of view (Fig. 7.5).

MR offers some advantages in the study of the 
paranasal sinuses concerning the reduced artifacts 
caused by dental fi llings and the ability of displaying 
the anatomical details in a multiplanar fashion by 
using slices of 4–5 mm or smaller. Recent sequences 
such as FLASH (fast low angle shot) or FISP (fast 
imaging with steady state processing) may provide 
a detailed representation by means of thin (1 mm) 
sections or with 3D volumetric acquisitions. A head 
coil is commonly used, although better details can 
be achieved with dedicated surface coils.

7.2.1.7 
Middle and Inner Ear

Pozzi Mucelli et al. (1997), who fi rst tried to gen-
erate virtual endoscopic images of the tympanic 
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Fig. 7.4a–c. Laryngoscopy and multi-row CT of the larynx. 
At laryngoscopy a thickening of the left arithenoid and the 
corresponding glosso-epiglottic fold is demonstrated (a, 
arrows). Axial multi-row CT image (b) and 3D endoluminal 
view (c) confi rm the presence of a larynx cancer (arrows)

a

b

c

Fig. 7.5a,b. CT virtual endoscopy of the nasal cavity created with a perspective positioned in the 
rynopharynx (a). The arrow indicates the orientation of the virtual endoscope. The right superior (s), 
middle (M) and inferior (I) turbinates are shown (b)

a b
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cavity, used a conventional CT with high-resolution 
acquisitions (1 mm collimation) and obtained excel-
lent results in visualizing the ossicular chain.

In the study of the middle and inner ear we have 
proposed the following single-slice spiral CT proto-
col: axial and coronal acquisitions; beam collimation, 
1 mm; pitch 1 and 0.5 mm reconstructions spacing 
(see Chap. 10 on temporal bone for details) (Neri et 
al. 2000b). In this study all components of the middle 
ear could be visualized, but also endoluminal views 
of the bone labyrinth were created (Fig. 7.6).

Tomandl et al. (2000) applied the same acquisi-
tion protocol and used a volume-rendered technique 
to reconstruct the labyrinth with excellent results in 
terms of anatomical defi nition of labyrinthine com-
ponents.

Actually no substantial difference between spiral 
CT and conventional CT in generating virtual endos-
copy of the middle and inner ear is reported; how-
ever, the anatomical details of the middle ear seem 
to be better displayed using the multi-row detec-
tor CT (see Chap. 10 on temporal bone). Although 
clinical applications of the technique remain to be 
defi ned, it may play a role in presurgical diagnostic 
evaluation of the ossicular chain, epitympanum–
retrotympanum, bone labyrinth and postopera-
tively for the assessment of the position of implants. 
High-resolution MR imaging with dedicated surface 

Fig. 7.6. CT virtual endoscopy of the middle ear generated 
from a point of view located in the external auditory canal, 
shows the incus (I), malleus (M), promontory (P) and oval 
window (OW)

coils provides 3D data useful for the evaluation of 
the membranous labyrinth.

7.2.2 
Volume Generation

Each patient dataset is composed by a defi nite 
number of series corresponding to the different 
phase of acquisition, unenhanced or enhanced. 
Nowadays, the images format respects the DICOM 
standard, and all available workstations support it 
(Prior 1993; Ackerman 1994).

Once the CT or MR datasets have been acquired 
and transferred to dedicated workstations, these 
are processed by the software to generate volume. 
The volume is composed by stacking all the recon-
structed slices along the centerline of each slice. 
The centerline corresponds to the longitudinal axis 
(Z axis) in spiral CT, but in case of MR can be ori-
ented along any other plane (coronal, sagittal). One 
problem of MR arises when the acquisition plane is 
oblique; in this case some software does not accept 
the reslicing of such native images because they are 
not perpendicular to the centerline.

The volume is in general automatically created 
by each 3D software, and the radiologist is asked 
uniquely to select the desired imaging series to 
be reconstructed. To reduce the image overload a 
reduced volume can be reconstructed by selecting 
the images corresponding to a selected anatomical 
area. To do this the starting and ending points of the 
acquisition (on the Z axis) should be annotated and 
then this value can be changed by the operator at the 
image processing workstation.

Within the software architecture the volumet-
ric dataset is organized in terms of voxels. These 
are near cubic elements that arise from each image 
pixel. This latter is the basic building block for the 
voxel to which a Hounsfi eld value (in case of CT) or 
an intensity value (in case of MR) is assigned; each 
voxel has also a defi ned spatial position and dimen-
sion in the volume.

The ideal volumetric dataset, which respect pre-
cisely the imaged structures, is obtained when all 
voxels are isotropic, and therefore their shape is 
cubic. Unfortunately conventional CT and spiral CT 
did not fulfi ll completely these acquisition require-
ments. Dedicated MR sequences and multi-row 
detector CT (over 16 slices) overcome this limitation 
generating isotropic voxels and reducing motion 
artifacts thanks to faster acquisition protocols.
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7.2.3 
Volume Segmentation

Surface and volume renderings are the methods 
used to virtually represent the human body in three 
dimensions. Each owns a specifi c principle of data-
set segmentation in order to select the anatomical 
structure to display from the inside. For details on 
the technical basis of segmentation in surface and 
volume rendering, refer to dedicated chapter.

Most available software for virtual endoscopy 
allows the radiologist to interact with the volumetric 
sample and segment it in real time. By using surface 
rendering the change of visible structure is made 
by the selection of a threshold that defi nes the edge 
line of a surface to display and represents effectively 
the passage between two different density or inten-
sity values (i.e., the colonic mucosa and the colonic 
lumen fi lled by air). Thus, before starting the inner 
visualizations with this method, the operator should 
be aware on the different threshold values used. For 
example, the colonic surface in a CT study with pneu-
mocolon can be optimally represented with thresh-
olds ranging from –800 to –700 HU (those value are 
modifi ed in case of tagging, or tagged stool may be 
eliminated by dedicated algorithms such as “elec-
tronic cleansing”), the middle ear –500 HU, and the 
threshold for displaying aortic lumen depends on 
the degree of contrast enhancement (in both CT and 
MR angiography).

In volumerendering technique the generation 
of endoscopic view is quite fl exible and interac-
tive when the computer used is powerful enough. 
In fact, volume rendering requires high compu-
tational power and specifi c hardware capabilities 
(see Chap. 6). Almost all commercially available 
software has been implemented with pre-defi ned 
volume-rendering protocols that produce endolu-
minal views of specifi c organs. To simplify the con-
cept, in volume rendering the use of a threshold is 
strongly smoothed by the use of transfer opacity 
functions; therefore, the passage between struc-
tures having different voxel properties is attenuated 
and progressively increased or decreased by a linear 
scale of values. 

7.2.4 
Perspective Generation

The typical endoscopic view is generated by a ray 
casting algorithm (Roth 1982). In ray casting, paral-

lel rays are virtually generated by a source point (the 
eye of the observer or point in which the endoscope is 
positioned); the rays transverse the acquired volume 
along a divergent direction, and applying surface- 
or volume-rendering algorithms, the encountered 
voxels are classifi ed by the attribution of opacity 
values. In surface rendering the voxels located above 
or below a specifi c threshold that are encountered by 
the rays cast are fi xed and transformed in a mesh of 
polygons refl ecting each ray. The algorithm used to 
perform the surface extraction is called “marching 
cube” (Lorensen and Cline 1987). It transforms 
the cubic shape of a voxel into a mesh of triangles 
(triangulation), and the fi nal composition of the 
transformed voxels constitutes an isosurface.

In volume rendering the classifi cation of voxels is 
given by linear opacity functions that attribute dif-
ferent opacity values to particular voxel intensities. 
The advantages of this approach are the optimiza-
tion of the dynamic range and the ability to change 
tissue opacities to produce 3D renderings that main-
tain surface details and represent the entire data 
set.

The fi nal image of surface- or volumerendered ray 
casting will have a conic fi eld of view (as in endos-
copy). As a result, parts of the examined organ close 
to the point of view appear larger than those of iden-
tical size at greater distance. The fi eld of view can be 
changed by the viewing angle. Many softwares have 
a large viewing angle, but increasing this value a cer-
tain distortion of the surface morphology occurs and 
alters the possibility to recognize pathological fi nd-
ings. This approach seems to have other limitations 
that are also proper of the real endoscopy; i.e., explor-
ing the colon from the rectum to cecum, even using 
the widest viewing angle, not all haustral folds are 
entirely visualized (Fig. 7.7). To reach a major diag-
nostic confi dence a backward navigation is recom-
mended, from cecum to rectum, in order to explore 
some hidden corners not visible with a single naviga-
tion. This is a time-consuming approach; therefore 
navigation is actually validated for problem solving 
when doubt persists after viewing of sources or mul-
tiplanar images. Many investigators are trying to set 
up different viewing perspectives that could display 
the entire colonic wall in a single navigation. Paik 
et al. (2000) proposed a map projection of the colon 
based on both Mercator and stereographic tech-
niques and compared this approach with the conic 
view. The work showed that the percentage of muco-
sal surface visualized by map projection (98.8%) 
could only be reached by the conic view at a very high 
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viewing angle, an effect that causes a certain view-
ing distortion of mucosal details. Moreover, polyps 
> 7 mm were analyzed, and map projection showed 
a signifi cantly higher sensitivity (87.5%) than axial 
images (62.5%) and conic views (67.5%).

One similar and interesting approach to colon 
visualization, called “unfolding,” has been proposed 
by Sorantin (2001) (Chaps. 18, 19). The technique is 
based on non-linear ray casting of polyps, and non-
linear 2D scaling to compensate the distortions due 
to the unfolding (Vilanova Bartroli 2000). In sub-
stance the colon is completely unfolded, sliced open 
and projected on a bi-dimensional plane similar to 
a gross pathologic specimen. This technique has the 

potential to reduce evaluation time and may also 
improve accuracy by reducing blind spots present 
in 3D endoluminal displays (Fig. 7.8). A disadvan-
tage of virtual dissection is the potential for distor-
tion of colonic lesions and normal anatomy (Silva 
et al. 2006). A similar approach has been proposed 
by Wang et al. (1996 and 1998) in multiple applica-
tions.

Initial data using computer-aided detection 
(CAD) software for colon examination have sug-
gested a CAD-assisted 2D read is as sensitive, but 
signifi cantly more time effi cient than primary 3D 
(endoscopic) analysis (Taylor et al. 2006), although 
the infl uence of CAD on those using a primary 3D 
analysis is also promising (Chap. 27).

7.2.5 
Fly-Through Path

Fly-path planning is a critical issue in virtual 
endoscopy. The navigation through tubular struc-
tures is quite diffi cult, especially if these are tor-
tuous and present sharp curves, caliber enlarge-
ment or strong reduction along their path. The 
calculation of the shorter and central navigation 
path is required to help the radiologist. The ideal 
assisted navigation should allow the radiologist to 
stay comfortably in front of the computer display 
and look at a movie of the complete fl y-through of 
the structure in the exam. This is easy to perform 
in structures that are quite straight, such as the 
abdominal aorta or trachea, but become diffi cult 
in examining the colon.

The requirements of an assisted navigation are: 
automatic path planning, collision detection, and 

Fig. 7.7. Effects of conic view in virtual endoscopy of the 
colon. The exploration can be obscured by colonic folds; if 
a restricted viewing angle is used some hidden corners of the 
colonic wall are not visualized

Fig. 7.8a,b. Dissected view tools of the colon generated with software from dif-
ferent vendors. Barco/Voxar Colonscreen (a) and GE Medical Systems Virtual 
dissection (b)a

b
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direct interaction with the objects displayed. The 
last point should consist of the following steps: stop 
the navigation, look the object, touch the object, 
cross correlation with other images (axial, MPR, 
and external 3D models). The line on which the vir-
tual camera is traced can be determined either by 
automatic routes that follow anatomy or by manual 
or semiautomatic point placement. A curve fi t to 

these points permits intermediate points to be cal-
culated and can be saved for future playback of the 
fl y-through. The viewing angle relative to the curve 
can also be varied along the line. The calculation 
of automatic path has been proposed by various 
authors. Joles (1997) proposed a method in which 
the endoscopic camera is considered as a robot and 
the walls of the organs as obstacles. The obstacles 
are identifi ed as ranges of threshold values, or tissue 
labels and the path planner labeled all voxels within 
the 3D dataset with a distance to a goal. Then, given 
a starting point, the path planning algorithm fi nds 
the shortest path to the goal and the voxel coordi-
nates for each point in the path are recorded. 

Paik et al. (1998) proposed a method based on 
the medial axis transform. The method calculates 
the centerline of hollow organs by iterative thinning 
of the segmented structure and path correction. 
A similar method is the cylindrical approximation 
of tubular organs, proposed by Vilanova Bartroli 

(2000).
However, any given automatic path is not free 

of errors in calculation, and the collision with the 
organ’s surface is possible. Collision detection algo-
rithms work as in the case of the Joles et al. (1997) 
method. The surface is identifi ed as a variation of 
threshold value, and therefore when the endoscope 
fi nds it, it performs a change or direction.

The collision detection algorithm is also used in 
VRML (virtual reality modeling language), where 
surface-rendered models represent different objects 
of a virtual world that can be explored through 
Internet browsers. We have made and are experi-
enced in the use of VRML to fl y-through abdominal 
aortic aneurysms. The fl y-through path was created 
after segmentation of CT angiography datasets by 
calculating the centerline of consecutive sections 
of the aorta obtained along perpendicular planes to 
the main axis of the vessel (Neri 2000c).

The direct interaction with the objects displayed 
in the endoscopic views is an absolute requirement 
of virtual endoscopy. The main criticism of this tech-
nique is that it can wrongly represent objects of the 
real world. To overcome this problem most software 

allows the visualization of the target object, points 
on it with the computer mouse and obtains the cor-
responding axial or MPR image crossing through it. 
On the other hand, we must remind physicians that 
virtual endoscopy is not a stand-alone technique, 
but is one of the possible means through which 
volumetric datasets can be represented. Therefore, 
a constant correlation with native data and MPR 
should always be performed, especially to confi rm 
endoscopic fi ndings.

7.3 
Conclusion

Virtual endoscopy is an emerging technique in 
radiology developed in the past decade. The last 
few years have seen the continued development 
of increasingly advanced 3D-rendering softwares, 
and sophisticated visualized displays have been 
developed, including fl attened endoluminal per-
spective or “virtual pathology.” Investigation of the 
impact of new technologies on data set analysis is 
in its infancy with data both for and against the 
new technology. There is some evidence that pri-
mary 3D analysis may be more sensitive than the 
analysis of the native images, especially for less 
experienced readers.

Virtual endoscopy can be used for visualizing 
CT, MR and US datasets, and even if in each case 
the technical approach is quite similar, the image 
acquisition strongly impacts on the fi nal 3D image. 
In most cases the image acquisition is performed 
with specifi c protocols for characterizing patholo-
gies that are not compliant with 3D reconstruc-
tions. On the other hand the developments in image 
acquisition are oriented to generate volumetric data 
much more compatible for this purpose. Thus, the 
future of virtual endoscopy in radiology seems to be 
less affected by image acquisition; the real issue is 
whether or not it will be clinically effective. Some 
applications of virtual endoscopy may be consid-
ered as pure iconographic means, although in some 
cases they may help to display a complex anatomy or 
can provide a more familiar perspective, especially 
for surgeons.

Most investigators agree that the colon explora-
tion actually represents the main clinical impact of 
virtual endoscopy. In the last decade, this dedicated 
technique has been validated as a reliable tool for 
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the non-invasive diagnosis of colorectal polyps and 
cancer, and many efforts have been made to improve 
the technique and patient acceptance.
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8.1 
Introduction

The routine production of 3D imaging data from 
modern imaging systems has led to a rapid growth 
in image post-processing methods. As described in 
previous chapters, many of these can be applied to 
single 3D data sets to improve data interpretation 
by producing 3D visualizations of data content, or 
by allowing automatic identifi cation of specifi c fea-
tures using segmentation techniques. However, in 

many cases the data content of a single 3D image is 
inadequate to provide all the information required. 
Under these circumstances a combination of infor-
mation from two or more separate data sets may 
be necessary. As practicing radiologists we subcon-
sciously perform this type of data fusion when we 
use images from for example, CT and MRI sequences 
to attempt to better characterise an abnormality, or 
when we compare images from a single case taken 
at different times to allow monitoring of disease 
progression. For example, faced with a cystic mass 
at the base of the brain we would routinely request 
T1 and T2W MRI to determine the presence of free 
fl uid in the cyst and the presence and extent of 
oedema, MR angiography to determine the spatial 
relationship of the lesion to the major vessels and 
CT scanning to determine the presence of any bony 
abnormality. When we perform this type of analy-
sis we are instinctively increasing the information 
content of our data, using additional examinations 
to provide complementary information required for 
our analysis. When reporting this type of multi-
modality imaging we also instinctively register the 
anatomical locations of features from the various 
examinations.

The increased data content of such multipara-
metric data sets can also be used to support a range 
of sophisticated image analysis techniques with a 
wide range of both clinical and research applica-
tions. It has been shown that image coregistration 
of different imaging modalities and interrogation of 
the fused images is diagnostically superior to side-
by-side analysis of non-fused images (Amthauer et 
al. 2005). Analysis of data from multiple 3D images 
inevitably assumes spatial coregistration between 
the data sets. In practice it is extremely unusual to 
acquire images with these characteristics. Simulta-
neous collection of two or more data sets will ensure 
accurate coregistration. This can be exploited by the 
use of multiple echoes on MRI examinations to pro-
duce matched proton density and T2W images from 
the same series of excitations, or new echo planar 
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imaging techniques which allow the simultaneous 
acquisition of predominantly T1 weighted and T2* 
weighted images in dynamic contrast-enhanced per-
fusion studies (Zaitsev et al. 2005). This approach 
is extremely restrictive and in most cases 3D images 
will be collected at different times and often on dif-
ferent modalities. In these circumstances separate 
3D images must be co-registered in some way to pro-
vide absolute spatial coregistration.

8.2 
Basic Theory of Image Coregistration

The aim of image coregistration techniques is to 
ensure that:

“Each pixel in the various data sets represents 
exactly the same volume of tissue in the patient.”

In practice there are many ways in which we can 
attempt to achieve this and the technique selection 
will depend on the imaging modalities involved, the 
reason for coregistering the images and the accuracy 
of coregistration required for the analysis technique 
to be employed.

The simplest approach to coregistration of data 
sets is to attempt to acquire subsequent images with 
a spatial geometry identical to that of the original 
base images. Image registration can be attempted by 
using a baseline set of images to guide the acquisi-
tion of the subsequent acquisitions. In practice this 
is relatively diffi cult except with MRI where the 

ability to produce rapid high-resolution anatomical 
survey images allows relatively accurate manual pre-
scription of the slice positions. Using this approach 
allows matching of images with a typical accuracy of 
only 1–2 voxels, which is inadequate for the majority 
of applications (Hajnal and Bydder 1997).

An alternative and attractive solution has been 
applied to the problem of providing anatomical 
localization of isotope images from SPECT/PET and 
MRI scans. Besides the relatively low spatial reso-
lution of these isotope modalities, they commonly 
aim to identify very specifi c physiological targets, 
such as infl ammation, so that little or no anatomi-
cal information may be present in the image. This 
invalidates the use of most coregistration tech-
niques except for the use of small spatial localiza-
tion markers (fi ducials) which can be seen on the 
isotope study and other imaging modalities such as 
fl uoroscopy, CT or MRI. These fi ducials may be used 
within the machine itself for calibration purposes 
as in the development of a hybrid X-ray/MRI system 
(XMR) where a calibration phase for coregistering 
the fi eld of views of the MRI and fl uoroscopy sys-
tems is performed using a 16 fi ducial marker phan-
tom. This enables the integration of both modalities 
and their use concurrent use during interventional 
procedures (Yu et al. 2005). Fiducial placement has 
also been applied to patient fi xation devices, such 
as a novel moulded mattress, enabling coregistra-
tion of SPECT and CT images (Forster et al. 2003; 
Gabriel et al. 2005). Finally, the fi ducials may be 
directly attached to the patient, although this is not 
entirely satisfactory since they may become dis-

Fig. 8.1a,b. A schematic (a) and product (b) photograph of a combined CT and gamma camera system. (Courtesy of GE 
Medical Systems)

a b
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Fig. 8.2. Images of a patient 
with small cell lung carci-
noma imaged using com-
bined CT and FDG PET. 
The fi gure shows CT (left), 
PET (centre) and fused 
images (right). Images 
illustrate a tumour in the 
right upper lobe. (Courtesy 
of Duke University and GE 
Medical Systems)

lodged or change their relative position to internal 
tissues as the patient moves (Wu et al. 2003).

Manufacturers have further tackled the specifi c 
problem of lack of anatomical data for image coreg-
istration by constructing hybrid scanning systems 
that allow simultaneous acquisition of CT and SPECT 
or PET data (Fig. 8.1). The respective modalities are 
actually incorporated into one machine system 
served by one examination table. In PET/CT the CT 
is acquired fi rst, followed by the PET; this means 
that the patient is in the same position on the table 
and both data sets can be better coregistered with 
more accurate anatomical identifi cation of the site 
of isotope uptake even where a single focus of iso-
lated uptake occurs in an image with no anatomical 

information (Figs. 8.2 and 8.3). These systems have 
the additional advantage that the CT attenuation 
data can be used to calibrate the tissue attenuation 
maps required for quantitative analysis of the iso-
tope data and also for routine monitoring and qual-
ity assurance (Thomas et al. 2005). Imaging systems 
which allow the combination of data sets from MRI, 
CT, rotational angiography, fl uoroscopy, mam-
mography and ultrasound in varying combinations 
are also being developed to support interventional 
image guided procedures (Fig. 8.4).

However, there are inherent problems with 
these systems including scan times of 15–40 min, 
inevitably resulting in patient movement (which 
occurs even in single modality scanning as dis-
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Fig. 8.3. Image acquired 
using combined CT and 
Ga67 SPECT. The fi gure 
shows CT (left), PET 
(centre) and fused images 
(right). Images illustrate 
an uptake of isotope in 
a recurrent cervical car-
cinoma. (Courtesy of 
Rambam Medical Centre 
and GE Medical Systems)

Fig. 8.4. Interventional MRI suite 
combining 1.5-T MRI and C-arm 
angiography systems. (Courtesy of 
Philips Medical Systems Ltd)
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cussed below), and the problems of different breath-
ing cycles during the respective scan acquisitions 
(Goerres et al. 2002, 2003; de Juan et al. 2004; 
Nehmeh et al. 2004). PET is currently acquired with 
the patient breathing shallowly and accurate image 
fusion would be best obtained with the CT acquired 
in expiration (Veit et al. 2006). As we move towards 
increasing the number of slices in the CT portion of 
these hybrid scanners (Beyer et al. 2005) and as PET 
acquisition with respiratory gating is used, this will 
become less of a problem, but at present dedicated 
breathing protocols are required to aid with image 
coregistration due to respiration artefact (Nehmeh 
et al. 2004; Larson et al. 2005; Veit et al. 2006).

In single modality imaging, such as CT scans 
acquired before and after contrast or MRI examina-
tions with different sequences, the images are often 
acquired as part of a single examination and the 
patient is not moved between acquisitions. Despite 
this, small amounts of movement commonly occur. 
If a healthy volunteer is asked to keep absolutely 
still throughout a long examination sequence then 
movement of several millimetres can be expected in 
images of the head over a period of 5–10 min even 
if the head is supported and partially restrained 
(Fig. 8.5). In some areas of the body, such as the 
pelvis, this movement may be less marked and in 
others such as the limbs, it may be far worse. In addi-
tion to this unconscious movement there are also 
problems associated with physiological movements 
due to breathing, cardiac motion, vessel pulsation 

and peristalsis. These movements are also often 
associated with distortion of the tissues and loss of 
the spatial relationships between tissues from one 
image to the next. These physiological sources of 
movement and tissue deformation introduce special 
problems into the design of coregistration modali-
ties for many areas of the body and have led most 
workers to concentrate on the design of coregistra-
tion techniques for use in the brain. The rationale 
for this is twofold. First, the brain is protected from 
movement related deformation by the skull and can, 
in many circumstances, be assumed to act as a rigid 
body, subject only to motion and not to deformation. 
Second, many of the major applications for coregis-
tered data sets have been developed and clinically 
applied in the brain. In this chapter we will initially 
concentrate on techniques for coregistration of 
imaging data from the brain in order to illustrate the 
concepts and applications of the technique before 
discussing some further applications.

In view of the problems of spatially synchronising 
image acquisitions it is necessary in the majority of 
cases to coregister 3D images using post-processing 
techniques. In principle this is relatively simple to 
perform, requiring two basic steps: (1) image regis-
tration, (2) image reslicing. Image registration is the 
process of measuring the exact difference in spatial 
location between the two data sets. Data reslicing is 
the process of resampling one of the data sets so that 
it is perfectly spatially coregistered with the baseline 
image.

Fig. 8.5. Graph of head movement occurring during a functional MRI scan. The graph shows 
translations in the x, y and z planes during the collection of 18 dynamic images over a period 
of just under 2 min
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8.3 
Accuracy of Spatial Location Information in 
3D Images

Medical 3D images consist of a matrix of image 
intensity values which makeup a “spreadsheet” of 
data describing the object. The dimensions of the 
individual data elements govern the spatial resolu-
tion of the images so that smaller voxels will provide 
a higher spatial resolution. However these 3D data 
sets commonly contain information that allows the 
spatial location of features within the image with 
accuracy far higher than the spatial resolution. 
This information is derived from the distribution 
of image intensities within the data space. The image 
intensity in each pixel refl ects the tissue, or mix-
ture of tissues within it. Variations in tissue content 
produce intensity gradients across several pixels or 
well defi ned edges where they occur over a small 
distance. If these gradients and edges are misaligned 
in two otherwise matched images then subtraction 
of the images will clearly identify areas of misregis-
tration even where these are less than 1 pixel in mag-
nitude. This occurs because the subtraction process 
is sensitive to the pixel intensity that can be affected 
even by a small spatial misregistration (Fig. 8.6). The 
magnitude of the pixel in the difference image will 
be affected by the degree of misregistration and by 
the relative intensities of the two tissues forming the 

tissue boundary. Within a large 3D image many of 
these edges and gradients will be present varying in 
extent, orientation and magnitude. The process of 
coregistration is designed to minimize these differ-
ences and accurate coregistration should eliminate 
them completely (Fig. 8.7). Conversely, automated 
coregistration algorithms work by minimizing these 
differences on the assumption that the minimum 
difference between the images will be seen where 
the images are perfectly coregistered.

Fig. 8.7. Subtraction images of two 3D MRI brain scans per-
formed in a healthy individual. The brains in the two scans 
have been coregistered and subtracted resulting in complete 
loss of structural information in the brain. Note that the 
peripheral tissues are clearly seen since these were removed 
from one data set prior to coregistration

Fig. 8.6a–c. Shows changes in 
image intensity that are gener-
ated by subvoxel shifts. The top 
image (a) shows the intensity 
profi le (histogram) produced 
by imaging a smooth curved 
object. In b the object has 
moved by a fraction of a pixel. 
The lower image (c) shows the 
difference in image intensities 
generated by the subtraction 
of a from b. (Adapted from 
Hajnal and Bydder 1997)

a) Object being imaged

b) Eff ect of subvoxel  
 movement

c) Diff erence in signal  
 intensity
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8.4 
Image Registration

The image registration process produces a descrip-
tion of the difference in spatial location between the 
two images. In the simplest case this description 
will contain details of the movements (translations) 
required in the three ordinal directions (anterior-
posterior, right left and superior-inferior) and of the 
rotations required in the same three planes (pitch, 
roll and yaw). This mathematical description is 
called the transformation matrix and can be used 
to guide resampling of the test data set so that it 
matches the base images.

Estimation of the appropriate transformation 
matrix can be performed in a number of ways. In 
theory the position of a 3D data set can be described 
by specifying the coordinates of three fi xed points or 
of one fi xed point and a plane. The simplest method 
to coregister two data sets is therefore to defi ne a 
series of standard registration points or fi ducials.

This technique is used in stereotaxic brain sur-
gery where the brain is rotated into a standard 
plane by identifi cation of two points, the centres of 
the anterior and posterior commissures, and of the 
horizontal midline plane. The two points are used 
to defi ne a baseline horizontal plane, the sagittal 
midline plane forms a vertical baseline and a coro-
nal plane passing through the anterior commissure 
forms the third. Using the intersection of the three 
planes as the zero point the location of any point in 
the brain can then be described using a set of x, y, z 
coordinates. In order to allow for variations in brain 
size the coordinate system is linearly scaled in all 
three axes. This stereotaxic coordinate system was 
described by Talairach and Tournoux (1988) and 
is commonly referred to as the Taliarach system. 
Assuming that brains have the same shape and 
differ only in size, then any anatomical area can 
theoretically be described in terms of its Taliarach 
coordinates. This assumption holds true for healthy 
brains, which show remarkably stable stereotactic 
locations for deep brain structures. The location of 
cortical areas within the coordinate system is more 
variable and distortion of brain shape due to pathol-
ogy can also cause signifi cant changes in the stereo-
tactic locations of anatomical structures.

The use of anatomical fi ducials relies on the abil-
ity of the images to accurately allow their identifi ca-
tion, which is, in turn, directly related to the spa-
tial resolution of the images. Even with high spatial 

resolution MRI this is unlikely to be greater than 
1 mm in any direction, which could cause signifi -
cant potential error in the location of the anatomical 
landmarks. With other imaging modalities such as 
SPECT and PET, the low spatial resolution and lack of 
anatomical information in many images may make 
the identifi cation of anatomical fi ducials impossi-
ble, or at best highly inaccurate. The effects of these 
errors on the spatial localization of the data set will 
be least if the fi ducial points are well separated and 
greater if they lie close together. This has led many 
workers to develop artifi cial fi ducial markers that 
can be seen on all the imaging modalities employed 
(Kremser et al. 1997; Maurer et al. 1997; Alp et 
al. 1998; West et al. 1999; Zylka and Sabczynski 
1999). Small samples of radioactive isotope in a lipid 
solution will provide clear points for identifi cation 
on both MR and isotope imaging and the design 
of the fi ducial markers can be adjusted depending 
on the combination of imaging modalities to be 
employed (Fig. 8.8). The problem with external fi du-
cials is rendering their position fi xed with regard to 
the internal structures being studied. For imaging 
the brain fi xation of fi ducial markers to the skin is 
unsatisfactory since the scalp is highly mobile with 
respect to the skull. Markers can be fi xed in a tooth 
bar which is designed to fi t accurately into the bite 
and which considerably reduces the problems of 
fi ducial movement whilst maintaining the fi ducial 
positions at the periphery of the imaging volume. 
In some circumstances fi ducials may be fi xed by 
attaching them to bone screws fi xed into the skull. 
This may be justifi ed in cases where accurate image 
guided surgery is necessary but is inappropriately 
invasive in most cases. The use of fi ducial markers is 
therefore limited to specifi c applications where auto-
mated coregistration algorithms are inappropriate 
due to inadequate information content in one of the 
images, or as discussed earlier during the calibra-
tion phase of a hybrid system for the coregistration 
of different imaging system fi elds of view (Yu et al. 
2005). Using fi ducial-based techniques the coordi-
nates of each fi ducial within the each image are mea-
sured and the corresponding transformation matrix 
can be calculated from these coordinate sets. This is 
a simple calculation which is undemanding of com-
puter power and which can be easily performed by 
taking measurements on most image analysis work-
stations and calculating the transformation matrix 
using a simple program or spreadsheet application.

The most commonly applied technique for 
image coregistration is to estimate the transforma-
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tion matrix by direct comparison of the two images 
(Woods et al. 1998). This approach has been used 
manually in 2D for many years to produce sub-
traction angiograms. Prior to digital imaging an 
exact but inverted copy of a plain skull fi lm was 
used to mask the bony details from a matching 
angiogra=m image to produce a dense composite 
negative in which the bone details were cancelled 
out by superimposition of the positive and negative 
images. This process is still used today in digital 
subtraction angiogram systems. To optimise the 
quality of the subtraction the negative and positive 
images can be moved relative to each other until 
no edges are seen in the images. Automated coreg-
istration techniques use the same approach by 
comparing various orientations of the two images 
and measuring the differences between them. The 
actual measurement of difference between the 
images may use one of several difference metrics. 
These range from relatively simple measures, such 
as the difference in intensity between the images 
(Hajnal and Bydder 1997), to more complex met-
rics, such as the standard deviation of the ratio 
of the voxel intensities (Woods et al. 1998a,b), 
designed to optimise the accuracy of the registra-
tion technique. Whatever the chosen metric may 
be, the aim of the program is to fi nd the orientation 

of the two images that minimizes the cumulative 
difference between corresponding voxels. A simple 
example of this is given in Equation (1) using the 
chi squared statistic ( ):

n

(SIa–SIb)
n  (1)

where SIa is the intensity of the voxel in image a, SIb 
the intensity in image b, and n is the total number 
of voxels. The minimum value for  is calculated by 
moving image a relative to image b until the minimum 
value is found. This approach is extremely demand-
ing of computing power and can be extremely time 
consuming, especially with large data sets. In order 
to reduce the computation time a number of strate-
gies have been employed including using only voxels 
above a certain threshold, using only voxels with 
data in both images and performing the minimiza-
tion iteratively using gradually increasing spatial 
resolution to allow the software to “home-in” on the 
correct solution. The exact approach used depends 
on the specifi c software package employed, and the 
time taken is also directly related to the image size. 
Many automated grey-level matching techniques 
have now been described and most seem capable of 

Fig. 8.8a–e. A digital subtraction angi-
ogram of a large posterior communi-
cating aneurysm (a). Time of fl ight MR 
angiography (b) demonstrates fl ow 
within the aneurysm. Data fusion with 
T2 weighted anatomical MRI allows 
demonstration of intra-aneurysmal 
clot (blue) (c). Fiducial-based coreg-
istration allows fusion of the clot (d) 
and combined MRI data set (e) with 
the original angiogram

a c

e

b
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estimating the transformation matrix to subpixel 
levels under ideal conditions.

In practice it is important to be aware that auto-
mated grey-scale matching algorithms of this type 
operate on the basis of a series of essential assump-
tions and can be expected to perform poorly where 
these assumptions are incorrect. These assumptions 
are:
1. That the relative grey scale values of structures are 

the same in both images.
2. That the relative spatial relationships of all struc-

tures in the imaging volume are identical in both 
images.

The fi rst assumption is essential if direct com-
parison of the images is to be used as the difference 
metric but can be avoided by the selection of alter-
native appropriate metrics. Even in images where 
the relative grey scale values differ considerably, it 
is possible to obtain acceptable coregistration by 
choice of an appropriate metric such as an image 
of edge strength or some alternative derived value 
which will make the image sets more directly com-
parable.

The second assumption is intrinsic to the tech-
nique. We are attempting to coregister accurately 
two identical volumes which must therefore be 
identical. In practice we often wish to coregister 
volumes which actually differ signifi cantly, often to 
improve the identifi cation of these differences. We 
can assume that the difference between the images 
is minimal and will not affect the overall coregistra-
tion; however this is also an assumption and will not 
always be true. Once again the errors can be reduced 
by selection of an appropriate metric for minimiza-
tion and by performing coregistration using only a 
part of the image set. A classic example of this is the 
coregistration of head scans where accurate coregis-
tration is impossible in most cases due to variations 
in the facial structures which are highly variable and 
which dominate the matching process. Coregistra-
tion of head images is therefore conducted using one 
baseline image and a second image which has had 
the extracerebral tissues edited out to avoid errors. 
This technique of skull stripping is essential for the 
acquisition of accurate coregistrations (Fig. 8.7).

An alternative approach to coregistration is to 
identify a plane in one image and to coregister it to 
the same plane using a surface matching technique. 
This approach can be used to coregister the images 
of the cranial vault by extracting the CSF surface 
and using this “convex hull” to match to the same 

surface from another image. The technique tends to 
be less accurate than grey-scale matching methods 
but can be extremely useful where these approaches 
are not appropriate. This method is commonly used 
to coregister imaging data with an image of the body 
surface derived from stereo cameras or interferom-
etry, which can allow image guidance of surgical, or 
radiotherapy techniques in theatre.

8.5 
Data Reslicing

Once the transformation matrix has been calcu-
lated, one of the data sets must be resliced so that it 
matches the baseline image. The aim of the reslicing 
process is to calculate a value for every voxel that is 
identical to the value we would have obtained if the 
image had been acquired in that position. Reslicing 
is performed by calculating a new value for each 
voxel from the intensities of the voxels in the original 
image in which it now lies. This requires us to make 
an assumption about the relative contribution that 
each voxel would make to the new voxel value. Once 
we have decided on this assumption, we can use the 
data from surrounding voxels to synthesise a fi nal 
value for the new voxel; this process is known as 
interpolation. The simplest approach to data inter-
polation is to assume that the contribution to signal 
intensity from the original voxels will be linearly 
related to the proportion of the voxel included in the 
fi nal sample. This approach known as linear interpo-
lation is simple to perform, uses linear algebra and 
requires data only from the voxels which contribute 
directly to the fi nal pixel. The accuracy of the inter-
polation process can be improved by the selection of 
an appropriate non-linear function. The appropriate 
function will depend on the imaging modality and 
the image formation process. This is a particular 
problem with MRI data, which is acquired as a series 
of phase/frequency maps in the Fourier domain and 
reconstructed using an inverse Fourier transform. 
The result is a complex relationship between pixels 
and the surrounding image elements. This relation-
ship, described by a sinc function, means that voxels 
nearest to the reference point will have the greatest 
effect on the intensity of the interpolated data but 
that even pixels at the extremes of the image will have 
some residual effect. To perform a sinc interpolation 
the contribution of each voxel in the image to the new 
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single voxel value is calculated as the product of the 
original voxel values and the sinc function (Fig. 8.9). 
Since the sinc function has signifi cant negative com-
ponents many voxels will make negative contribu-
tions to the fi nal voxel value, which is calculated by 
summating all the individual voxel contributions.

It would be incorrect to believe that the images 
interpolated this way are identical to what would 
have been obtained if the subject had been trans-
lated in the spatial domain to the required position. 
That assumption would be true only if the original 
data were exactly defi ned by the truncated Fourier 
description in the original data set. However, pro-
vided that the sinc kernel has a size equal to the 
image, interpolation with a sinc function is at least 
consistent with the way the image has been acquired 
and no information which was available at the scan-
ner is lost. Such interpolation would have to be con-
sidered optimal.

For computational reasons it is inappropriate to 
apply a large sinc kernel, but as the kernel itself is 
quite spatially compact it is possible to truncate it at 
some level. A common kernel size for medical image 
subtraction work is 13 × 13 × 13 (Hajnal et al. 1995; 
Freeborough et al. 1996). This is a direct result 
of the fi rst order reciprocal scaling and a range of 
6 pixels is required for the sinc function to reduce 
to a negligible level (i.e. less than 1% for a windowed 
kernel). The computational implications of using 
large-scale kernels are offset somewhat by the fact 
that the coeffi cients required for sinc interpolation 

can be decomposed (Freeborough et al. 1996) so 
that the computation is linearly proportional to the 
kernel size rather than its volume (a ‘fast sinc’). In 
addition, it is re-normalised of the sinc function so 
that it has a constant integral improves interpola-
tion accuracy and allows the use of smaller kernels 
which increases processing speed (Thacker et al. 
1999). Thus despite its somewhat complicated form, 
sinc interpolation seems to offer as good a solution 
as the best techniques in terms of computational 
requirement on equivalent sized kernels.

8.6 
Complex Coregistrations

The techniques we have described in the preced-
ing sections make the assumption that the struc-
ture to be coregistered is a “rigid body” so that the 
relative spatial relationships of all structures in the 
imaging volume are identical in both images. This 
would be true for a solid phantom imaged in dif-
ferent positions where the differences between any 
corresponding structure can be described by the 
transformation matrix. Such movements of rigid 
bodies in a coordinate space are commonly called 
affi ne transforms.

In many applications attempts to coregister, data 
are confounded by deformation of the tissues which 

Fig. 8.9a–d. The calculation of 
a new voxel value following a 
subvoxel shift using sinc inter-
polation. The intensity pro-
fi le (a) of the original image. 
A new image is to be generated 
0.5 pixels to the left. The sinc 
function (b) aligned on the 
centre of the new pixel. The 
product (c) of the sinc function 
and the corresponding pixels 
in the original image and (d) 
the sum of these which is the 
fi nal calculated voxel value. 
(Adapted from Hajnal and 
Bydder 1997)

a) Original image

b) Sinc function

c) Weighted voxel 
 contributions to 
 fi nal value

d) Output voxel
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has occurred between the data collections. In many 
cases this distortion will affect the tissues through-
out the image. A good example would be an attempt 
to coregister the abdominal organs on abdominal 
CT scans obtained in the supine position with scans 
obtained prone. These images are not simply the 
same images inverted but will demonstrate a com-
plete change in the spatial relationships of one organ 
to another and of the internal structures within 
the organs. An affi ne or rigid body transformation 
cannot describe the changes which have occurred 
in these situations and the coregistration process 
requires a far more complex “non-affi ne” transfor-
mation sometimes referred to as image warping. The 
problems with non-affi ne transformation techniques 
are considerable. Using the brain as an example, 
many groups have developed methods to improve 
coregistration results by application of non-affi ne 
transformations. These brain warping techniques 
have been employed to correct for variations between 
individuals when coregistering images to a comput-
erised brain atlas or to improve spatial coregistration 
between different individuals to allow transforma-
tion of several studies into a standard data space. 
Unfortunately image warping techniques must be 
based on a theoretical physical model of the tissues. 
If such a model were perfect and were able to describe 
the interplay of physical properties such as fl exibility, 
rigidity and tensile strength in every tissue compo-
nent then it might be possible to constrain the solu-
tions to the warp suffi ciently to provide the correct 
solution. This approach, called fi nite element model-
ling, is widely used in engineering where the physi-
cal properties of materials are well documented. 
However it can easily be seen that the fi nite element 

modelling approach is extremely limited in medical 
applications due to the extreme complexity of the 
body and the variability in tissue properties.

An alternative approach to image warping is to 
assume that the elastic properties of the tissues are 
constant. This is clearly totally incorrect and no one 
would suggest that the skull and the brain display 
identical elastic properties if a force is applied to 
the head. However, many models assume that this 
approach is appropriate in a limited tissue such as 
the brain itself. In these circumstances a degree of 
distortion detected by noting displacement of spe-
cifi c structures can be “corrected” by application 
of a linear or other simple image warp. The prob-
lems with this approach are that it makes assump-
tions about the way in which structures will move 
relative to one another (Fig. 8.10). These models are 
based on the assumption that the structures in the 
two brains have the same spatial relationship which 
has become distorted by a process described by the 
warping technique. These assumptions can be con-
fi rmed only by observation of the displacements 
which occur to other structures when the warp fi eld 
is applied. Several workers have looked at the stan-
dard deviation of the spatial coordinates of easily 
recognised structures following warping of brain 
images. If the assumptions of the warping process 
are correct then these should be smaller after warp-
ing than when a simple affi ne transform is applied. 
One example of such a study used the computerized 
brain atlas developed at the Karolinska Institute 
in Stockholm and showed an improvement in reg-
istration accuracy when a non-affi ne process was 
included in the registration method. Despite this the 
standard deviations of the coordinates of individual 

Fig. 8.10a,b. A sagittal MRI 
image of the head (a) and a 
warped image (b). The warp 
has assumed a linear elastic-
ity in all tissues and has been 
used to  stretch” the brain 
below the AC-PC line ven-
trally by 50%. Note the dis-
tortion of the anatomy and 
that equal degrees of distor-
tion are seen in all tissues a b
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structures varied from 0.9 to 4.5 mm (Ingvar et al. 
1994). Interestingly, when this same atlas, devel-
oped on averaged data from Swedish subjects, was 
applied to a Japanese population the distribution of 
the same structures was worse than that obtained 
with a simple affi ne transform. This illustrates the 
problems of generalised image warping techniques 
which cannot contain suffi cient constraints to accu-
rately describe the behaviour of biological systems. 
Despite this, signifi cant improvements may be seen 
in specifi c limited applications such as the coreg-
istration of multiple healthy brains for functional 
MRI (Ashburner et al. 2000).

The problems of the image warping approach can 
be easily illustrated with a simple thought experi-
ment. Imagine 3D MRI images of two brains are 
being coregistered into the Taliarach coordinate 
system. In each patient one cerebral hemisphere is 
smaller than the other so that an affi ne warp cannot 
be applied successfully. In one patient the smaller 
hemisphere demonstrates a diffuse lobar atrophy 
affecting all areas of the brain, in the other a focal 
disorder has caused loss of the central basal gan-
glia and the peripheral cortical mantle is relatively 
normal. If we hope to warp these images back into 
a standard healthy brain confi guration, perhaps 
to apply a computerized brain atlas, we will need 
to include in our warping model specifi c informa-
tion about the location and severity of tissue loss 
and the physical properties displayed in the tis-
sues which have responded to it. The only hope for 
such an approach is to identify multiple anatomical 
landmarks which can be used to allow detailed com-

parison of the distortions between the two images 
and from which we can derive information about 
the nature of the distortion which has occurred in 
different areas. These landmarks may be identifi ed 
manually. Alternatively, a grey-scale coregistra-
tion technique similar to the one applied for affi ne 
transformations may be used. The technique must 
be modifi ed to allow non-affi ne distortions and will 
generate not a simple transformation matrix but a 
complex detailed distortion map describing the 
individual changes in voxel shape which must be 
applied to produce the minimum difference between 
the images. This approach can applied successfully 
if the aims of the experiment are appropriate and 
if the user realizes the inherent inaccuracies of the 
technique. Estimations of the warp fi eld required to 
align healthy and pathological brains can be used 
to indicate the areas of the brain where the majority 
of tissue loss or gain has occurred (Fig. 8.11). Due 
to the limitations of the method, the spatial accu-
racy of the warp information will be lower, often far 
lower than the spatial resolution of the image and 
will be subject to errors where misregistrations have 
occurred between apparently similar structures.

An alternative approach to this type of image 
warping is to develop techniques to identify specifi c 
anatomical structures within the tissue (Rasser et 
al. 2005). These anatomical statistical trained models 
(STMs) are trained using a large sample of images on 
which specifi c features are manually identifi ed. The 
statistical variability of these features is then calcu-
lated and the trained STM can then “search” similar 
images to fi nd the best estimation of the structure. 

Fig. 8.11. Images showing the dif-
ferences in the cortical structure 
between a group of healthy con-
trols and a group of patients with 
Alzheimer’s disease. The patients’ 
brains have been warped into a 
standard coordinate system and 
these images show the differences 
in the amount of deformation 
needed to make the AD brains 
conform to the heathly controls. 
The colour coding therefore 
represents the average amount 
of tissue deformation required 
showing considerable atrophy 
has occurred in the frontal and 
posterior parietal lobes
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This approach can be applied to the identifi cation of 
structures like cerebral gyri, blood vessels or bone 
edges. The problems with STMs relate to the com-
plexity of the models in 3D data sets and the reliance 
on the training set of images to accurately describe 
the variations which may occur in the sample. How-
ever, within the limits of their training set, STMs 
can be used to identify target features which could 
be used to drive an image warping technique. 

8.7 
Applications of Data Coregistration

The ability to coregister 3D data sets facilitates a 
wide variety of post-processing techniques. Some of 
these are described in brief below. The list is far from 
exhaustive and serves to illustrate the importance of 
data fusion in medical applications.

8.7.1 
Analysis of Temporal Image Sequences

The techniques of automated image coregistration 
were fi rst applied to medical data sets to improve 
the stability of data analysis in functional magnetic 
resonance imaging (fMRI). Functional MRI tech-

niques for the measurement of brain activation, 
cerebral perfusion and capillary permeability rely 
on the analysis of multiple images collected over a 
period of 2–60 min. All of these analysis techniques 
perform calculations on a pixel by pixel basis that 
uses the signal intensity changes in the pixel which 
occur over time. The nature of the changes and of 
the analysis performed is presented in detail in the 
chapter on fMRI. In all cases the presence of move-
ment in the data set means that the time course 
change may represent the movement of structures 
through the sample space rather than physiologi-
cally induced signal changes (Ashburner et al. 
2000). This is of particular importance in blood 
oxygen level dependant (BOLD) fMRI where data 
collections tend to be long lasting and the subject 
is often performing cognitive or motor tasks that 
produce motion (Thacker et al. 1999). The latter 
motion may be greatest when the subject is perform-
ing the task so that the presence of motion correlates 
with the timing of the test paradigm. This stimu-
lus correlated motion can produce spurious activa-
tions on fMRI which are eliminated by appropriate 
motion correction (Fig. 8.12).

The ability to coregister temporally spaced image 
acquisitions has also been applied in musculoskele-
tal imaging to assess tibial plateau cartilage changes 
in a coregistered region of interest of the knee taken 
over a period of two years (Jaremko et al. 2006) 
(Fig. 8.13).

Fig. 8.12a–c. Functional MRI experiment using a block paradigm. In this case the subject is at rest throughout the experi-
ment. Apparent areas of signifi cant activation (a) which disappear after coregistration (b). Activations (c) in a synthetic data 
set constructed from multiple identical copies of the baseline image. These copies were then coregistered to mimic exactly 
the movements made by the subject during the actual experiment. These data appear to generate multiple areas of highly 
signifi cant activation that are entirely due to coincidental stimulus correlated motion. The activations are far greater than 
seen in the real data only because the noise structure in the synthetic images is identical in each image

ba c
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8.7.2 
Visualizations from Multiple Data Sets

The ability to coregister images from multiple 
modalities or from multiple examinations allows 
the development of true data fusion to support 
both 2D and 3D visualization techniques. We have 
already seen examples of coregistered CT and iso-
tope images acquired simultaneously from dedi-
cated systems (Figs. 8.2 and 8.3). Using post-pro-
cessing coregistration we can produce similar fused 
images that allow identifi cation of anatomy from 
CT or MRI with overlays of data from PET or SPECT 
(Fig. 8.14). Indeed such coregistration has become 
a matter of routine in the analysis of functional 
brain images where due to the minimal amount 
of anatomic alterations the value of hybrid PET or 
SPECT/CT machines is not as critical as in whole 
body imaging (Myers 2002; Yokoi et al. 2004; Otte 
and Halsband 2006). Since these data acquisitions 
are 3D in nature, we can visualize these fused data 
using standard 3D visualization techniques to dem-
onstrate separate tissue components from different 
images. Figure 8.15 demonstrates the relationship 
between the skull (identifi ed on CT), an acoustic 
neuroma (identifi ed on contrast enhanced MRI) 
and the adjacent blood vessels (identifi ed on time 

of fl ight angiography). Such combined images allow 
improved 3D image interpretation and are of par-
ticular use in surgical planning applications, (Chao 
et al. 2001; Murphy et al. 2001; Feichtinger et al. 
2002; Mahvash et al. 2006) or for the assessment 
of post surgical outcomes of, for example, cochlea 
implant electrode positioning in post surgical CT 
scans coregistered to pre-surgical MRI (Neri et al. 
2005).

In addition there is the further advantage of 
being able to fuse images over time which will 
become increasingly important with regard to PET 
and SPECT based molecular and metabolic imag-
ing (Kartachova et al. 2006; Mayer-Kuckuk et al. 
2006; Otte and Halsband 2006), enabling assess-
ment of treatment responses as well as being an 
invaluable research tool.

In cardiac imaging this has been taken further 
with coregistration of cardiac-gated SPECT images 
of the heart to “cine” MRI and delayed enhancement 
MRI cardiac images helping to visualise perfusion, 
function and viability of myocardium (Klein and 
Thirion 2005; Misko et al. 2006). Furthermore, the 
fusion of CT and MRI images allows for more accu-
rate assessment of atherosclerotic plaque lesions in 
vascular imaging (Dey et al. 2006). Work is also pro-
gressing on the application of the fusion of 3D rota-

Fig. 8.13a–d. Measurement of knee cartilage loss in osteoarthritis. T1 FatSat is used to highlight bone and T2 the endosteal 
surface (a). Surface representations of the bone and cartilage are constructed (b). Following this, thickness maps (c) are 
produced by measuring cartilage at dense points on the bone surface resulting in a bone referenced cartilage thickness 
map. This is repeated for subsequent visits of the same patient. By comparing the cartilage over subsequent attendances a 
map of change in thickness can be constructed (d) with blue indicating regions of thinning and red thickening or swell-
ing. (Courtesy of Dr. Tomos Williams Department of Imaging Science and Biomedical Engineering, School of Medicine, 
University of Manchester, UK)

a c
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tional angiographic images of cerebral aneurysms 
where the aneurysm is supplied by more than one 
artery, and the image acquisitions are from contrast 
injections into the corresponding arteries them-
selves. Following image fusion, it is then possible to 
visualise the intra-aneurysmal fl ow patterns from 
the infl ow arterial streams (Castro et al. 2006).

Coregistration with accurate image fusion of 
SPECT ventilation/perfusion studies and CT pulmo-
nary angiography has made possible the develop-
ment of clinically useful techniques for respiratory 
assessment in patients who have non-diagnostic ini-
tial investigations or require further diagnostic con-
fi rmation (Suga et al. 2004a,b; Harris et al. 2007) 
(Fig. 8.16).

Fusion of complementary imaging modalities has 
also been applied in breast imaging to improve the 
sensitivity and specifi city of breast lesion detection 
using novel approaches such as coregistration of dif-
fuse optical spectroscopy and MRI as well as more 
traditional imaging techniques fusing ultrasound 
(US) to X-ray images (mammography) (Kapur et al. 

Fig. 8.14. Images of C11Buprenorphine binding on PET (left) and MRI images of the same brain (right) 
with fused images shown in the centre. (Courtesy of Dr A Jones, Hope Hospital, Salford, UK)

Fig. 8.15. A 3D visualization of an acoustic neuromas 
patient. The image demonstrates the relationship between 
the skull (identifi ed on CT), an acoustic neuroma (identi-
fi ed on contrast enhanced MRI) and the adjacent blood 
vessels (identifi ed on time of fl ight angiography)
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2004; Hsiang et al. 2005; Suri et al. 2005) and PET/
CT (Zangheri et al. 2004).

With regards to radiotherapy planning and 
tumour staging, image coregistration is used to com-
bine real time US with CT, and SPECT with CT (for 
sentinel node location) in head and neck tumours. 
PET/CT and SPECT/CT is used in lung cancer, 
Hodgkin’s lymphoma, neuroendocrine tumour and 
differentiated thyroid carcinoma staging as well as 
tumour recurrence (Chao et al. 2001; Yamamoto et 
al. 2003; Amthauer et al. 2004; Lopez et al. 2004; 
Brianzoni et al. 2005; Halpern et al. 2005; Messa 
et al. 2005; Wein et al. 2005). PET/CT is also used for 
determining repositioning errors during precision 
radiotherapy (Robar et al. 2005).

8.7.3 
Computerised Atlases

Several groups have developed computerised atlases 
of the human brain that can be applied to images 
from individual patients to improve the identifi -
cation of structures. This is particularly useful in 
educational applications and in the identifi cation 
of structures, such as Brodmann’s cortical areas, 
which are not anatomically defi ned on the images 
themselves (Greitz et al. 1991; Ingvar et al. 1994; 

Nowinski et al. 1997; Woods et al. 1999;  Nowinski 
and Thirunavuukarasuu 2000; Rasser et al. 
2005), allowing for further research into the rela-
tionship between function and anatomical struc-
ture (Nowinski and Thirunavuukarasuu 2000; 
Thottakara et al. 2006). These atlases vary from 
simple affi ne transformation systems which assume 
that the brain is a rigid structure to more sophisti-
cated systems which apply a low order non-affi ne 
warp in order to improve fi tting of the data to the 
atlas. In practice these atlases are extremely useful 
for the approximate identifi cation of cortical areas 
in clinical patients and on images from modalities 
where anatomical content is poor, such as isotope 
investigations or fMRI (Figs. 8.17 and 8.18).

Atlases can also be used to guide the selection of 
brain regions for more complex analyses (Gardner 
and Yazdani 1998; Nowinski 2004). We have used 
a simple coordinate system based on the position 
and size of the CSF space to allow automatic mea-
surements of the position and severity of cerebral 
atrophy in patients with dementia. In this case the 
atlas is deliberately extremely simple and of very 
low spatial resolution identifying only the front, 
middle, back, top and bottom and right and left of 
the CSF space. Despite this, the distribution of CSF 
in this standard space allows differential diagnosis 
between dementias of different types with accuracy 

Fig. 8.16a,b. Fused CTPA-perfusion SPECT of the transverse (a) and sagittal (b) views in a 48-year-old male dem-
onstrating left lower lobe apical and posterobasal segmental defects. An additional perfusion defect is also seen in 
the apico-posterior segment of the upper lobe. The patient was diagnosed as having suffered pulmonary embolism 
despite no fi lling defects being seen on CTPA. (Courtesy of Harris et al. 2007)

a b
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Fig. 8.17. Screenshot from the Brain Atlas for Functional Imaging (BAFI) (Nowinski and 
 Thirunavuukarasuu 2000). Showing the application of a Taliarach coordinate system to a coronal image 
from a 3D brain MRI. After application of the coordinate space the images can be coregistered to the 
standard Taliarach map. The images on the right show the coregistered images with varying degrees of 
opacity to demonstrate the image (top), the pure atlas (bottom) and a fused version (middle)

Fig. 8.18. Also taken from the Brain Atlas for Functional Imaging (BAFI) (Nowinski and 
 Thirunavuukarasuu 2000). Image shows a coronal image from a functional MRI series which has been 
coregistered into the Taliarach coordinate system. The right panels indicate the position of the marker 
point on the atlas and the far right panel gives a coordinate description of the areas of activation
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in excess of 80%. This is illustrated in Figure 8.19, 
which uses this technique to show the separa-
tion of patients with different dementing diseases 
(Thacker et al. 2000). Further atlas development 
has made use of image coregistration in developing 
population-based lymph node maps of the head and 
neck (Poon et al. 2004).

8.7.4 
Subtraction Imaging

Another application of data coregistration is to allow 
comparison of apparently similar examinations to 
improve the detection of small structural changes. 
The use of an automated coregistration technique 
will allow generation of matching images with sub-
voxel accuracy, which can then be directly compared 
(Fig. 8.20). This process assumes that the differences 
between the images will not affect the accuracy of 
the coregistration process. Where changes are small, 
affecting only a small volume of the data and do not 
occur in areas of strong edge strength, this assump-
tion appears to be true. The beauty of this approach 
is that is possible to visualize tiny changes in struc-

ture of the order of a fraction of a pixel in magni-
tude (Bydder 1995; Hajnal et al. 1995; Hajnal and 
Bydder 1997). This allows visualization of changes 
due to brain atrophy, tumour growth or other pro-
cesses where the change between the images is too 
small to be appreciated by eye (Fig. 8.21).

A combination of subtraction imaging and multi-
ple data set imaging is also being facilitated through 
the use of image coregistration where subtraction is 

Fig. 8.19. Scattergram of the distribution of CSF within a 
simple stereotactic coordinate system. Each point represents 
a single patient with Alzheimer’s disease (green), frontotem-
poral dementia (orange) or vascular dementia (red). Blue 
points are normal age matched controls. Note the excellent 
separability of the groups which provides useful support 
information for diagnosis

Fig. 8.20. MR images and subtraction image of an enhancing 
plaque in a patient with MS

Fig. 8.21. Subtraction image from two MRI examinations in 
a child with hydrocephalus. The white border around the 
ventricle indicates that the ventricle has shrunk between the 
examinations
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performed of temporally spaced ictal and interictal 
SPECT images of the brain, the resultant subtraction 
SPECT image being coregistered with an MRI scan 
(Mumcuoglu et al. 2006).

The interpretation of subtraction images is 
quite diffi cult since changes may be caused either 
by changes in intensity or by movements of tissue 
boundaries (Bydder 1995). In addition, the magni-
tude of the differences in the subtraction images can 
be small making them diffi cult to identify. The use 
of statistical approaches to identify signifi cant dif-
ferences between the images improves the detection 
of difference and allows automated identifi cation of 
the pixels that have changed. The use of statistical 
subtractive techniques also allows the comparison 
of images with different grey scale characteristics 
that would demonstrate residual signal on standard 
subtraction images (Fig. 8.22).

8.7.5 
Measuring Changes in Brain Volume

The accuracy of automated coregistration algo-
rithms has been utilised to allow measurement of 
the small volume changes that occur due to atro-
phic brain diseases. Using an accurate coregistra-
tion technique will produce images with no features 
in the brain except in areas where the brain edge has 
moved due to atrophy. These changes can be seen at 
the brain edge even when the movement is far less 
than 1 pixel in magnitude and form the basis of the 

subtraction technique described above. Where the 
signal intensities on each side of the boundary are 
known, the intensity of the voxel in the difference 
image can be used to calculate the movement of 
the edge within the voxel that must have occurred. 
The volume change can then be expressed as the 
appropriate fraction of the voxel volume. This tech-
nique has been applied to the brain in patients with 
Alzheimer’s disease and allows detection of hippo-
campal atrophy in only 6 months (Freeborough et 
al. 1996). The technique can also be used to measure 
volume changes due to other pathological processes 
such as tumours.

 8.7.6 
Segmentation and Classifi cation

One of the main advantages of coregistration is the 
ability to combine information about a single voxel 
from images acquired using different modalities. 
This generates a data rich multi-parametric data set 
for each voxel that can be used to characterise the 
voxel far more accurately than could be achieved 
with a single image (Alfano et al. 1997; Holden 
et al. 2000). This type of data set can be analysed 
using statistical clustering techniques, separating 
specifi c tissue types from the data with great accu-
racy (Fig. 8.23). The data content of these multi-
parametric images can be adjusted by selection of 
appropriate imaging modalities to add the missing 
information required for a particular analysis. This 

Fig. 8.22a–d. Demonstrates the principles of statistical non-parametric image subtraction in a healthy brain. a,b Two inver-
sion recovery images which have been acquired with different inversion times to produce small but signifi cant differences 
in grey scale structure. In b a small phantom area has been inserted (arrow). This circle is lighter than the background 
image by 2 × the standard deviation of the background noise and can hardly be detected by eye. c A subtraction image of 
b  a. The circle is slightly more visible but the major difference is the intensity of the grey matter due to the difference in 
image acquisition technique. d A statistical subtraction map where the intensity of the pixels indicates the probability that 
the image structure is different. The circular phantom is clearly seen

a cb d
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allows accurate identifi cation not only of healthy 
tissues but also of pathological abnormalities within 
the data set.

8.7.7 
MRI Prescription Guidance

Techniques for 3D image coregistration are becom-
ing far faster as algorithmic improvements are devel-
oped. This has led several manufacturers to experi-
ment with systems to allow automated prescription 
of the scanning geometry in MRI based on previ-
ous images. The concept is relatively simple. When 
a patient attends for a follow-up scan the system 
will perform a relatively detailed survey scan. This 
survey will be coregistered to the scan performed 
on the previous visit and the transformation matrix 
will be used to adjust the scanning parameters. In 
theory this should allow the follow-up scan to be 
acquired in a geometry already coregistered to the 
original examination. In practice there remain 
some logistical problems with this approach and it 
remains unclear how practical it will be to obtain 
sub-pixel coregistered examinations of large ana-

Fig. 8.23. Multispectral segmenta-
tion of healthy tissues from a coreg-
istered series of MRI data sets. The 
images show the probability dis-
tribution (tissue maps) for white-
matter, grey-matter, CSF and soft 
tissues (top left clockwise)

tomical data sets. However, in fMRI experiments 
this technique is of considerable benefi t allowing 
the image prescription to track the movements of 
the head as the experiment is performed. Although 
this does not remove the need to coregister the data, 
it does mean that the amount by which the images 
need to be transposed is minimized and is of similar 
magnitude for all images. This approach also allows 
the generation of acceptable fMRI images on the 
scanner console without further coregistration in 
clinical applications.

References

Alfano B, Brunetti A, Covelli EM et al. (1997) Unsupervised, 
automated segmentation of the normal brain using a mul-
tispectral relaxometric magnetic resonance approach. 
Magn Reson Med 37(1):84–93

Alp MS, Dujovny M, Misra M et al. (1998) Head registra-
tion techniques for image-guided surgery. Neurol Res 
20(1):31–37

Amthauer H, Ruf J, Bohmig M et al. (2004) Diagnosis 
of neuroendocrine tumours by retrospective image 
fusion: is there a benefi t? Eur J Nucl Med Mol Imaging 
31(3):342–348



  3D Image Fusion 121

Amthauer H, Denecke T, Rohlfi ng T et al. (2005) Value of 
image fusion using single photon emission computed tom-
ography with integrated low dose computed tomography 
in comparison with a retrospective voxel-based method 
in neuroendocrine tumours. Eur Radiol 15(7):1456–1462

Ashburner J, Andersson JL, Friston KJ (2000) Image registra-
tion using a symmetric prior – in three dimensions. Hum 
Brain Mapp 9(4):212–225

Beyer T, Rosenbaum S, Veit P et al. (2005) Respiration arti-
facts in whole-body (18)F-FDG PET/CT studies with com-
bined PET/CT tomographs employing spiral CT technol-
ogy with 1 to 16 detector rows. Eur J Nucl Med Mol Imag-
ing 32(12):1429–1439

Brianzoni E, Rossi G, Ancidei S et al. (2005) Radiotherapy 
planning: PET/CT scanner performances in the defi nition 
of gross tumour volume and clinical target volume. Eur J 
Nucl Med Mol Imaging 32(12):1392–1399

Bydder G (1995) The MacKenzie Davidson Memorial Lec-
ture: Detection of small changes in the brain with serial 
magnetic resonance imaging. BRJ 68:1271–1295

Castro MA, Putman CM, Cebral JR (2006) Patient-specifi c 
computational modeling of cerebral aneurysms with 
multiple avenues of fl ow from 3D rotational angiography 
images. Acad Radiol 13(7):811–821

Chao ST, Suh JH, Raja S et al. (2001) The sensitivity and 
specifi city of FDG PET in distinguishing recurrent brain 
tumor from radionecrosis in patients treated with stere-
otactic radiosurgery. Int J Cancer 96(3):191–197

de Juan R, Seifert B, Berthold T et al. (2004) Clinical evalu-
ation of a breathing protocol for PET/CT. Eur Radiol 
14(6):1118–1123

Dey D, Slomka P, Chien D et al. (2006) Direct quantitative 
in vivo comparison of calcifi ed atherosclerotic plaque on 
vascular MRI and CT by multimodality image registra-
tion. J Magn Reson Imaging 23(3):345–354

Feichtinger M, Holl A, Korner E et al. (2002) Future aspects 
of the presurgical evaluation in epilepsy. Acta Neurochir 
Suppl 84:17–26

Forster GJ, Laumann C, Nickel O et al. (2003) SPET/CT image 
co-registration in the abdomen with a simple and cost-
effective tool. Eur J Nucl Med Mol Imaging 30(1):32–39

Freeborough P, Woods R, Fox NC. (1996) Accurate registra-
tion of serial 3D MR brain images and its application 
to visualising change in neurodegenerative disorders. J 
Comp Assist Tomogr 20(60):1012–1022

Gabriel M, Hausler F, Bale R et al. (2005) Image fusion analy-
sis of (99m)Tc-HYNIC-Tyr(3)-octreotide SPECT and diag-
nostic CT using an immobilisation device with external 
markers in patients with endocrine tumours. Eur J Nucl 
Med Mol Imaging 32(12):1440–1451

Gardner JC, Yazdani F (1998) Correlating MR lesions and 
functional defi cits in multiple sclerosis patients. Ana-
tomical atlas registration. Phys Med Rehabil Clin N Am 
9(3):569–586, vi

Goerres GW, Kamel E, Heidelberg TN et al. (2002) PET-CT 
image co-registration in the thorax: infl uence of respira-
tion. Eur J Nucl Med Mol Imaging 29(3):351–360

Goerres GW, Burger C, Schwitter MR et al. (2003) PET/CT of 
the abdomen: optimizing the patient breathing pattern. 
Eur Radiol 13(4):734–739

Greitz T, Bohm C, Holte S et al. (1991) A computerized brain 
atlas: construction, anatomical content, and some appli-
cations. J Comput Assist Tomogr 15(1):26–38

Hajnal JV, Bydder GM (1997) Registration and subtraction 
of serial magnetic resonance images. Part 1: Technique. 
Advanced MR imaging techniques. Bradley WG, Bydder 
GM (eds)  . Martin-Dunitz, London

Hajnal JV, Saeed N, Oatridge A et al. (1995) Detection of subtle 
brain changes using subvoxel registration and subtraction of 
serial MR images. J Comput Assist Tomogr 19(5):677–691

Halpern BS, Schiepers C, Weber WA et al. (2005) Presurgical 
staging of non-small cell lung cancer: positron emission 
tomography, integrated positron emission tomography/
CT, and software image fusion. Chest 128(4):2289–2297

Harris B, Bailey D, Roach P et al. (2007) Fusion imaging 
of computed tomographic pulmonary angiography and 
SPECT ventilation/perfusion scintigraphy: initial experi-
ence and potential benefi t. Eur J Nucl Med Mol Imaging   
34(1): 135-42

Holden M, Hill DL, Denton ER et al. (2000) Voxel similar-
ity measures for 3-D serial MR brain image registration. 
IEEE Trans Med Imaging 19(2):94–102

Hsiang D, Shah N, Yu H et al. (2005) Coregistration of 
dynamic contrast enhanced MRI and broadband diffuse 
optical spectroscopy for characterizing breast cancer. 
Technol Cancer Res Treat 4(5):549–558

Ingvar M, Bohm C, Thurfjell L et al. (1994) The role of a 
computerized adjustable brain atlas for merging of data 
from examinations using PET, SPECT, MEG, CT and MR 
images. Functional neuroimaging: technical founda-
tions. Thatcher R, Hallet M, Zeffi ro TA, John ER, Huerta 
M (eds)  . Academic Press, San Diego

Jaremko JL, Cheng RW, Lambert RG et al. (2006) Reliability 
of an effi cient MRI-based method for estimation of knee 
cartilage volume using surface registration. Osteoarthri-
tis Cartilage 14(9):914–922

Kapur A, Carson PL, Eberhard J et al. (2004) Combination 
of digital mammography with semi-automated 3D breast 
ultrasound. Technol Cancer Res Treat 3(4):325–334

Kartachova MS, Valdes Olmos RA, Haas RL et al. (2006) 
Mapping of treatment-induced apoptosis in normal struc-
tures: (99m)Tc-Hynic-rh-annexin V SPECT and CT image 
fusion. Eur J Nucl Med Mol Imaging 33(8):893–899

Klein GJ, Thirion JP (2005) Cardiovascular imaging to quan-
tify the evolution of cardiac diseases in clinical develop-
ment. Biomarkers 10(Suppl 1):S1–9

Kremser C, Plangger C, Bosecke R et al. (1997) Image regis-
tration of MR and CT images using a frameless fi ducial 
marker system. Magn Reson Imaging 15(5):579–585

Larson SM, Nehmeh SA, Erdi YE et al. (2005) PET/CT in non-
small-cell lung cancer: value of respiratory-gated PET. 
Chang Gung Med J 28(5):306–314

Lopez R, Payoux P, Gantet P et al. (2004) Multimodal image 
registration for localization of sentinel nodes in head and 
neck squamous cell carcinoma.  J Oral Maxillofac Surg 
62(12):1497–1504

Mahvash M, Konig R, Urbach H et al. (2006) FLAIR-/T1-/T2-
co-registration for image-guided diagnostic and resective 
epilepsy surgery. Neurosurgery 58(Suppl. 1):ONS69–75; 
discussion ONS69–75

Maurer CR Jr, Fitzpatrick JM, Wang MY et al. (1997) Regis-
tration of head volume images using implantable fi ducial 
markers. IEEE Trans Med Imaging 16(4):447–462

Mayer-Kuckuk P, Doubrovin M, Bidaut L et al. (2006) Molec-
ular imaging reveals skeletal engraftment sites of trans-
planted bone marrow cells. Cell Transplant 15(1):75–82



122 A. Jackson, N. A. Thacker, and S. M. Stivaros

Messa C, Ceresoli GL, Rizzo G et al. (2005) Feasibility of 
[18F]FDG-PET and coregistered CT on clinical target 
volume defi nition of advanced non-small cell lung cancer. 
Q J Nucl Med Mol Imaging 49(3):259–266

Misko J, Dziuk M, Skrobowska E et al. (2006) Co-registration 
of cardiac MRI and rest gated SPECT in the assessment 
of myocardial perfusion, function and viability. J Cardio-
vasc Magn Reson 8(2):389–397

Mumcuoglu EU, Nar F, Yardimici Y et al. (2006) Simulta-
neous surface registration of ictal and interictal SPECT 
and magnetic resonance images for epilepsy studies. Nucl 
Med Commun 27(1):45–55

Murphy M, O’Brien TJ, Morris K et al. (2001) Multimodality 
image-guided epilepsy surgery. J Clin Neurosci 8(6):534–538

Myers R (2002) The application of PET-MR image registra-
tion in the brain. Br J Radiol 75 Spec No: S31–35

Nehmeh SA, Erdi YE, Pan T et al. (2004a) Four-dimen-
sional (4D) PET/CT imaging of the thorax. Med Phys 
31(12):3179–3186

Nehmeh SA, Erdi YE, Pan T et al. (2004b) Quantitation of 
respiratory motion during 4D-PET/CT acquisition. Med 
Phys 31(6):1333–1338

Neri E, Berrettini S, Salvatori L et al. (2005) 3-D CT and MRI 
co-registration in the assessment of cochlear implanta-
tion. Med Sci Monit 11(10):MT63–67

Nowinski WL (2004) Co-registration of the Schaltenbrand-
Wahren microseries with the probabilistic functional 
atlas. Stereotact Funct Neurosurg 82(4):142–146

Nowinski W, Thirunavuukarasuu A (2000) Brain atlas for 
functional imaging. Thieme Verlag, Stuttgart

Nowinski W, Bryan R et al. (1997) The electronic clinical 
brain atlas multiplanar navigation of the human brain. 
Theime, New York Stuttgart

Otte A, Halsband U (2006) Brain imaging tools in neuro-
sciences. J Physiol Paris 99(4/6):281–292

Poon I, Fischbein N, Lee N et al. (2004) A population-based 
atlas and clinical target volume for the head-and-neck 
lymph nodes. Int J Radiat Oncol Biol Phys 59(5):1301–1311

Rasser PE, Johnston P, Lagopoulos J et al. (2005) Functional 
MRI BOLD response to Tower of London performance of 
fi rst-episode schizophrenia patients using cortical pat-
tern matching. Neuroimage 26(3):941–951

Robar JL, Clark BG, Schella JW et al. (2005) Analysis of 
patient repositioning accuracy in precision radiation 
therapy using automated image fusion. J Appl Clin Med 
Phys 6(1):71–83

Suga K, Kawakami Y, Zaki M et al. (2004a) Clinical utility 
of co-registered respiratory-gated( 99m)Tc-Technegas/
MAA SPECT-CT images in the assessment of regional 
lung functional impairment in patients with lung cancer. 
Eur J Nucl Med Mol Imaging 31(9):1280–1290

Suga K, Yasuhiko K, Zaki et al. (2004b) Assessment of regional 
lung functional impairment with co-registered respira-
tory-gated ventilation/perfusion SPET-CT images: initial 
experiences. Eur J Nucl Med Mol Imaging 31(2):240–249

Suri JS, Danielson T, Guo Y et al. (2005) Fischer’s Fused Full 
Field Digital Mammography and Ultrasound System 
(FFDMUS) ” Stud Health Technol Inform 114:177–200

Talairach J, Tournoux P (1988) Co-planar stereotactic atlas of the 
human brain. Georg Thieme Verlag, Stuttgart New York

Thacker NA, Burton E, Lacey A et al. (1999) The effects of 
motion on parametric fMRI analysis techniques. Physiol 
Meas 20(3):251–263

Thacker N, Bathgate D, Varma A et al. (2000) Automated 
analysis of the distribution and severity of cerebral 
atrophy in dementing diseases: diagnostic power in 
Alzheimer’s, frontotemporal and vascular dementia. 
Proceedings of the 8th Annual Meeting of the ISMRM, 
Denver, USA

Thomas MD, Bailey DL, Livieratos L (2005) A dual modal-
ity approach to quantitative quality control in emission 
tomography. Phys Med Biol 50(15):N187–194

Thottakara P, Lazar M, Johnson SC et al. (2006) Application 
of Brodmann’s area templates for ROI selection in white 
matter tractography studies. Neuroimage 29(3):868–878

Veit P, Ruehm S, Kuehl H et al. (2006) Lymph node staging 
with dual-modality PET/CT: enhancing the diagnostic 
accuracy in oncology. Eur J Radiol 58(3):383–389

Wein W, Roper B, Navab N (2005) Automatic registration 
and fusion of ultrasound with CT for radiotherapy. Med 
Image Comput Comput Assist Interv Int Conf Med Image 
Comput Comput Assist Interv   8(2):303–311

West J, Fitzpatrick JM, Wang MY et al. (1999) Retrospective 
intermodality registration techniques for images of the 
head: surface-based versus volume-based. IEEE Trans 
Med Imaging 18(2):144–150

Woods RP, Grafton ST, Holmes CJ et al. (1998a) Automated 
image registration: I. General methods and intrasub-
ject, intramodality validation. J Comput Assist Tomogr 
22(1):139–152

Woods RP, Grafton ST, Watson JD et al. (1998b) Auto-
mated image registration: II. Intersubject validation of 
linear and nonlinear models. J Comput Assist Tomogr 
22(1):153–165

Woods RP, Dapretto M, Sicotte NL et al. (1999) Creation and 
use of a Talairach-compatible atlas for accurate, auto-
mated, nonlinear intersubject registration, and analysis 
of functional imaging data. Hum Brain Mapp 8(2/3):73–
79

Wu TH, Wang JK, Lee JJ et al. (2003) An imaging co-regis-
tration system using novel non-invasive and non-radio-
active external markers. Eur J Nucl Med Mol Imaging 
30(6):812–818

Yamamoto Y, Nishiyama Y, Monden T et al. (2003) Clini-
cal usefulness of fusion of 131I SPECT and CT images 
in patients with differentiated thyroid carcinoma. J Nucl 
Med 44(12):1905–1910

Yokoi T, Soma T, Shinohara H et al. (2004) Accuracy and 
reproducibility of co-registration techniques based on 
mutual information and normalized mutual informa-
tion for MRI and SPECT brain images. Ann Nucl Med 
18(8):659–667

Yu H, Fahrig R, Pelc NJ (2005) Co-registration of X-ray and 
MR fi elds of view in a hybrid XMR system. J Magn Reson 
Imaging 22(2):291–301

Zaitsev M, D‘Arcy J, Collins DJ et al. (2005) Dual-con-
trast echo planar imaging with keyhole: application to 
dynamic contrast-enhanced perfusion studies. Phys Med 
Biol 50(19):4491–4505

Zangheri B, Messa C, Picchio M et al. (2004) PET/CT and 
breast cancer. Eur J Nucl Med Mol Imaging 31(Suppl 1):
S135–142

Zylka W, Sabczynski J (1999) Effect of localization devices 
and registration methods on the accuracy of stereotac-
tic frame systems predicted by the Gaussian approach. 
Comput Aided Surg 4(2):77–86



  Image Processing on Diagnostic Workstations 123

B. M. ter Haar Romeny, PhD
Professor, Eindhoven University of Technology, Dept. of 
Biomedical Engineering, Image Analysis and Interpre-
tation, PO Box 513, WH 2.106, 5600 MB Eindhoven, The 
 Netherlands

Image Processing on Diagnostic Workstations  9
Bart M. ter Haar Romeny

9.1 
Introduction

Medical workstations have developed into the super-
assistants of radiologists. The overwhelming pro-
duction of images, hardware that rapidly became 
cheaper and powerful 3D visualization and quanti-
tative analysis software have all pushed the devel-
opments from simple PACS viewing into a really 

Scientifi c terms marked with  are explained in Wikipedia: 
www.wikipedia.org

versatile viewing environment. This chapter gives 
an overview of these developments, aimed at radi-
ologists’ readership. Many references and internet 
links  are given which discuss the topics in more 
depth than is possible in this short paper. This paper 
is necessarily incomplete.

Viewing stations are core business in a radiolo-
gist’s daily work. All big medical imaging industries 
supply professional and integrated environments 
(such as Philips ViewForum, Siemens Syngo X, GE 
Advantage, etc.). There are dedicated companies for 
viewing software (a.o. Merge eFilm) or OEM solu-
tions (a.o. Mercury Visage, Barco). The application 
domain of workstations is increasing. We now see 
them regularly employed in PACS and teleradiol-
ogy diagnostic review, 3D/3D-time (4D) visualiza-
tion, computer-aided detection (CAD), quantitative 
image analysis, computer-assisted surgery (CAS), 
radiotherapy treatment planning, and pathology. 
Also the applications for medical image analysis in 
the life-sciences research are increasing, due to the 
increased attention to small-animal scanning sys-
tems for molecular imaging , and the many types 
of advanced microscopes (such as confocal micros-
copy  and two-photon laser scanning micro-
scopes ), all giving huge 3D datasets. The focus of 
this chapter is on image processing (also termed 
image analysis or computer vision) applications.

9.2 
Hardware

Early systems were based on expensive hardware 
platforms, called workstations, often based on the 
UNIX  operating system . Today, most systems are 
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based on readily available and affordable PC and 
Mac hardware platforms (running MS-Windows 
or Mac-OS respectively), which are still following 
Moore’s law  of increasing performance (a doubling 
every 24 months) at a stable price level.

The central processor unit (CPU ) is the core of 
the system, running today at several Gigahertz, and 
performance is expressed in Giga-FLOPS  (109 fl oat-
ing point operations  per second). Famous CPUs are 
the Intel Pentium chip, and the AMD Athlon proces-
sor. Today, we see the current 32 bit processors being 
replaced by 64 bit processors, which are capable of 
processing more instructions simultaneously and 
addressing a larger number of memory elements 
(232 = 4.2 × 109, so a 32 bit system cannot have more 
than 4.2 GB of memory (109 = Giga)). There is also a 
trend to have more CPUs (‘dualcore’) on the moth-
erboard , paving the way to parallel processing, 
which is currently still in its infancy.

The memory in the diagnostic workstation is 
organized in a hierarchical fashion. From small to 
large: the CPU has a so-called cache  on its chip, 
as a local memory scratchpad for super-fast access, 
and communicates with the main RAM (random 
access memory , today typically 1–4 GB) through 
the data bus , a data highway in the computer. As 
the RAM is fully electronic, access is fast (nanosec-
onds), much faster than access to a local hard disk  
(milliseconds). When the RAM is fully occupied, the 
CPU starts communicating with the hard disk. This 
explains why increasing the RAM of a slow com-
puter can markedly upgrade its performance. In a 
PACS system, the disk storage is typically done on 
a ‘redundant array of inexpensive disks’ (RAID ), 
where many disks in parallel prevent loss of data in 
case of failure of a component.

The speed of the network should be able to accom-
modate the network traffi c. Typically the workstation 
is part of a local area network (LAN ). Today giga-
bit/second speeds are attained over wired networks, 
wireless is slower (30–100 Mbit/s) but convenient for 
laptops and ‘personal digital assistants’ (PDAs). Many 
PACS installations can be serviced remotely through 
LAN connections to the supplier, anywhere.

Networks are so fast nowadays that 3D volume 
rendering can be distributed from a central pow-
erful computer to simple (and thus low cost) view-
ing stations, called ‘thin clients’  (a.o. Terarecon 
Aquarius, Fig. 9.2). A powerful dedicated graphics 
board (in this case the VolumePro 1000) with dedi-
cated hardware runs several 3D viewing applications 
simultaneously, and is remotely controlled by the 

users of the thin clients. Advantage is the capabil-
ity to handle huge datasets (e.g. > 3000 slices) easily, 
but scalability (to e.g. dozens of users) is limited.

Interestingly, the power of ‘graphical processing 
units’  (GPU , the processor on the video card  
(or graphics accelerator card ) in the system) has 
increased even faster than CPU power, mainly due to 
the fact that GPUs form the core of the computer game 
industry. The millions of systems needed for this 
lucrative market and the high competition between 
the market leaders NVIDIA and ATI have created a 

Fig. 9.1a–c. Brain aneurysm (a) and carotids (b): examples 
of volume renderings with a computer game graphics card 
(3Mensio Inc) (c)

a

c

b



  Image Processing on Diagnostic Workstations 125

huge performance/price ratio. A GPU has a 50 times 
faster communication speed of the data internally 
between memory and processor, and has dedicated 
hardware for rendering artifi cial environments, 
such as texture mapping , pixel shaders  and an 
intrinsic parallel design with pixel pipelines . They 
have fi nally become fully programmable (and can be 
instructed by languages as DirectX  and OpenGL ) 
and are equipped with up to gigabytes of local 
memory. These ‘games’ hardware boards are now 
increasingly used in 3D medical visualization appli-
cations (among others 3Mensio Medical Systems). See 
Figure 9.1. There is also a community exploring the 
use of GPUs for general processing (GPGPU 2007).

The viewing screens of diagnostic workstations 
have to be of special diagnostic quality. Excellent 
reviews of the important parameters (resolution, 
contrast, brightness, 8, 10 or 12 bit intensity range, 
homogeneity, stability, viewing angle, speed, etc. are 
available in the so-called white papers by a variety of 
vendors (a.o. Barco – Barco 2007, Eizo – Eizo 2007).

9.3 
Software

The revolution in PACS (and teleradiology) viewing 
stations was fi red by the standard “Digital Imag-
ing and Communications in Medicine”  (DICOM) 
standard (DICOM 2007a), 4000 pages). In the 1990s 
the ACR (American College of Radiology) and 
NEMA (National Electrical Manufacturers Asso-
ciation) formed a joint committee to develop this 
standard. The standard is developed in liaison with 
other standardization organizations including CEN 
TC251 in Europe and JIRA in Japan, with review 
also by other organizations including IEEE, HL7 
and (Health Level 7 2007) ANSI in the USA. It is 
now widely accepted. Convenient short tutorials are 
available (Whitby 2006). As the scanners and view-
ing software continue to develop, new features have 
to be added to the standard continuously. Vendors 
are required to make available their so-called con-
formity statements (see for example DICOM 2007b), 
i.e. a specifi ed list of what conforms to the current 
version of the standard.

The second revolution was the standardization 
of the internal procedural organization of medi-
cal data handling in the ‘Health Level 7’  standard 
(HL7) (DICOM 2007a).

The basic function of a viewing station is the con-
venient viewing of the data, with a patient selection 
section. The functions are grouped in a so-called 
‘graphical user interface’  (GUI ). Versatile PC 
based viewing packages are now widely available 
(see RSNA 2006 for an extensive list), many also 
offering ‘extended ASCI’  character sets for the 
Chinese, Japanese and Korean markets.

Basic functions of the GUI include administra-
tive functions as patient and study selection, report 
viewing and generation, and visualization func-
tions as cine loop, ‘maximum intensity projec-
tion’  (MIP), ‘multi-planar reformatting’  (MPR ) 
including oblique and curved reconstructions, cut 
planes, measurement tools for distances and angles, 
magnifying glass, annotations, etc.

The development of computer vision algorithms 
often follows a hierarchical pathway. The design 
process (rapid prototyping) is done in high-level 
software (examples are Mathematica , Maple , 
Matlab ), where very powerful statements and 
algebraic functionality make up for very short 
code, but his is diffi cult to extent to the huge multi-
dimensional medical images. When the formulas 
are understood and stable, the implementation is 
made into lower languages, like C, C++, Java. When 
ultimate speed (and limited variability) is required, 
the code can be implemented in hardware (GPU , 
fi eld programmable gate array’s (FPGA ), dedicated 
chips, etc.). Many packages offer software develop-
ment kits for joint development (e.g. MevisLab  
by MEVIS, ‘Insight Segmentation and Registration 
Toolkit’ (ITK ) by NLM, etc.).

9.4 
3D Visualization

The fi rst breakthrough in the use of workstations 
has been by the invention of generating realistic 3D 
views from tomographic volume data in the 1980s. 
Now 3D volume rendering is fully interactive, at high 
resolution and real-time speed, and with a wide vari-
ety of options, making it a non-trivial matter to 
use it.

Many dedicated companies are now established 
(such as Vital Images with Vitrea, Mercury Computer 
Systems with Amira, Barco with Voxar, 3Mensio 
with 3Vision, Terarecon with Aquarius, etc.). Often 
a third party 3D viewing application is integrated 
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in the PACS viewing application, and supplied as 
a complete system by such an ‘original equipment 
manufacturer’  (OEM ).

The principle of ray tracing (‘rendering’ ) (Sig-

graph 2007) is actually based on mimicking the 
physics of light refl ection with the computer: the 
value of a pixel in a 2D image of a 3D view (also 
called a 2.5D view) is calculated from the refl ected 
amount of light from a virtual light source, either 
bouncing on the surface of the 3D data (this process 
is called ‘surface rendering’ ), or as the summation 
of all contributions from the inside of the 3D dataset 
along the line of the ray in question, composed with a 
formula that takes into account the transparency (or 
the inverse: the opacity) of the voxels. This process 
is called ‘volume rendering’ . The user can change 
the opacity settings by manipulating the so-called 
‘transfer function’ , this function giving the relation 
between the measured pixel value from the scanner 
and the opacity (Sereda et al. 2006). As there is an 
infi nite number of settings possible, users often get 

confused, and a standard set of settings is supplied, 
e.g. for lung vessels, skull, abdominal vascular, etc., 
or a set of thumbnails is given with examples of pre-
sets, from which the user can choose. Attempts are 
underway to extract the optimal settings from the 
statistics of the data itself (Sereda et al. 2006).

In virtual endoscopy (e.g. colonoscopy) the 
camera is positioned inside the 3D dataset. Chal-
lenges for the computer vision application are the 
automatic calculation of the optimal path for the 
fl y-through through the center of the winding colon, 
bronchus or vessel. Clever new visualizations have 
been designed to screen the foldings in the colon for 
polyps at both the forward as backward pass simul-
taneously: unfolding (Vilanova et al. 2003) (see 
Fig. 9.3) and viewing an unfolded cube (Vos et al. 
2003) (see Fig. 9.4).

Segmentation is the process of dividing the 3D 
dataset in meaningful entities, which are then visu-
alized separately. It is essential for 3D viewing by, 
e.g. cut-away views, and also, unfortunately, one 
of the most diffi cult issues in computer vision. It is 
discussed in more detail in Section 9.5. When clear 
contrasts are available, such as in contrast enhanced 
CT or MR angiography and bone structures in CT, 
the simple techniques of thresholding and region 
growing can be employed, up to now the most often 
used segmentation technique for 3D volume visual-
ization.

This also explains the popularity of maximum 
intensity projection , where pixels in the 2.5D view 
are determined from the maximum along each ray 
from the viewing eye through the dataset (such a 
diverging set of rays leads to a so-called ‘perspec-
tive rendering’ ). As this may easily lead to depth 
ambiguities, often the more appealing ‘closest vessel 
projection’  (CVP) is applied, where the local maxi-
mum values closest to the viewer is taken. The sam-
pled points of the (oblique) rays through the dataset 
are mostly located in between the regular pixels, and 
are calculated by means of interpolation .

Fig. 9.2. Volume rendering of the heart and coronaries 
( Terarecon Inc)

Fig. 9.3. Virtual colonoscopy with unfolding enables inspection of folds from all sides. From Vilanova et al. (2003)

�
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9.5 
Computer Aided Detection (CAD)

One of the primary challenges of intelligent soft-
ware in modern workstations is to assist the human 
expert in recognition and classifi cation of disease 
processes by clever computer vision algorithms. 
The often used term ‘computer-aided diagnosis’ 
may be an overstatement (better: ‘computer-aided 
detection’), as the fi nal judgement will remain with 
the radiologist. Typically, the computer program 
marks a region on a medical image with an anno-
tation, as an attention sign to inspect the location 
or area in further detail. The task for the software 
developer is to translate the detection strategy of 
the expert into an effi cient, effective and robust 
computer vision algorithm. Modern techniques are 
also based on (supervised and unsupervised) ‘data 
mining’  of huge imaging databases, to collect sta-
tistical appearances. E.g. learning the shape and tex-
ture properties of a lung nodule from 1500 or more 
patients in a PACS database is now within reach. 
Excellent reviews exist on current CAD techniques 
and the perspectives for CAD (Doi 2006; Gilbert 

and Lemke 2005). The fi eld has just begun, and some 
fi rst successes have been achieved. However, there 
is a huge amount of development still to be done in 
years to come.

Some advances in CAD techniques that have 
brought good progress are in the following applica-
tion areas.

Mammography: this has been the fi rst fi eld where 
commercial applications found ground, in par-

ticular due to the volume production of the associ-
ated screening, the high resolution of the modality 
and the specifi c search tasks. Typical search tasks 
involve the automated detection of masses, micro-
calcifi cations, stellate or spiculated tumors, and the 
location of the nipple.

How do such algorithms work? Let us look in 
some detail to one example: stellate tumor detec-
tion (Karssemeijer 1995). As breast tissue con-
sists of tubular structures from the milk-glands to 
the nipple, tumor extensions may preferably follow 
these tubular pathways. In a projection radiograph 
this leads to a spiculated or star-shaped pattern. 
The computer will inspect the contextual environ-
ment of each pixel (say 50 × 50 pixels) on the pres-
ence of lines with an orientation pointing towards 
the relevant pixel. In this way a total of 2500 ‘votes’ 
are collected for each pixel. The pixels with a voting 
probability exceeding some threshold are possible 
candidates for further inspection.

The location of the nipple is important as a gen-
eral coordinate origin for localization references 
with, e.g. previous recordings. The general statis-
tical ‘fl ow’ of line structures points towards the 
nipple; the location can reasonably well be found by 
modeling the apparent statistical line structure with 
physical fl ow models.

The role of MRI in breast screening is rising. As 
in regular anatomical scans, too many false nega-
tive detections are found, and current attention now 
focuses on dynamic contrast enhanced MRI. The 
rationale is the high vascularity of the neoplasm, 
leading to a faster uptake and outwash over time of 
the contrast medium compared to normal tissue. 
Current research focuses on the understanding of 
this vascular fl ow pattern (e.g. by two-compartment 
modeling) and the optimal timing of the image 
sequence.

Polyp detection in virtual colonography: polyps 
are characterized by a mushroom-like extrusion of 
the colon wall, and can be detected by their shape: 
they exhibit higher local 3D curvature  (‘Gauss-
ian curvature’ ) properties. These can be detected 
with methods from ‘differential geometry’  (the 
theory of shapes and how to measure and character-
ize them), and highlighted as, e.g. colored areas as 
attention foci for further inspection.

Methods have been developed to carry out an 
electronic cleansing  of the colon wall when con-
trast medium is still present. An interesting current 
target is to reduce strongly the radiation dose of the 
CT scan, and still be able to detect the polyp struc-

Fig. 9.4. Unfolded cube projection in virtual colonoscopy. 
From Vos et al. (2003)
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tures, despite the deterioration of the detected colon 
wall structures (Fig. 9.5). Clever shape smoothing 
techniques and edge-preserving smoothing of the 
colon surface have indeed enabled a substantial dose 
reduction.

Thorax CAD: here the focus is on the automated 
detection of nodules in the high resolution multi-
slice CT (MSCT) data, on the detection of pulmo-
nary emboli (Schaefer-Prokop et al. 2006, and of 
textural analysis by classifi cation of pixels, e.g. for 
the quantifi cation of the extent of sarcoidosis. See 
Sluimer et al. (2006) for a review.

Other CAD applications include calcium scoring, 
used to detect and quantify calcifi ed coronary and 
aorta plaques, analysis of retinal fundus images for 
leaking blood vessels as an early indicator for diabe-
tes, and the inspection of skin spots for melanoma (of 
particular attention in Australia), Burroni 2004.

9.6 
Atlases

The use of interactive 3D atlases on medical worksta-
tions is primarily focused on education and surgery. 
As an example, K.-H. Höhne’s pioneering Voxel-
Man series of atlases (Höhne 2004) was initiated 
by the ‘visible human project’ (Fig. 9.6). Atlases 
for brain surgery (e.g. the Cerefy Brain atlas family; 
 Nowinski et al. 2005) now become probabilistic, 
based on a large number of patient studies.

9.7 
CAD/CAM Design

Workstations can also assist in the creation of 
implants from the 3D scans of the patients. This is 
a highly active area in ENT, dental surgery, orthope-
dic surgery and cranio-maxillofacial surgery. Many 
design techniques have been developed to create the 
new shapes of the implants, e.g. by mirroring the 
healthy parts of the patient of the opposite side of the 
body, 3D region growing of triangulated ‘fi nite ele-

Fig. 9.5a–c. Virtual colonoscopy with surface smoothing. a Original dose (64 mAs); b 6.25 mAs; c 1.6 mAs. From Peters 

(200)

Fig. 9.6. The famous Voxel-Man atlas explored many types of 
optimal educational visualization. From Höhne (2004)

ba c
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ment models’  in the assigned space, etc. The ‘stan-
dard tesselation language’  (STL ) is a common 
format to describe surfaces for 3D milling equipment 
for rapid prototyping , such as stereolithography  
systems, plastic droplets ditherers, fi ve-axes com-
puterized milling machines, laser powder sinter-
ing systems, etc. Many dedicated rapid prototyping 
companies exist (e.g. Materialize Inc., see also www.
cc.utah.edu/~asn8200/rapid.html). In the medical 
arena several large research institutes are active in 
this area (Caesar, Berlin; Co-Me, Zürich).

9.8 
Diffusion Tensor Imaging  (DTI ) – 
 Tractography

Three-dimensional (3D) visualization of fi ber tracts 
in axonal bundles in the brain and muscle fi ber bun-
dles in heart and skeletal muscles can now be done 
interactively. The images are no longer composed of 
scalar  (single) values in the voxels, but a complete 
diffusion tensor  (a 3 × 3 symmetric matrix ) is 
measured in each voxel.

The three so-called eigenvectors  can be calcu-
lated with methods from linear algebra ; they span 
the ellipsoid of the Brownian motion  that the water 
molecules make at the location of the voxels due to 
thermal diffusion. Complex mathematical methods 
are being investigated to group the fi bers in mean-
ingful bundles, to segment and register the DTI data 
with anatomical data, and fi nd fi ber crossings and 

endings automatically. An interesting development 
is the photorealistic rendering of the tiny bundle 
structures (with specularities and shadows), based 
on the physics of the rendering of hair, see Figure 9.7 
(Peeters et al. 2006 b).

9.9 
Registration

Registration, or matching, is a classical technique in 
image analysis (Hajnal et al. 2001). It is employed 
to register anatomical to anatomical, or anatomical 
to functional data, in any dimension. Examples are 
MRI-CT, PET-CT, etc. The construction of a PET and 
a CT gantry in a single system effectively solves the 
registration problem for this modality.

The matching can be global (only translation, 
orientation and zooming of the image as a whole) or 
local (with local deformation, also called warping ). 
Registration can be done by fi nding correspondence 
between (automatically detected) landmarks, or on 
the intensity landscape itself, e.g. by correlation . 
There is always an entity (a so-called functional ) that 
has to be minimized for the best match: e.g. the mean 
squared distance between the landmarks, a Pierson 
correlation coeffi cient, or others. In particular, for 
multi-modality matching, the mutual information  
(MI) has been found to be an effective minimizer. As 
an example, in MRI bone voxels are black and in CT 
white; they show as a cluster in the joint probability 
histogram of the MR vs CT intensities. The MI is a 
measure of entropy (disorder) of this histogram.

9.10 
RT Dose Planning

The accuracy of radiotherapy dose calculations, 
based on the attenuation values of the CT scan of 
the patient, needs to be very high to prevent under-
exposure of the tumor and overexposure of the 
healthy tissue. Typically the isodose surfaces are 
calculated and viewed in 3D in the context of the 
local anatomy. Increasingly the images made in the 
linear accellerator with the electronic portal imag-
ing device  (EPID) are used for precise localization 
of the beam and repeat positioning of the patient, 

Fig. 9.7. Muscle fi bers tracked in a high-resolution DTI 
MRI of a healthy mouse heart. Lighting and shadowing of 
lines combined with color coding of helix angle ( h). From 
 Peeters et al. (2006a)
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by precise registration techniques. The low contrast 
images (due to the high voltage of the imaging beam) 
can be enhanced by such techniques as (adaptive) 
histogram equalization .

9.11 
Quantitative Image Analysis

This is the fastest growing application area of medi-
cal workstations. The number of applications is vast, 
every major vendor has research activities in this 
area, and many research institutes are active. To 
quote from the scope of ‘Medical Image Analysis’, 
one of the most infl uential scientifi c journals in the 
fi eld:

“The journal is interested in approaches that uti-
lize biomedical image datasets at all spatial scales, 
ranging from molecular/cellular imaging to tissue 
/ organ imaging. While not limited to these alone, 
the typical biomedical image datasets of interest 
include those acquired from: magnetic resonance, 
ultrasound, computed tomography, nuclear medi-
cine, X-ray, optical and confocal microscopy, video 
and range data images.

The types of papers accepted include those that 
cover the development and implementation of algo-
rithms and strategies based on the use of various 
models (geometrical, statistical, physical, func-
tional, etc.) to solve the following types of problems, 
using biomedical image datasets: representation of 
pictorial data, visualization, feature extraction, seg-
mentation, inter-study and inter-subject registra-
tion, longitudinal / temporal studies, image-guided 
surgery and intervention, texture, shape and motion 
measurements, spectral analysis, digital anatomical 
atlases, statistical shape analysis, computational 
anatomy (modeling normal anatomy and its varia-
tions), computational physiology (modeling organs 
and living systems for image analysis, simulation 
and training), virtual and augmented reality for 
therapy planning and guidance, telemedicine with 
medical images, telepresence in medicine, telesur-
gery and image-guided medical robots, etc.”

See also the huge amount of toolkits for computer 
vision: http://www.cs.cmu.edu/~cil/v-source.html. 
Important conferences in the fi eld are MICCAI, 
CARS, IPMI, ISBI and SPIE MI. In the following 
some often-used techniques are shortly discussed. 
There are excellent tutorial books (Sonka et al. 

2000, Bovik 2000; Yoo 2004) and review papers for 
the fi eld.

Segmentation  is a basic necessity for many sub-
sequent viewing or analysis applications. Mostly 
thresholding and 2D/3D region growing are applied, 
but these often do not give the required result. 
Proper segmentation is notoriously diffi cult. There 
are dozens of techniques, such as model-based seg-
mentation, methods based on statistical shape vari-
ations (‘active shape models’ ), clustering methods 
in a high-dimensional feature space (e.g. for tex-
tures), histogram-based methods, physical models 
of contours (‘snakes’, level sets ), region-growing  
methods, graph partitioning  methods, and multi-
scale segmentation .

The current feeling is that fully automated seg-
mentation is a long way off, and a mix should be 
made between some (limited, initial) user-interac-
tion (semi-automatic segmentation).

Feature detection  is the fi nding of specifi c land-
marks in the image, such as edges, corners, T-junc-
tions, highest curvature points, etc. The most often 
used mathematical technique is multi-scale differ-
ential geometry  (Ter Haar Romeny 2004). It is 
interesting that the early stages of the human visual 
perception system seem to employ this strategy.

Image enhancement  is done by calculating spe-
cifi c properties which then stand out relative to the 
(often noisy) background. Examples are the likeness 
of voxels to a cylindrical structure by curvature rela-
tions (‘vesselness’ ), edge preserving smoothing , 
coherence enhancing , tensor voting , etc. Com-
mercial applications are, e.g. MUSICA (‘Multi-Scale 
Image Contrast Amplifi cation’, by Agfa), and the 
Swedish ContextVision (http://www.contextvision.
se/). Enhancement is often used to cancel the noise-
increasing effects of substantially lowering the X-ray 
dose, such as in fl uoroscopy and CT screening for 
virtual colonoscopy.

Quantitative MRI is possible by calculating the 
real T1 and T2 fi gures from the T1 and T2 weighted 
acquisitions, using the Bloch equation  of MRI 
physics. Multi-modal MRI scans can be exploited 
for tissue classifi cation: when different MRI tech-
niques are applied to the same volume, each voxel 
is measured with a different physical property, and 
a feature space can be constructed with the physical 
units along the dimensional axes: e.g. in the charac-
terization of tissue types in atherosclerotic lesions 
with T1, T2 and proton density weighted acquisi-
tions, fat pixels tend to cluster, as do blood voxels, 
muscle voxels, calcifi ed voxels, etc., see Figure 9.8. 



  Image Processing on Diagnostic Workstations 131

Pattern recognition techniques like neural net-
works  and Bayesian statistics  may fi nd the proper 
cluster boundaries.

Shape can be measured with differential geomet-
ric properties, such as curvature , saddle points , 
etc. It is often applied when, e.g. in the automated 
search for (almost) occluded lung vessels in pul-
monary emboli, polyps on the colon vessel wall, 
measuring the stenotic index, spiculated lesions in 
mammography, etc. A popular method is based on 
‘active shape models’ , where the shape variation is 
established as so-called shape eigenmodes  by ana-
lyzing a large set of variable shapes and perform-
ing a ‘principal component analysis’ , a well known 
mathematical technique. The fi rst eigenmode gives 
the main variation, the second the one but larg-
est, etc. Fitting an atlas or model-based shape on a 
patient’s organ or segmented structure becomes by 
this means much more computationally effi cient.

Temporal analysis is used for bolus tracking 
(time-density quantifi cation), functional maps of 
local perfusion parameters (of heart and brain), con-
trast-enhanced MRI of the breast, cardiac output 
calculations by measuring the volume of the left ven-
tricle over time, multiple sclerosis lesion growth / 
shrinkage over time, regional cardiac wall thickness 
variations and local stress/strain calculations, and in 
fl uoroscopy, e.g. the freezing of the stent in the video 
by cancellation of the motion of the coronary vessel.

9.12 
Workstations for Life Sciences

In life sciences research a huge variety of (high 
dimensional) images is generated, with many new 
types of microscopy  (confocal , two-photon , 
cryogenic transmission electron microscopy , 
etc.) and dedicated (bio-) medical small animal 
scanners (micro-CT, mini PET, mouse-MRI, etc.). 
The research on molecular imaging and molecu-
lar medicine is still primarily done in small animal 
models.

There is great need for quantitative image analy-
sis. An example is, e.g. the measurement of quan-
titative parameters that determine the strength of 
newly engineered heart valve tissue of the patient’s 
own cell line, such as collagen fi ber thickness, local 
orientation variation and tortuosity . The source 
images are from two-photon microscopy, where the 
collagen is specifi cally colored with a collagen spe-
cifi c molecular imaging marker (Fig. 9.9).

Another example is the detailed study of the 
micro-vascular structure in the goat heart from 
ultra-thin slices of a cryogenic microtome  (degree 
of branching, vessel diameter, diffusion and per-
fusion distances, etc.). Typical resolution is 25–
50 micron in all directions, with datasets of 20003 

(Fig. 9.10).

Fig. 9.8. a Multimodality MRI of atherosclerotic plaque in the human carotid artery: (w1) T1-weighted 2D TSE, (w2) ECG-
gated proton density-weighted TSE, (w3) T1-weighted 3D TFE, (w4) ECG-gated partial T2-weighted TSE, (w5) ECG-gated 
T2-weighted TSE. b Feature space for cluster analysis. c Classifi cation result. From Hofman et al. (2006)
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This research arena will benefi t greatly in the 
near future from the spectacular developments in 
the diagnostic image analysis and visualization 
workstations.

9.13 
Computer-Aided Surgery (CAS)

In the world of CAS some very advanced simulation 
and training systems (KISMET, Voxel-Man) have 
been created (Voxel Man surgical workstations 
2007). Especially in dental implants, craniofacial sur-
gery and laparoscopic surgery there are many and 
highly advanced systems today (Fig. 9.11). Surgical 

navigation workstations are routinely displaying the 
combination of the anatomy and the position and ori-
entation of the instruments in the operating theatre.

An interesting development is the use of complex 
fl uid dynamics modeling, which enables the predic-
tion of rupture chances in abdominal aorta surgery, 
and selecting optimal therapeutic procedures with 
bypass surgery in the lower aorta (Fig. 9.12).

In neurosurgery workstations can be employed in 
the calculation of an optimal (safest) insert path for 
electrodes for deep brain stimulation (DBS), based 
on a minimal costs path avoiding blood vessels and 
ventricles, and starting in a gyrus. Workstations 
assist in inter-operative visualization by warping 
the pre-operative imagery to the real situation in 
the patient during the operation, by intra-operative 
MRI, or ultrasound.

Fig. 9.10. A 3D visualization of a microtome stack 
(40 × 40 × 40 m) of the micro-vasculature of a goat heart 
(van Bavel et al. 2006) [Bennink 2006]

Fig. 9.11. Virtual laparoscopy trainer (Origin: Forschungs-
zentrum Karlsruhe KISMET)

Fig. 9.9. a Two-photon fl orescence microscopy of collagen fi bers of tissue-engineered heart-valve 
tissue. b Result of structure preserving denoising. From Daniels et al. 2006

a b
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9.14 
New Developments

The visual perception of depth (when viewing 3D) 
data is helped enormously if the viewer can move 
the data himself. There are many depth cues (stereo, 
depth from motion, depth from perspective), but 
depth from motion is the strongest. That is why 
maximum intensity projections (MIP) are prefer-
ably viewed dynamically. By self-tracking also the 
muscle’s proprioceptors are giving feedback to the 
brain, adding to the visual sensation. The combi-
nation with human’s superb eye-hand coordination 
has led to the concept of the Dextroscope (www.dex-
troscope.com), where a (computer generated) view 
or object can be manipulated under a half-trans-
parent mirror, through which the viewer sees the 
display. Displays can also be equipped with haptic 
(tactile) feedback systems, which are now commer-
cially available (Fig. 9.13).
Super-large screens, and touch screens are becom-
ing popular; a new trend is the multi-touch screen 
(http://cs.nyu.edu/~jhan/ftirtouch/ with movie), 
where multiple positions to interact simultaneously 
make more complex transformations possible, such 
as zooming, multiple simultaneous objects interac-
tions, etc.

Fig. 9.12a–c. Abdominal aorta aneurysm: a color coding of displacement (mm); b Von Mises strain; c Von Mises stress (kPa). 
From de Putter et al. (2005)

ba c

Fig. 9.13. Stereo viewing and manipulation with haptic feed-
back

9.15 
Outlook

We have actually just started with exploiting the 
huge power these super assistants can add, in any 
of the fi elds discussed above – hardware, software 
and integration. Image processing plays an essential 
role, be it for visualization, segmentation, computer-
aided detection, navigation, registration, or quanti-
tative analysis. There will be an ever greater need for 
clever and robust algorithms: it is the conviction of 
the author that the study of human brain mechanism 
for the inspiration for such algorithms has a bright 
future to come (ter Haar Romeny 2004). The radi-
ologists will benefi t from these super-assistants, and 
fi nally: the patient has the best benefi t of all.
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10.1 
The Middle Ear

10.1.1 
Image Acquisition

As well as other anatomical districts, to gener-
ate three-dimensional (3D) reconstructions of the 
middle ear structures, a volumetric acquisition is 
required. In the case of the tympanic cavity, high-
resolution computed tomography is the imaging 
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modality of choice; although the term “high-reso-
lution” traditionally means acquisitions performed 
with millimetric or sub-millimetric collimation 
(even with conventional CT), volumetric study is 
more properly used when a single or multi-row spiral 
CT is used. CT is generally introduced in the diag-
nostic workup of middle ear pathologies when exter-
nal otoendoscopy is unsuccessful to demonstrate the 
cause of the disease. Volumetric acquisitions allow 
evaluating most of the components of the tympanic 
cavity, such as walls and ossicular chain, but fail to 
demonstrate the mucosal layer and ligaments.

Recently, interest in the CT study of the middle 
ear has been renewed by detailed endoscopic studies 
of this region performed during interventions with 
dedicated devices; this technique has been called 
transtympanic endoscopy, since it requires the per-
foration of the tympanic membrane.

Our spiral CT protocol includes axial and coronal 
acquisitions (beam collimation, 1 mm; pitch, 1; table 
incremental speed, 1 mm/s; tube rotation, 1 s; tube 
current, 160 mA with 120 KVp; fi eld of view, 16 cm). 
Axial and coronal images are obtained at 0.5 mm of 
reconstruction interval with bone algorithm (Neri 

et al. 2000a).
A recent major advance has been the introduction 

of multi-row CT protocols including a single axial 
acquisition (along the standard axial plane, paral-
lel to the hard palate and inferior to the orbit, thus 
avoiding the cornea in the primary X-ray beam of 
the CT scanner).

Multi-row technology allows sub-millimetric spa-
tial resolution, which is extremely important in the 
z-axis, thus providing additional information when 
compared with single-slice CT. The visualization 
of thin structures such as the stapedial crura and 
the ossicular ligaments results in being improved 
by means of multi-row CT; also the ability to obtain 
volumetric data with isotropic voxels permits reli-
able image reformations in any plane of a section.

Moreover, multi-row CT shows the additional 
value in eliminating double examination when 
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transverse and coronal acquisitions are required in 
order to obtain diagnosis such as in patients with 
tumors or infl ammation of the inner ear or affected 
by labyrinth fi stulas.

This is extremely important in immobilized trauma 
patients where coronal acquisition is not achievable 
or in pediatric patients where a double scan should be 
avoided in order to reduce the radiation dose.

Jäger et al. (2005), equipped with a four-slice 
scanner, report the following acquisition protocol in 
the axial plane (0.5 mm section thickness; 0.5 mm 
collimation with two detector rows; 0.2 reconstruc-
tion increment; 1 mm table feed and rotation; 1 s 
rotation time; tube current 180 mAs with 120 kVp; 
fi eld of view, 9 cm), and all images (native and refor-
matted) displayed at a window center of 800 HU and 
a window width of 4,000 HU. Despite the advent of 
more powerful scanners (32–64 slices) that allow a 
further improvement in speed and resolution along 
the z-axis, acquisition protocols reported in the lit-
erature remain substantially unchanged in terms of 
section thickness in respect to those proposed for 
four-slice scanners (Lane et al. 2006).

10.1.2 
3D Image Processing: 
Value of Multiplanar Reconstructions

The near isotropic imaging obtained by spiral CT 
allows not only the accurate evaluation of anatomic 
details on native images, but even the reconstruc-
tion of oblique planes (MPR, multiplanar recon-
structions) (Ali et al. 1993; Hermans et al. 1995). 
MPRs are well known since the introduction of CT 
in the clinical practice. Initial applications of MPR 
to the study of the middle ear were carried out with 
conventional CT (Haas and Kahle 1988; Grevers 
et al. 1989), and such experiences addressed to MPR 
an effective integrative role in CT imaging of the 
middle ear. With the advent of spiral CT, MPRs have 
been made available for most users, and the fre-
quency of their application in the clinical routine 
has increased.

An interesting application of reformatted planes 
in the study of the middle ear is represented by the 
imaging of recurrent postoperative cholesteatoma. In 
this case, the combined use of axial native images, 
coronal and sagittal reformations allows to evaluate 
the shape of the tissue fi lling the middle ear, which in 
case of recurrent cholesteatoma can be identifi ed by 
the prevalent scalloped limits (Veillon 1993,  1997).

Watanabe et al. (2000) evaluated MPR of the 
facial nerve canal in 628 CTs of the temporal bone. 
MPRs were created along the labyrinthine and tym-
panic segment, and along the tympanic and mastoid 
segment of the facial nerve. Further MPR along the 
facial nerve canal and bone fracture lines were cre-
ated as well. In all cases, MPR delineated the labyrin-
thine and tympanic segment in one image, and the 
tympanic and mastoid segment in another image. 
In two patients with traumatic facial nerve palsy, 
the MPR images revealed a relationship between the 
facial nerve canal and the bone fracture. The authors 
concluded that MPR of the facial nerve canal were 
useful in detecting facial nerve schwannoma, trau-
matic facial nerve palsy and congenital facial nerve 
palsy.

Again, the application of MPR is variable since 
any case that requires integration of axial images 
with additional planes is valuable. One example is 
the postoperative evaluation of cochlear implants, 
where the path of the electrode within the cochlea 
turn is not easy to assess by native images; in such 
cases the creation of MPRs that allow displaying the 
entire electrode in a unique plane permits the precise 
assessment of the number of electrodes introduced.

Diederichs et al. (1996) applied a variant of 
MPR, called multiplanar volume reconstruction 
(MPVR), to the study of the middle ear after high-
resolution computed tomography performed with a 
reduced dose. The aim of the study was to reduce 
image noise and at the same time increase the par-
tial volume averaging to balance this effect; the ten-
tative attempt failed for visualization of little bony 
structures, and, for example, the stapes was not 
visualized.

MPRs are also proposed as an alternative to 
direct coronal acquisitions in order to reduce the 
examination time and of course the patient’s dose. 
Caldemeyer et al. (1999) demonstrated that a sub-
millimetric and isotropic imaging of the middle ear 
can be obtained with spiral CT, with 0.5 mm of col-
limation, single volumetric scan in the axial plane, 
0.2 mm of reconstruction spacing and coronal 
images created with MPR. Although this approach 
could be questionable using a single-slice scanner, 
the limitation of MPR seems to be overcome by 
multi-row CT (Fujii 2000; Gotwaldt 2001).

Recent literature (Lane et al. 2006) reports the 
opportunity, offered by multi-row CT scanners, to 
replace direct coronal scanning with reliable coro-
nal reconstructions of image data from axial scan-
ning. Reconstructions in any plane are thus possible 
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without a signifi cant loss in resolution thanks to the 
acquisition of sub-millimetric section thickness and 
the isotropic voxels. This new approach overcomes 
the limitations imposed by restrictions in gantry 
angle and patient positioning and may help improve 
diagnostic accuracy of thin structures (ossicular lig-
aments, facial and semicircular canals dehiscence, 
bony nerves canals) (Jäger et al. 2005). The capabil-
ity of reconstructing in any plane should lead to a 
reassessment of the optimal imaging plane for the 
depiction of normal anatomy and pathologic condi-
tions of the temporal bone. Therefore, each recon-
struction is tailored to depict a structure of common 
clinical interest.

In the last decade some authors (Mafee et al. 
1992) advocated the use of sagittal imaging because 
it approximates the surgical plane of exposure; now 
it is possible with MPR, and with slightly different 
degrees of axial and coronal obliquity, para-sagit-
tal reconstructions are useful for evaluating most of 
the relevant structures of the middle and inner ear, 
except the oval window.

Reconstructions in the plane parallel to the long 
axis of the petrous bone are useful for obtaining 
short-axis views of the cochlea, vestibular aqueduct, 
facial nerve canal, round window and incudomal-
leolar joint. Reconstructions in the plane parallel 
to the short axis of the petrous pyramid are valu-
able to optimally depict the superior semicircular 
canal and the long axis of the cochlea. Moreover, it 
is important to keep in mind that optimal depiction 
of a given structure often requires an oblique orien-
tation with regard to more than one reference plane 
(Lane et al. 2006).

10.1.3 
3D Image Processing: 
Segmentation, Surface and Volume Rendering

3D image processing in the study of the middle ear 
fi nds optimal conditions for image segmentation 
and visualization in the normal subject, making it 
easy to differentiate bone from the air content of the 
tympanic cavity. However, the presence of abundant 
fl uid or tissue, resulting from a pathological process, 
makes this separation diffi cult.

The reconstruction of the bone is quite simple 
for any image processing software, surface render-
ing (SR) or volume rendering (VR) based. In the 
fi rst case the boundary between bone and other tis-
sues is identifi ed at a Hounsfi eld density threshold 

of 160–200; just below this value enhancing paren-
chyma after iv contrast can be represented (but this 
is quite rare in the case of the middle ear). Again, 
below this value, the mucosal layer of the tympanic 
cavity can be found and represented if the threshold 
value is reduced dramatically to identify the pas-
sage between mucosa and air, as –500 HU (Pozzi 

Mucelli et al. 1997). It is clear that any software 
working with CT data sets can reconstruct in 3D 
the morphology of the mucosal layer, but it cannot 
represent colorimetric alterations in the course of 
edema, bleeding or dysplasia.

The knowledge of these segmentation values is 
extremely important to determine whether or not 
the reconstructed images correspond to reality. To 
this end a comparison between real anatomy and 3D 
reconstructed endoluminal views from seven for-
malin fi xed anatomical specimens was performed 
by our group (Neri et al. 2000b). We found a 100% 
agreement between the observations for endolumi-
nal views and anatomical sections, even if in two 
cases the complete visualization of the middle ear 
cavity could not initially be obtained for the pres-
ence of tissue remnants within the external auditory 
meatus. However, careful electronic removal of this 
tissue allowed visualizing the middle ear, while in 
the case of anatomical specimens, the tissue rem-
nants were manually removed.

VR offers an alternative approach to segmentation; 
although it is still dependent on thresholds, the mod-
ulation of opacity values (see Chaps. 4 and 6) allows 
a wider range of tissue combination and display 
(Rubin et al. 1996; Johnson et al. 1996). With VR it is 
possible to visualize in the same view different tissue 
(having different Hounsfi eld density) or combine the 
visualization of tissue and metallic components, i.e., 
cochlear implants (Fig. 10.1) (Neri 2001a).

One interesting feature of SR or VR is to provide 
a global visualization of the aerated cavities of the 
middle ear. The reconstruction of the air content 
permits to estimate the grade of pneumatization of 
the tympanic cavity and mastoid cells that could 
change in the case of malformation and infl amma-
tion.

In contrast to the reconstruction of the air, SR and 
VR also provide a global view of the petrous bone. 
Such a perspective can be useful in many situations 
to estimate bony alterations: the malformation of 
the temporal bone that occurs in hemifacial mycro-
somia, the surgical resection of bone performed in 
mastoidectomies, and the presence and extent of 
fractures.
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10.1.4 
Endoluminal Views of the Middle Ear: 
Virtual Endoscopy (Technique)

The technical aspects of virtual endoscopy (VE) 
have been introduced in Chapter 7, to which the 
reader should refer. The application of VE to the 
study of the middle ear is quite simple, but requires, 
as for the other image processing methods, the avail-
ability of volumetric and high-resolution data. The 
optimal CT acquisition protocols have already been 
discussed.

VE of the middle ear is obtained by creating a vir-
tual empty space within the tympanic cavity, which 
is really an empty space, but not accessible by direct 
human vision. The creation of the virtual space is 
generated in SR by the application of a binary seg-
mentation in which a specifi c threshold level identi-
fi es the boundary between the air and the mucosal 
layer of the middle ear, as discussed in the previous 
paragraph. In VR the threshold is almost the same, 
and the use of a high opacity level allows enhancing 
the mucosal surface. In both cases the inner walls 
of the tympanic cavity are displayed. The majority 
of commercially available software allows one to 
point with the computer mouse within the air space 
(using an axial or coronal image as reference) and to 
generate an endoscopic view of the cavity. The vir-

tual eye can be positioned in any space of the middle 
ear and directed to look towards specifi c structures 
or anatomical regions. The aim of VE of the middle 
ear is to obtain 3D perspectives of the tympanic 
cavity walls and of the ossicular chain simulating 
traditional endoscopy. However, before describing 
the application of VE in the middle ear, we report a 
digression toward the history of real endoscopy, and 
an explanation of how real endoscopy is obtained. 
At the end of this chapter limitations of traditional 
diagnostic tools and the potential benefi ts of VE and 
3D imaging for diagnostic and surgical purposes in 
this fi eld will be reported.

10.1.5 
The Real Endoscopy: Transtympanic Endoscopy

The history of real endoscopy of the middle ear was 
started in 1967 by Zini when he tried to visualize the 
middle ear using a system of micromirrors, which 
allowed the exploration of the retrotympanum. This 
method, called indirect microtympanoscopy, is still 
used in clinical practice. Mer et al. (1967) intro-
duced the fi beroptic endoscope into the tympanic 
cavity through a perforation of the tympanic mem-
brane. Marquet and Boedts D (1975) described an 
endoscopic technique based on the use of a 1.7-mm 

Fig. 10.1a,b. Spiral CT follow-up in a patient who underwent cochlear implantation of the right ear for hearing loss. a Axial 
image crossing through the basal turn of the cochlea shows the initial (white arrow) and fi nal (black arrow) portions of the 
electrode. This latter reaches the middle turn of the cochlea, but the precise location is not measurable. b Volume rendering 
of the bone labyrinth demonstrates the entire path of the electrode within the cochlea. Electrode path from basal turn (1) 
to the middle turn (2) is clearly visible. The apical turn (3) is not reached by the elecrode tip. v=vestibule

a b
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endoscope that allowed observing the attic, the ipo-
tympanum, the protympanum and the retrotympa-
num. In 1982 the middle ear cavity was visualized 
with a needle, rigid otoscope by Nomura (1982). 
Subsequently, many authors started to use endos-
copy for the diagnosis and post-surgical follow-up.

Modern endoscopes are based on Hopkin’s optic 
system with variable diameter (minimum 1 mm in 
diameter), and length and angle variable on the basis 
of the region to explore. In the majority of cases the 
endoscopes are based on a rigid system, but in diffi cult 
cases, such as a strong curvature of the external audi-
tory canal, the presence of stenosis or fi brotic tissue, 
the use of fl exible endoscopes is preferred despite the 
lower spatial resolution and image quality.

Transtympanic endoscopy can be used as a diag-
nostic tool or as guidance for otosurgical interven-
tions. In the fi rst case the easy access of the external 
auditory canal allows the visualization of the tym-
panic membrane, a barrier between the endoscope 
and the middle ear; only the presence of a patho-
logic or surgical (miringotomy) perforation permits 
a limited exploration of the tympanic cavity.

The use of transtympanic endoscopy in otosur-
gery is aimed at providing real-time video assistance 
to the surgical procedure.

10.1.6 
Virtual Endoscopy (Clinical Applications): 
The Study of the Tympanic Cavity

In a study carried out by our group (Neri et al. 
2001b), a virtual endoscopic analysis of the tym-
panic cavity was performed by following the tradi-
tional imaging proper of transtympanic endoscopy. 
As radiologists we are confi dent with the traditional 
axial or coronal imaging, but we hereby describe the 
anatomy of the tympanic cavity from the point of 
view of the otologist. It means that we have a further 
instrument to understand this complex region and 
that we are now closer to the surgical views than we 
were before.

Creating an endoscopic perspective from the 
external auditory canal to look toward the middle 
ear, the tympanic cavity can be divided into four 
regions on the basis of endoscopic and surgical 
studies: retrotympanum (posterior), epitympanum 
(superior), protympanum (anterior) and ipotympa-
num (inferior).

The anatomy of the middle ear, as it is displayed 
by VE, is hereby described according to this ana-

tomical partition. A typical VE perspective obtained 
from the external auditory canal allows the accurate 
identifi cation of the anatomical landmarks that 
defi ne these regions (Fig. 10.2a).

The retrotympanum represents more than one 
half of the posterior part of the tympanic cavity and 
includes the oval and round windows (Parlier-Cuau 
et al. 1998). VE allows displaying all the components 
of the retrotympanum (Fig. 10.2b) showing eminence 
and depressions, represented by: pyramidal and sty-
loid eminence, pyramidal ridge, ponticulus, subicu-
lum, and eminence of the mastoid portion of the facial 
nerve (Pickett et al. 1995; Espinoza 1989).

VE displays the pyramidal and styloid eminence 
as smoothed elevations of the medial wall of the 
tympanic cavity. The styloid or Politzer eminence, 
which represents the base of the styloid process, 
divides the retrotympanum from the ipotympanum. 
The pyramidal ridge is shown by VE as an elevation 
of the medial wall connecting both the pyramidal 
and styloid eminences. Turning the virtual endso-
cope toward the stapes, the eminence of the mas-
toid portion of the facial nerve appears just above 
the oval window niche (Thomassin et al. 1996). VE 
allows recognizing other two little osseous crests, 
represented by the ponticulus and subiculum. On 
the basis of these ridges, eminences and depressions 
of the medial wall of the tympanic cavity, the ret-
rotympanum can be divided into four regions: the 
superomedial or posterior sinus tympani (or tym-
panic sinus of Proctor), the inferomedial or sinus 
tympani, the superolateral or facial sinus, and the 
inferolateral or fossula of Grivot (Guerrier and 
Guerrier 1976).

At VE the posterior sinus tympani can be seen 
under the eminence of the facial nerve canal and 
posterior to the oval window. The sinus tympani 
appears as a parietal depression whose landmarks 
are given by the ponticulus (superior), the subicu-
lum (inferior-anterior), the pyramidal crest and 
eminence (posterior-lateral), and the promontory 
(anterior). Thomassin (1994) describes three types 
of sinus tympani on the basis of the feasibility of 
trans-tympanic endoscopy, but their morphology 
can be easily recognized also at VE: sinus tympani of 
easy exploration, characterized by a simple depres-
sion of the tympanic wall; sinus tympani of diffi cult 
exploration, represented by a depression of the wall 
that continues into a deep canal through the tym-
panic wall and opens into the retrotympanum with a 
little orifi ce; intermediate sinus tympani, with deep 
canal and large orifi ce.
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The promontory appears at VE as an eminence 
with a smooth surface that covers the round window. 
This opens from the tympanic cavity into the scala 
tympani of the cochlea.

Other depressions of the retrotympanic wall are 
the facial sinus and the fossula of Grivot. Their visu-
alization is obtained at VE by positioning the vir-
tual endoscope in the retrotympanum and looking 
posteriorly. These depressions become important 
landmarks during surgical interventions with a ret-
rofacial approach.

The protympanum represents the anterior part of 
the tympanic cavity that includes the pharyngo-tym-
panic tube. The superior border of the tube divides the 
protympanum from the sinus epitympani. The infe-
rior border separates the tube from the internal carotid 
artery. The protympanum is easy to explore with either 
transtympanic endoscopy or VE (Fig. 10.2c).

Fig. 10.2a–c. Virtual endoscopy of the middle ear. a The 
endoscopic view is created positioning the virtual endo-
scope within the external auditory canal, looking toward 
the middle ear cavity. The virtual perspective allows rec-
ognizing most of the structures composing this region: 
malleus head (MH) and handle (HM), long process of 
incus (LPI), sinus tympani (ST), promontory (Prom) and 
pharyngo-tympanic tube (PTT). b Detailed perspective of 
the ST and fossula of Grivot (GF), divided by the pyramidal 
ridge (PR). In the inferior border of the ST, the styloid emi-
nence (SE)and subiculum (Sub) are recognized. c Detailed 
perspective of the protympanum where the initial portion 
of the pharyngo-tympanic tube (PTT) opens. Superiorly the 
epytimpanic sinus (ES) is visible. M, malleus; I, incus; S, 
stapes

a

cb

The ipotympanum represents the fl oor of the tym-
panic cavity, separated from the mesotympanum 
by a horizontal plane crossing through the inferior 
border of the external meatus. VEs display the fl oor, 
characterized by many osseous crests whose devel-
opment is related with the dimensions of the sub-
labyrinthic cells.

The epitympanum (attic or epitympanic recess) 
represents the superior part of the tympanic cavity 
whose posterior landmark is given by the aditus ad 
antrum, the anterior by the supratubal recess, the 
lateral by the scutum and the medial by the wall 
of the labyrinth at the level of the second portion 
of the facial nerve. The superior landmark is rep-
resented by the tegmen tympani, a thin osseous 
lamina, with 1 mm thick. By considering a sagit-
tal plane crossing through the superior ligaments 
of the incus and malleus, the epytimpanum can be 
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divided into a medial and lateral part. The lateral 
part includes the Prussak’s space. The superior liga-
ment of the malleus divides also the epitympanum 
into the anterior and posterior part. In the poste-
rior part of the epytimpanum, the eminence of the 
lateral semicircular canal can be easily detected 
either by transtympanic endoscopy or VE. A sig-
nifi cant advantage of VE in the exploration of the 
epitympanum is the demonstration of the entire 
incudomalleolar joint obtained after the electronic 
removal of ligaments and soft tissues.

10.1.7 
Virtual Endoscopy (Clinical Applications): 
The Study of the Ossicular Chain

VE allows visualizing the entire ossicular chain 
potentially from any point of view. Positioning the 
virtual endoscope within the external auditory canal, 
VE displays the long process of incus, the stapes, and 
the handle of the malleus. Meanwhile, from a point of 
view located within the ipotympanum VE can easily 
display the stapes, the lenticular process of incus 

Fig. 10.3a–d. Virtual endoscopy of the ossicular chain. a Lateral view including almost the entire ossicular chain: 
HM, handle of malleus; MH, malleus head; BI, body of incus; SPI, short process of incus; LPI, long process of incus, 
ST, sinus tympani. b Superior view of the incudomalleolar joint. The eminence of the lateral semicircular canal 
(LSC) represents an important surgical landmark for mastoidectomy. c Axial CT study in a patient with right 
colesteatoma (C), that shows the absence of the lenticular process of the incus. d Endoluminal view of the middle 
ear demonstrates the absence of the lenticular process of the incus. M, malleus; S, stapes

a
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(incudostapedial joint) and the long process of incus. 
However, the visualization of stapes’ superstructure, 
with clear representation of the anterior and poste-
rior crus, is diffi cult to obtain for the partial volume 
effects of CT acquisition. From a point of view located 
within the epitympanum, VE can easily display the 
incudo-malleolar joint; this perspective is quite 
important in surgery of the temporal bone when 
mastoidectomy is performed to access the middle 
ear from the aditus ad antrum. The surgical fi eld is 
nicely represented, and VE even allows the recogni-
tion of the eminence of the lateral semicircular canal, 
whose position has to be detected before drilling the 
bony part of the tympanic cavity (Fig. 10.3).

10.2 
The Study of the Labyrinth

The labyrinth is a small organ with a complex 
structure. The interpretation of anatomy by axial 
or coronal imaging is not very diffi cult for experi-
enced radiologists. However, the increased amount 
of information obtained by high-resolution spiral CT 
with single and moreover multi-row technology, and 
by high-resolution MR with dedicated surface coils 
and sequences, has changed the traditional approach. 
More frequently, the data sets are analyzed with 
3D reconstruction programs to better understand 
some anatomical details and clarify the suspicion of 
pathological changes. The following paragraphs will 
review separately the application of 3D imaging in 
the study of bone and membranous labyrinths.

10.2.1 
Bone Labyrinth

The study of the bone labyrinth requires data sets 
obtained with CT. The use of spiral CT has to be pre-
ferred since data interpolation can increase image 
quality. The imaging protocol is the same used for 
middle ear imaging, since the study is commonly 
performed for both of these anatomical regions.

As well as in case of the middle ear, MPR can be 
used to study the components of the inner ear. These 
allow one to follow the different planes through 
which the cochlea, semicircular canals, vestibule, 
fi rst portion of the facial nerve, internal auditory 
canal and vestibular duct are oriented. Even if the 

study of the bone labyrinth includes both axial and 
coronal acquisitions with a single-slice CT in adult 
and collaborative patients, this protocol is not always 
applicable in pediatric patients, or seems to be super-
fl uous when the acquisition is performed with multi-
row CT (Fujii 2000; Gotwaldt 2001). In pediatric 
unsedated patients Luker et al. (1993) showed the 
utility of MPR in generating coronal views that could 
not be obtained during image acquisition.

Frankenthaler et al. (1998) used SR methods 
to generate 3D representation of ossicles, bone laby-
rinth and even vessels, with excellent results, but the 
entire image processing framework, which required 
a phase of segmentation and a phase of generation of 
the geometric model, was extremely time consum-
ing. An alternative to this time-consuming method 
is direct VR, proposed by Tomandl et al. (2000). 
The method takes into account all of the informa-
tion inherent in the CT data sets and provides a 
semitransparent representation of the bone laby-
rinth. VR, performed with a powerful workstation 
(available in many clinical environments), is done 
in real-time and seems to be compatible for the 
clinical routine. The selective visualization of the 
cochlea, vestibule and semicircular canals requires 
the application of different cut planes to the 3D data 
sets to reduce the superimposition of other bony 
structures, i.e., the medial wall of the tympanic 
cavity (Fig. 10.4). Tomandl et al. (2000) used a small 
volume of interest including the labyrinthine struc-
tures; this allowed avoiding the infl uence of other 
structures and reducing rendering time.

Our group (Neri 2001a) has experienced the use 
of CT VR in the follow-up of patients that underwent 
cochlear implantation. VR was helpful to display the 
path of the cochlear electrode and to establish the length 
of the portion inserted in the cochlea (Fig. 10.1).

10.2.2 
Membranous Labyrinth

The membranous labyrinth is relatively easier to 
represent in three dimensions than the bone laby-
rinth since data are directly acquired by MR. The 
initial method applied to MR for 3D display of the 
labyrinth was the MIP (maximum intensity projec-
tion). The fi nal image that is obtained represents a 
projectional roadmap of the labyrinthine compo-
nents. The simplicity of using MIP has made it the 
most widely used algorithm for 3D imaging even in 
this case; but since MIP results from summed inten-
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sity values projected onto a bi-dimensional plane, it 
is affected by the signal intensity of the tissue being 
visualized, the number of pixels of that tissue occur-
ring along the projection, and the dynamic range of 
the data set. This means that small structures in an 
MIP may be poorly seen because they are consigned 
to the lower end of the display range.

A concrete solution to the limitations of MIP is 
VR. In our experience the 3D study of the mem-
branous labyrinth was carried out with a 1.5-T MR 
unit, using a 3-inch circular surface coil for signal 
reception. The imaging sequence included a 3D, T2-
weighted, fast spin-echo in the axial plane (Neri et 
al. 2000b). For 3D image processing MR data sets 
were processed with the software Advantage Win-

dows 3.1 (GE/Medical Systems, Milwaukee, Wis.) 
for generating VR of the membranous labyrinth. 
Tomandl et al. (2000) as well for CT data sets, per-
formed a preliminary segmentation of the MR data 
set, which was done in order to select a volume of 
interest. This was selected by interactive placement 
of cut planes through volume, perpendicular to the 
plane of acquisition, in order to isolate the inner 
ear from the surrounding anatomical structures. 
VR then required the determination of the optimal 
signal intensity interval including the signal of the 
labyrinth and the proper selection of opacity levels 
for optimal display of all its components (Fig. 10.5). 
In some diffi cult cases, VR failed to entirely demon-
strate the superior and lateral semicircular canals, 

Fig. 10.4a–c. Volume rendering of the left labyrinth from CT 
data set. a The inferior view of the labyrinth shows the bony 
part of the internal auditory canal (1) and the apical turn 
of the cochlea (2). b The lateral view from the same data 
set allows the visualization of the entire cochlea with basal 
(1), middle (2) and apical (3) turns, and of the vestibule (4). 
c From the medial view the vestibule (1) and ampullae of 
posterior (2) and superior (3) semicircular canals are dis-
played
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probably due to partial volume effects in image 
acquisition. Krombach et al. (2000) compared MIP 
and VR in displaying the labyrinthine components 
and observed that VR was the unique method able to 
demonstrate the ampullae of semicircular canals; in 
the same experience, the 2.5 windings of the cochlea 
were best depicted with MIP.

10.3 
Current Issues and Future Developments in 
3D Image Processing of the Temporal Bone: 
Computer-Assisted Otosurgery and CT-MR 
Image Fusion

A restricted operative visual fi eld prevents the 
surgeon’s ability to visualize important structures 
beyond and through the exposed layers and makes 

it diffi cult to plan a trajectory to the target area. The 
surgeon is often aware of the presence of important 
structures such as vessels and nerves only after the 
removal of the preceding layers. To overcome these 
limitations the use of transtympanic endoscopy in 
otosurgery is aimed at providing real-time video 
assistance to the surgical procedure. But transtym-
panic endoscopy, which is minimally invasive but 
limited to the exploration to the full extent of the ear, 
only provides information on the surface anatomy 
of the lumen and actually no information about the 
anatomy within or beyond the wall. This limitation 
prevents the evaluation of the transmural extent of 
tumors and limits identifying concomitant localiza-
tions of contiguous structures. Non-invasive imag-
ing techniques such as CT and MR allow surgeons to 
visualize volume tissues beyond an exposed surface, 
enabling identifi cation of anatomical structures and 
their relationships in a bi-dimensional, cross-sec-
tional view. As a result, surgeons have to mentally 

Fig. 10.5a–c. Volume rendering of the left labyrinth 
from high-resolution MR data set. a The lateral view 
from the same data set allows the visualization of 
the entire cochlea with basal (1), middle (2) and 
apical (3) turns, and of the vestibule (4). b The infe-
rior view shows with high detail the scale tympani 
(t) and vestibule (v) in the basal turn of the cochlea. 
1, lateral semicircular canal; 2, posterior semicir-
cular canal; 3, vestibule. c An example of common 
cavity deformity (right labyrinth). Volume render-
ing shows the absence of the middle and apical turn 
of the cochlea (C) (fused in a common cystic cavity) 
and the enlargement of the vestibule (V), due to the 
aplasia of the superior and posterior semicircular 
canals. LSC, lateral semicircular canal
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integrate a series of images into a 3D structure, 
which is particularly challenging for the complex 
anatomic entities of the temporal bone.

VE shows added values combining a concomitant 
display of the endoscopical perspective to the planar, 
bi-dimensional, representations of native images, 
thus providing non-invasively a global view of this 
complex anatomy helpful for traditional endoscopy 
in localizing and analyzing tissues. Also the virtual 
camera overcame traditional limitations of maneu-
verability and space occupation allowing an endo-
scopic procedure without risk of perforation. The 
ability to perform a 360 degree examination at any 
given location provides a powerful examination tool, 
and the zooming feature permits close examination 
of desired areas in a way that traditional examina-
tion could not.

This could enable surgeons to better anticipate 
areas that may present a challenge during operation 
and help plan the best trajectory to target tissue.

Recent experiences in computer-aided otosur-
gery based on VR display of the middle and inner 
ear have shown promising results for the simulation 
of surgical procedures such as the implantation of 
medical devices. Damman et al. (2001) published the 
fi rst experience about the feasibility of using a com-
bination of 3D imaging-based computer systems for 
preoperative evaluation of the fi t and mountability 
of an implantable hearing aid by simulating the sur-
gical procedure.

This experience was based on the merging of the 
CT data of the temporal bone and those obtained 
by the computer-aided design fi les of the medical 
devices, both transferred to a VR environment to 
achieve a simulation of the surgical implantation 
procedure. 

We have published (Neri et al. 2006) our experi-
ence in this fi eld generating a virtual and interactive 
surgical fi eld of the temporal bone with 3D images 
from multi-row CT data as the experience carried out 
in the IERAPSI project, in simulating a canal wall-up 
mastoidectomy (Fig. 10.6). A 3D model is required 
in order to overcome limitations of bi-dimensional 
images both from CT and MR, which do not always 
supply the necessary information to the surgeon 
for the planning of the intervention. This surgical 
simulation, differently from previous experiences 
carried on cadavers (Wiet et al. 2002;  Bernardo et 
al. 2003), was obtained directly on patients who were 
candidates for surgery of the temporal bone. In such 
a way the surgical planning or training for students 
and inexpert surgeons could be done on the patient-

specifi c 3D model, which reproduced as realistically 
as possible the real surgical environment. The 3D 
data preparation was performed with a volume-
rendering software developed at CRS4. Through 
manual and automatic segmentation techniques, 
the bone, the sigmoid sinus, the jugular bulb, the 
internal carotid artery, and the aerated space of the 
tympanic cavity were identifi ed and introduced as 
distinct objects in the virtual operating fi eld. Vir-
tual surgical instruments were introduced in the 
surgical fi eld by adding a second computer and con-
trolled by the surgeon with the right hand by a haptic 
Phantom device, which allowed the movement of the 
drill burr with six degrees of freedom and generated 
a force feedback with three degrees of freedom. The 
surgeon could control the sucker with the left hand 
by a haptic Phantom Desktop device with six degrees 
of freedom and received a force feedback with three 
degrees of freedom. The major limitations of this 
approach are related to the impossibility to repre-
sent by means of CT data soft tissues such as nerves, 
vessels and fl uids, while the future is the simulation 
of specifi c surgical interventions, like the position-
ing of cochlear implants or the removal of acoustic 
neuroma.

To overcome limitations in displaying alterna-
tively soft tissues and fl uids by means of MR data 
and air, bone or metallic devices by means of CT 

Fig. 10.6. Virtual surgery of the petrous bone. Example of 
simulated mastoidectomy. 3D volume rendered datasets 
are used in the simulation. During surgery (S) a triangular 
cavity is created in the mastoid process of the petrous bone 
in order to reach the middle ear. The surgical fi eld can be 
generated even by the simulation (arrows). These images 
were obtained in the framework of the EU project IERAPSI, 
Integrated Environment for the Rehearsal and Planning of 
Surgical Interventions (Ist-1999-12175)
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recent studies (Nemec et al. 2007) have proposed the 
fusion of CT-MR data for computer-assisted neuro-
surgery of temporal bone tumors. Multi-row CT was 
performed in the high-resolution bone window level 
setting in the axial plane (slice thickness 0.8 mm), 
while MR protocol included axial and coronal T2-
weighted FSE sequences, coronal T1-weighted SE 
sequences with fat suppression, unenhanced and 
contrast-enhanced T1-weighted SE sequences, and  
3D T1-weighted GRE contrast-enhanced sequences 
(slice thickness of 1 mm) in the axial plane. Image 
data sets of CT and 3D T1-weighted GRE sequences 
were merged utilizing a workstation to create CT-MR 
fusion images. Multi-row CT and MR images were 
separately used to depict and characterize lesions. 
The fusion images were utilized for interventional 
planning and intraoperative image guidance. The 
CT-MR fusion images supported the surgeon in pre-
operative planning and improved surgical perfor-
mance. 

We also performed a study (Neri et al. 2005) on 
3D CT and MR co-registration in the assessment of 
cochlear implantation (Fig. 10.7). The main advan-
tage of CT-MR fusion is the matching of the elec-
trode and its natural location, which is the membra-
nous labyrinth along the scale tympani. We tried to 
imagine a visualization method that was able to dis-
play not only the electrode itself, but was also capa-
ble of showing the real anatomical boundaries of 
the electrode within the surrounding structures of 

the bony and membranous labyrinth. In our experi-
ence, MR could not differentiate scale tympani from 
scale vestibuli, and the electrode could therefore not 
be located in its real path, but the true advantage of 
this method is that the tip of the electrode can be 
precisely displayed and located in the portion of the 
cochlea reached. This information could refl ect the 
clinical expectations after implantation, since dif-
ferent frequencies are transmitted to the organ of 
Corti at different levels along the cochlea turns.
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11.1 
Introduction

The concept of functional endoscopic sinus surgery, 
developed by Messerklinger in the early 1970s revo-
lutionized and radically altered the techniques used 
for the diagnosis and treatment of patients with sinus 
disease (Messerklinger 1994; Stammberger and 
Posawetz 1990). Messerklingers initial work, how-
ever, was conducted with information derived from 
plain fi lms and conventional polytomography. This 
technique has been replaced by computed tomogra-
phy (CT) for many years, which is now considered an 
essential component to identify anatomic variants 
that may compromise the ventilation of the sinuses 
and can demonstrate areas of diseased mucosa that 
are responsible for recurrent disease. The CT scan 
further provides valuable information about the 
presence of potential hazards such as septations of 
the frontal or sphenoid sinuses, the proximity and 
location of the orbit, the internal carotid artery and 
optic nerve to areas of disease. Furthermore, CT 
is the ideal method for the demonstration of the 
delicate bony structures of the ethmoid labyrinth. 
Even with careful diagnostic endoscopic assess-
ment the majority of these latter abnormalities may 
not be evident. The ability to radiologically iden-
tify those abnormalities that may increase surgical 
morbidity prior to surgery is important for both 
the surgeon and the patient. The surgeon however, 
must combine high-quality axial imaging sets and 
to reformat them mentally, which requires exten-
sive experience. Therefore, a transformation of the 
perspective-free CT images into a perspective view 
of the endoscope is necessary for successful surgi-
cal exploration. Advances in computer technology 
have led to the development of hardware and soft-
ware imaging techniques that have been success-
fully utilized by the entertainment industry. These 
techniques have been adopted by the medical fi eld, 
which have resulted in numerous imaging advances 
(Bisdas et al. 2004; Di Rienzo et al. 2003; Gilani 
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et al. 1997; Morra et al. 1998). This has led to even 
more robust three-dimensional imaging, allowing 
newer generation display techniques (Bisdas et al. 
2004; Keller et al. 1989; Kim HJ et al. 2003; Leong 

et al. 2006; Rubin et al. 1993;  Wolfsberger et al. 
2006). When advances in CT and MRI technologies 
resulted in greater resolution of small structures, 
virtual endoscopy could clearly demonstrate ana-
tomic structures in the nasal cavity, septal devia-
tion, stenosis and obstruction of the middle meatus, 
turbinate hyperplasia, and pathological masses 
larger than 3 mm in diameter (Bisdas et al. 2004; 
Han et al. 2000; Rogalla et al. 1998; Yamashita 

et al. 1999). To overcome the limited view beyond 
the surface, either intraoperative image-guidance 
(Fried et al. 1998a) or navigational imaging tools 
may provide image-guidance during a procedure 
and may complement the surgeons view (Citardi 

and Batra 2007; Grevers et al. 2002; Nakasato et 
al. 2000; Neumann et al. 1999; Shahidi et al. 2002). 
Although not widely used in the past, clinical expe-
riences have grown considerably, and applications, 
such as fusion of computed tomography (CT) with 
magnetic resonance tomography (MRT) have been 
introduced. All these tools may assist in surgical 
planning when approaching sinonasal disease, med-
ical education and training. In this chapter we will 
provide an overview on key historical developments 
of virtual sinuscopy, clinical applications using CT 
and MR-imaging for image-guided sinus surgery 
and applications using a navigational system to 
enhance the surgeons skills during sinus surgery.

11.2 
Imaging Data Acquisition

11.2.1 
Computed Tomography

Pre-operative CT scanning of the paranasal sinuses 
is presently a standard imaging procedure (Beus 

et al. 1995; Bisdas et al. 2004; Branstetter and 
Weissman 2005; Hahnel et al. 1999; Hein et al. 
2002; Hojreh et al. 2005; Rogalla et al. 1998; 
Zinreich 1998) although some authors prefer the 
axial image acquisition and coronal reconstruction 
(Hosemann 1996; Suojanen and Regan 1995). For 
some patients, axial CT acquisition is advantageous, 
since extended positioning of the head during image 

acquisition in the coronal plane can be avoided. 
The disadvantage, however is a more limited spa-
tial resolution. However, spiral CT- and multislice-
CT (MSCT) techniques overcome this limitation by 
using thin collimation and overlapping reconstruc-
tion algorithms (Hosemann 1996), even using a low-
dose protocol (Rogalla et al. 1998). Furthermore, 
reformatted axial images obtained from diagnostic 
scans can be used to generate high-quality virtual 
endoscopic reconstructions (Branstetter and 
Weissman 2005). For multiplanar visualization, sag-
ittal and coronal multiplanar reconstructions (MPR) 
images can be obtained with a 0.5 mm slice thickness 
and a 2–3 mm interval. Typical helical CT and mul-
tislice CT data acquisition parameters for paranasal 
sinuses are presented in Table 11.1. The bone recon-
struction algorithm is routinely used in CT scanners 
and heightens the depiction of edges. In addition, a 
higher kernel hardness provides greater edge sharp-
ness. Normal-dose sinus CT images have a pixel 
noise of 50–70 HU, and if an edge-enhancing recon-
struction algorithm is used they are suitable for the 
preoperative planning and postoperative control of 
endoscopic sinus surgery (ESS) (Hojreh et al. 2005). 
Low-dose sinus CT using an edge-enhancing recon-
struction algorithm produces an image quality char-
acterized by a pixel noise of 70–90 HU. This image 
quality is still suitable for indications such as chronic 
sinusitis, septum deviation, or sinonasal polyposis 
and has been a recommend method for children in 
general. However, Rogalla et al. successfully used a 
low-dose protocol also to generate VR images of the 
paranasal sinuses (Rogalla et al. 1998). Optional 
nonionic contrast media can be applied to differenti-
ate between vascular and less vascular structures.

11.2.2 
Magnetic Resonance Imaging

Compared to CT, MR has the advantage of no 
radiation and superior tissue characterization 
( Branstetter and Weissman 2005; Eggesbo 2006; 
Hahnel et al. 1999; Howells and Ramadan 2001; 
Scharpf et al. 2005; Weiss et al. 2001). MR may 
be useful when CT has shown advanced opacifi ca-
tion that can be due to a pyocele, fungal sinusitis or 
neoplastic disease and to display lesions involving 
the orbit or cranial compartment (Eggesbo 2006). 
Of particular note is the minimal artifact caused 
by dental fi llings and the capability of multiplanar 
imaging (Fig. 11.1) (Hahnel et al. 1999). Coronal 
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Table 11.1. Typical CT acquisition parameters for the paranasal sinuses

Coronal acquisition
(Helical CT)

Axial acquisition
(Helical CT)

Axial acquisition
(MSCT)

Scan time
Collimation
Table feed
Pitch

120–140 kV, 140 mAs
1.0 rev/s
3.0 mm
1.5–3.0 mm/s
1

120–140 kV, 50–130 mAs
0.75–1.0 rev/s
1.5–3.0 mm
1.5–3.0 mm/s
1–2

140 kV, 50 mAsa

0.75 rev/s
64  0,625 mm
30 mm/s
0.641

Patient position
Gantry orientation

Supine or prone; head hyperextended
Tilted to approximate a plane perpen-
dicular to orbitomeatal line

Supine
Parallel to hard palate

Imaging range:

Field-of-View (FOV)

Nose to sphenoid sinus Maxillary alveolar ridge to the superior aspect 
of the frontal sinus
120–270 mm

Contrast Optional; 90–100 ml nonionic contrast i.v. (2 ml/s, delay 50 s) if solid tumors or encepha-
loceles must be excluded

Window setting
Soft tissue
Bone

100–400 HU
900–4000

Reconstruction algorithm
Reconstruction kernel

Bone; sharp to extrasharp edges
Sharp to extrasharp edges

Reconstruction thickness 2–3 mm 1–2.0 mm

MSCT = Multislice Computed Tomography
a 120 kV, 50 mAs for low-dose CT

Fig. 11.1. Images obtained in a 38-year-old man suspected of having chronic infl ammatory dis-
ease of the maxillary sinus. (Left) CT scan shows extreme artifacts from dental work. Mucosal 
thickening (arrows) in the right maxillary sinus can easily be missed. Evaluation of the frontal 
lobe and the orbital tissues is almost impossible, even if a soft-tissue window were used. Partial 
opacifi cation of the ethmoid cells is present. (Right) MR image (60/12; fl ip angle, 40 ) depicts 
mucosal thickening (arrows) in the right maxillary sinus without artifact. The frontal lobe and 
orbits can be evaluated very well. Soft-tissue signal intensity in the ethmoid cells (arrowheads) 
is present. Reprinted with permission from Hahnel S, Ertl-Wagner B, Tasman AJ, Forsting M, 
Jansen O. Relative value of MR imaging as compared with CT in the diagnosis of infl ammatory 
paranasal sinus disease. Radiology 1999; 210:171–176
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imaging with T1- and T2- weighted sequences may 
be suffi cient in “simple sinusitis”. In order to differ-
entiate mucosal thickening and regions of pus-fi lled 
sinuses, fast short inversion time recovery (STIR) 
images instead of T2-weighted images have been 
shown to be valuable (Eggesbo 2006). If infl amma-
tory processes, neoplasm or complications are to 
be ruled out, additional imaging planes and intra-
venous gadolinium are mandatory (Lloyd et al. 
2000). Furthermore, variation in MRI signals within 
the sinuses has been shown to be related to many 
properties of the sinonasal secretions such as the 
viscosity, protein concentration, fat, temperature 
and paramagnetic properties of fungal infections 
or hemorrhage (Zinreich et al. 1988). MRI also 
has the capacity to show hemorrhage in its different 
stages of resolution; thus, MRI gives temporal infor-
mation and thus may serve as diagnostic means for 
occult intracranial complications that result from 
unrecognized skull base violation during sinus sur-
gery (Scharpf et al. 2005) (Table 11.2). MR imaging 
could also be used as a primary diagnostic tool in 
screening for infl ammatory paranasal sinus disease 
under dedicated circumstances (Hahnel et al. 1999. 
For the paranasal and nasopharyngeal area, 4 or 
5 mm slices are used. For the detailed analysis of 
smaller areas such as the cribriform plate thinner 
( ) 3 mm slices are preferable. Fast T1-weighted 
volumetric gradient-echo-scans provide isotro-
pic voxels, thus improved detail with thin 1 mm 
adjacent sections or with a 3D volume (Ling and 
 Kountakis 2006; Rosahl et al. 2006) applicable for 

3D rendering. For vessel visualization, three-dimen-
sional time-of-fl ight (TOF) MR angiography (MRA) 
is preferred over phase contrast angiograms because 
of the better delineation of vessel walls. The actual 
pulse sequence for T1- and T2 images depends on 
the magnetic fi eld strength. For a 1.5-Tesla scanner, 
a 220 × 256 matrix and double-weighted Turbo-Spin 
Echo (TSE) sequences (TR/TE 3500/16;96) had been 
used (Weiss et al. 2001). A head coil is commonly 
used; however best details are obtained with spe-
cially designed surface coils. Orientation of imag-
ing plane is axial and coronal except in special 
circumstances when a sagittal plane may be prefer-
able (Fahlbusch et al. 2001). To our knowledge MR 
data was not used to generate virtual endoscopy 
for nasal sinuses, however it has been demonstrated 
for preoperative sialoendoscopic exploratory (Su et 
al. 2006), for various anatomic locations including 
brain and vessels (Rusinek et al. 1989) and for vir-
tual MR endoscopy of the ventricles prior neuro-
surgery (Lemke et al. 2004). Lemke concluded, that 
volume rendering of T2-weighted thin sections is 
preferable to surface rendering.

11.2.3 
Plain Films

In sinonasal imaging plain fi lms have a limited role, 
but can depict the size of the sinuses, septal devia-
tion and opacifi cation (Eggesbo 2006). In acute 
rhinosinusitis, the demonstration of air-fl uid levels 
can be diagnostic. However, in a pediatric popula-
tion plain fi lms were shown to be inaccurate in 75% 
of cases of infl ammatory sinonasal disease (Lusk 

et al. 1989). Further, plain fi lms are insuffi cient in 
the preoperative evaluation for planning ESS and 
practically useless to generate virtual endoscopic 
data sets.

11.3 
Postprocessing

Understanding the complex anatomy of the parana-
sal sinuses and adjacent structures proves diffi cult 
by looking at cross-sectional CT images alone (Rodt 

et al. 2002). With increasing number of slices, when 
reconstruction is performed, the process of inte-
grating them into a conceptual three-dimensional 

Table 11.2. Advantages of CT and MR imaging of sinonasal 
region

Advantage MR Advantage CT

No radiation Availability

Superior detail of soft tis-
sues and better identifying 
perineural spread

Superior in delineation of 
fi ne bone structures and of 
fi bro-osseous lesions

Better delineation of neo-
plasm from entrapped 
secretions

High-resolution CT less 
complex and more fl exible 
for post-hoc analysis

Multiplanar imaging and 
various pulse sequences to 
interrogate different tissue 
aspects

No hardening artifact 
on patients with dental 
implants
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(3D) model of the whole volume becomes even more 
diffi cult. However, 3D visualization has been shown 
to facilitate the process of mentally stacking up the 
numerous 2D images and to visualize them with 
different shading and artifi cial lightening. So far, 
several research groups have developed visualiza-
tion techniques dedicated for 3D visualization of 
medical imaging data (Cline et al. 1987; Davis et al. 
1991; DePuey et al. 1989; Dessl et al. 1997; Fried et 
al. 1999; Gilani et al. 1997; Kim HJ et al. 2003; Rodt 

et al. 2002; Rogalla et al. 1998; Wolfsberger et 
al. 2004). Currently, three techniques are commonly 
used for displaying volumetric data regardless of the 
modality used to obtain them (Gilani et al. 1997). 
The fi rst is a “fl at” depiction of the data set that 
shows the 3D set by highlighting selected threshold 
limits, also called maximum intensity projection 
(MIP).

11.3.1 
Surface Rendering

The second technique, surface rendering (SR) pro-
vides a more realistic 3D depiction in which the 
data set is manipulated so that surface structures 
are shown, further highlighted by shading tech-
niques, and called surface shaded display (SSD). For 
SSD threshold ranges from about –520 to –200 HU 
are recommended to eliminate voxels denser than 
–500 HU. Surface rendering techniques use an inter-
mediate step, called segmentation, to transform the 
volume data into a mesh of polygons (Cline et al. 
1987; Lee et al. 1999; Lemke et al. 2004; Rubin et al. 
1993; Seemann et al. 1999). Due to the large amount 
of voxels to be processed and the complexity of the 
presentation, most segmentation techniques are 
semiautomatic. Approximately 9 min were required 
to scan the sinuses, transfer the images to a postpro-
cessing workstation, and generate 3D high-quality 
images similar to those of conventional endoscopy 
(Bisdas et al. 2004). In healthy subjects and patients 
with sinonasal disease, two thresholds, –250 and 
–400 HU were optimal to view the different anatomic 
structures in this region. Furthermore, the attenua-
tion value of an anatomic structure is slightly altered 
between individuals, and problems can occur when 
pathologic structures have to be accessed with a 
standardized protocol that was evaluated in healthy 
subjects; therefore, a threshold depicting all struc-
tures optimally does not exist. Thus, changing the 
threshold within certain values may ensure com-

plete visualization of the relevant structures. The 
resulting mesh of polygons can be rendered using 
standard graphics hardware support. The drawback 
is often a time-consuming preparation phase and 
reduced accuracy, since information about the inner 
areas of the objects can be lost (Geiger and Kikinis 

1994; Shin et al. 2000).

11.3.2 
Volume Rendering

The third technique, volume rendering (VR), pro-
vides dimensional views generated by casting rays 
from an observation point either outside the imaging 
volume or from inside through the remaining part 
of the volume. VR can show a greater spectrum of 
3D information by concentrating not only on chosen 
“surface” features, but also by displaying structures 
as if they were partially transparent (Davis et al. 
1991; Gilani et al. 1997; Lee et al. 1999; Lemke et al. 
2004; Levoy 1991; Rogalla et al. 1998; Seemann et 
al. 1999; Wiet et al. 1997). When a perspective view, 
chosen by the operator is added, this mode is called 
perspective volume rendering (PVR), a refi nement of 
volume rendering (Kersten et al. 2006; Magnusson 

et al. 1991; Rusinek et al. 1989). The VR technique, 
however requires signifi cantly more calculations; 
thus requires advanced software technology. Despite 
the high performance of computers today, it is rec-
ommended that the data set be reduced according 
to reconstruction needs. For example, since bony 
details are less important than mucosal surface visu-
alization the upper 4 bits of the 12-bit data set con-
tains much unnecessary bone information that can 
be discarded (Gilani et al. 1997). Processing will 
then take place with the 8-bit range, which contains 
all the information relevant to the examination and 
slow information processing and manipulation can 
be reduced. Not surprisingly, the quality of volume 
rendered images is a function of the quality of the 
input data (Lee et al. 1999). Thus, slice thickness 
(less than 1 mm) and pixel image matrix (usually 
512 × 512) are recommended. Increasing the fre-
quency of data sampling will also improve the qual-
ity of volume renderings (Lee et al. 1999). Different 
colours for each anatomical structure in models and 
segmented 2D images improve understanding of the 
anatomic structures (Rodt et al. 2002; Seemann et 
al. 1999). By changing the opacity, the percentage of 
a light ray being held up by a voxel, a structure could 
be made transparent. Changes in surface refl exiv-
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ity, lighting direction, and lighting coordinates, the 
surface appearance of the imaged tissues can be 
manipulated to achieve the appearance of mucosal 
membranes. Stereoscopic views could be created 
where they enhanced 3D perception.

11.3.3 
Artifacts

Virtual endoscopy techniques are not free of artifacts 
and pitfalls. Bidas et al. (2004) summarized which 
parameters are most important to consider. First, 
scanning parameters mostly cause the observed 
spiral patterns and unevenness of the cavity. An 
effort to fi nd an optimal combination of pitch, col-
limation, and increment (1.25 mm collimation, table 
speed of 3.75 mm/s at 0.8 revolution/s) as well as the 
use of a postprocessing smoothing mode based on 
an interpolation algorithm minimize these kinds of 
artifacts. A postprocessing reconstruction level of 
1 mm enhances the image quality; whereas a thinner 
beam collimation (0.5 mm) proved not to be essen-
tial, unlike recommended by others (Rogalla et 
al. 1998). The presence of the major artifacts (pseu-
doforamina) however, is highly dependent on each 
patient. These small defects (pseudoforamina) can 
appear as irregular and sharply emarginated trian-

gles or squares in 3D images especially in the lateral 
and posterior walls of the maxillary sinus and in 
the anterior wall of the sphenoidal sinus. Choosing 
a threshold of –400 HU reduced the impact of these 
artifacts without infl uencing the diagnostic value 
of the images. Another pitfall of the VE images is 
false “thickening” of the mucus and thus the appear-
ance of false-positive adhesions especially in the 
hiatus semilunaris and middle nasal concha region 
(Bisdas et al. 2004). In this case, VE cannot dif-
ferentiate from the neighboring normal structures 
usually result from increased mucous secretions 
(Fig. 11.2). Finally, Moiré artifacts can be avoided 
using a matrix of 512 × 512. Also, a viewing angle of 
60  in comparison to high-perspective angles (e.g., 
120 ) allow the user to locate his or her position and 
easily observe the structures without distortion of 
their size and form.

11.4 
Path Generation

The following techniques can be used to guide a 
virtual camera through the virtual endoscopy 
models.

Fig. 11.2a,b. The middle nasal concha in virtual endoscopy. a Note the hyperplastic appearance of the middle concha as well 
as the false adhesions (arrows) between the septum, medial wall of the maxillary sinus, and inferior nasal concha. b The 
application of a higher threshold value radically removes these artifacts. ic indicates inferior concha; mc, middle concha; 
ms, maxillary sinus; s, septum. From: Bisdas S, J Comput Assist Tomogr 2004; 28:661–669

a b
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11.4.1 
Manual Camera Movement

Using an input interface, such as a mouse or joystick 
the camera position, the fi eld of view of the camera, 
and the focal point are interactively changed. The 
software may provide collision detection for the 
camera and anatomic surfaces, thus applying a 
force model to keep the camera inside the sinonasal 
structures (Jolesz et al. 1997). These approaches, 
however, require user training and the introduction 
of positional constraints via software to hinder the 
“perforation” of the imaged structure by the virtual 
endoscope (Carvalho 2003).

11.4.2 
Semi-Automatic Path Planning

Semi-automatic path generation is also referred to 
as keyframing; in this technique the user specifi es 
key path points through out the volume that are 
connected, usually by cubic splines, to form the fi nal 
path. The user needs to have a very good under-
standing of complex tree-dimensional structures in 
order to provide good key points. The connection of 
the points by curves has also to take into account 
the boundaries of the examined structure to avoid 
making contact with its walls (Carvalho 2003; 
Kochanek and Bartels 1984). Key frames can be 
used easily to generate motion through open inte-
rior and exterior environments. An operator selects 
“key” locations in the patient’s sinuses that must 
be viewed and the order in which these designated 
“key” images are to be viewed. Each key image has 
a unique spatial coordinate, a directional coordinate 
defi ning viewer placement in space, and a fi eld of 
view defi ning how wide a perspective is included 
in the view (Gilani et al. 1997). For most images, 
a 60–80  fi eld of view is appropriate to simulate 
the endoscopic perspective. Rogalla used a viewing 
angle of 120  to create an overlap of 30  on all four 
sides with adjacent views (Rogalla et al. 1998). The 
computer then connects these key views (around 
150 for the sinuses) as an interpolated continuous 
fi lm along a desired route. This route is also known 
as fl ight path. This interconnecting technique is 
also known as a spline path, generated at a rate 
of 25–30 frames/s. Using this technique, Rubin et 
al. (1993) reported that several person-hours were 
required to generate an elaborate fl ight path . For 
path defi nition through each of the nasal passages 

Rogalla et al. (1998) required a mean time for path 
defi nition and movie calculation of 8 (± 2) min and 
3 (± 1) min, respectively .

11.4.3 
Automatic Path Planning

Initial and one or more end points are specifi ed by 
the user and the navigation path(s) is (are) automati-
cally computed by software, usually by computing 
the centerline of the imaged structure (Carvalho 

2003; Paik et al. 1998). Since most of the tubular 
organs such as the paranasal sinuses present a chal-
lenge for both manual camera movement and key-
framing, a robot path-planning algorithm can be 
adapted to guide a virtual endoscope (Jolesz et al. 
1997; Lengyel et al. 1990; Nain et al. 2001; Zhang et 
al. 2005). The camera is treated as a point robot and 
the walls of the organs as obstacles. These obstacles 
are identifi ed as ranges of threshold values or tissue 
labels. The path planner labels all voxels within the 
3D data set with a specifi ed distance to a particular 
goal, normally defi ned as the terminus of the organ 
to be explored. Then, given a starting point, the 
path-planning algorithm fi nds the shortest path to 
the goal. The voxel coordinates for each point in 
the path are recorded and the path smoothed using 
the found points as key points. Thus, a fl ight path 
can be choreographed by exploring the nostrils and 
then the internal surfaces of the paranasal sinuses 
on both sides, entering them through their native 
ostia. Entering the maxillary sinus through the 
hiatus semilunaris, all aspects of the sinus can be 
explored and a mucosal web can be easily identifi ed. 
The same can be done by entering the frontal sinuses 
through the frontal recess. A nasopharyngeal recon-
naissance with the camera panning around the 
nasopharynx may be included as well. In addition, 
the variables could be changed to make the soft 
tissue become transparent so that the underlying 
bony anatomy becomes visible. Therefore, varia-
tions of the optic chiasm or the carotid siphon can be 
viewed while still demonstrating the partially trans-
parent nasopharyngeal margin. Using variations in 
opacity structures the surgeon either may wish to 
avoid or may want to target for a minimally invasive 
procedure (i.e. biopsy, drainage) can be discrimi-
nated and selectively visualized. A nasopharyngeal 
reconnaissance with the camera panning around 
the nasopharynx may included as well. Showing the 
backside of the nasal septum and conchae, the tur-
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binates and nares are viewed in much greater detail 
and with a larger fi eld of view than is allowed with 
indirect mirror examination (Fig. 11.4). Another 
advantage is that structures not accessible by con-
ventional endoscopy can be entered or views can 
be obtained that are not easily achievable with con-
ventional techniques (Table 11.3). However, manual 
path defi nition is needed if mucosal swelling pre-
cludes entering a sinus. An algorithm that is more 
effective than key-framing and topological thinning 
method in terms of automated features and comput-
ing time was developed by Kim DY et al. (2006) to 
visualize inside of carotid artery using MR angiog-
raphy images. Nevertheless, automated path defi ni-
tion although desirable, appears to be more diffi cult 
due to the complex anatomy and the defi nition of 
an automatic pathway does not seem practical in 
the complex and interindividual varying anatomy 
of the sinonasal region (Bisdas et al. 2004). In this 
case coronal MPRs are valuable to control the path 
defi nition.

the nasal and paranasal sinuses. These images 
including virtual endoscopy are easy to reconstruct 
using a widely available workstation equipped with 
advanced software (Kim HJ et al. 2003). De Nicola 
et al. (1997) evaluated the ability to perform a CT-
based VE of the paranasal sinuses using surface 
rendering . However, these authors used a 3 mm 
slice thickness and no reconstruction overlap. Thus, 
the reconstruction algorithm and surface render-
ing yielded low quality images. A known limitation 
of surface rendering is that structures may have a 
more or less dense value than the chosen threshold 
value. This causes a discontinuity or continuity of 
the rebuild nasal-sinus surfaces that do not always 
correspond to reality. In addition, overlapping of 
different structures such as mucosa-purulent secre-
tions are visualized only as shape modifi cation. 
Thus, the arbitrary choice of the threshold value 
and the homogenization of different tissue densi-
ties further reduces the contrast resolution. Rogalla 
evaluated the applicability of VE in the sinonasal 
region based on volume-rendered spiral CT data 
in 45 patients (Rogalla et al. 1998). Using a low-
dose spiral CT of the paranasal sinuses the imag-
ing data was transferred to a workstation running 
software for volume rendering (EasyVision, Phil-
ips Medical Systems, Eindhoven, The Netherlands). 
Six orthogonal views of the maxillary sinuses and 
the nasopharynx and a fl y-through movie of the 
nose were obtained. Coronal reconstructions and 
virtual endoscopy were compared with respect to 
detectability of pathology, and surgeons were asked 
to rank the degree of assistance of the preopera-
tive virtual endoscopy, as compared to subsequent 
endoscopic surgery. Overall, anatomical details were 
depicted more often with coronal reconstruction’s 
than with VE; however, a high degree of similarity 
between virtual endoscopy and the intraoperative 
endoscopic view was reported by the surgeons. The 
authors concluded that virtual endoscopy of the 
nose and paranasal sinuses may develop into a stan-
dard means to guide surgeons during endoscopic 
interventions (Rogalla et al. 1998) (Figs. 11.2–11.6). 
Hopper et al. (1999) evaluated the feasibility of 
highlighting surgical sites using CT-based virtual 
reality of the paranasal sinuses before sinus sur-
gery in patients with signifi cant paranasal sinus 
disease. For all 25 planned surgeries, the virtual 
images showed the entire surgical site marked on 
the 2D coronal images as well as the orientation 
of the planned surgical site to adjacent normal 
anatomy. For surgery of the maxillary sinuses, tag-

Table 11.3. Advantages of virtual endoscopy of the paranasal 
sinuses

Highly interactive, remarkable sharp and detailed pictures 
of the nasal and paranasal sinuses

Visualization of complex anatomic relationships beyond 
obstruction by bone and soft tissue

Examination by unusal perspectives (backside of the nasal 
septum and conchae)

Visualization of turbinates and nares in much greater 
detail and with a larger fi eld of view than allowed with 
indirect mirror examination

Dataset obtained as part of a routine diagnostic examina-
tion. No additional morbidity beyond that of a routine CT 
or MRI

Complementary visualization of overlapping pathological 
processes

Provides coordinates for navigational system to localize a 
safe surgical entrance point or of anatomical landmarks

Non-invasive

11.5 
Clinical Applications

Recently developed rendering techniques includ-
ing a perspective mode result in highly interac-
tive, remarkably sharp and detailed pictures of 
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ging and electronic removal of the middle turbi-
nate and uncinate processes mimicked the actual 
surgery and allowed complete visualization of the 
infundibulum and the planned surgical site. There-
fore, planned endoscopic paranasal sinus surgical 
sites could be easily and reliably highlighted using 
CT virtual reality techniques with respect to the 

patient’s normal endoscopic anatomy (Hopper et 
al. 1999). This is particularly true in complex surgi-
cal access to the frontal and sphenoid sinuses. Dis-
playing the superfi cial anatomy with the planned 
surgical window highlighted and with the actual 
surgical window opened, which demonstrated the 
bony depth, proved to be very useful (Fig. 11.5). To 
specify a safe surgical entrance point for parana-
sal mucoceles the value of MPRs and virtual CT 
sinuscopy was evaluated and compared to results 
confi rmed by surgical endoscopy (Nakasato et al. 
2000). The combination of both, MPRs and virtual 
sinuscopy was important in depicting safe punc-
ture sites through an endonasal approach to treat 
simple mucoceles (Fig. 11.6). Since it was diffi cult 
to approach deeper lesions, VE was applicable only 
for the most superfi cial lesions and the authors 
concluded that a navigational system might over-
come this limitation. If mucosal swelling causes 
occlusion of the natural ostia, VE cannot access the 
sinus and a manual path defi nition will be neces-
sary, provided the access can be defi ned on coro-
nal reconstruction’s. However, VE is advantageous 
for viewing the entry site of the tuba auditiva, a 
region not well depicted on coronal reconstructions 
( Pandolfo et al. 2004) (Fig. 11.7). On the other 
hand, septal deviations are easier to defi ne on coro-
nal slices, whereas decisions about the septum can 
be impossible using VE because slight curves may 
escape detection due to the perspective distortion of 

Fig. 11.3. a Left infundibulum (asterisk) in virtual endoscopy. b True 
endoscopic view of the infundibulum prior to resection. Note the almost 
identical anatomical structure. From: Rogalla P. Eur Radiol 1998;8:946–
950. Permission granted

Fig. 11.4. View from nasopharynx through the conchae 
nasales. Polypous swelling of the dorsal aspect of the infe-
rior right conchae (asterisk). Swelling less outstanding on 
the left side. From: Rogalla P. Eur Radiol 1998;8:946–950. 
Permission granted

a

b
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the images. Further, normal bone variations can be 
delineated on cross-sectional slices only, if they are 
hidden behind the surface structure (Wolfsberger 

et al. 2006). Thus, correlation with cross-sectional 
images is still recommended, to confi rm precise 
localization and defi nition of structures behind a 
surface. This is particularly true if a sinus is com-
pletely blocked or closed and a VE is impossible. Of 
600 hundred virtual endoscopies (VEs) performed, 
the VE views allowed a realistic illustration of the 
various pathologic fi ndings, except from cases 
with highly obstructive sinonasal disease (Bisdas 

et al. 2004). The correlation between the preopera-

Fig. 11.5a–d. With use of volumetric rendering, it is a simple 
and rapid process to tag a variety of structures and patholog-
ical processes. In this normal patient, the middle and infe-
rior turbinates and uncinate processes have been tagged in 
green, blue, and red, respectively (a). The color rendition of 
this image is shown in the primary viewport of Figure 11.1. 
Once tagged, a simple click-on command removes the tagged 
structures. Sequentially, the inferior turbinate (b), the unci-
nate process (c), and middle turbinate (d) have been removed, 
allowing full exposure of the infundibulum. The whitish 
areas represent cut-away bone. From: Hopper: J Comput 
Assist Tomogr 1999; 23(4):529–533. Permission granted

tive 3D VE fi ndings and the intraoperative fi nd-
ings was signifi cant (r = 0.83, p = 0.001). Anatomic 
structures like the septum nasi, inferior and middle 
turbinates, processus uncinatus, and ductus naso-
lacrimalis could be better displayed at a –250 HU 
threshold, whereas the rest of the structures were 
better displayed at –400 HU. The superiority of 3D 
images in comparison with axial source images 
was noted for polyps and mucous swelling of even 
1 mm in diameter, which otherwise could only be 
identifi ed by the simultaneous viewing of all axial 
and multiplanar reconstructed images (Bisdas et 
al. 2004). Additionally, VE contributed signifi cantly 

b

a

c d



  Virtual Endoscopy of the Paranasal Sinuses 161

in the imaging of the ostiomeatal complex of the 
paranasal sinuses by depicting clearly the intri-
cate local anatomy, which is diffi cult to recognize 
even in coronal reconstructions. In cases of con-
genital malformations, such as choanal atresia, 3D 
images were useful to defi ne the extended disease 
and assisted signifi cantly in preoperative planning 
(Bisdas et al. 2004). However, as stated by Bisdas 
et al. (2004) common anatomic variants, like Haller, 
Onodi, and extramural Agger nasi cells; spheno-
maxillary plate dehiscences in the lamina papy-
racea; bony lamella covering the internal carotid 
artery; level of differences between the cribriform 

Fig. 11.6a–d. Frontal mucocele in a 52-year-old man. Virtual endoscopic (a) and surgical endoscopic (b) images of anterior 
portion of the right nasal cavity are shown. Also presented are preoperative (c) and postoperative (d) CT fi ndings. The cross-
cursor (arrow) indicates a suggested puncture site for endoscopic sinus surgery. The wall of the frontal mucocele is shown 
behind the nasal bone. The mucocele was successfully removed by the endonasal surgery. SE, nasal septum; MC, mucocele; 
LNW, lateral nasal wall. From: Nakasato: J Comput Assist Tomogr 2000; 24(3):486–492

plate and ethmoid roof, and sinonasal providence 
of the optic nerve deteriorate the power of VE and 
highlight the value of cross-sectional images and, 
especially, coronal reconstructions. Additionally, 
the inability of VE to distinguish between fi brotic 
tissue and relapses in postsurgery patients has been 
reported (Meloni et al. 1992). The insuffi ciency of 
VE in diagnostic differentiation owes its existence 
to the imperfect assessment of paranasal sinuses 
through CT imaging. Therefore, the authors con-
sider VE a complementary imaging modality to 
cross-sectional radiographs and functional endo-
scopic sinus surgery (Bisdas et al. 2004).

a

c

b

d
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11.6 
Endoscopic Sinus Surgery Training

Besides its diagnostic value, VE can play a sig-
nifi cant role as a teaching tool for students and 
trainees because it allows the real portrayal of the 
paranasal sinuses and therefore strengthens the 
possibility of these individuals becoming familiar 
with not only regional but endoscopic and operative 
assessment (Bisdas et al. 2004). Endonasal sinus 
surgery requires extensive training before it can be 
performed adequately. The near-fi eld endoscopic 
anatomy is very different from the typical anatomic 
presentation seen in cross-sectional images or in 
an anatomy atlas. Even the experienced endosco-
pist can easily become disoriented or lost due to 
the complex and variable anatomy and the proxim-
ity of important structures (Hosemann 1996; May 

et al. 1994; Weber et al. 1998). Therefore intensive 
training is necessary to avoid severe complications 
and this is even more evident considering the fact 
that medical malpractice in endoscopic surgery has 
become a predominant concern of physicians in 
Japan as well as in Western countries (Anon et al. 
1994; Hiyama et al. 2006). Ecke et al. (1998) com-

bined computer graphics and virtual reality (VR) 
techniques to create an interactive nasal endoscopy 
simulator (NES) for nasal endoscopy and endonasal 
sinus surgery. The system consisted of a graphics 
workstation, a tracking system for measuring the 
position of the endoscope and surgical instruments 
in space, a head model, image data sets of the nasal 
cavity and paranasal sinus area, and complemen-
tary software. The current NES is comprised of a 
visual and auditory VR system that provides both 
educational and planning options for sinus surgery. 
However, the usual resistance, when touching rel-
evant anatomical structures, is not provided by this 
system. Thus, a “force feedback system” was imple-
mented that allows for such a response (Rudman 

et al. 1998). The use of virtual endoscopy for train-
ing can familiarize the operator with endoscopic 
anatomic appearance and can provide anatomic 
landmarks to assist with orientation. The informa-
tion gained from such training can provide confi -
dence, and preoperative virtual endoscopy may lead 
to more effective and safer endoscopic procedures 
(Satava and Fried 2002). Edmond (2002) demon-
strated that an endoscopic sinus surgical simulator 
is as a valid training device and appears to positively 
impact operating room performance among junior 
otolaryngology residents. In his study differences 
between simulation-trained residents and others 
approached statistical signifi cance for two items: 
anterior ethmoidectomy (p < .0602) and surgical 
confi dence (p < .0909). Uribe et al. (2004) found 
that medical students displayed a steep learning 
curve within three to fi ve trials on an endoscopic 
sinus surgery simulator and that they reached a pla-
teau in their learning curves to within 90% of that of 
experienced sinus surgeons after an additional four 
to fi ve trials (Glaser et al. 2006).

11.7 
Image-Guided Sinus Surgery

Although the endoscopes provide bright illumina-
tion and brilliant images, the view provided is only a 
two-dimensional representation of a complex three-
dimensional space. Endoscopes provide a wide-
angle perspective, which intrinsically introduce a 
fi sh-eye effect (analogous to spherical aberration) 
and the potential for perceptual distortion and sec-
ondary surgical error during these procedures is 

Fig. 11.7. Lateral view. Voluminous lymphatic swelling of the 
superior wall of the nasopharynx (M). The tubaric ostium is 
compressed (arrows). From: Pandolfo I. Virtual endoscopy 
of the nasopharynx in the evaluation of its normal anatomy 
and alterations due to lymphoid hyperplasia: preliminary 
report. Eur Radiol 2004; 14(10):1882–1888
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considerable (Citardi and Batra 2007). Further-
more, the view is easily obstructed by blood, mucus, 
or pus when the endoscope tip gently touches the 
mucosa (Scharpf et al. 2005). Thus, disorientation 
may occur for several reasons:
� The position of the endoscope tip inside the 

patient is not directly visible and therefore sur-
geons usually guess at the location based on the 
inserted length, orientation and monitor screen 
view.

� The viewing direction varies from 0  (straight 
forward) to 120  (backward viewing) and may 
rotate on its axis. Thus, when the viewing direc-
tion exceeds 0 , disorientation may occur.

� The endoscopic view is limited to the mucous sur-
face and landmarks used to position the endoscope 
within the patient may become indistinguishable 
because of damage from disease or due to injuries 
from previous surgery.

� Thus, surgical rhinologists were very interested 
in intraoperative surgical navigation, as it was 
felt that this technology should reduce surgi-
cal complications and fi t well with endoscopic 
techniques (Citardi and Batra 2007; Fried 

et al. 1998a; Knott et al. 2006b; Truppe et al. 
1996;  Wolfsberger et al. 2006; Yamashita et al. 
1999).

11.7.1 
Image-Guided Sinus Surgery Using MR Imaging

The fi rst image-guided endoscopic surgeries using 
intraoperative MRI were reported by Fried et al. 
(1996, 1998b) and Hsu et al. (1998). The procedures 
were experimental and intended to test the unusual 
working environment of a unique new “open-con-
fi guration” MRI unit for head and neck surgery 
using near real-time image guidance. All surgeries 
in twelve patients were performed without compli-
cations and both the endoscopic view and the MRI 
scans were available at the surgical fi eld. The image 
plane was surgeon controlled, and the MR scanner 
updated images in as little as 14 s. MRI provided 
adequate visualization of both the disease and the 
related anatomy and allowed the surgeon to navigate 
during the procedure (Fig. 11.8). Intraoperative MR 
imaging has several advantages over CT-based guid-
ance systems. MR imaging provides multiplanar 
capability and has a better soft-tissue differentia-
tion than CT. The intraoperative data refl ects tissue 
changes during surgery and provides optimum feed-

back for surgical guidance. The operating environ-
ment however poses some challenges; in particular 
instruments including the endoscope must be made 
from MR-compatible materials. Also, preparation 
of the intraoperative MRI for ESS requires signifi -
cantly more time than conventional ESS or using a 
navigational system during paranasal surgery (Seno 

et al. 2005).

11.7.2 
Image-Guided Sinus Surgery Using a 
 Navigational System

Intuitively, a navigational system should improve 
surgical outcomes and several reports have pre-
sented case series in which image-guided surgery 
(IGS) were used (Anon 1998; Cartellieri et al. 
2001; Citardi and Batra 2007; Grevers et al. 2002; 
Strauss et al. 2006; Truppe et al. 1996). However, 
only Fried et al. (2002) showed a statistically sig-
nifi cant benefi t for IGS and confi rmed a lower major 
complication rate for sinus surgery incorporating 
IGS. Strauss et al. (2006) quantifi ed the clinical 
impact of IGS during surgery and developed a level 
of quality index that compared the available infor-
mation before and after IGS application . In their 
study, information provided by the IGS system was 
deemed ’detrimental’ in only three out of 792 IGS 
applications, and even in these instances, no adverse 
outcomes were noted. In addition, 47.9% of IGS 
applications yielded a change of surgical strategy. 
Less experienced surgeons adjusted their strategies 
more frequently as a result of IGS, and IGS was more 
commonly associated with adjustments in surgical 
strategy among endoscopic biopsies and tumor 
resection cases (Strauss et al. 2006). Metson (2003) 
reported on the fi rst 1000 image-guided sinus sur-
gery cases performed by 42 surgeons at an academic 
medical center. Interestingly, the initial enthusiasm 
for the use of a IGS system was not sustained by all 
physicians, and after 2 years the frequency with 
which image-guidance was used for sinonasal sur-
gery reached a plateau. Nevertheless, the majority of 
surgeons continued to use it for selected sinus pro-
cedures over the 5-year study period. Based on their 
experience a knowledge base had been proposed as 
summarized in Table 11.4. The introduction of com-
plex, new technology into the operating room set-
ting can be a frustrating experience for physicians 
and other operating room personnel. It is therefore 
best if a surgeon schedules relatively simple cases 
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Fig. 11.8a–c. Coronal FSE T1-weighted MR images 
(400/26/2; FOV 5 20; echo train 5 4; matrix 5 256 3 
128) before (arrow), during (with crosshair anno-
tation within right sphenoidal sinus), and after 
drainage of a mucocele in the right sphenoidal 
sinus. Reprinted with permission from Hsu L, 
Fried MP, Jolesz FA, MR-guided endoscopic sinus 
surgery, Am J Neuroradiol 1998; 19:1235–1240,  
by American Society of Neuroradiology

a

c

b

when fi rst learning to use the image-guidance 
system and reserves the more challenging cases 
until after familiarity with the equipment has been 
achieved. Initial cases should be easy enough that 
the surgeon would feel comfortable completing the 
surgery without an image-guidance system, in the 
event that the system does not work properly or the 
surgeon does not fi nd it helpful (Metson 2003). 
Studies have demonstrated the ability of image-
guidance systems to provide anatomic localization 
to within 2 mm of accuracy during routine clinical 
use (Anon 1998; Fried et al. 1997; Metson et al. 
1998). The surgeon, however, should routinely verify 
system accuracy against a known anatomic land-
mark before using it to navigate during surgery, 
since anatomic drift may occur during surgery, usu-
ally from movement of the headset. The initial use 

Table 11.4. Lessons learned from image-guided sinus sur-
gery over a 5 year period.

Start with relatively easy cases when fi rst learning to use 
an image-guidance system

Image-guidance systems are relatively accurate and 
reliable

Using an image-guidance system is associated with 
increased operative time and expense

Image-guidance systems enhance surgeon confi dence

Image-guidance systems should not be used to make milli-
meter decisions about how to proceed during surgery

Trust your judgment when information from the image-
guidance system confl icts with own clinical judgment

Technology is no substitute for technique

Modifi ed from Metson (2003)
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ever, Tabaee et al. (2005) compared patients 
undergoing CSF leak repair with and without IGS 
and did not confi rm a statistically signifi cant differ-
ence in the success rates. Based on expert consensus 
opinion and literature evidence base, the American 
Academy of Otolaryngology – Head and Neck Sur-
gery (AAO-HNS 2006) has published an offi cial 
policy statement of the appropriate use of IGS. 
Examples of indications in which use of computer-
aided surgery may be deemed appropriate include: 
(1) revision sinus surgery, (2) distorted sinus anat-
omy of development, postoperative, or traumatic 
origin, (3) extensive sino-nasal polyposis, (4) pathol-
ogy involving the frontal, posterior ethmoid and 
sphenoid sinuses, (5) disease abutting the skull base, 
orbit, optic nerve or carotid artery, (6) CSF rhinor-
rhea or conditions where there is a skull base 
defect, (7) benign and malignant sino-nasal neo-
plasms. A signifi cant refi nement was introduced by 
Leong et al. (2006) exploring CT-MR fusion tech-
niques in patients with anterior skull base lesions 
using the InstaTrak 3500 Plus system for navigation 
(GE Healthcare Navigation and Visualization, Law-
rence, MA) and the CBYON Suite Doctor Station 
(version 2.8, Med-Surgical Services, Inc., Mountain 
View, CA) for image fusion (Fig. 11.9). The CBYON 
Suite was only used for preoperative image review, 
whereas the InstaTrak was used both for preopera-
tive image review and intraoperative navigation. 
The fused scans were excellent in defi ning the 
pathology itself and the surrounding soft and bony 
tissue involvement. With just the CT alone, the depth 
of the soft tissue involvement could not be fully 
appreciated beyond the boundary of the bony 
defects. For tumor cases, the information provided 
by CT-MR fusion images in this regard was crucial 
in determining the extent of surgery. Similarly, CT 
scans do not give much information about potential 
loculations within a mucocele; but MR images pro-
vide excellent detail about mucocele contents, but 
little info about the surrounding bone (or lack 
thereof). Furthermore, CT-MR fusion studies pro-
vide better understanding about the origin of 
encephaloceles at the skull base (Fig. 11.10). How-
ever, software interfaces for CT-MR fusion at least 
somewhat complicated, and it takes signifi cant 
efforts to successfully apply this technology. Addi-
tionally, time for scan preparation, and availability 
of the fusion images may reduce operative time 
(Leong et al. 2006). While the ultimate role of CT-
MR fusion has yet to be determined, this technology 
is not intended for routine sinus surgery, but rather 

of IGS has been found to increase operative time by 
15–30 min per case (Metson 2003). Once a surgeon 
becomes familiar with the equipment, this time 
typically is reduced to 5–15 min per case. A cost 
analysis of IGS demonstrated an increased expense 
of more than $500 per case when such systems were 
used for sinus surgery (Metson 2003). The use of 
any disposable headsets or handpieces further 
increases this expense. Despite the increased time 
and expense associated with IGS, this technology is 
still widely used for sinus surgery because of the 
increased confi dence it provides to surgeons during 
these procedures (Metson et al. 2000). In particular, 
when faced with uncertain surgical landmarks and 
possible disorientation, the presence of an image-
guidance system to confi rm the surgeon’s impres-
sion of the clinical anatomy can be very reassuring. 
For instance, image-guidance systems are excellent 
to inform the surgeon whether the air space just 
opened is a large posterior ethmoid cell or a small 
sphenoid sinus. Similarly, the system can readily 
inform the surgeon whether the bony lamella in view 
is the ethmoid roof or whether there is still an addi-
tional centimeter of opacifi ed air cells that must be 
opened. During image-guided sinus surgery how-
ever, the system might indicate that the tip of the 
surgical instrument or probe is in a location that 
differs from that suspected by the surgeon. In some 
cases this discrepancy is easy to reconcile and when 
anatomic drift from slippage of the headset is likely, 
the system needs only be re-registered to confi rm 
this impression. In other clinical situations, how-
ever, the reasons for such discrepancy are not so 
clear and the surgeon must make a decision on how 
to proceed. In such cases, the clinical judgment of 
the surgeon is usually correct. Nevertheless, it is 
always prudent to follow the safer route and leave 
the fi nal piece of bone or unopened air cell alone 
(Metson 2003). An even more clear statement was 
issued by Metson, saying that enhanced anatomic 
localization may increase a surgeon’s confi dence; 
however, surgeons who “push the envelope” by per-
forming surgery they would not ordinarily do risk 
fi nding themselves “outside of the envelope”, which 
in the case of sinus surgery could be the orbit or 
intracranial cavity (Metson 2003). Melroy et al. 
(2006) evaluated IGS for a more accurate delineation 
of the frontal osteoplastic fl ap, allowing for safer 
entry into the frontal sinus. They noted that, IGS 
generated the smallest difference between measure-
ments and actual values and was statistically supe-
rior to Caldwell fi lms and transillumination. How-
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during intraoperative navigation for sinonasal neo-
plasms, complex mucoceles, encephaloceles, and 
any lesion impinging on the internal carotid 
artery.

11.7.3 
Comparison of Tracking Systems

IGS systems for sinus surgery often utilize either 
electromagnetic (radiofrequency) or optical (infra-
red) signals to localize instruments within the surgi-
cal fi eld. An extensive overview of various concepts 
and applications in rhinology has been provided by 
Knott et al. (2006a). Metson et al. (1998) compared 
the use of these two different image guidance tech-

Fig. 11.9. This intraoperative image capture demonstrates the typical screen view. Top left panel: fused CT-MR image. Top 
right, bottom left panels: pure CT images. It is possible to select CT, MR, CT-MR fusion images directly (through toggle-
type switches), or one may ‘morph’ between CT and MR images (through a slider-type control). A–C) Toggles for choosing 
between CT, MR and CT-MR fusion images. (D) Slider for image contrast. (E) Slider for image brightness. (F) Slider for 
CT-MR fusion control. From: Leong JL, Otolaryngol Head Neck Surg 2006; 134:868–876

nologies for sinus surgery. Both the electromagnetic 
and optical systems provided anatomic localization 
to within 2 mm during surgery and intraoperative 
reregistration was effective in correcting for any ana-
tomic drift (Table 11.5). Although the mean operative 
times were different (156.3 ± 8.9 min for the electro-
magnetic and 139.2 ± 17.7 min for the optical system 
(p < 0.05), the average intraoperative blood loss did 
not differ signifi cantly between groups (electromag-
netic, 190.6 ± 28.7 mL; optical, 172.4 ± 23.0 mL). 
Each system however, was noted to have limitations. 
The presence of metallic objects in the operative fi eld 
interfered with functioning of the electromagnetic 
system, whereas the optical system required a clear 
line of sight to be maintained between the infra-
red camera and surgical handpiece. Both systems 
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gery without any image guidance. Preparation of the 
intraoperative NS required an additional 52 min and 
IGNS required 17 min compared to the control group. 
Since surgical instruments must not be attracted by 
the magnetic fi eld in the operating room, intraop-
erative NS has some limitations. Instruments used 
within the NS group, were thoroughly examined 
and some remanufactured using MR safe materials, 
whereas all instruments in ESS could also be used 
in surgical guidance during surgery in the IGNS. 
Since the average distant error in both systems was 

Fig. 11.10. This intraoperative image capture was obtained during computer-aided endoscopic repair of large sphenoid 
encephalocele. Left panels: conventional CT images. Upper right panel: fused CT-MR image. The sagittal image shows the 
encephalocele fi lling much of the sphenoid sinus. Intraoperatively, navigation with the CT-MR fusion images facilitated 
complete resection of the encephalocele as well as complete defi nition of the skull base defect. From: Leong JL, Otolaryngol 
Head Neck Surg 2006; 134:868–876

required specialized headsets to be worn by patients 
during surgery to monitor head position. The elec-
tromagnetic system also required these headsets to 
be worn during the preoperative computed tomog-
raphy scan. Seno et al. (2005) used the Signa SP/i 
Intraoperative navigation system (General Electric 
Co., Intraoperative NS) that acquires both real time 
and high-resolution images during surgery, and a 
conventional image-guided navigation (Stealth Sta-
tion TREON, Medtronic Inc., IGNS) and compared 
them to controls undergoing endoscopic sinus sur-
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between 1 mm and 2.5 mm, Seno et al. concluded, 
that accuracy obtained with both navigation system 
was suitable for ESS.

11.8 
Conclusion

VE obtained from CT or MRI allows evaluation of 
the highly variable anatomy of the nasal cavity, naso-
pharynx, and paranasal sinuses in a fast, reliable, and 
noninvasive way with no additional morbidity. Ana-
tomical and pathological details can be visualized 
using unconventional angles, perspectives and over-
comes the anatomic barriers of the sinuses, which are 
inaccessible with conventional endoscopy. Although, 
the accuracy of this method was confi rmed by fi ber-
optic examination and surgery, VE of the paranasal 
sinuses today has found only limited clinical appli-
cations. VE demands high-resolution imaging data 
obtained with MSCT, but moderate hardware and 
postprocessing software, which may be used with 
every CT scanner and is fairly widely available. 
Rather than reading large amounts of single images, 
a VE operator today could use a virtual endoscopic 
reconstruction to review a clinical case. However, VE 
of the paranasal sinuses is still more a preoperative 
tool for assisting surgeons in education and training. 
Highly developed visualization software might even 
allow virtual surgery based on CT data for training 

purposes. In the case of a decreased fi eld of view 
during ESS, a navigational system may aid in deter-
mining a safe surgical entrance point or in allowing 
the localization of anatomical landmarks. CT-guid-
ance for procedures in the regular OR has gained 
wide acceptance for a variety of endoscopic proce-
dures of the paranasal sinuses, including primary 
and revision endoscopic sinus surgery, osteoplastic 
frontal sinusotomy, transsphenoidal hypophysec-
tomy, endoscopic CSF leak repair and endoscopic 
pterygomaxillary fossa biopsy. Intraoperative imag-
ing based on MR-guidance is helpful but still in a 
phase of development. However, the benefi ts of a 
standardized application of VE as a complementary 
diagnostic and preoperative planning tool needs to 
be underlined, which radiologists and otorhinolar-
yngologists are still aware of it.
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12.1 
Introduction

Facial imaging is one of the areas that has been most 
infl uenced over the last two decades by the dramatic 
move of image processing from simple reformatting 
programmes to a wide range of complex post-pro-
cessing methods designed to extract further infor-
mation from image data. This development has been 
aided by signifi cant falls in both processing times 
and cost of technology. The result in facial imaging 
is that some of these techniques are, or should be, 
regarded as routine in the clinical management of 
disease.
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This is now such a disparate fi eld, including vir-
tual reality and simulation of surgical procedures, 
that a general review cannot comprise a complete 
account. This chapter concentrates on the major 
applications which have been found to be of benefi t 
in clinical practice. Dental and maxillary applica-
tions are not the most common in overall imaging 
practice but they represent areas where image pro-
cessing has contributed signifi cantly to the advance-
ment of diagnostic and therapeutic capability.

The technical basis of image processing has been 
reviewed in preceding chapters. These principles are 
only referred to in the present chapter where there 
is a particular point of relevance to practice in this 
clinical speciality.

The applications of image processing in this area 
are almost entirely surgical, either in terms of diag-
nosis and planning surgical treatment, or monitor-
ing its effects. The application of data processing to 
delivering radiation treatment is beyond the scope 
of this chapter.

Although most images processing techniques 
are now rapid and convenient, the time devoted to 
them still represents a resource. It is a golden rule of 
investigational medicine that this work should only 
be carried out if it is justifi ed by change in clinical 
management (Golding and Watt-Smith 1999). 
This chapter describes those situations in which 
clinical management effect may be expected.

12.1.1 
Technical Image Requirements

In dental and maxillofacial applications, Computed 
Tomography (CT) is the most frequently used imag-
ing technique and 3D display the main objective. 
The development of these applications has been 
greatly facilitated by the growth of multislice CT 
(MSCT) acquisition. These developments have been 
described above in Chapters 3 and 6. Although tech-
nical factors vary according to the application, in 
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the great majority of uses the principal objective 
is to demonstrate differences between bone and 
soft tissues and therefore high resolution images, 
using thin section acquisition (1 mm or less) and 
high resolution reconstruction algorithms should 
be the norm.

It is now common for manufacturers of CT sys-
tems to include a range of post-processing options 
as standard in the workstations supplied with scan-
ners. In the majority of instances these are suitable 
for common clinical applications. However more 
sophisticated applications may be expected from 
dedicated stand-alone or purpose-built systems 
(Chap. 9). For the purposes of 3D imaging in facial 
surgery the minimum requirement is high resolu-
tion 3D image processing with near real-time image 
rotation, accurate measure of dimensions in 3D, 
and computer scalpel facility (Golding and Watt-
Smith 1999).

The recent introduction of cone-beam CT for 
facial and dental applications is an interesting devel-
opment in this fi eld. The technology is at an early 
stage of assessment but preliminary studies indicate 
that within this area of application its performance, 
both generally and in facial trauma, may be compa-
rable to conventional MSCT in use (Heiland et al. 
2004; Scarfe et al. 2006; Shi et al. 2006), with the 
attraction of dose effi ciency (Tsiklakis et al. 2005; 
Ludlow et al. 2006).

12.1.2 
Constraining Radiation Exposure

There is international concern about the rising 
contribution of CT to the cumulative radiation 
dose to the population (Golding and Shrimpton 
2002; Golding 2005). CT delivers signifi cant radia-
tion exposure compared to other forms of imaging 
and care should always be exercised in its use in 
the face, where radiation of the optic lens and the 
thyroid gland are of particular concern. Many of 
the applications in this area are benign lesions in 
young patients, in whom radiation exposure con-
straint should be a matter of good practice. This 
is more important in the case of children, whose 
life expectancy allows more time for potential 
harmful effects of radiation to develop. Examina-
tions should therefore be carefully contained to 
the essential area of the face and exposure factors 
should be manipulated to ensure that the radiation 
dose to the patient is kept to the minimum neces-

sary to deliver an image quality that satisfi es the 
diagnostic needs.

In high resolution CT of the face there is consid-
erable exposure latitude and many post-process-
ing programmes have a smoothing effect or other-
wise highlight criteria, so that exposure can often 
be reduced to a fraction of that required for other 
diagnostic purposes. Our own exploration of the 
possibilities (publication forthcoming) has indi-
cated that in routine diagnostic situations exposure 
may be reduced by up to two thirds and the work 
of ourselves and other work has indicated that in 
selected circumstances a 90% reduction is possible 
(Gholkar 1998). The replacement of CT by ultra-
sound and MRI is also a desirable objective where 
possible (Golding and Watt-Smith 1999), but as 
the routine requirement in this anatomical area is 
demonstration of bone with high spatial resolutions, 
reliance on CT appears probable for the foreseeable 
future.

12.2 
Value of 3D Imaging in Maxillofacial 
Disease

Very soon after the introduction of 3D reformatting 
techniques it became clear that the face would be an 
important area of application. Vannier et al. (1984) 
drew attention to the value of 3D CT is display-
ing abnormal morphology of facial bone and soft 
tissues, predicting that this would facilitate surgi-
cal planning and provide quantitative post opera-
tive evaluation. The techniques were then primi-
tive but the clinical indications were clear and this 
was supported by other researchers (Tessier and 
Hemmy 1986; Fishman et al. 1991; Hemmy et al. 
1994; Zonneveld and Fukuta 1994). The princi-
pal applications were quickly established as trauma 
and the management of congenital or acquired facial 
deformity (Ray et al. 1993).

Initially there was some controversy as to whether 
3D imaging added further diagnostic information. 
It was variously claimed that facial fractures were 
more likely to be found by 3D CT (Hunter et al. 
1987) or that these were obscured by partial volume 
averaging and the smoothing inherent in most refor-
matting software (Burk et al. 1985). However it was 
generally felt that the principal value of 3D imaging 
was to communicate better the three dimensional 
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concepts of lesions between radiologists, who were 
accustomed to building such concepts from axial 
information and surgeons, who were not familiar 
with this (Golding 1989). Although diagnosis is 
rarely made by 3D imaging alone, overall evaluation 
is improved by this spatial information (Ray et al. 
1993; Fox et al. 1995). Experience has now confi rmed 
the intuitive nature of 3D anatomical imaging as it 
presents data envisaged by the surgeon both physi-
cally and mentally in a familiar format.

It is important, when surgical techniques are to 
be based on three-dimensional display, that spatial 
dimensions lie within surgical tolerance. It is now 
established that reliable reformatting programmes 
generate linear and volume measurements that 
accurately refl ect physical craniometric dimensions 
(Cavalcanti et al. 1999a, 2004a; Jung et al. 2003). 
When introducing a service to the surgeon based on 
3D imaging, quality assurance of this aspect is man-
datory (Golding and Watt-Smith 1999).

A wide range of photorealistic display methods 
exist, ranging from mesh depiction through ana-
tomically discrete methods such as surface render-
ing (SR) and volume rendering (VR) to holography 
(Ayoub et al. 1996). However in practice most appli-
cations will depend upon SR images in perspective 
display, or VR in transparency display. In our expe-
rience, appreciation of the information in 3D imag-
ing is enhanced by employing visual cues evoked by 
image rotation; these give a greater perception of 
depth and of the spatial relationships of structures 
(Hamilton et al. 2001). Rotating display in which 
the image can be set to rotate automatically around 
an axis through approximately 180 , or by interac-
tive control, in our experience increases the surgical 
utility of the technique.

There is particular value to importing three-
dimensional information into the operating envi-
ronment. When the facial soft tissues are retracted 
during surgery the surgeon loses some of the land-
marks essential to natural positioning of the facial 
structures. We have found it valuable to include in 
the operating theatre monitors showing 3D images 
in rotating display to assist the surgeon in maintain-
ing the view of these reference points (Golding and 
Watt-Smith 1999).

Although the value of 3D imaging to the surgeon 
is generally assumed, there have been relatively few 
studies attempting an objective evaluation. Experi-
mental assessment has shown 3D to be superior 
to multiplanar reformatting in facial trauma with 
faster diagnostic assessment (Fox et al. 1995). In our 

own study surgeons performed more accurate read-
ings on radiographs and 3D compared to axial CT, 
supporting the view that surgeons value 3D imaging 
as a front-line tool (Reuben et al. 2005). These stud-
ies have implications to surgical training.

A further clinical value of 3D imaging is in dem-
onstrating and documenting postoperative result. 
3D images may be helpful to demonstrate healing or 
position of bone grafts and for evaluating cosmetic 
result (Ray et al. 1993).

Facial surgery, particularly reparative and recon-
structive approaches, often requires microvascular 
surgery to provide appropriate vascularisation to 
grafts. 3D CT – or MRI – angiography is beyond the 
scope of this chapter but in our experience provides 
an alternative to conventional angiography in pre-
operative evaluation.

12.2.1 
Value of Physical Display in 3D Imaging

Although three-dimensional display was a major 
advance in evaluation of facial lesions and treatment 
planning, physical models may be key to achiev-
ing full three-dimensional simulation of the face 
(Ayoub et al. 1996; Cheung et al. 2002). Physical 
models provide a means of greater appreciation of 
the spatial characteristics of lesions, a signifi cant 
advance for surgeons who deal with these physical 
characteristics in vivo.

Two major methods of producing models exist 
– stereolithography or lathe milling. The technical 
details for each are beyond the scope of this chapter 
but in essence stereolithography produces models by 
laser coagulation of light curing acrylic that grows 
sequentially as the laser traverses the shape. Mill-
ing cuts the model from a larger block of material 
(such as Dacron foam) from a number of axes and 
a number of projections. Although three axis mills 
are common, in practice fi ve axis milling is more 
applicable to facial work in view of the complexity 
of the anatomy and the ability to create undercuts 
on the models (Shapiro 1996).

Physical models also offer a means of assisting 
facial reconstruction by acting as a template on 
which splints or prostheses can be modelled. This 
is particularly so where reconstruction of one side 
of the face is required following resection or other 
form of tissue loss. In these circumstances data from 
the controlateral healthy side may be superimposed 
on the image of the diseased side and used as a 
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reconstruction template after constructing a model 
from the combined data. Although faces are rarely 
symmetrical this is more likely to achieve closer to 
the patient’s anatomy than a proprietary prosthesis. 
Pre-operative templates and bone plates have the 
added benefi t not only of accuracy but saving sig-
nifi cant time during long surgical procedures.

Fuhrmann et al. (1996) investigated the value of 
incorporating 3D models by milling or stereolithog-
raphy into orthodontic and surgical diagnosis. They 
found this of value in replacing imprecise dental 
arches by dental casts and showed that 3D model 
surgery permitted verifi cation of the feasibility of 
most suitable mobilisation and replacement tech-
niques (Worrall and Christensen 2006).

An advanced approach to this use of 3D informa-
tion is the construction from the patient’s data of a 
customised prosthesis (Ray et al. 1993). This allows 
a replacement prosthesis to be adapted perfectly to 
the patient’s own anatomy and has been developed 
for replacement of the temporomandibular joint in 
particular (Worrall and Christensen 2006).

12.2.2 
Facial Trauma

The principal objectives of investigating the trauma-
tised face are to establish the site of fracture lines 
and the spatial relationship between fragments and 
the bone of origin and adjacent structures. Although 
radiographs represent a valuable means of achieving 
both, in practice anything other than simple frac-
tures such as those involving the nasal bones, are 
likely to require further investigation. Axial CT is 
unrivalled in demonstrating cortical fractures and 
the prime reason for carrying out 3D processing is 
to establish spatial distributions of fracture frag-
ments in relation to the facial skeleton. This is well 
achieved by surface rendered 3D CT; it is unlikely 
that volume rendering has any added value (Fox et 
al. 1995; Rodt et al. 2006).

One of the two major uses of 3D CT of the face 
is trauma to the maxilla, orbit or mandible (Ray et 
al. 1993). In view of the objectives of surgical man-
agement, 3D imaging has its greatest impact where 
correction of fracture displacement is essential to 
obtaining a good functional and cosmetic result. 
This is most common in complex mid-facial frac-
tures such as those of the zygomaticomaxillary 
complex, nasofrontal or nasoethmoid fractures 
and transfacial fractures and those of the mandi-

ble (Salvolini 2002). Gentry and Smoker (1985) 
have recommended that a classifi cation of fractures 
based on the architectural struts of the face pro-
vides a good basis for an approach to management. 
Fractures may be classifi ed as involving single or 
multiple struts; multiple strut fractures are further 
subdivided into transfacial separation or localised 
fractures. The spatial localisation of fragments in 
transfacial fractures is particularly important in 
restoring the shape of the face and also maintaining 
a normal bite but in all types of complex fracture 
3D CT gives a good basis for planning symmetri-
cal correction, including placing implants (Ray et 
al. 1993). The technique has been recommended for 
computer-assisted surgical correction (Kokoska 
and Citardi 2000).

Studies of the relative value of radiographs, axial 
CT and 3D have confi rmed the crucial importance of 
3D visualisation to comminuted and displaced mid 
facial fractures and also for comminuted mandibu-
lar fractures (Klenk and Kovacs 2004; Reuben et 
al. 2005; Saigal et al. 2005). A structured approach 
combining all techniques is likely to give the highest 
diagnostic yield and should be considered as routine 
(Remmler et al. 2001). Surgeons not only fi nd 3D 
images more easy to assimilate but their diagnos-
tic planning performance is superior when 3D CT 
is combined in imaging strategies (Reuben et al. 
2005). 3D CT has additionally been recommended 
in forensic post mortem work (Salvolini 2002).

12.2.3 
Facial Anomalies and Asymmetry

Planning surgery for a good functional and cosmetic 
result is an important use of 3D CT and there was 
early prediction of its value in evaluating craniofa-
cial clefts, synostoses and other forms of asymme-
try. The technique was recommended as the basis 
for a precise classifi cation of anomalies and has 
the advantage of providing a permanent record for 
monitoring and documenting treatment (Hemmy et 
al. 1983).

In craniosynostosis 3D CT is an accurate tech-
nique for identifying normal and abnormal sutures 
(Altobelli et al. 1993; Tartaro et al. 1998; Medina 
2000). The technique is likely to reveal subtleties of 
asymmetry which are not appreciated radiologically 
or on axial sections (Ray et al. 1993) and provides 
a valuable means of simulating the surgery of the 
anomaly by producing an operative plan for cor-



  Dental and Maxillofacial Applications 177

rection, with the ability to evaluate likely outcomes. 
It may also decrease operative time, and improve 
results, particularly by the facility to plan sites of 
osteotomy with accuracy (Ray et al. 1993). This facil-
ity extends to mathematical accuracy;  Katsumata 
et al. (2005) have developed a coordinate point 
evaluation system to quantify facial asymmetry on 
3D CT. In a recent report the use of a 3D Malforma-
tion Analysis, a three-dimensional methodology for 
planning craniofacial operative procedures was pre-
sented (Pelo et al. 2006). This helped provide addi-
tional surgical accuracy intra-operatively.

A new technique for generating bone specially in 
the mandible initially but later in the face followed 
the lead by a Ilizarov. Reports highlighted the dif-
fi culties in planning specifi cally related to the vec-
tors produced by the existing distraction devices. 
Three-dimensional computer scans were used as a 
basis of planning and the difference between actual 
position and predicted position was attempted 
(Gateno et al. 2000). As the technique of distraction 
osteogenesis became more widespread on the face 
involving deformed face complexes and even the 
alveolar ridges ingenious methods of creating tem-
plates that aid exact positioning and vector control 
became popular (Gateno et al. 2003a,b; Poukens et 
al. 2003). Later three-dimensional virtual planning 
of orthognathic surgery became common place and 
this required 3D splints to produce accurate and 
anatomic 3D virtual augmented model of the skull 
with detail of the dental surfaces (Swennen et al. 
2007). Greater sophistication with improved com-
puter analysis and processing time has enabled 
software to become suffi cient for three-dimen-
sional computer aided surgical simulation (CASS) 
(Gateno et al. 2007; Zia et al. 2007). This may prove 
to be of greater clinical value as treatment by facial 
distraction becomes more established, even though 
distraction devices produce artefact which is likely 
to degrade the images (Molina 1999).

As this work frequently involves children in 
whom radiation exposure is a concern, there is a 
need to explore using other techniques such as MRI 
as a basis for planning treatment (Kleinheinz et al. 
2000).

12.2.4 
Maxillofacial Neoplasms

In patients presenting with facial neoplasms, either 
benign or malignant, diagnosis is likely to be estab-

lished by clinical investigation, supplemented by 
radiographs and axial CT or MRI, and biopsy. The 
role of 3D imaging is more important in staging 
disease, particularly in neoplasms where surgery 
is the treatment of choice (Cavalcanti et al. 
1999b).

The greatest use of the technique is in demon-
strating areas of bony destruction where neoplasms 
involve the skeleton (Ray et al. 1993). Franca et al. 
(2000) have demonstrated the value of 3D display 
when staging head and neck cancer. They compared 
surface rendered CT with surface shading display 
(SSD), multiplanar reformatting (MPR), maximum 
intensity projection (MIP) and volume rendering 
(VR). MIP was useful for showing the patency of 
vessels and excluding compression by lesions. SSD 
and MPR together were felt valuable for demonstrat-
ing lymph node enlargement, whereas VR was supe-
rior at demonstrating soft tissue relationships of the 
primary tumour. The value of VR 3D CT has been 
confi rmed by Cavalcanti and Antunes (2002), 
who showed that VR 3D CT was more reproducible 
and more sensitive than SR and that this extended to 
lesions with osseous involvement. 3D imaging may 
be an also valuable source of information concerning 
the volume of tumour, when localising lesions and 
monitoring the response to treatment ( Cavalcanti 
et al. 2004b).

The diffi culty inherent to visualisation of squa-
mous cell carcinoma of the head and neck by cur-
rent imaging is that invariably there are soft tissue 
and hard tissue components of the disease. MRI is 
undoubtedly superior for imaging soft tissues and 
CT for bone. The introduction of FDG PET has 
helped clinicians to identify the inherent problem 
of the unknown primary. However it wasn’t until 
co-registration with CT that more accurate analysis 
of the position was obtained. Analyses of PET/CT 
vs contrast-enhanced CT (Chen AY et al. 2006), the 
use of PET/CT to improve accuracy of initial cervi-
cal nodal staging (Jeong et al. 2007) and the use of 
PET/CT for staging as well as surveillance of diffi -
cult areas such as skull base tumours have all been 
recently reported (Gil et al. 2007).

The use of PET/CT for post treatment assessment 
of the primary modality of either radiation or sur-
gery or combination has aided the clinician’s ability 
to make informative predictions on the possibility 
of early and late recurrence of the disease (Yao et 
al. 2005). Certainly PET CT has a higher specifi city 
and overall diagnostic performance than CT alone 
in this case (Andrade et al. 2006).
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Lymphoscintigraphy and sentinel node biopsy is 
a minimally invasive technique that samples fi rst 
echelon lymph nodes and predicts the need of more 
extensive neck dissection. The accuracy has been 
assessed on oral cancers undergoing preoperative 
PET/CT followed by sentinel node biopsy ( Civantos 
et al. 2003). Gross tumour replacement of lymph 
nodes and redirection of lymphatic fl ow represented 
a signifi cant technical issue in oral carcinomas 
(Civantos et al. 2006).

12.2.5 
Temporomandibular Joint Disease

Internal derangement of the temporomandibular 
joint is conventionally investigated by MRI, with 
the objective of demonstrating abnormalities of the 
meniscus and its relationship to the joint surfaces. 
3D imaging has a contribution to make in more 
severe stages of joint disorganisation and degenera-
tion, and in trauma.

In degenerative lesions this technique may be 
used to demonstrate bony ankylosis, and destruc-
tional deformity of the mandibular head or the joint 
fossa (Ray et al. 1993).

Fractures of the mandible head or neck carry a 
particular risk of cosmetic deformity and abnormal 
bite if not corrected into acceptable anatomical posi-
tion. 3D CT is used, as in other examples of facial 
trauma, to display the spatial distribution of the 
fragments and their relation to the joint (Salvolini 
2002). Mal-alignment of the mandibular condyle is 
particularly important to demonstrate or exclude, 
as are those fractures classed as “unfavourable” for 
stabilisation because of opposing muscle pull; these 
fractures require operative fi xation. Post operative 
imaging may be helpful to confi rm satisfactory posi-
tioning, or placement of bone grafts, and healing 
(Ray et al. 1993).

New techniques in imaging the temporoman-
dibular joints have involved comparisons between 
single and multislice CT and the comparison of pan-
oramic radiography and panoramic digital subtrac-
tion radiography in an attempt to detect osteophytic 
lesions. All CT imaging protocols were considered 
accurate for mandibular condyle lesion assessment 
and multiplanar reconstructions (MPR) using the 
multislice CT demonstrated the highest accuracy 
(Cara et al. 2007). Digital subtraction radiogra-
phy improved detection accuracy of simulated and 
actual osteophytes (Masood et al. 2002).

12.3 
Image Processing in Dental Implant 
Therapy

Surgical implant treatment has been a major advance 
in restorative dentistry and has produced software 
programmes designed to assist the surgeon in accu-
rate placement of implants.

This technique is based on high resolution axial CT 
sections through the maxillary or mandibular alve-
olus and body. In essence the technique is a modifi ed 
form of multiplanar reformatting, designed to create 
oblique sagittal sections of the teeth-bearing bone in 
the plane perpendicular to the curve of the alveo-
lus. The line of the alveolus is defi ned manually and 
the software programme reconstructs the oblique 
sagittal sections. Good display can be obtained at 
low exposure (Abrahams 2001; Gahleitner et al. 
2003) and cone-beam CT dedicated to dental work 
offers an alternative at lower cost and reduced radia-
tion exposure (Scarfe et al. 2006; Shi et al. 2006; 
Tantanopornkul et al. 2007).

The software allows oblique sagittal sections 
which may be only 1 or 2 mm apart and enables 
accurate positioning of implants in edentulous 
areas. Images permit the assessment of the bone 
stock, both width and depth, the position of the 
neurovascular canal and the quality of the support-
ing bone. Cortical bone, which affects primary sta-
bility, and cancellous bone, which is important for 
long term stability, can be evaluated by a grading 
system (Cawood and Howell 2003; Lekholm and 
Zarb 2003). An important facility of this technique 
is the ability to produce life-sized images by choos-
ing imaging parameters appropriately; these permit 
direct measurements to be made from printed 
images.

The software provides axial section localisation 
for the oblique sagittal images for planning the 
position of implants. In addition programmes can 
create panoramic views which are in essence sec-
tional images analogous to orthopantomograms. 
These can usually be supplied several millimetres 
apart through the width of the mandible and maxil-
lary alveolus and these also assist in evaluating bone 
stock for implantation.

Technological advances have made use of CT 
scans and sterolithographic model-making to pro-
vide surgical templates for the placement of dental 
implants in complicated cases (Sarment et al. 2003). 
The accuracy of such implant placement using such 
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techniques has been assessed to be a useful tool 
(Sarment et al. 2003; Widmann et al. 2006). Such 
computerized tomography imaging assesses both 
height, density and width of bone and such valu-
able clinical information as axis of orientation of 
the implant and prosthetic replacement (Almog et 
al. 2006).

Images produced from dental implant processing 
have been found clinically valuable in other appli-
cations. In dental infl ammatory disease the images 
provide detailed evaluation of the dental root and 
periodontal bone, so that detection and staging of 
root abscess becomes more accurate (Abrahams 
2001) and the technique compares favourably with 
orthopantomography and orthodental panoramic 
tomography (Murray and Whyte 2002). Oroan-
tral fi stulas are more readily demonstrated and this 
technique has lead to greater appreciation of the fre-
quency of such lesions (Abrahams 2001).

Au-Yeung et al. (2001) have demonstrated the 
value of these images in assessing the penetra-
tion of squamous carcinoma of the mouth along 
the periodontal membrane and the approach has 
also been recommended for evaluating endodontal 
disease (Abrahams 2001). The technique may be 
regarded as a more sensitive alternative to conven-
tional dental radiography in evaluating neoplasms, 
dentally- related cysts, impacted teeth and root frac-
tures (Gahleitner et al. 2003).

12.4 
Maxillofacial Image Fusion

As image processing and multi-modality investiga-
tion became established in maxillofacial disease the 
value of fusing or co-registering different imaging 
modalities, especially for the purpose of combin-
ing displays of bone and soft tissue, became clear 
(Levin et al. 1998; Woods et al. 1993; Ray et al. 
1993). This is a fertile area for research and the gen-
eral principles have been described in Chapter 8. In 
dental and maxillofacial work the approach is most 
likely to be used in the investigation of neoplasms 
and other forms of primary soft tissue disease.

Although 3D CT has proved to be of consider-
able value in facial surgery, its principal drawback 
is that it provides relatively poor resolution of soft 
tissues. In these circumstances, the facility to co-
register demonstration of bone by CT with a tech-

nique of superior resolution of soft tissues, such 
as MRI, appears to have clear value in providing a 
comprehensive display of disease, combining the 
advantages of image processing in both techniques 
(Kleinheinz et al. 2000). The possibility of using 
combined image data to guide surgery stereoscopi-
cally appears particularly promising (Hernes et al. 
2003).

Strumas et al. (2003) investigated multimodal-
ity image registration in craniofacial osteomyelitis, 
using SPECT and high resolution CT, concluding 
that this approach provided a valuable method of 
relating skeletal anatomy and physiology and was 
valuable in planning and monitoring treatment in 
conditions where bone turnover was abnormal.

Positron emission tomography (PET) is becom-
ing established as a valuable means of demonstrat-
ing neoplasm and metastases in the face and neck 
(Ng et al. 2005). The technique is highly sensitive to 
metabolism in neoplasms but suffers from poor ana-
tomical localisation. For these reasons the combina-
tion of PET and CT as a combined investigation, with 
co-registering of the data, appears likely to make a 
major impact in the evaluation of craniofacial neo-
plasms in the future (Goerres et al. 2006; Schoder 
et al. 2006).

12.5 
Future Trends and Developments

In general, most of the imaging techniques described 
in this chapter have been shown to be accurate and 
reliable in clinical practice. However, research and 
development in this area is active and techniques 
continue to develop rapidly. In these circumstances 
it is important that quality assurance programmes 
are established for any technique that is incorpo-
rated into clinical practice as a routine (Golding 
and Watt-Smith 1999).

An interesting issue is who should be respon-
sible for conducting the image processing. In other 
forms of image processing the radiologist who has 
generated the source examination carries out the 
processing in order to elucidate their examination. 
In maxillofacial work processed images may relate 
more closely to the practice of the surgeon, who may 
therefore be better informed to explore them, espe-
cially if this requires interaction with the software 
programme or simulation of the proposed surgery 
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or its cosmetic result. Image data can now be read-
ily transferred by imaging networks, facilitating this 
approach. There are clear implications to quality 
assurance and surgical training, as this work must 
be carried out reliably and there must be no loss of 
information in the data transfer.

The potential of computer aided surgery appears 
particularly promising, as has been demonstrated 
in neurosurgery (Giorgi et al. 1990; Xia et al. 2000; 
Hayashi et al. 2001). Quality assurance is clearly 
a key factor in establishing the adjunct to conven-
tional surgery (Vannier 2000).

In general, the role of these applications of imag-
ing processing does not appear to have been explored 
signifi cantly in teaching. 3D imaging techniques in 
particular offer advantages in communicating both 
normal and pathological anatomy, particularly 
important in areas of anatomical complexity and 
where the range of potential lesions is wide, as is so 
in the face. Facial image processing has also been 
used in archaeology to mould facial characteristics 
around skeletal remains, and in forensic medicine in 
attempts to develop a likeness of an individual from 
their skeleton (Claes et al. 2006; Vandermeulen 
et al. 2006). This approach may have an impact on 
the principle of informed consent in facial surgery; 
when technology has the ability to demonstrate to 
a patient the likely appearance of their features fol-
lowing surgery, it arguably becomes unacceptable 
to carry out signifi cant operative intervention with-
out fi rst giving the patient simulation of the result 
(Chen and Chen 1999).

Overall, maxillofacial image processing has made 
signifi cant impact in practice. However its develop-
ment has clearly not yet reached a peak and further 
clinical benefi ts are to be anticipated in the future.
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13.1 
Introduction

Conventional endoscopy is currently the gold stan-
dard for evaluation of the upper airways, such 
as the larynx or the tracheal lumen. Rigid endo-
scopes, however, require general anesthesia, which 
may limit clinical application in high-risk patients, 
whereas fl exible endoscopy depends on a coopera-
tive patient and on a very experienced endoscopist. 
Furthermore, congenital anomalies or acquired ste-
noses may inhibit passage of the endoscope. In addi-
tion, viewing is limited strictly to the lumen, which 
limits the transmural evaluation of lesions. Cross-
sectional imaging, using spiral computed-tomogra-
phy (CT) or magnetic resonance imaging (MRI) and 
postprocessing of imaging data sets, may offer an 
additional evaluation tool for those diffi cult clini-
cal situations and provide additional information 
about the larynx that cannot be obtained with laryn-
goscopy. Multiplanar reformations (MPRs), shaded 
surface displays (SSDs), or three-dimensional (3D) 
reconstructions have been the subject of research in 
otolaryngology-head and neck surgery (Altobelli 

et al. 1993; Cline et al. 1987; Eisele et al. 1994; 
Girod et al. 1995; Kerberle et al. 2003; Korves 

et al. 1995; Marsh and Vannier 1983; Schubert 

et al. 1996; Vannier and Marsh 1996). With these 
techniques, the radiologist can identify pathologi-
cal fi ndings for the clinician using several essential 
images without having to display all axial slices. The 
specifi c advantages of MPRs, SSDs, and 3D recon-
structions are summarized in Table 13.1. Advances 
in imaging technology and improvements in com-
puter technology now provide a new 3D display and 
visualization tool: virtual endoscopy (VE) (Eisele 

et al. 1994; Frankenthaler et al. 1998; Fried et 
al. 1997; Jolesz et al. 1997; Magnusson et al. 1991; 
Rodenwaldt et al. 1997; Rosenberg et al. 1994; 
Rubin et al. 1996; Schenck et al. 1995; Valvassori 

1994; Vining 1996). Virtual laryngoscopy (VL), in 
particular, describes a visualization technique that 
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uses computer processing of imaging data sets, such 
as from spiral CT, multi-slice detector CT (MSCT) 
scans, or MRI. This provides an interactive visual-
ization of the individual laryngeal anatomy similar 
or equivalent to that produced with standard endo-
scopic procedures (Robb 2000). To date, the colon, 
bronchi, ear, and other organs (Aquino and Vining 

1999; Assimos and Vining 2001; Frankenthaler 

et al. 1998; Jolesz et al. 1997) have been evaluated 
with virtual endoscopy. When the progression of 
the endoscope is limited, as in the case of a diffi cult 
airway (stenosis), VL is advantageous. This is par-
ticularly true in high-risk patients with non-pass-
able stenoses or in postoperative examinations if 
no biopsies are required (Table 13.2). Furthermore, 
VL should be particularly helpful during assessment 
of the diffi cult airway, when neoplasm, infection, 
infl ammation, and congenital defects compromise 
the lumen. In addition, VL generated from a patient’s 
anatomy, and based on the individual’s CT and MRI 
data, allows navigation through the reconstruction, 
simulating a traditional endoscopic technique. 
A concomitant display of the global view, and a view 
of the related CT or MR slice, may provide informa-
tion beyond traditional endoscopy in localizing and 
analyzing tissue. In this chapter, we will provide 
an overview of the key historical developments of 
virtual laryngoscopy, clinical applications using CT 
and MR imaging, and applications using a naviga-
tional system to enhance the physician’s skills.

Table 13.1. Specifi c advantages of multiplanar reformation, 
shaded surface display, and color-coded 3D reformations

Multiplanar 
reformation 
(MPR)

Delineates structures that may be over-
looked with axial slices (often due to 
partial volume effects)

Coronal MPRs ideal to show whether a 
tumor crosses the midline

Shaded surface 
display (SSD)

Well-suited for visualizing dense 
tissue, such as bones or bone trans-
plants, but not for soft tissue or tumors 
of the hypopharynx or larynx

Helpful if there is extensive bony 
destruction of the skull, spine, hyoid, 
or larynx skeleton

Color-coded 3D 
reformations

Good depiction of spatial relation 
between extensive tumors and great 
vessels, bone, and lymph nodes, etc.

Advantageous in extensive tumors that 
invade the surrounding structures 
(very useful for developing a coop-
erative surgical strategy or treatment 
plan

Table 13.2. Specifi c features of conventional and virtual laryngoscopy

Conventional laryngoscopy Virtual laryngoscopy

No assessment beyond passage of endoscope if lumen is 
compromised

Assessment of regions inaccessible with standard endo-
scopic procedures, especially in high-risk patients

Invasive, requires sedation, risk of perforation. Noninvasive, does not require sedation. Can be repeated as 
often as needed

High-resolution visualization strictly limited to the laryn-
geal lumen and mucous surface

Three-dimensional (3D) information on anatomical struc-
tures and pathologic processes beyond the mucosal surface 
demonstrates the extent of disease, as well as the involve-
ment of surrounding vessels

Only frontal viewing angle Variable angulation and viewing angle

Interactive Provides more degrees of freedom regarding motion than 
conventional endoscope (e.g., backward views)

Enables intervention (biopsy, lavage) Image-guided intervention if combined with a tracking 
system

Good differentiation between tumor and mucous impact; 
color and mucous appearance depicted

VE most accurate in evaluation of subglottic and nasopha-
ryngeal anatomy

No radiation Quantitative measurements in all viewing projections
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13.2 
Image Acquisition

All CT or MRI techniques that provide high-reso-
lution, cross-sectional images, or volumetric data 
acquisition, can be post-processed to obtain 3D 
reconstructions and VL.

13.2.1 
Computer Tomography (CT)

In early studies, a CT dataset with a 3-mm colli-
mation and a pitch of 1:1 or larger was commonly 
used to cover larger imaging volumes, such as the 
entire tracheobronchial tree (Aschoff et al. 1998; 
Ferretti et al. 1996; Greess et al. 2000). This pro-
tocol limited the delineation of structures smaller 
than the slice thickness. However, spiral CT is now 
standard for imaging the larynx and optimum-
quality axial slices can be obtained with a collima-
tion of 1 mm and a pitch of 1 (Rodenwaldt et al. 
1997). Spiral CT using a single-slice detector, how-
ever, limits the total length of the imaging volume 
within a single breathhold. The greatest advantages 
of MSCT are speed, improved detector effi ciency, 
and the heat capacity of the X-ray tubes, which 
overcome the limitation of single-slice CT. Using a 
„conventional“ single-slice spiral CT, a reasonable 
longitudinal coverage of the anatomical structures 
can be obtained with a collimation  3 mm, a pitch 

 1.5, and an overlapping reconstruction increment 
(2–3 mm). This allows a good correlation between 
virtual endoscopy and anatomical fi ndings (Baum 

et al. 2000). Rodenwaldt et al. (1997) found that 
adequate quality was obtained with a collimation 
of 3 mm with a pitch up to 2 or a collimation of 
5 mm with a pitch of 1 (Table 13.3). Any combination 
with larger parameters caused poor-quality axial 

slices . Using a collimation of 1 mm, a decreased 
pitch under 3, and overlapping reconstructions of 
80%, expansive helical artifacts by the inner sur-
face-rendering were documented. These “stairstep” 
artifacts may have resulted from the interpolation 
geometry associated with high contrast interfaces 
(Rodenwaldt et al. 1997). The authors also stated 
that the upper limit for the generation of a 3D model 
for VL was a collimation of 7 mm and a pitch of 
0.5. The progressive partial volume effect did not 
allow increasing the product of collimation and 
pitch without losing adequate quality. The quality 
of the inner surface visualization also increased up 
to an overlap of 80% on the retrospectively gener-
ated overlapping reconstructions. However, a higher 
amount of overlap had no effect, and wasted time 
and computer capacity as well. For optimum tissue 
contrast, a volume of 150 mL contrast medium, a 
fl ow of 2.5 mL/s, and a start delay of 70–80 s are 
necessary. To visualize the carotid artery, a start 
delay of 20 s is recommended. Dynamic enhanced 
CT is only necessary in certain special cases, such 
as when a glomus tumor is suspected. Patients are 
advised not to swallow, instructed to hyperventi-
late slightly, which is then followed by continuous 
shallow expiration, to keep the vocal cords in an 
expiratory position (Aschoff et al. 1998). Other 
investigators recommend imaging data acquisition 
during a single breath-hold, which reduces motion 
artifacts caused by swallowing or respiration. In 
addition, the intensity of vascular enhancement is 
signifi cantly heightened during breath-hold, which 
improves lymph node detection and lessens the 
amount of contrast medium required (Curtin et 
al. 1998). Additional functional CT imaging during 
E-phonation and/or a Valsalva maneuver (VM) are 
of great importance to confi rm vocal cord mobility. 
Patients were instructed to say “E” constantly for 
about 10 s and, for VM, the patients were instructed 
to blow through closed lips (Kerberle et al. 2003). 

Table 13.3. Recommended parameters to obtain a VL using a single-slice spiral CT scanner

Collimation 
(mm)

Pitch Reconstruction index 
(mm)

Tube current 
(mAs)

Effective mAs
(mAs/pitch)

Author

3 4–5 2 80 < 20

2 4 1 120 30

1 3 0.8 200 67

4 × 2(1) 1.375 (5.5/4) 1(0.5) 120 Hoppe et al. (2002)

3 2.2 50 Choi et al. (2002)
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Shorter acquisition times reduce motion artifacts 
(especially in the z-direction) even further, which 
advances the new MSCT (Berland and Smith 1998; 
Bode et al. 2001). Since MSCT allows almost iso-
tropic imaging of the larynx, the image quality is 
as good as direct coronal scanning with no risk of 
amalgam artifacts (Baum et al. 2000). The achieved 
volumetric data sets consist of stacked slices, the 
number of which can be chosen even retrospectively 
to match the resolution requirements of the task 
at hand (usually around 1 mm or less). To cover 
the entire larynx within a single breath-hold, the 
protocols summarized in Table 13.4 could be used. 
Even with a low-dose spiral CT protocol (tube cur-
rent 50 mA), the airways could be reconstructed 
without appreciable loss of image quality (Choi 

et al. 2002). For diagnostic purposes, the selected 
threshold CT values can be 600 HU (Hounsfi eld 
units) to 100 HU for the mucous membranes, and 
+ 250 HU for bone. Under these conditions, almost 
all structures remain distinct, and scanning of the 
larynx provides an excellent contrast between air-
containing spaces, such as the larynx, and soft tissue 
surfaces (Sakakura et al. 1998).

13.2.2 
Magnetic Resonance Imaging (MRI)

Generally, MRI seems to be the optimum method of 
examination in cooperative patients, especially for 
evaluation of the larynx before an attempted partial 
laryngectomy. MRI is more sensitive than CT in the 
detection of neoplastic cartilage invasion, but has a 
somewhat lower specifi city, particularly if there is 
thyroid cartilage involvement (Castelijns et al. 1998; 
Curtin et al. 1998). For MR imaging, T1-weighted, 
3D volumetric, gradient-echo sequences are advan-
tageous since they provide isotropic voxels, as well 
as good delineation of tumor tissue, vessels, and 
other soft tissue structures. The choice between CT 
and MRI is determined by the clinician’s experience 
with these modalities. Both CT and MR imaging are 
highly sensitive for the detection of neoplastic inva-
sion of the pre-epiglottic and paraglottic space, sub-
glottic region, and cartilage. The high negative pre-
dictive value of both CT and MRI allows exclusion of 
neoplastic cartilage invasion quite reliably. Because 
of reactive infl ammation, MRI tends to overestimate 
neoplastic cartilage invasion, which may, possibly, 

Table 13.4. Multi-slice CT protocol for laryngeal tumor imaging

Scanner Type Philips, 
Brilliance 64

Siemens, 
Somatom Volume 
Zoom

Toshiba, 
Astein MS

Siemens, 
Somatom Sensation 16

General Electric, 
Lightspeed-QXI

Collimation (mm) 64 × 0.625 4 × 1 4 × 1 0.75 1.5 2.5

kV 120 120 120 80a 120

mAs 200 165 120 60 120

Rotation time (sec) 0.75 0.5 0.75 0.75 0.5

Table speed 
mm/rotation

6

Pitch 0.891 1.5 1.375 (5.5/4) 7.5

Contrast material 100 mL 120 mL 80 1.5 mL/kg

Flow mL/sec 1.0–3.0 2.5+50 mL saline 
fl ush

3.0 2.0–3.0

Delay 100 s–45 s 80 s 60 s 15 sb; 20 sc; 25 sd

Recon. 3 mm soft 
tissue 
2 mm bone

1–1.25 mm

Author Keberle et al. 
(2003)

Hoppe et al. 
(2002)

Heyer et al. (2007) Sorantin et al. 
(2003)

a Patient age < 5 years or weight < 20 kg
b Patient age < 1 year or < 10 kg
c Patient age 1–5 years or 10–20 kg
d Patient age > 5 years or > 20 kg
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result in overtreatment, while CT tends to underes-
timate neoplastic cartilage invasion that could lead 
to inadequate therapeutic decisions (Becker 2000; 
Zbaren et al. 1996). The specifi city of both CT and 
MRI is, however, limited and both methods may, 
therefore, overestimate the extent of tumor spread 
(Becker 1998). However, the overall accuracy for CT 
and MR imaging in detecting neoplastic invasion of 
cartilage is 80% vs 82% (Zbaren et al. 1996), and CT 
and MRI show equal staging accuracy (Zbaren et 
al. 1997a,b). Both, CT and MRI show tissue volume 
beyond the airway lumen and usually do not require 
sedation (Jolesz et al. 1997).

13.3. 
Postprocessing

CT and MR images are usually transferred to a com-
puter workstation using internal network commu-
nication. Depending on computer hardware, images 
may undergo fi ltering for a reduction of unwanted 

signal (Gerig et al. 1992); (Blank and Kalender 

2000; Frankenthaler et al. 1998). The next step, 
a so-called “segmentation,” consists of a manual 
or automatic technique for isolating and outlin-
ing anatomic structures stacked into individual 
3D objects. Usually, the construction of a trajec-
tory is left to the clinician, who must defi ne some 
points on the path manually using three orthogo-
nal views. To overcome the drawbacks of manual 
path defi nition, an automatic path tracking method 
was developed by several authors (Deschamps and 
Cohen 2001; Sorantin et al. 2003) to build a cen-
tered path in tubular anatomical structures with 
minimum interactivity, given only one or two end 
points and the 3D image as inputs. A brief selection 
of hard- and software used in the past are listed in 
Table 13.5, and specifi c aspects of VL are summa-
rized in Table 13.6. Although each technique may 
be used separately, multiple techniques are often 
used in conjunction to solve different segmentation 
problems (Blank and Kalender 2000; Pham et 
al. 2000). In some techniques, interactive explora-
tion of the datasets is provided in near real-time, 
whereas earlier postprocessing techniques required 

Table 13.5. Soft- and hardware used for virtual endoscopy

Software 
(vendor)

Hardware
(vendor)

Author

Iris Explorer
(Silicon Graphics, Mountain View, USA)

Indigo2 Maximum IMPACT
(Silicon Graphics)

Aschoff et al. 
(1998)

Navigator 2.03
(GE Medical Systems, Milwaukee, Wisconsin, USA)

Sparc-10 workstation
(Sun Microsystems, Mountain View, CA)

Gluecker et al. 
(2001)

Vitrea and Voxel View
(Vital Images, Minnetonka, Minnesota, USA

O2-workstation
(Silicon Graphics)

Greess et al. 
(2000)

Xtension
(Toshiba Corporation, Tokyo, Japan)

Ultra 1 Creator 3D
(Sun Microsystems, Mountain View, CA)

Byrne et al. 
(2005)

V-Works version 1.0 software
(CyberMed Lab, Seoul, Korea)

virtual reality modeling language
(VRML) 2.0 format

Netscape Navigator
(Netscape Communications Corp., Santa Clara, CA, USA) 

Cosmo Player version 2.1 VRML plug-in
(Computer Associates International, Islandia, NY, USA)

400 MHz Pentium II processor
(Intel, Santa Clara, CA, USA)

Choi et al. 
(2002)

Syngo, Somaris/5
(Siemens, Inc., Forchheim, Germany)

Volume Wizard
(Siemens Inc.)

Joshi et al. 
(2003)

Integrated Data Language 5.4
(Creaso Research Systems Inc., Boulder, USA)

400 MHz Pentium III processor
(Intel, Santa Clara, CA, USA)

Sorantin et al. 
(2003)a

a Used only for quantitative analysis of laryngeal stenosis
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predefi ned landmarks or visualization paths. Most 
commonly, surface rendering (Aschoff et al. 
1998; Cline et al. 1988, 1990; Hoppe et al. 2002) or 
volume rendering (Cline et al. 1991; Rubin et al. 
1996) was used to generate a VE. For surface render-
ing, a lower and upper threshold of 1000 HU and 
500 HU, respectively, were recommended to recon-
struct the airways (black-on-white mode). If seg-
mented entities include only the mucous surfaces, 
this reduces signifi cantly the amount of imaging 
data to be processed by more than 90%, which allows 
real-time navigation through the laryngeal airspace 
(Hoppe et al. 2002). Selecting appropriate threshold 
values is crucial so as not to create false-positive 
stenosis and mucous swelling (Aschoff et al. 1998) 
(Fig. 13.1). Without further manual segmentation, 
volume rendering also allows easy differentiation 
between extra- or intraluminal compression of the 
larynx when rendering the mucous surface semi-
transparent (Seemann et al. 2001). Finally, a spe-
cial computer program combines all the 3D objects 
into a complete model, which is used for virtual 
laryngoscopy. Depending on the technique applied, 
postprocessing may take between several minutes 
(Rodenwaldt et al. 1996;  Sorantin et al. 2003) and 
several hours. Virtual camera elements and free-
defi ned virtual light, as well as variable viewing 
angles, are valuable features of user interfaces for 
VL. The camera and global views can be enlarged 
or reduced, rotated 360 degrees in any axis, and 
translocated in the vertical or horizontal plane. 
The camera lens may face any direction and pro-
vide a viewing angle from 1–180 . Reconstructed 

3D images contain no more information than do the 
corresponding series of axial single scans. There is 
some consensus that the viewer can better appreci-
ate spatial relationships in a 3D display than in a 
series of single scans (Remy-Jardin et al. 1998). By 
eliminating redundant details, the information can 
be reduced to the essentials. Advanced interfaces 
provide a display of multiple images: a camera view; 
a global or external view; and a view of the related 
CT or MR slice.

13.4 
Clinical Applications

Conventional endoscopy does not allow a suffi cient 
diagnostic examination below an impassable steno-
sis and misses evaluation of the extraluminal struc-
tures. However, there are some indications where a 
virtual laryngoscopy may be advantageous, with 
encouraging clinical results (Aschoff et al. 1998; 
Byrne et al. 2005; Eliashar et al. 2000; Gallivan 

et al. 1999; Giudice et al. 2003; Hoppe et al. 2002; 
Magnano et al. 2005; Men et al. 2006a,b; Moharir 

et al. 1998; Rodel et al. 2000; Rottgen et al. 2005; 
Sichel et al. 2003; Silvermann et al. 1995; Walshe 

et al. 2002; Wang et al. 2001) (Fig. 13.2). In their 
survey, Rodenwaldt et al. (1996) reconstructed the 
inner surface of the upper airway from spiral CT-
facilitating VL and compared it to conventional 
endoscopy in more than 80 patients. As observed by 

Table 13.6. Specifi c aspects of virtual laryngoscopy

Advantage Disadvantage

� More accurate assessment of laryngeal stenosis com-
pared to axial images or MPR

� Virtual endoscopy is quick to perform and shows ana-
tomical detail similar to conventional endoscopy

� Ability to manipulate data on the post-processing station 
useful for education and surgical planning

� Useful for obtaining views from below an obstruct-
ing lesion or stenosis, or in the occasional patient who 
cannot tolerate examination

� No sedation or preparation is required
� Possible motion artifacts due to swallowing, phonation, 

breathing
� Noninvasive technique
� No lens angle distortion
� Visualization and quantifi cation of luminal irregulari-

ties

� Radiation exposure, although the air/soft tissue interface 
allows reduction of exposure factors

� Color, fl at mucosal or submucosal irregularities, and 
vascularity are not depicted. No differentiation between 
mucous impact and tumor

� Does not allow biopsy
� Anatomic variability in image quality
� Impaired imaging quality in apposition of two mucosal 

surfaces at the pyriform sinus, tongue base, epiglottis, 
soft palate, and pooling of secretions
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others subsequently, VL allowed precise identifi ca-
tion of the anatomical structures and suspected 
pathological endoluminal fi ndings, such as tracheal 
stenoses, particularly in high-risk patients or in 
patients with impassable stenoses. Aschoff et al. 
(1998) investigated the feasibility and clinical value 

of a high-resolution, virtual laryngoscopy based on 
spiral CT data sets (collimation 1 mm, pitch 1.5) in 
12 patients with laryngeal pathology compared to 
conventional endoscopy. VL provided the correct 
diagnosis in 8 of 12 cases (laryngeal tumors, sub-
glottic stenoses) and was capable of simulating the 

Fig. 13.1a–d. Virtual laryngoscopy of the larynx, reconstructed with different threshold levels. a Normal fi ndings; the vocal 
cords (short thick arrows), the laryngeal folds (long thick arrows), the aryepiglottic folds (small thin arrows), and the trachea 
(asterix) can be seen. b–d With increasing threshold values, there is false-positive swelling of the mucous surface and a 
false-positive stenosis of the laryngeal space. Reprint with permission granted by Aschoff AJ et al. High-resolution virtual 
laryngoscopy based on spiral CT data. Radiologe 1998; 38:810–815

a

c

b

d
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visual fi ndings of endoscopy in cases of laryngeal 
tumors and subglottic stenoses. Small tumors (T1-
stage) of the vocal cords, however, were not ade-
quately visualized in cross-sectional CT images; 
thus, none of the carcinomas of the vocal cords was 
recognized at VL. This might be due to small vibra-
tions of the vocal cord during E-phonation. Because 
of swallowing artifacts, however, reconstruction of 
VL failed in 2 of 12 patients. It might be worthwhile 
to repeat CT imaging immediately in case of invol-
untary swallowing. This limitation, however, can be 
overcome using MSCT data sets (Kerberle et al. 
2003). Fried et al.(1998, 1999) developed a VL using 
two-dimensional (2D) CT or MRI data (Moharir et 
al. 1998) in patients with a normal airway, a poste-
rior glottic stenosis, and a squamous cell carcinoma 
of the glottic fold. The resulting models included 
extraluminal anatomy that was not typical of cur-
rent virtual endoscopic techniques, and these models 
were imported into an experimental virtual endos-
copy program for airway lumen generation and 
interactive viewing. Their VL program allowed for 

display of multiple images: a camera view; a global 
or external view; and a view of the related CT or MR 
data as an orthogonal display (Fig. 13.3). The camera 
and global views could be enlarged or reduced, 
rotated 360  in any axis, and translocated in the 
vertical or horizontal plane. The camera lens could 
face any direction and provide a viewing angle of 
1–180 . Any segmented individual anatomic struc-
ture could be added or deleted, and rendered trans-
parent, and color and light intensity could be con-
trolled. In one patient, an interarytenoid web limited 
the lateral excursion of the vocal cord. Subglottic 
structures, however, could not be visualized on the 
laryngeal videostroboscopic exam. Using the VL, 
one could see that the stenosis did not extend into 
the subglottic area. Using the 3D color-coded view, 
the segmented structures were made transparent 
and the transmural extent of disease was visualized. 
A posterior global view, with the web removed, dem-
onstrated a non-compromised airway distal to the 
stenosis (Fig. 13.4). Gallivan et al. (1999) evaluated 
the use of CT and VL for head and neck tumors 

Fig. 13.2a–f. Transverse CT images (a–c) show multifocal carcinoma (arrows) involving the right vocal cord (a), and the right 
side of the subglottic (b) and supraglottic space (c). OE image (d) showing the right glottic-supraglottic tumor (arrows). 
VL images showing the right vocal cord lesion (arrowhead in e,f), the right supraglottic lesion (e, arrows), and the right 
subglottic lesion (f, arrow). Reprint with permission granted by Men S et al. Diagnostic contribution of virtual endoscopy 
in diseases of the upper airways. In: J Digit Imaging, Springer, Berlin Heidelberg New York, 2006:1–5
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Fig. 13.3. A 55-year-old man with a retropharyngeal tumor that required endoscopy-guided intubation. A fl exible endoscope 
and miniature (1.2 mm diameter) electromagnetic sensor (Biosense, Seatauket, NY) were introduced together in an endo-
tracheal tube. Multiple MR images, their three-dimensional (3D) rendering, and virtual endoscopy views were displayed 
during intubation, showing the progress of the endotracheal tube. MR images, 3D rendering, and virtual endoscopy images 
were registered to the patient before the procedure. Upper left image: virtual endoscopy image from the viewing point of the 
endoscope, showing the vocal cords. Upper right image: 3D rendering of head and neck region, showing the actual position 
of the endoscope’s tip (yellow arrowhead). Lower images: multiplanar MR images displaying actual tip position (crosshairs). 
From: Jolesz FA et al. Am J Roentgenol 1997; 169:1229–1235. Permission granted

distributed throughout the upper aerodigestive tract 
in 21 patients. Patients underwent fl exible laryngos-
copy, axial CT with contrast, VL, and, in most cases, 
operative endoscopy. VL accurately demonstrated 
abnormalities caused by intraluminal tumor, and a 
very good correlation between virtual images and 
fl exible and rigid laryngoscopic and intraoperative 
fi ndings was observed. However, appositions of 
normal tissue against tumor caused inaccurate 
depictions of the surface contour. The authors con-
cluded that VL appeared to be most accurate in the 
evaluation of subglottic and nasopharyngeal anat-
omy. In patients with a tight tracheal stenosis, the 
risk of occlusion of the airway during examination 

excludes fl exible bronchoscopy as a diagnostic tech-
nique (Carretta et al. 2006). Because rigid bron-
choscopy is performed with ventilating instrumen-
tation, it is the procedure of choice when operative 
procedures, such as dilation of the stenosis, have to 
be performed. Rigid bronchoscopy also proved to 
have the best accuracy in the evaluation of involve-
ment of the subglottic larynx, which is extremely 
important because specifi c surgical techniques must 
be used in such patients to avoid recurrent laryngeal 
nerve lesions. Since post-intubation stenosis remains 
the most frequent indication for tracheal surgery 
(Carretta et al. 2006; Drosnes and Zwillenberg 

1990) it might be worthwhile to follow those patients 
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using a noninvasive method, such as CT or VE, to 
confi rm the formation of laryngeal granulomata or 
other post-intubation laryngeal lesions. Giovanni 
et al. (1998) used VL and compared it to intraopera-
tive endoscopy of the larynx and trachea in children 
with dyspnea related to either subglottic angioma or 
laryngotracheal stenosis. Virtual endoscopy allowed 
accurate assessment and measurement of the steno-
sis of the airway in all cases (Triglia et al. 2002), 
despite the fact that a high-grade stenosis prevented 
complete operative endoscopy in 9 of 18 cases. The 
fi ndings were concordant in those cases where both 
intraoperative and virtual endoscopy were feasible. 
The ability to assess extraluminal anatomy also pro-
vided a clearer picture of overall disease involve-
ment. Hoppe et al. (2002) compared MSCT (axial, 
coronal and sagittal reformats) and VL with endo-
scopic laryngoscopy of 111 upper airway sections 
(supraglottis, glottis, subglottis, trachea) in 29 
patients with upper airway stenosis. All CT-based 
methods accurately detected upper airway stenosis 

(accuracy was 96% for virtual laryngoscopy and 
MPR and 94% for axial CT slices). Correlation of 
fi beroptic and virtual laryngoscopy (r = 0.94) for 
grading of stenosis was closer than with sagittal 
reformats (r = 0.80), coronal reformats (r = 0.72), 
and axial CT slices (r = 0.57). Again, as observed by 
others, even high-grade stenoses that were impass-
able for fi beroptic laryngoscopy could be traversed 
with VL. To achieve a quantitative, fast, and precise 
assessment of laryngo-tracheal caliber changes, 
Sorantin et al. (2003) developed an automated seg-
mentation algorithm. Within a mean of just 2.78 
(2.1–3.9) min, the cross-sectional profi le was com-
puted and the degree and length of stenosis were 
presented as line charts. In a phantom test, an excel-
lent correlation between the true and computed 3D 
cross-sectional profi le was found (p <0.005). In 
symptomatic patients, the average degree and length 
of tracheal stenoses were found to be 60.5% and 
4.32 cm (Fig. 13.5). Furthermore, in addition to the 
glottic stenosis that prevented further endoscopic 

Fig. 13.4. a Patient 3. A posterior global view during the virtual laryngoscopy. The airway lumen is in peach 
and the thyroid cartilage is rendered light blue. A = left arytenoid cartilage; S = stenotic intra-arytenoid 
web; V = right vocal fold; H = hyoid bone; E = epiglottis. From Fried MP et al. Ann Otol Rhinol Laryngol 
(1999);108:221–226. Permission granted. b Patient 3. Another posterior global view during virtual laryngo-
scopy. The key difference between this fi gure and Fig. 13.6 is that the intra-arytenoid web is rendered invisible 
here. The airway lumen narrowing between the arytenoid cartilages (white) and vocal folds (orange) is evident. 
Below the vocal folds, the diameter of the airway lumen expands, giving no further evidence of stenosis. From 
Fried MP et al. Ann Otol Rhinol Laryngol (1999); 108:221–226. Permission granted

a b
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inspection, automated segmentation detected sub-
glottic and tracheal stenosis in three patients. Nota-
bly, minor caliber changes (about 8.8% stenosis, 
mean length of 2.31 cm), not detected on axial CT 
scans, were found in normal controls; however, they 
could also be regarded as partial volume or pulsa-
tion artifacts. Although this algorithm was not used 
for VL, it could be easily adapted for this task. Using 
multiplanar reconstructions of MSCT without fur-
ther VL rendering, the correlation of multiplanar 
reconstructions of MSCT scans with bronchoscopy 
was not signifi cant (p = 0.08) (Carretta et al. 2006). 

This emphasizes the fact that VL might have been 
advantageous for the evaluation of candidates for 
tracheal resection and reconstruction for stenosis 
following radiotherapy or long-term intubation 
(Fig. 13.6). To date, summarizing the clinical experi-
ence, VL plays an important role in evaluating the 
larynx while searching for stenosis, particularly fol-
lowing long-term intubation. The lack of detailed 
information about the mucous surface or motion 
artifacts limit the value of VL and prohibit the detec-
tion of small tumors within the mucous surface or 
the vocal cord (Gluecker et al. 2001).

Fig. 13.5. a,b Axial views of the vocal 
cords, which are stenotic post-radio-
therapy, viewed from above and below; 
diffi cult to assess recurrence of tumour. 
c Virtual laryngoscopy of stenotic cords 
viewed from below shows no recurrence 
of tumour. From: Byrne AT et al. Eur J 
Radiol 2005; 56:38–42

a

c

b
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13.5 
Multi-Modality Information Integration

In many minimally invasive procedures, the physi-
cian has a limited view of the operating fi eld and 
cannot visualize structures beyond the exposed sur-
faces. Particularly during endoscopic procedures, 
the endoscopist is confronted with diffi cult hand-eye 
coordination problems since he or she is looking at a 
camera’s view of the surgical fi eld with a totally dif-
ferent reference frame. In other cases, endoscopies 
are complicated by the similarity in visual appear-
ance of different tissues (such as tumor and healthy 
tissue), although such tissues have high contrast in 
some medical images. The best examples of this are 
breast cancer and brain glioma, which can be diffi cult 
to distinguish from normal tissue (Jolesz et al. 1997). 
Better use of 3D imaging can improve visualization 
and help the physician overcome the limitations of 
existing procedures. Enhanced reality visualization, 
in particular, in which the physician’s fi eld of view is 
augmented with additional structural information, 
can provide useful guidance in planning and execut-
ing a minimally invasive procedure. To date, current 
methods of virtual endoscopy are limited in their 
3D display of extraluminal anatomy. For example, 
during virtual bronchoscopy, blood vessels and the 

lung parenchyma are often not seen. The lack of a 
global context and physical clues during viewing may 
lead to confusion of the patient’s anatomy (Summers 

1997). Three-dimensional anatomical reconstruction 
has been reported to complement the understand-
ing of laryngeal anatomy, especially in the subglottic 
area, which cannot be seen clearly by endoscopy or 
conventional axial CT. This is particularly advanta-
geous in the detection of subglottic cancers, or the 
invasion of glottic or supraglottic cancers into the 
subglottic area (Sakakura et al. 1998). Greess et 
al. (2000) demonstrated that, in the head and neck 
region, MPRs were useful as additional planes to VE. 
Surface-shaded displays (SSDs) were valuable when 
there was extensive bony destruction (skull, spine, 
skeleton, and larynx). Color-coded 3D reformations 
enhance the visualization of extensive tumors and 
before multi-specialty surgery. Although perspec-
tive volume-rendering has been touted as a new and 
promising method for the future, MPRs or SSDs are 
more useful for visualizing pathological fi ndings 
in their topographic relation to anatomical struc-
tures (Greess et al. 2000). Image fusion of different 
imaging modalities further enhances visualization. 
Information about blood vessels may be used from 
angiograms, about soft tissue structures from MRI, 
about bones from CT, or about metabolic activity 

Fig. 13.6. 3D cross-sectional profi le of a patient with tracheal stenosis. The cross-sectional pro-
fi le (thin black line) shows the actual area in mm2 at a dedicated distance from the vocal cords, 
as measured in mm. There is one relevant stenosis (position 1), whereas 2 subsequent stenoses 
(position 2 and 3) are irrelevant. Quantitative analysis of the degree and length of the stenoses 
are provided at the lower left margin of the graph. Modifi ed from: Sorantin E et al. 3D cross 
section of the laryngotracheal tract. A new method for visualization and quantifi cation of tra-
cheal stenoses. Radiologe 2003; 43:1056–1068
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from SPECT or PET (Geets et al. 2006). Therefore, 
various tissue types and different physiological func-
tions can be highlighted. This problem was addressed 
by incorporating a method of 3D anatomical recon-
struction into a virtual endoscopic technique that can 
use merged CT and MR images (Fried et al. 1997; 
Moharir et al. 1998). Using this technique, the trans-
parent airway lumen and the global view allowed for 
appreciation of the transmural extent of the tumor 
and the patency of blood vessels (Fig. 13.4). Moharir 

et al. (1998) combined MR and CT data to generate a 
VE that included a 3D anatomical reconstruction that 
allowed for visualization of soft tissue, cartilage, and 
bone (Fig. 13.3). This should be particularly helpful 
when evaluating tumors and their surrounding vis-
cera, such as the jugular veins, carotid arteries, and 
others. A simultaneous display of the global view, 
and the related CT or MR slice, further improves the 
understanding of the location of the virtual camera 
in relation to its extraluminal spatial context.

13.6 
Instrument Tracking

Correct localization and orientation relative to the 
surrounding anatomy is an important feature of vir-
tual endoscopy. Complementing actual endoscopy 
with virtual images, however, requires knowledge 
of the endoscope’s location within the patient. Vari-
ous tracking devices or sensors (mechanical, opti-
cal, or electromagnetic) can be attached to rigid 
endoscopes, or smaller sensors can be introduced 
into the working channels of fl exible endoscopes 
(Birkfellner et al. 1998a). By tracking the 3D posi-
tion of the instruments, their position can be shown/
overlaid on scans of the patient, such as MRI or CT 
scans (Fried et al. 1997). Several technologies are 
available to achieve this goal. The most widely used 
technology currently is optical tracking (Khadem 

et al. 2000; Shahidi et al. 2002). Optical tracking 
systems determine the position of several optical 
beacons in space, which provides excellent technical 
accuracy of typically less than 1 mm (also referred 
to as Fiducial Localization Error (FLE)). These sys-
tems carry a severe drawback for surgical naviga-
tion applications in ENT surgery: the system cannot 
operate when the line-of-sight between beacon and 
camera is obstructed (Fitzpatrick et al. 1998). 
Therefore, the beacons must be mounted outside the 

patient, which makes the use of an optical tracker 
together with a fl exible endoscope impossible. Thus, 
electromagnetic tracking seems to provide a more 
successful approach to track the position of a fl ex-
ible endoscope. In these systems, the position of a 
small sensor to measure magnetic fl ux or magnetic 
induction is determined relative to a reference fi eld 
emitter. The electromagnetic fi eld passes without 
signifi cant distortion through body tissue; thus, it is 
possible to attach a small sensor to the tip of a fl exible 
instrument, such as a catheter (Solomon et al.1999, 
2000, 2003). Tracking of electromagnetic trackers, 
however, can be severely distorted when conduc-
tive or ferromagnetic materials (such as instruments 
made of surgical steel) are within the vicinity of 
the fi eld emitter or the sensor (Birkfellner et al. 
1998b). Therefore, electromagnetic digitizers are not 
as widespread as optical trackers in the fi eld of surgi-
cal navigation, in general. In an experimental case 
study, Jolesz et al. (1997) used an electromagnetic 
tracking system (Magelan, Biosense, Inc. NY, now 
called Biosense CARTO Nonfl uoroscopic Mapping 
and Navigation System (CARTO System)) to com-
bine virtual laryngoscopy with conventional laryn-
goscopy. This technique was used during an image-
guided intubation of a 55-year-old male patient with 
a large endolaryngeal bulging of a retropharyngeal 
tumor. Since the tumor compromised the larynx, 
the augmented endoscopy-guided intubation was 
performed just before the patient underwent sur-
gery (Fig. 13.3). A virtual laryngoscopy was created 
from prior (two days earlier) cross-sectional MR 
imaging data from the patient, designed to simulate 
an intubation. A miniature electromagnetic sensor 
(1.2 mm diameter) of the tracking system was then 
integrated within a catheter-like sensor probe. The 
patient’s position was then registered on the MR 
scan by choosing fi ve landmarks on the patient’s 
MR and pointing the probe to the corresponding 
landmarks on the patient. The fl exible endoscope 
and the probe were both introduced into the endo-
tracheal tube. Thus, the endoscope’s position was 
registered in real-time on the imaging data set and 
visualized on a split-screen display, presenting fi ve 
views simultaneously. These views were updated 
at about 1–2 frames per second, demonstrating 
the progress of the endotracheal intubation, which 
was completed successfully with no complications. 
This experiment demonstrated that an augmented 
endoscopy of the larynx is feasible and safe, with 
the added benefi ts of the ability to assess the trans-
mural extent of disease and view the airway distal 
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to areas of luminal compromise. In the future, the 
most promising technologies for fl exible instru-
ment tracking are either combined magneto-optical 
tracking systems, which allow for reducing errors 
from the environment in electromagnetic trackers 
(Birkfellner et al. 1998a), or fl exible optical fi bers 
that measure torsion and bend. Such systems are, 
however, not yet available on the market.

13.7 
Conclusion

An endoscopic examination of the upper airway by an 
otorhinolaryngologist is still the common diagnostic 
approach to differentiate between a space-occupying 
tumor and a stenosis after intubation, infl amma-
tion, or trauma. Endoscopy, as the gold standard of 
the endoluminal evaluation, is a fairly invasive tech-
nique with a few limitations in certain cases, does 
not allow a suffi cient diagnostic examination below 
an impassable stenosis, and misses evaluation of the 
extraluminal structures. The developments of spiral 
CT and postprocessing reconstruction algorithms to 
generate a 3D virtual laryngoscopy have opened new 
possibilities, and have substantially improved speed 
as well as isotropic spatial resolution. With current 
imaging techniques, exophytic lesions, tumors, and 
stenoses of the larynx, even a few millimeters in size, 
can be detected easily. Furthermore, the ability to 
assess the transmural extent of disease and the view 
of the airway, distal to areas of luminal compromise, 
are advantageous. Thus, VL complements the fi nd-
ings of actual endoscopy, or, in some applications, 
might replace these fi ndings, thus reducing the costs 
of hospital admission and the risks inherent in this 
procedure. VL has proven to be advantageous in 
subglottic stenoses, especially in high-risk patients 
or in patients with impassable stenoses. The lack of 
detailed information about the mucous surface, the 
small size, movement during expiration, and pos-
sible artifacts may prohibit the detection of tumors 
less than 2 mm. Therefore, the value of VL, at least 
for T1-stage tumors within the mucous surface or 
the vocal cord, is limited and it remains problem-
atic whether surface-fl attening algorithms (Haker 

et al. 2000) will overcome this challenge. Clinical 
acceptance of VL will increase when information 
can be generated from diagnostic scan data with-
out the necessity to repeat the scan with a modifi ed 

protocol. Though VL cannot be used for biopsy, VL 
has the potential to improve preoperative planning 
and staging, as well as intra-procedural guidance 
for head and neck pathology. Combined with posi-
tional sensor techniques, actual endoscopy and VL 
might well provide clinical benefi ts in guiding the 
correct placement of biopsy needles or laparoscopes 
and mote-cutting tools, which is problematic if these 
tools are outside the visual fi eld. This could allow 
the margins of lesions to be biopsied, improving 
delineation of the extent of pathology. However, 
prior to expanded implementation, applicability and 
the time effort necessary to generate virtual laryn-
goscopy are currently prohibitive and need to be 
reduced in the future.
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14.1 
Introduction

Today computed tomography (CT) represents the 
standard examination technique for the chest region 
when there is still no diagnosis after conventional 
radiography. The thorax with its mainly air-fi lled 
lungs contains less X-ray-absorbing tissue than 
other regions such as the abdomen, for example. 
Therefore, lower radiation exposure suffi ces to 
yield reasonably good images. Furthermore, the 
high contrast between air and vessels or pathologic 
structures in the lungs provides very good natural 

contrast. Nonetheless, the evaluation of the medias-
tinum can be diffi cult in the presence of high image 
noise. Modern multislice CT scanners allow for an 
entire chest scan in about 10–15 s with a slice thick-
ness of 1 mm and below, which is crucial to yield 
good results in subsequent post processing. CT is a 
widely available, fast, robust and relatively simple 
to use modality, which gives high-resolution three-
dimensional images with a reasonable amount of 
radiation exposure.

14.1.1 
Acquisition Parameters

In order to get good images, some basic require-
ments should be met. With today’s fast multislice 
CT scanners, motion artifacts due to breathing can 
be largely avoided. The examination should be per-
formed in a single breathhold starting from the lung 
base going up to the apices of the lungs. This way, 
when a patient cannot hold his/her breath for the 
entire scan, breathing will most likely take place 
when the scan has reached to the upper part of the 
chest. In this region, motion artifacts are not as 
disturbing as in the lower, much more mobile parts 
of the lungs. 

For an evaluation of the pulmonary parenchyma, 
a native scan without contrast media is suffi cient 
due to the good natural contrast between air and 
soft tissue structures. But for evaluating mediasti-
nal structures such as lymph nodes, the heart or the 
pulmonary vessels, i.v. contrast medium should be 
administered in order to enhance the contrast of the 
soft tissue structures.

Nowadays, most scanners offer tube current mod-
ulation, which should be used to reduce the radiation 
exposure without reducing the image quality. The 
tube current should be in the range of 20 to 200 mAs 
depending on the chosen pitch factor.
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14.2 
Postprocessing Techniques

14.2.1 
Postprocessing During Image Reconstruction

Postprocessing of all computed tomography (CT) 
source data sets already begins with the reconstruc-
tion of axial slices from the raw data. Careful param-
eter selection for this step is important because it 
affects the diagnostic quality of the resulting images. 
For example, both lung and soft-tissue reconstruc-

tions should be performed for chest scans to improve 
visualization of the respective structures, which 
shows an axial slice reconstructed using a soft-tissue 
kernel. This reconstruction is characterized by very 
good depiction of mediastinal soft tissue structures, 
while the lung contour appears blurred in the lung 
window. Figure 14.1 shows a reconstruction of the 
same slice using a harder reconstruction kernel that 
emphasises edges. 

There is much better depiction of the lung struc-
ture in the images from the harder reconstruction 
kernel (Figs. 14.2 and 14.3). But it is also obvious 
that the soft tissue window of this reconstruction 

Fig. 14.3. More lung 
details are visible in the 
harder reconstruction 
kernel image

Fig. 14.2. Reconstruction 
using an edge-enhanc-
ing lung reconstruction 
kernel

Fig. 14.1. Reconstruction 
using a soft tissue recon-
struction kernel
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is unsuitable for evaluation of the mediastinal soft 
tissue structures due to high noise.

For routine evaluation, it is generally suffi cient to 
reconstruct 5 mm-thick slices with 4 mm increment, 
resulting in 20% overlap. Overlapping reconstruc-
tion is mandatory for adequate depiction of smaller 
structures (e.g., pulmonary nodules) between slices. 
Without overlapping reconstruction, smaller struc-
tures at the edge of a slice might be obscured by par-
tial volume effects (see Figs. 14.4, 14.5 and 14.6).

High-resolution reconstruction has been avail-
able since the advent of incremental CT and consists 
in reconstructing individual thin slices of all lung 
regions for more detailed evaluation. For MSCT, 
high-resolution reconstruction can be performed 
with 0.5 mm slice thickness and 20 mm increment.

For some diagnostic tasks such as the search for 
small pulmonary artery embolism, it is necessary to 
reconstruct continuous thin slices to enable more 
sophisticated postprocessing. 

MSCT data sets allow reconstruction of a con-
tinuous slab of 0.5-mm slices with 20% overlap. In 
such a slab, resolution along the z-axis (or slice-to-
slice resolution) is about twice as high as in-plane 
resolution of axial images. For most applications, 
1 mm slices with 0.8 mm increment are suffi cient. 
The latter has two advantages: the amount of data 
to be stored and transferred is reduced by half, and 
image noise is also reduced because more raw data 
are averaged. For those reconstructions a softer 
reconstruction kernel, e.g., body fi lter should be 
used to limit the image noise.

Fig. 14.4. Two adjacent 
slices with 5-mm-slice 
thickness, 0% overlap–
no pulmonary nodules 
are visible

Fig. 14.5. The left image 
shows the image fol-
lowing the left image of 
Figure 14.4 if 20% over-
lap is used; in the MIP 
reconstruction (right) 
the nodule is visible 
even more clearly
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A higher in-plane resolution may be benefi cial for 
specifi c diagnostic indications, e.g., reconstruction 
of the two pulmonary lobes with separate, smaller 
fi elds of view. A reconstruction matrix with twice the 
resolution, i.e., 1,024 × 1,024 pixels, will probably be 
available from scanner manufacturers in the future. 
However, one must not overestimate the expected 
benefi t because the image information available is 
limited by the physical limitations of the detector, 
and a higher resolution of reconstructed slices does 
not necessarily result in a gain in information.

14.2.2 
MPR, MIP and Other Reconstruction Algorithms

Axial slices are suffi cient for many diagnostic pur-
poses, while slices in the coronal, sagittal or any other 
plane may be useful for specifi c diagnostic tasks. 
Figure 14.7 shows an example illustrating that sagit-
tal views allow excellent assessment of the relationship 
of pulmonary nodules to lobe boundaries. Such mul-
tiplanar reformations (MPR) can only be generated 
from thin slices because they also require high reso-

lution along the z-axis (head-to-toe axis). Again, the 
reformations–just as the initial reconstructions–can 
be generated with different slice thicknesses. A single 
pixel in the reformatted image can represent a stack of 
voxels from the thin slices. If the pixel represents the 
mean value of these voxels, the projection is a so-called 
average projection. An average projection suppresses 
image noise, but edge sharpness is also degraded. An 
average projection with a slice thickness comprising 
the entire chest is an approximation to conventional 
radiography. Alternatively, the brightest voxel of each 
stack becomes the pixel of the resulting image, which 
is known as the maximum intensity projection (MIP). 
MIP images are well suited to depict bright structures 
with higher signal intensity than surrounding struc-
tures. Hence, MIP allows excellent evaluation of both 
bones and pulmonary vascular anatomy (Fig. 14.8). 
However, MIP images have a major drawback in eval-
uating vascular pathology of the lungs: embolism may 
be obscured because the MIP shows only the high-
signal-intensity areas, which, in the case of the pul-
monary arteries, are the opacifi ed portions. Mainly 
thrombi completely surrounded by contrast medium 
are prone to be overlooked (Fig. 14.8).

Fig. 14.6. Top: three 
slices without over-
lap–the small is located 
half in the red, half in 
the green slice and may 
vanish due to partial 
volume effect. Bottom: 
the entire nodule is now 
in the green slice–so 
chances are higher that 
the nodule will be seen
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A postprocessing algorithm very closely related to 
MIP is the minimum intensity projection (MinMIP 
or mIP), which selects the darkest voxel along the 
viewing ray to generate the image. As a result, 
MinMIP is well suited to depict structures with low 
signal relative to surrounding structures such as 
the respiratory tract. However, as with MIP, airway 
constrictions may be obscured on MinMIP images 
(Figs. 14.9, 14.10).

A CT scan always contains image noise and may 
result in either too high or too low HU values of the 
voxels. Since the MIP algorithm uses the brightest 
voxels from a stack, it tends to select voxels that are 
too bright and have high noise, thereby amplify-
ing image noise. An alternative is the softMip algo-
rithm.

Similar to MIP and average, the softMip algo-
rithm generates one pixel from the HU values along 
a corresponding viewing ray. These values consti-
tute a profi le P of this ray, and the values are sorted 
according to their HU. After sorting of the profi le, 
the resulting value is computed as a weighted sum of 
all values of the sorted profi le Ps using a weighting 
function fw (see Fig. 14.11).

The shape of the weighting function deter-
mines the characteristics of the resulting images. 
Figure 14.12 shows different weighting functions 
and the resulting softMip images. While a constant 
function will result in average projection images, 
an impulse shaped function with the impulse at the 
maximum HU will result in MIP images. Intermedi-
ate functions generate images with characteristics of 
both average and MIP in that noise is suppressed, 
but edges are not blurred.

Reformations need not necessarily be performed 
along a single geometrical plane. It is also possible 
to generate curved reformations along a path. For 
complete visualization of the thoracic aorta, the user 
fi rst has to defi ne a path through the aorta, then a 
curved MPR can be generated along the defi ned 
path. Curved reformations can be generated for dif-
ferent slice thicknesses and using different projec-
tion algorithms.

14.2.3 
Segmentation

More sophisticated reformation techniques typically 
require generating a subvolume from a complete 
data set, e.g., a slab in MPR. Specialized tools are 
available that allow one to select a target anatomy 

Fig. 14.7. In sagittal views the pulmonary fi ssures are clearly 
visible. In this case it is obvious that the suspected malignoma 
is located in the upper lobe, pulmonary segment 1

Fig. 14.8. MIP renderings show a nice overview of the vascu-
lar and bone structures

of interest as a subvolume. This can be done by 
means of various mathematical operations. A gen-
eral mathematical function used for this purpose 
is selection according to a predefi ned threshold. 
Using this function, one may either select all voxels 
above the threshold while discarding those below 
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Fig. 14.9. Same patient as Figure 14.4–thin slices reveal the fulminant pulmonary embolism, which was hidden in the MIP

Fig. 14.10. While airways are nicely visualized in minMip, 
the obstruction of the left main bronchus is only visible 
partly

Fig. 14.11. To compute the value of a resulting softMip pixel, 
the value of the voxel stack fi rst has to be sorted. The weighted 
average of the sorted stack yields the resulting value
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the threshold or vice versa. This operation yields a 
binary volume data whose voxels are either 1 or 0. 
This simple tool can be used, for example, to select 
the bones from an unenhanced chest data set. If 
several segments result, the user can choose the one 
to be taken into account by a simple mouse click. 
Other basic operations are morphological opera-
tions such as erosion or dilation, which serve to 
uniformly magnify or reduce a binary volume (see 
Fig. 14.13). 

Using a combination of these operations, one can 
easily and quickly segment the lungs from a data 
set. This approach can be used, for instance, to gen-
erate a MIP of both lungs without interfering ribs 
(Fig. 14.14).

However, these simple operations alone are often 
not suffi cient to segment the structure of interest. 
For instance, the aorta often coursing very close 
to the spine is diffi cult to separate because these 
two structures constitute a single segment. This is 
where so-called watershed segmentation comes in, 
which can be used to separate contiguous structures 
and yields good results in tricky cases. A detailed 
description of the function of this segmentation 
algorithm would go beyond the scope of this book.

14.2.4 
Shaded Surface Display

Segmentation is used not only to select specifi c struc-
tures for projection. Moreover, binary volumes can 
also be directly rendered as objects. A shaded surface 
display (SSD) is a depiction of the surface of such a 
volume. The user can select surface properties such as 
colors and refl ection. A realistic impression is created 

Fig. 14.12. SoftMip with different weighting functions yields images with MIP or average projection characteristics; if the weighting 
function is chosen carefully, one can yield images with lower noise than MIP, but higher edge sharpness than average projection

Fig. 14.13. The red shape illustrates the eroded right lung, 
while the green shape represents the dilated left lung

Fig. 14.14. MIP of the complete lungs without any interfering 
bones or mediastinal structures–generated by segmentation 
and erosion of the lungs
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by directing an imaginary light source at the object. 
Since only the surface is displayed, this technique is 
especially useful for depicting the bones, which are 
also easy to segment as outlined above. Figure 14.15 
shows an SSD of the bony chest in a patient with sev-
eral rib and a sternal fractures after reanimation.

14.2.5 
Volume Rendering

Volume rendering is used to depict internal struc-
tures of parenchymal organs. The technique assigns 
not only a color and refl ection properties to each 

voxel, but also a transparency value, typically on 
the basis of the HU value. In general, a graphically 
displayed table lists a selection of HU values to 
which color and transparency values are assigned. 
Intermediate values are then interpolated for the 
remaining HU values, resulting in a transfer func-
tion for volume rendering. A volume rendering of 
a chest scan is presented in Figures 14.15, 14.16. To 
obtain an image, each voxel in the volume is indi-
vidually colored and illuminated by the virtual light 
source, making volume rendering a time-consum-
ing and relatively slow technique. However, more 
and more workstations are equipped with special 
rendering hardware or a 3D consumer graphic card 
for hardware-accelerated display. In this way, inter-
active volume rendering becomes possible on state-
of-the-art systems.

Volume rendering can also be combined with 
segmentation for selected display of specifi c target 
structures. Nevertheless, the clinical value of 
volume rendering is usually limited to the genera-
tion of easy-to-understand overviews for clinical 
presentations.

14.2.6 
Virtual Endoscopy

Virtual endoscopy is another clinical application of 
volume rendering and SSD and, in chest applica-
tions, allows very effective diagnostic evaluation of 
the respiratory tract. Good views of the air-fi lled 
trachea and bronchi can be obtained by choosing 
suitable segmentation parameters for SSD or a suit-

Fig. 14.16. Volume ren-
dering of a patient with 
an angiosarcoma of the 
pulmonary artery

Fig. 14.15. Shaded surface display of the rib cage–notice the 
bilateral serial rib and sternum fractures
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able transfer function for volume rendering. The 
airways can then be inspected by manually guiding 
a virtual camera through the passages or by moving 
the camera along a predefi ned path. An endolumi-
nal view of the tracheal bifurcation is presented in 
Figure 14.17. With the interactive camera, the air-
ways can be examined in a way similar to optical 
bronchoscopy. However, fi ne details of surface mor-
phology are lost. An advantage of virtual endoscopy 
is that the radiologist can call up the corresponding 

cross-sectional images for clarifi cation whenever 
he or she encounters a suspected lesion or mass by 
simply clicking on the structure. Figure 14.18 shows 
an obstruction of two smaller bronchi and the cor-
responding cross sections revealing the mucoid 
obstruction.

14.3 
Summary

Today’s modern multislice CT scanners allow for 
an easy and fast examination of the entire thoracic 
region during a single breathhold. For sophisticated 
postprocessing techniques, thin overlapping slices 
should be reconstructed. Although many different 
post-processing techniques exist on modern visual-
ization workstations, primary axial reading remains 
the most important step in solving a case. Projec-
tion-based techniques like MIP can visualize the 
pulmonary vessels nicely. Nonetheless, they should 
be used carefully as they might mask pathologies 
like pulmonary embolisms. After segmenting, the 
dataset reconstructions like shaded surface display 
can be used to clearly visualize bones or contrasted 
vessels. Volume rendering yields high quality aes-
thetic visualizations for clinical presentations. Both 
SSD and volume rendering allow endoscopic views 
of the bronchial tree.

Fig. 14.17. Virtual bronchoscopic view of the tracheal bifur-
cation

Fig. 14.18. Endoluminal view and cross-sectional correlation of a mucoid obstruction
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15.1 
Introduction

Almost every year, new CT scanners are introduced, 
allowing investigation of any part of the body with 
the highest spatial and temporal resolution within 
the shortest scan time. CT angiography performed 
with multi-detector-row CT (MDCT) and dedicated 
contrast protocols visualize even the smallest of ves-
sels in the periphery of any vascular tree. Coronary 
arteries are of particular challenge for imaging by 
CT because of their small size and their continu-
ous rapid movement. With the newest MDCT scan-
ners, however, any vascular territory, including the 
coronary arteries, is now assessable with detailed 
anatomic (Achenbach et al. 2006).

CT, as a cross-sectional imaging modality, pri-
marily is only able to display small parts of any 

artery curving within the three-dimensional space 
in the body. Therefore, three-dimensional visu-
alization and post-processing tools are mandatory 
to display the anatomical situation and to support 
diagnosis and therapy. The primary post-processing 
tools for this purpose are volume-rendering tech-
nique (VRT), multi-planar reformatting (MPR) and 
maximum intensity projection (MIP). Most modern 
workstations provide these tools simultaneously in a 
split monitor mode. These workstations also support 
measurements for the degree of vascular stenoses, 
and further provide more dedicated tools for quan-
titative coronary assessment (QCA) of lumen sten-
oses and plaque analysis (Schroeder et al. 2001).

15.2 
Cerebral and Supra-aortic Vessels

CT angiography (CTA) has become an important 
tool to detect intra-cerebral aneurysms in patients 
with sub-arachnoidal hemorrhage. CTA and digital 
subtraction angiography (DSA) are comparable in 
terms of assessing sub-clinical aneurysms. None-
theless, it is diffi cult to detect aneurysms at the base 
of the skull because of bone overlay. “Digital sub-
traction” CTA methods require acquisition of the 
head and neck with two consecutive CT scans, one 
prior to and one after the administration of contrast 
media. Former methods for subtracting both data-
sets were of limited success due to mismatch caused 
by even minor patient or table movement inconsist-
encies between the two scans. Newer post-process-
ing toolsm such as “matched mask bone elimina-
tion,” has helped to overcome this limitation and is 
feasible for producing reliable selective CTA results 
for the diagnosis of cerebral aneurysms (Tomandl 
et al. 2006).

Atherosclerosis of the carotid artery represents 
an important risk for ischemic strokes. Therapeu-
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tic decisions are based on large multi-center studies 
such as the North American Symptomatic Carotid 
Endarterectomy Trail (NASCET) and the European 
Carotid Surgery Trial (ECST), which proved that 
patients with  70% diameter stenosis of the internal 
carotid artery may benefi t from a surgical interven-
tion. Since the common and internal carotid arter-
ies both run through the CT plane, most of the time 
it is easiest to measure the diameters necessary for 
the assessment of the degree of stenosis directly in 
the axial slices. However, in elongated vessels, e.g., 
sagittal or curved, planar reformatting may help 
to defi ne the appropriate measurement locations 
(Hacklander et al. 2006).

15.3 
Coronary Calcium Screening

Coronary calcium screening is a common tool for 
detecting sub-clinical coronary artery disease and 
for estimating the risk of a sudden cardiac event. 
Coronary calcium screening is performed with 
3 mm slices, no contrast medium and with as little 
radiation as possible. Retrospective ECG gating is 
superior to prospective ECG triggering, another 
technique that acquires a slice every other heart-
beat in order to scan the entire volume without any 
gaps and to reconstruct the images with overlapping 
slice increments. Overlapping slice reconstruction 
improves reproducibility of the coronary calcium 
quantifi cation (Ohnesorge et al. 2002).

Even the tiniest calcifi cation will become visible 
by the reconstruction with a no-edge-enhancing soft 
tissue kernel. The reconstructed images need to be 
analyzed and post-processed by a dedicated work-
station. After identifi cation of the specifi c calcifi ed 
lesions in the coronary arteries, the workstation may 
automatically display different kinds of quantities 
of coronary calcium, such as the “Agatston score”, 
“volume equivalent” and absolute mass (Fig. 15.1). 
The underlying algorithm of the Agatston score, for 
instance, is based on the calculation of any dense 
structure in the CT image with a density of more 
than 130 HU. The area of this lesion is then multi-
plied by a factor that depends on its peak density. An 
integer number between 1 and 4 is used for a peak 
density of 130–199 HU, 200–299 HU, 300–399 HU 
and > 400 HU, respectively. The sum of all lesions 
in all four coronary vessels (left main, left anterior 

descending, circumfl ex and right coronary artery) 
then corresponds then to the total Agatston score 
(Agatston et al. 1990). This algorithm requires 
more or less exactly the image quality known from 
electron beam CT (EBCT), a former dedicated but 
no longer available cardiac CT scanner type. As it 
is quite problematic to constantly reproduce the 
image quality from this former EBCT system with 
a modern MDCT scanner, the commonly reported 
Agatston score may only be of limited value for use 
with any MDCT.

Originally, coronary calcium investigation with 
the fi rst EBCT scanners allowed only for acquisi-
tion of half of the heart because not more than 20 
slices could be acquired at once. The limited repro-
ducibility with this approach was therefore obvious 
(Hernigou et al. 1996), and a number of authors 
suggested algorithms to help improve the repro-
ducibility. Finally, it turned out that the only way to 
improve the reproducibility of the coronary calcium 
measurement was to introduce a new quantifi cation 
unit, the calcium “volume equivalent” (Callister et 
al. 1998). To determine a better reproducible volume 
equivalent value, isotropic interpolation is required, 
which can be equated to calculation of interpolated 
slices between two consecutive slices. However, real 
overlapping slice acquisition is always superior to 
isotropic interpolation (Ohnesorge et al. 2002), and 
should be used in MDCT. Nevertheless, the volume 
equivalent, as well as the Agatston score, both suffer 
from the fact that the quantities of coronary calcium 
derived from any CT still depends on the image qual-
ity, and therefore any values obtained, for instance 
from the EBCT, can hardly be compared with values 
obtained from MDCT systems (Becker et al. 1999).

In general, it is possible to quantify the absolute 
amount of coronary calcium by using a standard cal-
ibration phantom with any CT system ( Ulzheimer 

and Kalender 2003). For this standardization the 
calibration phantom must be scanned with those 
parameters, which will also later be used in the patient 
investigation. As the masses of the different calcium 
hydroxyapatite particles in a dedicated anthropo-
morphic coronary calcium phantom become known, 
it is possible to measure the volume and the density of 
the corresponding spots in the CT image and then to 
calculate a calibration or conversion factor for deriv-
ing absolute values of these spots in milligrams.

However, in patient investigations the accuracy 
of the measurement may be infl uenced by the diam-
eter of the chest. The X-ray absorption is different in 
obese as compared to slim patients, in whom radia-
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tion exposure will lead to a beam hardening, result-
ing in lower densities of the equivalent amount of 
calcium. Therefore, the calibration phantom needs 
to be scanned with “fat rings” simulating different 
patient sizes that will deliver different calibration 
factors. In patient investigation, the topogram (scout 
view) will then be used to determine the diameters 
of the chest for the selection of the appropriate cali-
bration factor. In practice, the calibration phantom 
will be measured without, with one and with two 
fat rings. The corresponding calibration factor will 
then be used for a chest diameter of < 30, 30–38 and 
> 38 cm, respectively.

Recently, the International Consortium on 
Standardization in Cardiac CT has tried to establish 
the standardized algorithm for coronary calcium 
measurements for different CT vendors. This con-

sortium also tries to build up a database collecting 
data obtained in a standardized fashion to provide 
reference values for the absolute mass of coronary 
calcium (McCollough et al. 2003).

15.4 
Coronary CT Angiography

For coronary CTA, the highest possible temporal 
and spatial resolution is mandatory to image the 
continuously moving small coronary arteries. The 
image reconstruction interval is best placed between 
the T- and P-wave of the ECG corresponding to either 
the end systolic or mid-diastole interval.

Fig. 15.1. For quantifi cation of coronary calcium, non-enhanced low radiation dose CT scans with 3 mm slice thickness are 
loaded into a post-processing workstation. After semi-automated identifi cation of the calcifi ed lesion in the coronary arter-
ies, these workstations automatically provide quantitative data as the Agatston score, volume equivalent and mass
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For morphological assessment of the coronary arter-
ies, reasonably good image quality with a temporal 
resolution of ~80 ms can now be achieved in almost 
all patients regardless of heart rate (Johnson et al. 
2006).

A timely, accurate and homogenous vascular 
lumen enhancement is essential for full diagnostic 
capability of coronary MDCT angiography studies. 
Higher contrast enhancement is superior to identify 
small vessels in MDCT and help automated soft-
ware to segment them out of the acquired volume. 
The administration of nitroglycerin furthermore 
improves visibility of coronary arteries by inducing 
arterial dilation.

Image analysis begins with the identifi cation of 
the coronary artery segments in the axial CT slices. 
Coronary segments can be numbered according to 
the model suggested by the American Heart Asso-
ciation (Austen et al. 1975). The primary axial slices 
are best suited to rule out coronary artery disease. 
However, the detection of coronary artery stenoses 
in axial CT images may be problematic since every 
slice displays only a small fragment of the entire 
coronary artery tree. Multi-planar reformatting, 
volume-rendering, virtual coronary endoscopy and 
shaded surface display have been tested for recon-
struction of CTA images to detect coronary artery 
stenoses. In the beginning, none of these post-
processing tools proved to be superior to axial slices 
for this task (Vogl et al. 2002). Maximum intensity 
projection (MIP) post-processing of CTA images 
were found to be helpful to follow the course of the 
coronary arteries and to create angiographic-like 
projections that may allow for better detection of 
coronary artery stenoses.

Standardized thin slab MIP reconstruction may 
be performed with 5 mm slab thickness and 2.5 mm 
increment in three different planes similar to stand-
ard cardiac catheter projections (Johnson 1996). 
MIP along the inter- and atria-ventricular groove 
creates images in similar planes as the right ante-
rior oblique (RAO) and left anterior oblique (LAO) 
angiographic projections, respectively. The RAO 
projection is suited to demonstrate the course of the 
left anterior descending coronary artery, whereas 
the LAO projection best displays the course of the 
RCA and LCX. In addition, similar to coronary angi-
ography an oblique projection can be reconstructed 
following the long axis of the heart. This projec-
tion plane spreads the branches of the LAD and is 
therefore called the “spider view”. The spider view 
is designed to demonstrate the proximal part of all 

three major coronary arteries. Similar projections 
may also be created with the volume-rendering tech-
nique if the coronary arteries have been semi-auto-
matically segmented out of the volume (Fig. 15.2).

For the fi rst run, MIP images may help to iden-
tify coronary artery stenoses. Volume rendering was 
found to be helpful in demonstrating the course in 
cases of coiling and kinking of the coronary arter-
ies, i.e., in hypertensive heart disease, in coronary 
fi stula or in case of suspicion of any other coronary 
anomaly. However, every fi nding from post-proc-
essed images has to be confi rmed in the original 
axial CT slices.

Initial experiences revealed a number of limita-
tions already known from coronary CTA studies per-
formed with the electron beam CT. Schmermund et 
al. (1998) reported that small vessel diameter may 
lead to false-positive fi ndings. They also reported 
that extensive calcifi cations might interfere with the 
detection of coronary artery stenoses, resulting in 
false-negative results compared to selective coronary 
angiography. A reason for this observation may be 
that standard CT soft tissue reconstruction kernels 
are leading to a “blooming” of dense material such 
as coronary stents or calcifi cations that obscure the 
vessel lumen and wall changes.

It should also be considered when interpreting 
coronary CTA that details like collateral vessels, 
contrast run-off and direction of fi lling of coro-
nary arteries are not visualized by CTA. Finally, the 
hemo-dynamic relevance of coronary artery sten-
oses may not only be determined by its degree but 
also requires motion analysis of the myocardium or 
myocardium perfusion data under rest and exercise. 
However, more and more post-processing tools are 
under development trying to provide quantitative 
measurements for the degree of stenoses in the cor-
onary arteries. These measurements correspond to 
the quantitative coronary assessment (QCA) known 
from cardiac catheter (Fig. 15.3). The reliability of 
these measurements has not yet been determined.

15.5 
Plaque Imaging and Analysis

More than merely displaying the lumen of the coro-
nary arteries, MDCT by its cross-sectional nature is 
well-suited to demonstrating changes of the coro-
nary artery wall. Coronary calcifi cations can easily 
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Fig. 15.2. Volume ren-
dering is helpful in 
cardiac CTA datasets to 
display the anatomy of 
coronary arteries. After 
semi-automated segmen-
tation of the coronary 
arteries out of the entire 
scan volume, standard-
viewing projections may 
be created such as the 
LAO, RAO and spider 
view

be assessed even without contrast media, and rep-
resent an advanced stage of atherosclerosis. How-
ever, as different stages of coronary atherosclerosis 
may be present simultaneously, calcifi cations may 
also be associated with more early stages of coro-
nary atherosclerosis. Therefore, the entire extent of 
coronary atherosclerosis will be underestimated by 
assessing coronary calcifi cations alone (Wexler 
et al. 1996). With contrast enhancement, calcifi ed 
as well as non-calcifi ed lesions can completely be 
assessed by MDCT simultaneously.

In patients with an acute coronary syndrome we 
have observed non-calcifi ed plaques with low CT 
density values (20–40 HU) (Becker et al. 2000). 

These soft plaques in the coronary arteries may either 
correspond to unstable lipid-rich soft plaques or an 
intra-coronary thrombus formation. In asympto-
matic patients and patients with chronic and stable 
coronary artery disease, frequently non-calcifi ed 
and calcifi ed plaques were found. The CT density of 
these plaques may be in the range of 90 HU and may 
correspond to stable fi brous rich or fi bro-calcifi ed 
plaques, respectively (Becker et al. 2003).

Commonly, spotty calcifi ed lesions may be found 
in MDCT angiography studies that may be associ-
ated with minor wall changes in conventional coro-
nary angiography only (Kajinami et al. 1997). How-
ever, it is known that such calcifi ed nodules may also 
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be the source of unheralded plaque rupture and con-
secutive thrombosis, and may lead to sudden coro-
nary death in very rare cases (Virmani et al. 2000). 
In patients with chronic and stable angina, calcifi ed 
and non-calcifi ed plaques are commonly found next 
to each other (Leber et al. 2003).

Even in contrast-enhanced studies, coronary 
calcifi cations can easily be detected and quantifi ed 
because the density of calcium (> 350 HU) is beyond 
the density of contrast media in the coronary artery 
lumen (250–300 HU) (Hong et al. 2002). However, 
because of partial volume effects, it is much more 
diffi cult to quantify non-calcifi ed rather than calci-
fi ed plaques. The optimal quantifi cation algorithm 
for the different presentation of coronary athero-
sclerosis as seen in MDCT is still under development 
(Fig. 15.4).

15.6 
Cardiac Function by CT

By assessing the myocardium in patients with 
known history of coronary artery disease, sub-
endocardial or trans-mural myocardial infarction 
scars may frequently be identifi ed as hypodense 
areas. With further organization and healing of a 
sub-endocardial or trans-mural myocardial infarc-
tion, a thinning of the myocardial wall or myocar-
dial aneurysm may take place. Due to myocardial 
dysfunction, or in atrial fi brillation, thrombus for-
mation is likely to develop in the cardiac chambers 
and can be detected by CTA in the axial slices even 
more than by trans-thoracic ultrasound (Masuda 
et al. 1984).

Fig. 15.3. After segmentation of the coronary arteries, dedicated software allows for quantifying the degree of coronary 
artery stenosis. The reliability of this measurement as compared to quantitative coronary assessment (QCA) by cardiac 
catheter has not yet been determined
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A late uptake of contrast media after fi rst pass 
in the myocardium of patients after infarction has 
already been observed in CT similar to MRI about 
20 years ago (Masuda et al. 1984). It is rather likely 
that this kind of myocardial enhancement may cor-
respond to interstitial uptake of contrast media 
within necrotic myocytes, 6 weeks to 3 months after 
onset. The optimal point of time for scanning may 
be in between 5 and 10 min after fi rst pass of the con-
trast media (Huber et al. 1981).

In addition, retrospective ECG gating allows for 
reconstruction of images at any time within the 
cardiac cycle. Setting the images together that are 
reconstructed every 50 ms after the R wave in the 
ECG allows visualization of the cardiac function in 
real time with a temporal resolution of 20 frames 
per second. The functional CT data can be evalu-

ated by software in a similar fashion as MRI images, 
and global as well as regional wall motion may be 
determined (Halliburton et al. 2003). Currently, 
software is developed that determines the global 
functional parameters directly by contour recogni-
tion of the ventricle and myocardial wall from the 
original axial slices. This approach is much more 
time-effi cient, and may be even more reliable than 
the reconstruction and evaluation of short axis 
images (Fig. 15.5).

However, it is also mandatory to refer to the axial 
slices in order to report the para-cardial fi ndings 
that may frequently be observed in CTA studies. 
These fi ndings may include lymph node enlarge-
ment, pulmonary nodules and tumors (Horton et 
al. 2002), or even quite commonly esophageal her-
nias. These incidental fi ndings should trigger an 

Fig. 15.4. The same software also may provide information about the composition of atherosclerotic plaque. The fi nal way 
of quantifying these lesions in the coronary artery wall has not yet been determined and remains problematic, since the 
display of these lesions is very much infl uenced by partial volume effects
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additional reconstruction with a larger fi eld of view, 
or a more dedicated CT investigation should be rec-
ommended.

In patients with paroxysmal atrial fi brillation, 
ablation of ectopic foci is a common interventional 
procedure. CT data from the heart may serve for 
displaying the anatomy, detecting the anomalous 
course of pulmonary veins, intervention planning 
and guided navigation. Volume rendering in this 
respect is an ideal modality to display the anatomy 
of the pulmonary veins and the left atrium. As a pos-
sible complication of this intervention, stenoses of 
the pulmonary veins leading to pulmonary conges-
tion have been reported. The presence and morphol-
ogy of these stenoses can easily be assessed by CT 
( Purerfellner et al. 2003) in the axial slices as well 
in the three-dimensional post-processing (Fig. 15.6).

Fig. 15.5. Retrospectively gated image acquisition by CT does not only contain information about the coronary arteries but 
also about the function of the myocardium. Newer post-processing is under development, and tries to determine the axial 
CT slices reconstructed at different time points of the cardiac cycle. These workstations may provide data about the global 
functional parameter, as well as regional wall motion abnormalities

Fig. 15.6. Volume-rendered dataset of the pulmonary veins 
after removing the vertebral column. The image displays 
nicely the anatomy, such as the main left and right, upper, 
low and lower pulmonary veins, as well as the accessory vein 
in the left upper fi eld (arrow)
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15.7 
Thoracic and Abdominal Aorta

The thoracic aorta may be affected by several dif-
ferent diseases, such as aortic dissection, intramural 
hematoma, penetrating atherosclerotic ulcer, aneu-
rysms and traumatic injury. Any of these diseases 
may well be displayed in the axial slices, as well 
with post-processing (Takahashi and Stanford 
2005). Volume rendering in particular is helpful in 
displaying the anatomical situation of the thoracic 
aorta after stent graft placement (Fig. 15.7).

The same holds true for the visualization of 
the abdominal aorta and for stent graft planning 
and for post-operative control for endo-leakage 
( Bartolozzi et al. 1998). Prior to surgery, CTA may 
be able to display the origin of the renal arteries and 
the distance from the abdominal aneurysm, as well 
as the course of the iliac arteries.

In living transplant donors, it is essential to dis-
play the vascular anatomy prior to surgery. Scan-
ning, e.g. of the liver, by CT requires acquisition of 
different well-defi ned contrast phases for the detec-
tion of the overlaying different vascular structures. 
Newer workstations provide for three-dimensional 

Fig. 15.7. Volume-rendered image and maximum intensity projection of a CTA dataset of a 
patient with two overlapping thoracic stents in the thoracic aorta. CTA also displays normal 
abdominal aorta and ectatic iliac arteries

display of the vascular anatomy and automatic vir-
tual segmentation and operation planning of the 
different liver segments ( Frericks et al. 2004).

Renal arteries are more commonly investigated 
by MRI rather than by CT. However, CTA in com-
bination with oblique MIP or VRT is helpful in the 
detection of different pathologies of the renal arter-
ies, such as atherosclerotic stenosis, fi bromuscular 
dysplasia or Takayasu arteritis. Post-processing of 
the renal arteries also allows measurement of the 
degree of stenosis prior to intervention, or as follow-
up control (Sabharwal et al. 2006).

In emergency situations CTA often is the fi rst line 
option for the diagnosis of mesenteric ischemia or 
bleeding (Fleischmann 2003). Coronal MIP recon-
structions often supports this diagnosis.

15.8 
Peripheral Run Off

Imaging of lower extremity arteries becomes an 
increasingly important clinical tool for the rapid 
diagnosis of the vascular situation, e.g. in patients 
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with intermittent claudication, chronic limb-threat-
ening ischemia, aneurysms, acute ischemia, follow-
up, and surveillance after surgical or per-cutaneous 
revascularization (Fleischmann et al. 2006). For 
diagnostic purposes, the vascular tree as acquired 
by CT needs to be displayed in an angiographic-
like fashion. MIP is well-suited in particular if only 
minor calcifi cations are present. However, MIP 
reconstruction requires segmentation and removal 
of bone structure. Even with advanced workstations 
this is still a time-consuming process that is diffi cult 
to implement in daily clinical routine.

Volume rendering is helpful in displaying the 
anatomical situation, e.g. the length of stenoses in 
the superfi cial femoral artery, and is able to pro-
vide information about the therapeutic options. The 
upper part of the abdominal aorta, iliac and femoral 
arteries is displayed in VRT AP and oblique views. 
The popliteal and lower limb arteries are best dis-
played in VRT PA views. Because VRT provides 
three-dimensional information, it is not necessary 
to segment the bones from the arteries. A complete 
set of images can be produced within a short period 
of time and can be delivered shortly after scanning 
(Fig. 15.8).

However, in the case of severe calcifi cations and 
stents, signifi cant stenosis may easily be overseen 
when using VRT and MIP. Therefore, MPR and 
curved planar reformation may be an alternative for 
displaying diseased vessel segments. To improve the 
rapid availability of these post-processing alterna-
tives, automated segmentation and vessel center-
lining would be required, which is still a topic for 
further debate.

15.9 
Future Aspects

The most recent development in CT scanners is dual-
source technology. Two separate X-ray sources and 
two detector systems are arranged perpendicular to 
each other, and rotate around the body. Initially, the 
design was chosen to improve the temporal resolu-
tion for cardiac imaging. However, if these two tubes 
run at different kV levels, elements with different 
order numbers such as calcium and iodine may be 
separated by their different dual energy indices. As 

Fig. 15.8. Volume-rendering technique of peripheral run-off study post-processed in standard-
ized fashion with AP, PA, LAO and RAO views. The arteries are always well-displayed in their 
superfi cial course. Maximum intensity projections are well-suited for demonstrating the course 
of the arteries after segmentation of the bones. However, this technique is time-consuming and 
does not always deliver consistently high image quality
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a result, immediate selective angiography may be 
feasible by dual energy CT imaging, requiring less 
post-processing for displaying the results (Johnson 
et al. 2006). Furthermore, the “blooming artifact” of 
arterial calcifi cations that hinders the detection of 
stenoses may be reduced substantially. These sys-
tems are still under development, and the techni-
cal and fi nancial effort is rather high. Therefore, 
the conventional method of CT scanning will most 
likely determine the workfl ow for three-dimensional 
post-processing in the next decade.

At most institutions, dedicated post-processing is 
only available either at the CT scanner side console or 
with dedicated stand-alone workstations. For post-
processing on stand-alone workstations it is always 
required to send the data to the workstation or to 
retrieve them from the central picture and commu-
nication archive (PACS). The demand for immediate 
post-processing of three-dimensional datasets from 
CTA slice data from anywhere, e.g. in a hospital, is 
rapidly increasing. New client-server concepts are 
under development that may provide these tools in 
a broadband network. A high performance central 
server collects and administers the data from the CT 
scanners, and allows any connected personal com-
puter to serve as a terminal to immediately display 
the result of the post-processing and to allow inter-
active manipulation of the data. The advantage of 
this concept is that post-processing is available from 
any personal computer in the hospital or outside 
that is connected to the central server. The overall 
costs of such a system are low compared to the costs 
of numerous high-performance workstations. The 
effort of maintenance for a client-server network is 
far lower than for several different workstations at 
different locations.

Systems like these will help to make three-
dimensional post-processing widely available, and 
thus more often incorporated into clinical routine 
reporting and demonstration.
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16.1 
Introduction

Although the introduction of double-contrast radi-
ographic techniques has reduced the comparative 
advantage of endoscopy over barium studies, most 
papers suggest that upper gastrointestinal endos-
copy is more accurate, particularly regarding the 
evaluation of infl ammatory mucosal abnormalities, 
bleeding lesions, (Thoeni and Cello 1980) and the 
post-operative stomach (Ominsky and Moss 1979).

Upper gastrointestinal endoscopy is a safe and 
effective technique, with not only diagnostic advan-
tages, but also because it provides the opportunity 
to perform interventional procedures (biopsy, scle-
rotherapy, etc.). A very important limitation is that 
upper gastrointestinal endoscopy displays only the 
inner surface of hollow organs, thus preventing eval-
uation of the transmural extent of tumors as well as 
involvement of abdominal lymph nodes and perito-
neal fat. Furthermore, disease extension to surround-
ing anatomical structures cannot be detected.

These limitations are the major impetus of the 
search for an inexpensive technique that would 
provide both endoscopic and exoscopic informa-
tion simultaneously (Gonvers and Burnand 1996; 
Schmid et al.1999).

Both CT and MRI have proven to be valuable 
adjuncts to barium studies and endoscopy in the 
evaluation of gastric, esophageal and small bowel dis-
eases because of their ability to delineate the primary 
pathologic condition and demonstrate how far the 
disease has extended to adjacent or distant organs.

The advent of multidetector CT (MDCT) and 
its further technological development (i.e. new 
64-slice detector arrays, faster gantry rotation 
time, improved tube heat capacity) has completely 
changed the strategies of CT data acquisition as well 
as data reviewing and processing. This has a great 
impact not only on cardiac and vascular studies, 
where the new technology is mostly focused, but 
also in abdominal imaging.
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The introduction of 64-slice MDCT scanners 
opens a new phase for CT imaging, thanks to the 
improved spatial resolution on the longitudinal 
axis as well as the increase speed of acquisition. 
Since new acquisition protocols make routinely use 
of sub-millimeter collimation and sub-millimeter 
image reconstruction, a real “volumetric” approach 
to abdominal imaging is made possible.

At the same time, a whole-body study may be 
acquired also in less than 10 s with a superb image 
quality. It turns into the two major advantages 
of MDCT in abdominal imaging, represented by 
multiplanar and multiphasic capabilities. Multi-
planarity, due to acquisition of three-dimensional 
data sets with isotropic voxels, results in the abil-
ity to analyse CT images on multiple planes (i.e. 
sagittal, coronal and oblique) making diagnosis of 
lesions in critical anatomic location easier. Dedi-
cated software are able to reconstruct MDCT data 
volumes and to generate three-dimensional images. 
These new software, more user-friendly, faster and 
powerful may generate high quality 3D reconstruc-
tions, ranging from surface views to 3D vascular and 
parenchymatous organ models. In abdominal imag-
ing, 3D reconstructions play a very important role in 
therapy planning, helping in the decisional process 
among conventional surgery, laparoscopic surgery 
and non surgical, interventional approach.

Moreover in stomach and esophagus, 3D imaging 
offers endoluminal projections (the so called “vir-
tual endoscopy”) able to generate images simulat-
ing a conventional endoscopy, moreover providing 
a complete evaluation of surrounding anatomical 
structures.

In the case of MRI, the availability of high per-
formance gradient systems, together with fast scan-
ning techniques, has allowed acquisition of complex 
3D data sets within the confi nes of a comfortable 
breath-hold (Leung and McKinnon 1996). The 
further advantage of MRI is the ability to perform 
multiplanar acquisition, which is particularly useful 
when evaluating the esophagus, the stomach and the 
small bowel to detect the longitudinal extension of 
a lesion.

Thus, currently, both spiral CT and MRI are able 
to provide volumetric datasets suitable for 3D recon-
structions using dedicated software. The utility of 
3D images provides improved evaluation of the 
anatomical relationships between different organs, 
especially when extra-mural invasion is suspected. 
Moreover, conventional slice-to slice presentation of 
data sets precludes contiguous viewing of the inner 

wall, forcing radiologists to create a mental picture of 
anatomic continuity, which can be faulty. The most 
recent development in volumetric analysis is vir-
tual reality imaging, a form of interactive 3D imag-
ing that provides computer-rendered intraluminal 
views of any hollow viscera, comparable to fi berop-
tic viewing. Virtual endoscopy enables the operator 
to virtually navigate inside the organs using data-
sets extracted from CT scans or MRI images (Jolesz 
and Lorensen 1997).

In this chapter we will review the specifi c techni-
cal requirements necessary to obtain adequate stud-
ies of the upper gastrointestinal tract from esopha-
gus to small bowel passing through the stomach and 
the clinical applications of 3D imaging techniques.

16.2 
Study Techniques

Specifi c techniques are necessary to acquire data-
sets suitable for three-dimensional reconstruc-
tions. Concerning stomach, esophagus, and small 
bowel together with the optimization of acquisition 
parameters, luminal distention of hollow viscera is 
also mandatory if evaluation of the parietal wall and 
virtual endoscopy images are required. Different 
techniques for optimizing both CT and MRI studies 
have been proposed, all of which aim to minimize 
patient discomfort and increase the quality of image 
datasets. Following the acquisition of the dataset, 
images must be reconstructed using either Mul-
tiplanar Reformatted Images (MPR) or dedicated 
software, which use different algorithms to generate 
three-dimensional reconstructions.

16.2.1 
Computed Tomography

Optimal 3D image rendering requires high resolu-
tion data acquisition, both in-plane (x- and y-axis) 
and through-plane (z-axis). For this reason, voxels 
should be isotropic, i.e. have the same size along the 
three axes, and be as small as possible, in order to 
increase spatial resolution. Using a single slice spiral 
CT, however, the effective slice thickness is greater 
than the collimation width, and this is directly pro-
portional to the pitch value, thereby reducing the 
longitudinal spatial resolution along the z-axis. On 
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the other hand, a high pitch value is also necessary 
to increase the volume coverage. Thus, a compro-
mise between volume to be acquired and longitudi-
nal spatial resolution is necessary, with the primary 
goal being the acquisition of the entire volumetric 
dataset within a single breath-hold to remove respi-
ratory misregistration artifacts.

Scan protocols should be optimized in conjunc-
tion with the specifi c technical features of different 
spiral CT scanners, especially in terms of gantry 
rotation time and volume coverage with a single 
spiral scan. However, a routine scan protocol, 
achievable on several types of equipment, should be 
based on at least 3 mm collimation thickness, 2 mm 
image reconstruction, and a pitch less than 2, with 
the value depending strictly on gantry rotation time. 
Such a protocol should allow coverage of the entire 
anatomical region under evaluation, either the 
esophagus, the stomach or the small bowel with a 
longitudinal resolution compatible with good qual-
ity 3D reconstructions.

Using 4-slices multidetector spiral CT, the scan 
time can be reduced dramatically compared to con-
ventional spiral CT, with consequent radiation dose 
reduction, or the volume to be investigated can be 
extended.

With the advent of newer 16- to 64-slice MDCT 
scanners, no technical compromise is now needed 
since these systems are capable of using sub-millim-
eter collimation and sub-millimeter image recon-
struction, with a subsequent shorter scan duration 
and longer scan ranges.

The use of the newer multidetector systems, 
produces high-resolution 3-dimensional images of 
whole body including upper gastrointestinal tract, 
thus providing information not available from con-
ventional radiographic exams. Furthermore data 
from a single MDCT scan simultaneously provide 
information on the condition of small bowel, gastric 
and esophageal wall, vasculature and surrounding 
anatomic structures such lymph nodes and perito-
neal fat, rapidly investigating important causes of 
abdominal pain. Because MDCT may eventually 
provide important benefi ts for surgeons, gastroen-
terologists and their patients, it is important that 
this kind of doctors be aware of recent advances 
in this technology. In the next sections we will dis-
cuss MDCT and MRI strengths, limitations and 
approaches to optimizing image quality, which 
include distention of hollow organs using air or con-
trast agents, appropriate use of intravenous and oral 
contrast media and technical parameters.

16.2.1.1 
Esophagus

The esophagus is a hollow organ and may appear 
collapsed on routine CT. Its non-distended wall, 
even if normal, may appear thickened, nodular and 
irregular, thus simulating a tumor. Furthermore, it 
is diffi cult to judge the superior and inferior extent 
of esophageal tumors on standard CT exams (Lyang 
and Chan 1996).

When the esophagus is adequately distended 
prior to examination, 3D image reconstruction of 
the esophageal lumen is possible.

In the evaluation of esophageal diseases, the use 
of an anti-peristaltic drug suppresses normal peri-
stalsis, which may simulate tumor thickening of 
the esophageal wall. Realistic 3D reconstruction of 
esophageal tumors is dependent on good gaseous 
distention of the esophagus above and below the 
tumor, which can be obtained by oral administra-
tion of effervescent granules prior to examination.

Griffi th and Kew (1999) evaluated 70 patients 
with known esophageal cancer. The study tech-
nique included the oral administration of a capsule 
of effervescent granules mixed with water immedi-
ately prior to scanning, together with an intrave-
nous injection of an antispasmodic drug; intrave-
nous injection of iodinated contrast medium was 
also performed to evaluate the liver parenchyma. 
The imaging protocol included a scan of the thorax 
and upper abdomen with the patient in the prone 
position during a single breathhold with beam col-
limation of 10 mm and a pitch of 1.5. However, the 
scan time of 20–25 s was sometimes too long for 
frail esophageal tumor patients and insertion of a 
breath interval was necessary; the location of this 
breath interval was chosen away from the esopha-
geal tumor. Alternatively, the pitch was increased 
to 2, thus reducing the scan time by one-quarter. 
Using MDCT obviously the scan time is dramati-
cally reduced from 25 s of 4-rows MDCT to 6 s of 
64-rows MDCT, thus minimizing problems for frail 
esophageal tumors patients.

In our experience using a 64-rows multidetector CT, 
shortly before scanning – approximately 35 s, judged 
by us as optimum delay necessary for a good disten-
tion to take place – the patient ingests 7 g of a mix-
ture of effervescent granules that generate CO2 with a 
small amount of water (Panebianco et al. 2006a).

After obtaining esophageal luminal distention, we 
perform the fi rst acquisition with the patient in the 
supine position acquiring images with a collimation 
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thickness of 0.625 mm, a pitch of 0.984, and image 
reconstruction of 0.625 mm to maximize mucosal 
detail and to proceed with a realistic detailed view of 
lesions; the second acquisition is performed begin-
ning 60 s after i.v. administration of iodinated con-
trast media with a slice thickness of 1.25 mm and 
image reconstruction of 1 mm in order to visualize 
extraluminal extension of the disease.

16.2.1.2 
Stomach

For the stomach as well as for the esophagus, lumi-
nal distention, reduction of peristaltic motion and 
an optimal distribution of residual fl uids are manda-
tory in order to obtain high quality 3D datasets (Lee 
and Ko 1996a, 1999; Kim SH 2005). The required 
contrast difference between the gastric wall and its 
lumen can be enhanced by ingestion of positive or 
negative contrast materials.

Positive oral contrast materials are diluted water-
soluble contrast materials or barium sulfate, and 
they are not suitable for performing virtual naviga-
tion.

Negative contrast media include either tap water, 
a low Hounsfi eld value barium suspension (VoLu-
men, E-Z-Em) or air. Compared to air, on 2D axial 
images, water and VoLumen have the advantage of 
generating no beam-hardening effects, but with vir-
tual CT gastroscopy, negative contrast agents may 
show artifacts that can mimic polyps, erosions, or 
fl at ulcers.

Concerning Virtual CT gastroscopy best results 
are obtained by the oral administration of efferves-
cent powders. In any case, attention must be given to 
the fact that extensive gastric fl uid may produce an 
air-fl uid level that prevents the reconstruction of the 
underlying mucosa. Consequently, the patient should 
be properly prepared with a 12-h fast and ingestion 
of a very small amount of water with the effervescent 
powder, and two spiral acquisitions, with the patient 
in both the supine and prone, or better in the left pos-
terior oblique position, should be acquired (Kim AY 

et al. 2005; Bielen et al. 2001). To maximize mucosal 
detail and to proceed with a realistic detailed intra-
luminal view of lesions, a narrow beam collimation 
is the most crucial factor. Typical parameters are 
strictly dependent on different used system and are 
reported in Table 16.1. Depending on the parameters, 
artifacts such as smoothing, stair step, longitudinal 
blurring, and distortion may be minimized. During 
the second spiral acquisition, to assess the stage of 
gastric carcinoma, if present, intravenous adminis-
tration of iodinated contrast medium is required with 
acquisition of images during the portovenous phase 
(Kim AY et al. 2005).

16.2.1.3 
Small Bowel

Owing to its length, caliber, and overlap of loops, 
small bowel remains one the most challenging seg-
ment of gastrointestinal tract to be evaluated.

The technique of enteroclysis is considered the 
gold standard for the radiological investigation 
of small bowel disorders (Maglinte et al. 1996a; 
Bender et al. 1999; Schmidt et al. 2005), since only 
volume challenges results in homogenous luminal 
distention, which is mandatory for the detection of 
intestinal diseases.

The additional inherent advantage of cross-sec-
tional imaging such as CT and MR enteroclysis is the 
simultaneous depiction of intraluminal, mural and 
extraintestinal pathologies.

Due to the ability of multidetector CT scanners 
to scan large volumes at faster speed with the abil-
ity to perform reconstruction following the exami-
nation, CT enteroclysis has become a more feasible 
extension of the conventional enteroclysis and CT 
methods of examining the small intestine. Using 
this technique, adequate luminal distention is man-
datory because poorly distended loops can simulate 
disease or hide pathologic processes (Bender et al. 
1999). In the past, inadequate small bowel luminal 
distention has necessitated nasojejunal intubation 
to infuse contrast material (Gore et al. 1996).

Table 16.1. 

Oral contrast media kV MAs Collimation PITCH Reconstruction

Springer Eff. granules 120 220 5 mm 1 1 mm

Lee Eff. granules 120 233 3 mm 1.3–2 1 mm

Ogata Eff. granules 120 180–220 3 mm 1.2 1 mm

Laghi VoLumen 120 Smart mA 64 × 0.625 mm 0.984 0.625
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Nowadays adequate distention can usually be 
achieved with oral hyperhydration with either posi-
tive and negative contrast agents resulting in a new 
examination, so-called CT enterography, making 
this technique a useful, well tolerated study for the 
evaluation of diseases affecting the mucosa and 
bowel wall.

With the advent of multidetector CT (MDCT) 
scanners with 16, 32 and 64 rows of detectors there 
has been renewed interest in assessing the small 
bowel with CT. These studies, often referred as CT 
enterography, bring new challenges even to new oral 
contrast agents administration.

In attempt to improve small bowel distention 
during CT enterography, multiple oral contrast 
agents have been tested.

The use of positive contrast agents, such as dilute 
barium solution, is problematic in creating 3D 
images if CT angiography is simultaneously being 
performed – for example in the assessment of gas-
trointestinal blood loss. Moreover, the presence of a 
positive contrast agent often obscures evaluation of 
the bowel wall and mucosa which are key features of 
a CT enterography examination especially in Crohn 
disease, where pathologic mural enhancement is 
obscured by intraluminal positive contrast agents, 
since enhancement of the small bowel wall with 
intravenous contrast material decrease the attenu-
ation difference between the lumen and the wall of 
the small bowel.

Neutral contrast agents have been shown to be 
valuable in the diagnosis of small-bowel disorders, 
including ischemia, neoplasms, and Crohn disease.

Most clinical experience is with water as a con-
trast agent. Water is considered an excellent contrast 

agent when used during upper abdominal CT scan-
ning, but because water is rapidly absorbed through 
the intestinal wall, the use of this contrast agent in 
the jejunum and ileum is limited. Nasoenteric tubes 
have been proposed as a method to deliver contrast 
agents in a rapid bolus that would allow scanning 
prior to substantial absorption at CT enteroclysis. 
Patient acceptance, however, is markedly reduced 
because of the need for intubation and because of 
the increased time and materials associated with the 
procedure.

Water and water-methylcellulose solution have 
been replaced by polyethylene glycol (PEG) elec-
trolyte solution or low Hounsfi eld value barium 
suspension, 0.1% ultra-low-dose barium with sorbi-
tol, a nonadsorbable sugar alcohol that promotes 
luminal distention and limits resorption of water 
across the length of the small bowel (Megibow et 
al. 2006).

In their study Megibow et al. prospectively evalu-
ated bowel wall distention and bowel wall appear-
ance after an orally administered 0.1% barium 
suspension, VoLumen (E-Z-Em, USA) as a bowel 
marking agent for MDCT and they concluded that 
this oral contrast agent provides an excellent disten-
tion and visualization of mural features in the gas-
trointestinal tract.

Like the others hollow organs a narrow beam 
collimation is crucial to achieve an high detailed 
mucosa and enhance lesions. Typical imaging pro-
tocols are reported in Table 16.2.

In our experience using MDCT , after distending 
gastrointestinal tract using 1.2 L of VoLumen (E-Z-
Em, USA ) as oral contrast agent, consumed within 
50 min before the exam , we scan patients only in 

Table 16.2. 

Oral contrast media kV MAs Collimation PITCH Reconstruction

Schmidt Methyl-cellulose 120 200–240 4 × 2.5 mm 1.5 2–2.5 mm

Boudiaf Water 120 165 4 × 2.5 mm - 3 mm

Romano Methyl-cellulose 120 300 1 mm - 3–4 mm

Doerfl er Mucofalka - - 5 mm 1.5 1.4 mm

Wold Water 120 270 - - 2.5 mm

Zhang Iso-osmotic mannitole 120 130 - - -

Megibow Low Hounsfi eld barium suspension(VoLumen) - - 16 × 1.75 - 3–4 mm

Iafrate Low Hounsfi eld barium suspension (VoLumen) 120 Smart MA 64 × 0.625 0.984 3 mm

aMucofalk consists of granules containing epidermal particles and the collapsed adjacent layers removed from the dried 
ripe seeds of Plantago ovata Forssk (Ispaghula husk)
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supine positions using a collimation thickness of 
64 × 0.625 mm or 64 × 1.25 mm, a pitch of 0.625 mm 
and image reconstruction of 3 mm (Iafrate et al. 
2006).

The study technique also included intravenous 
administration of iodinated contrast medium 
which permits excellent assessment of hypervascu-
lar lesions and hyperenhancing segment (Paulsen 
et al. 2006).

The administration of glucagon can be useful to 
induce relaxation of small bowel and reduction of 
peristalsis; the administration of meteclopramide is 
also suggested to prevent nausea and vomiting.

16.2.2 
Magnetic Resonance Imaging

The availability of high performance gradient sys-
tems has allowed the acquisition of three-dimen-
sional MR data sets in a single breath-hold. MRI 
offers several chances for the non-invasive diagnosis 
of upper GI tract and for small bowel disease.

On the basis of this MR data, virtual angioscopy 
has been performed in the aorta as well as the pul-
monary artery. This technique also has been applied 
to the endoluminal evaluation of colonic disorders, 
and was recently adapted to obtain endoscopic and 
extraluminal views of the stomach. MR evaluation 
of esophageal lesions is relatively limited and, at the 
moment, no experience exists concerning the acqui-
sition of 3D MRI datasets.

For the evaluation of the stomach prior to exami-
nation, an antiperistaltic drug is injected to reduce 
motion artifacts. Adequate gastric distention can be 
obtained by oral administration of water. Moreo-
ver the availability of 3D GRE fast sequence enable 
optimal capabilities for post-processing technique 
in terms of endoluminal 3D reconstructions and 
multiplanar reconstruction due to near-isotropic 
voxel properties. A three-dimensional study is 
based on the acquisition of a T1-weighted 3D gra-
dient echo sequence with short TR and short TE, 
which provides an almost isotropic voxel. Three-
dimensional (3D) Fourier transform GRE imaging 
has potential advantages over 2D imaging. Com-
pared to traditional 2D GRE sequences, properly 
structured 3D GRE sequences have the capacity to 
provide thinner sections, no gaps, fat saturation, 

higher SNR, and comparable image contrast in the 
same breath-hold time frame. Furthermore, with 
appropriately thin sections and accurate timing, the 

same data set could be used to generate high qual-
ity MR angiograms and thus provide added value. 
Therefore, 3D GRE imaging has the potential to yield 
a comprehensive evaluation of the upper abdomen. 
The recent advancement in terms of parallel imag-
ing acquisition enhance MR capabilities in terms of 
spatial and temporal resolution.

Recently MRI was tested in the evaluation of 
esophageal disorders with interesting results 
especially in the evaluation of motility disorders 
(Panebianco et al. 2006b).

Thanks to the advancement of cardiac MRI, 
ultra-fast sequences with high temporal resolution 
are available on state of the art MR scanners. These 
sequences are represented by cine GRE sequence and 
cine-truFISP sequences that enables the evaluation 
of both esophageal motility and gastric-empty.

Due to high temporal resolution these sequences 
are known as fl uoro-MRI sequences enabling a real 
time evaluation of dynamic processes.

Concerning the small bowel, MRI offers optimal 
diagnostic chances owing to its multiplanar and 3D 
capabilities that are very useful in the investigation 
of small bowel loops that have unpredictable orien-
tation. MR studies of the bowel requires intestinal 
distention that may be easily obtained with oral 
administration of contrast agents.

16.2.3 
Data Processing and Viewing

After data acquisition, images are transferred to 
a dedicated workstation over an Ethernet or an 
Intranet network to be post-processed.

Three-dimensional data sets can be examined 
using different 2D and 3D reconstruction techniques, 
starting with multiplanar reformations along three 
orthogonal axes and in oblique planes.

Three-dimensional reconstructions can be 
obtained by using both surface rendering and 
volume rendering algorithms.

Using an adequate threshold value, all pixels 
other than those of this value are automatically 
removed. Contiguous pixels at the boundary of a 
predefi ned threshold value are modeled as surfaces. 
In SSD, only the fi rst voxel encountered along the 
projection ray that is above a user-defi ned threshold 
is selected as an inner surface of the gastric lumen. 
Computer-produced imaginary sources of illumina-
tion depict surface refl ections that are encoded in 
the image gray scale.
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With volume rendering, more fl exible manage-
ment of the 3D dataset is possible, with generation 
of surface views (similar to surface rendering), 3D 
models, and tissue transition projection images, 
which resemble a “double contrast” barium study 
(Fig. 16.1). The major advantage of volume render-
ing is the entire dataset is preserved, with either no 
or very limited data segmentation, and tissue recon-
struction using different opacity levels.

Using both surface and volume rendering algo-
rithms, virtual endoscopic images resembling con-

ventional endoscopic views are rendered. Color can 
be assigned to simulate expected normal tissue color 
in vivo. In addition, “fl y through” sequences within 
the lumen can be produced by creating a “fl ight 
path”. The camera position along the endoscopic 
path must be defi ned by an interactive display of 
correlated two-dimensional and three-dimensional 
data sets in a multiwindow format, thus assisting 
the virtual endoscopist in establishing the relation 
of anatomic structures located outside the sur-
faces.

c

Fig. 16.1a–d. Volume-rendered images of the stomach. a 2D coronal oblique vision of the entire stomach reformatted image 
showing the gastric lumen distended by low Hounsfi eld value barium suspension. b 2D sagittal image with reference lines 
showing the position of the virtual camera. c Endoscopic view of the internal surface of the stomach with evidence of gastric 
polypoid lesion. d Tissue transition projection image (“virtual double contrast” evaluation of the stomach) showing a well-
distended gastric lumen with clear evidence of the mucosal surface of the gastric antrum

a

d

b
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16.3 
Clinical Applications

16.3.1 
Esophagus

Most esophageal tumors are diagnosed by endos-
copy, with thoraco-abdominal axial CT used to stage 
tumor spread; acquisition of 3D data set permits 
acquisition of three-dimensional modeling, vir-
tual endoscopic images, and conventional axial CT 
information within a single examination.

Realistic 3D reconstructions of the esophageal 
lumen are strictly dependent on good gaseous 
distension of the esophagus above and below the 
tumor. Three-dimensional display of the esopha-
gus provides a readily recognizable image depict-
ing tumor length and location with respect to other 
mediastinal structures and the gastro-oesophageal 
junction, and provides an estimation of longitudinal 
tumor extension (Fig. 16.2); this is useful additional 
information, particularly for stenosing tumors that 
do not allow passage of an endoscope.

The analysis of multiplanar images permits a 
highly reliable defi nition of the degree of perivis-
ceral extension and metastatic involvement, yield-
ing improved locoregional staging capabilities.

The disadvantages of 3D CT of esophageal tumors 
are related to suboptimal distention of the lumen, 
which leads to unsatisfactory reconstructions and 
an inability to differentiate between a non-distended 
normal lumen and a malignant stricture.

Although not the examination of choice, volu-
metric CT might show esophageal diverticula, with 
images comparable to conventional barium studies.

16.3.2 
Stomach

Virtual endoscopy is a valuable technique to detect 
gastric lesions and, when malignancy is suspected, 
to establish locoregional and distant involvement 
within a single examination.

When compared to axial 2D CT, virtual endos-
copy has the advantage of displaying gastric lesions 
as they are seen with conventional gastroscopy, thus 
allowing an accurate categorization according to the 
Borrmann classifi cation. Moreover, with the ability 
to display virtual endoscopic images, there is an 
increased rate in the detection of early gastric cancer 
(EGC), as reported by Lee and Ko 1998b.

When compared to conventional endoscopy, vir-
tual gastroscopy presents several advantages.

Because of its larger fi eld-of-view, virtual endos-
copy enables a more accurate evaluation of lesion 
size; simultaneous availability of endoscopic, mul-
tiplanar, and axial 2D images permits, at the same 
time, local staging of gastric lesions, including the 
depth of parietal and perivisceral extension and the 
detection of lymph node and distant metastasis.

It should also be noted that three-dimensional CT 
is a noninvasive technique, with minimum patient 
discomfort related to gastric distention; conse-
quently, it is associated with higher patient compli-

Fig. 16.2. a Sagittal multiplanar reformation of the esophagus showing a neoplastic stricture (arrow) located at the lower third 
of the esophagus. b Virtual endoscopy view showing endoluminal appearance of the lesion (arrow) within esophageal lumen

a b
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ance. However, compared to colonoscopy, fi beroptic 
gastroscopy is easier to perform and this is one of 
the reasons MR or CT imaging of the stomach are 
not considered ideal methods for detecting pri-
mary tumors. In addition, when a neoplastic lesion 
is detected during fi beroptic endoscopy, the lesion 
is biopsied and the patient could be scheduled for 
surgical treatment without the need for other diag-
nostic examinations.

Virtual endoscopy has several limitations, prima-
rily concerning the inability to detect fl at or small 
lesions or to obtain histologic results. An additional 
limitation is related to ionizing radiation if CT is 
used, but because acquisition time is short and so 
much more useful information is obtained, this dis-
advantage is negligible.

In any case, virtual gastroscopy should be con-
sidered a natural complement to a CT or MR study 
of the upper abdomen when a gastric disease is sus-
pected or when a known neoplastic lesion must be 
staged. At the moment, mainly due to the fact that 
conventional gastroscopy is not invasive as colon-
oscopy, there is no indication to use this imaging 
technique as a primary method for evaluation of the 
gastric lumen.

In the next sections, different clinical results for 
gastric pathologies will be reviewed.

16.3.2.1 
Gastric Carcinoma

The role of CT in advanced gastric cancer (AGC) is 
to detect the primary lesion and to stage the tumor 
accurately. However, assessment of endoluminal 
morphology is limited when using axial images 
alone.

3D images depict gastric wall surfaces in continu-
ity and allow interactive, operator-initiated explora-
tion, navigation, and maneuvering within the inner 
space of the organ, thus demonstrating the tumor 
mass as seen with gastroscopy.

At the same time, the relation to anatomic struc-
tures located outside the surfaces is continuously 
maintained and displayed with reference to the 
position of the viewed segment. The use of 3D or 2D 
pointers assists the operator to locate the lesion pre-
cisely, which could also be useful for mapping the 
tumor before a surgical resection.

In addition, this technique makes it possible to 
record accurately the maximum volume of the mass 
without magnifi cation and the resulting image dis-
tortion; as a consequence, virtual endoscopy may 

be more accurate for measuring gastric lesions than 
conventional endoscopy because of its wider fi eld-
of-view (Kim AY et al. 2005; Lee and Ko 1999c–d).

When virtual endoscopy reconstructions are 
performed, it is also possible to defi ne tumor mor-
phology according to the Borrmann classifi cation 
(Tables 16.3 and 16.4).

Table 16.3. Bormann classifi cation of advanced gastric 
cancer

 I Intraluminal protruding mass
 II Central ulcer within the tumor mass
 III Infi ltrative tumor surrounding the ulcer
 IV Luminal narrowing

Table 16.4. Bormann classifi cation of Early Gastric Cancer

 I Polypoid
 II Superfi cial
  II a Elevated
  II b Flat
  II c Depressed
 III Excavated

Displaying multiplanar and three-dimensional 
reconstructions allows an accurate evaluation of 
perigastric tumor involvement; likewise, the simul-
taneous availability of axial 2D images is mandatory 
for detecting lymphatic involvement as well as dis-
tant metastasis (Fig. 16.3).

The detection of early gastric cancer (EGC) on 
axial CT is generally low With the use of 3D CT, 
not only is the detection rate of EGC over 90%, but 
it is also possible to obtain accurate categorization 
according to the Borrmann classifi cation (Table 16.5) 
(Figs. 16.4–16.6).

In general, 3D CT images of EGC I and II a are 
excellent but those of EGC II b and II c are poor as 
reported by Lee (1998).

Table 16.5. Parameters evaluated by virtual gastroscopy

Location
Dimensions and size
Morphology (according to Borrmann classifi cation)
Extraparietal involvement
Lymphadenopathy
Metastasis

�
�
�
�
�
�
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b

Fig. 16.4a–c. Intraluminal protruding gastric carcinoma 
(Bormann type I). a The vegetating lesion (arrow) is observed 
on the axial CT image; some perigastric lymph nodes (curved 
arrow) are well visible within perigastric fat. b Endoluminal 
view of the same lesion; 3D image shows the morphologic 
features of the lesion (arrow) with a bulky appearance. 
c Virtual gastroscopy fi ndings are confi rmed at conventional 
gastroscopy showing the lesion (arrow) as well as on virtual 
gastroscopy image

a

c

Fig. 16.3. a Enhanced axial CT using water as oral contrast material shows markedly distended stomach with a circumferen-
tial mass (arrow) located at gastric angulus. b Coronal oblique view clearly demonstrate the overall length of the neoplastic 
lesion (arrows) and its relationship with gastric wall and perigastric fat tissue not involved by the tumor

a b



  From the Esophagus to the Small Bowel 231

Fig. 16.6a–d. Bormann 
type III lesion. a The 
infi ltrative tumor 
(arrow) surrounding the 
ulcer is evident on the 
axial image. b Multipla-
nar reformatted coronal 
image better depicts 
the relationship of the 
lesion (arrow) with the 
gastric antrum. c Virtual 
endoscopy view shows 
the lesion (arrow) with 
elevated margins. d Con-
ventional gastroscopic 
appearance of the same 
lesion (arrow)

a b

c

Fig. 16.5. a Ulcerative lesion (Bormann type II) demonstrated on a virtual endoscopy image; radiated folds are clearly evi-
dent. b Pathologic specimen shows similar fi ndings for the gastric ulcer

d

a b
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16.3.2.2 
Other Gastric Lesions

Spiral CT of gastric leiomyoma discloses a well-
demarcated, smooth, round, uniformly attenuated 
endogastric mass. The characteristic indication of 
submucosal tumor on an upper gastrointestinal 
series or gastroscopy is the presence of bridging 
folds over the tumor mass. This sign is not detected 
on the tumor surface with axial CT scanning. On 
virtual endoscopy, bridging folds may be detected 
around the protruding mass. 3D CT produces excel-
lent images of gastric leiomyoma.

Spiral CT of gastric lymphoma discloses a less 
enhanced and a markedly thickened wall or dis-
crete masses. Three-dimensional reconstructions 
also provide an accurate depiction of these fea-
tures.

Finally, a controversial application for virtual 
endoscopy is the benign gastric ulcer, as reported by 
Lee and Ko (1998b) and more recently by Horton 
and Fishman (2003a). In this case, spiral CT is not 
used to detect merely the ulcer crater but also may 
be performed in cases of suspected perforation or 
in cases of diffi cult differentiation from malignant 
ulcers by gastroscopy or barium study. Indeed, 
three-dimensional imaging of the benign ulcer pro-
vides good quality images, and often ulcer craters 
are well visualized, even indicating a surrounding 
condition of gastritis.

16.3.3 
MRI of the Esophagus and Stomach

Nevertheless, there are several experiences in the 
evaluation of organic lesion of esophagus and stom-
ach using tru-FISP and VIBE sequences, the use 
of MRI is limited in the daily practice respect to 
MDCT.

However, recently interesting experiences were 
performed using cine GRE sequences and Tru-FISP 
sequences in the evaluation of esophageal and gas-
tric motility.

MRI is proposed in the evaluation of patient with 
suspected achalasia and diffuse esophageal spasmus 
(Fig. 16.7). In this fi eld there are less chances for the 
post-processing approach. The unique advantage of 
Fluoro-MRI with respect to conventional fl uoros-
copy is represented by the lack of ionizing radiation 
delivered to patients.

16.3.4 
Small Bowel

The small bowel has historically been a diffi cult por-
tion of the gastrointestinal tract to examine because 
of the lack of access via endoscopic methods that 
forces the clinician to rely on clinical impression 
and radiological studies for diagnosis of small bowel 
pathology. Multidetector Computed Tomographic 
Enteroclysis (MDCT-E) and CT Enterography add 
cross-sectional imaging, three-dimensional mode-
ling and virtual endoscopic images to identify small 
bowel pathology to include masses, infl ammatory 
disease, gastrointestinal bleeding of unknown origin, 
and partial obstruction. Compared with the tradi-
tional small bowel follow-through examination, CT 
enterography has several advantages: (1) it displays 
the entire thickness of the bowel wall, (2) it allows 
examination of deep ileal loops in the pelvis without 
superimposition, and (3) it permits evaluation of the 
surrounding mesentery and perienteric fat. CT enter-
ography also allows assessment of solid organs and 
provides a global overview of the abdomen.

Fig. 16.7. Fluoro MRI of the esophagus. Cine-Turbo-FLASH T1 
weighted sequence acquired on coronal plane during inges-
tion of a solution of GD-DTPA (1%) mixed with water showing 
esophageal achalasia. The lack of relaxation of low esophageal 
sphincter (arrow) as well as low third esophageal dilatation 
during ingestion of oral contrast agent is well visible
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16.3.4.1 
Crohn

Conventional abdominopelvic CT has traditionally 
been used to guide the management of extraenteric 
complications of Crohn disease such as abscesses, fi s-
tulas, phlegmon, obstruction, and other extraenteric 
sequelae but has played a minimal role in identify-
ing small bowel infl ammatory disease per se. CT 
enterography identifi es active Crohn disease and its 
complications because of its higher spatial resolu-
tion and its superior capacity in defi ning the full 
extent of bowel wall thickening and the mesenteric 
extent of the disease process. In a single examina-
tion, the full extent of disease can be determined 
in a rapid, noninvasive fashion. The accuracy and 
non-invasive nature of CT enterography make it a 
primary tool in the setting of suspected Crohn dis-
ease (Horton and Fishman 2003b).

Our experience showed that using a 64 row multi-
detector CT and multiplanar projections improve 
the anatomic presentation of the bowel and produces 
fewer images that have orientations similar to those 
of conventional examinations. The axial images were 
always diagnostic, but MPR images were helpful for 
the observer’s confi dence and especially useful for 
demonstration of disease and changes who were not 
accustomed to axial scans.

A well-distended small bowel is mandatory to 
prevent diagnostic error due to empty loops, poorly 
distended bowel segments may mimic mucosal hyper-
enhancement or bowel wall thickening and falsely 
suggest Crohn disease (Zhang et al. 2005; Doerfl er 
et al. 2003). The use of intravenous contrast medium 
is indicated because it allows better defi nition of the 
internal surface of the intestinal wall (Winter et 
al. 1996), especially when evaluating the degree of 
enhancement better identifi cation of small vessels, 
increases anatomic details and relationships, and pro-
vides better differentiation among adjacent structures 
and defi nition of bowel wall thickness and contour 
(Fig. 16.8). In our institution, we scanned the patient 
during peak arterial enhancement as suggested by 
Rollandi et al. (1999) who found that this phase is 
the most appropriate for analyzing the infl amed bowel 
wall and 35 s after we perform a portovenous phase 
where mural stratifi cation appears more clear.

CT is very useful clinically in defi ning and dif-
ferentiating the abnormalities that occur in active 
mucosal and mural infl ammation: mural stratifi ca-
tion mucosal, mural hyperenhancement, edema in 
the perienteric mesenteric fat, and engorged vasa 

recta (Meyers and McGuire 1995; Mako et al. 
2000). Submucosal fat deposition and mural thick-
ening without enhancement or mural stratifi cation 
typically correlate with fi brotic or quiescent disease. 
One limitation of the CT enterography technique is 
that it may fail to depict very mild infl ammation. 
Additionally, CT enterography is more sensitive 
than fl uoroscopic examination in the detection of 
extraenteric fi ndings such as abscesses and fi stu-
las.

That CT enterography helps detect both active 
Crohn disease and small bowel strictures is particu-
larly important now that early reports have shown 
that endoscopic patency capsules may themselves 
precipitate small bowel obstruction (Gay et al. 2005; 
Boivin et al. 2004). In many institutions, capsule 
endoscopic assessment is reserved for patients with 
negative CT examinations in whom clinical suspi-
cion remains.

Radiologists should also know the possible pit-
falls in Crohn diagnosis. Segmental mural hyper-
enhancement can be present in diseases other than 
active Crohn disease, like portal or mesenteric vein 
clot, luminal collapse, backwash ileitis, and short 
gut syndrome. Mural wall thickening is also a non-
specifi c fi nding when seen in isolation and should 
be seen in conjunction with segmental mural hyper-
enhancement (Paulsen et al. 2006). Spasm or col-
lapse of small bowel loops can be especially prob-
lematic because spasm is an early fi nding in Crohn 
disease and collapse is associated with thickening 
and increased attenuation of the small bowel wall. 
In this setting, repeat scanning through the region 
of interest and reliance on extraenteric fi ndings of 
infl ammation such as dilated vasa recta, fi stulas, 
and perienteric infl ammatory changes can be help-
ful (Mazzeo et al. 2001).

16.3.4.2 
Small Bowel Obstruction

The diagnosis of partial small bowel obstructions 
has typically been based on clinical examinations 
and often confi rmed with radiological studies. 
Conventional enteroclysis has been proven to be 
an effective diagnostic tool for partial small bowel 
obstructions (pSBOs) with sensitivity/specifi city of 
89%/100% (Shrake et al. 1991; Maglinte et al. 
1996a). The results for distal pSBO are not as good, 
especially in the pelvis, where loops of bowel and 
the bladder often obscure potential pSBOs, making 
diagnosis diffi cult. Computed tomography has also 
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shown excellent results for high-grade pSBO with 
sensitivity of 89%, but the sensitivity drops to less 
than 50% for distal, low-grade pSBO (Maglinte 
et al. 1996b). Computed tomography-enteroclysis 
(CT-E) has proven results with sensitivity/specifi city 
89%/100%, matching the success of conventional 
enteroclysis (Bender et al. 1996).

The theoretic advantage of CT-enterography is 
the potential to provide a unique perspective on the 
location and relations of the various causes of small 
bowel obstruction not previously available, it also 
has the added benefi t of high-resolution anatomic 
relationship; this not only helps to defi ne the nature 
of the partial obstruction, but it can also serve to 

guide the surgeon to execute more limited and 
better localized surgical incisions for adhesiolysis 
as well as for estimating the length and adequacy of 
unobstructed bowel available for bypass using vir-
tual enteroscopy.

16.3.4.3 
Small Bowel Tumors

Small bowel neoplasms are rare; it is estimated that 
they represent 3%–6% of all primary malignancies 
of the gastrointestinal tract and less than 2% of all 
malignant tumors (Gourtsoyannis and Makò 
1997). Diagnosis is often delayed because of pau-

Fig. 16.8. a Spectrum of segmental mural hyperenhance-
ment of small bowel wall indicating active infl ammatory 
Crohn disease. CT enterogram using low Hounsfi eld volume 
barium suspension shows mural hyperenhancement (arrows) 
of ileal loops with mural stratifi cation within thickened 
bowel wall. b Coronal reformatted image of CT enterogram 
better depicts the overall length of mural hyperenhance-
ment and mural thickening of the wall of the last ileal loop 
associated with active Crohn disease. c Coronal multiplanar 
reformatted 3D image shows engorged vasa recta producing 
comb sign (arrows) involving ileal loops with asymmetric 
enhancement and wall thickening

a

b
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city and non-specifi city of clinical symptoms and 
the small dimensions of the tumor during the early 
stage make diagnosis with conventional barium 
examinations diffi cult. MDCT-E has turned out to 
be a feasibility technique in the diagnosis of intes-
tinal masses, leading to a more confi dent diagnosis 
of malignancy. The analysis of multiplanar images 
permits a highly reliable defi nition of the degree of 
perivisceral extension and metastatic involvement, 
yielding improved locoregional staging capabili-
ties; likewise, the simultaneous availability of axial 
2D images is mandatory for detecting lymphatic 
involvement as well as distant metastasis. The disad-
vantages of 3D CT of small bowel tumors are related 
to suboptimal distention of the lumen, which leads 
to unsatisfactory reconstructions.

The most common small bowel tumors (in 
decreasing order of frequency of occurrence) are 
adenocarcinoma, carcinoid tumor, lymphoma, and 
gastrointestinal stromal tumor. Usually these tumors 
may appear at CT enterography as focal intralumi-
nal masses, focal areas of bowel wall thickening, 
or areas of increased mural enhancement, certain 
appearances suggest particular tumors. A peduncu-
lated or predominantly exoenteric mass suggests a 
gastrointestinal stromal tumor. An exoenteric mass 
combined with adjacent lymphadenopathy or aneu-
rysmal ulceration suggests lymphoma as the pri-
mary consideration (North and Pack 2000). Carci-
noid tumors arise from neuroendocrine precursors 
in the mucosa or small bowel wall and may manifest 
as avidly enhancing polyps (often in the ileum) or 
as enhancing carpet lesions, mimicking the wall 
thickening of Crohn disease. Mesenteric carcinoid 
metastases demonstrate a desmoplastic reaction, 
may contain eccentric calcifi cation, or may be clus-
tered near the mesenteric root, whereas hepatic car-
cinoid metastases are hypervascular and necrotic. 
Adenocarcinomas assume a variety of shapes but 
are generally located in the proximal small bowel 
(Yang et al. 2003).

16.3.4.4 
Others Findings

Studies have shown that MDCT-enterography may 
demonstrate characteristic fi ndings of celiac dis-
ease, including small bowel dilatation, fold separa-
tion, non-obstructing small bowel intussusception, 
and extraintestinal diseases such as adenopathy 
and celiac-associated T-cell lymphoma (Strobl and 
Warshauer 1995). Reversal of the jejunoileal fold 

pattern with villous atrophy in the proximal small 
bowel can be visualized at CT enterography. Jejuni-
zation of the ileum may be particularly noticeable 
on coronal reformatted images.

MDCT-E is not used for the diagnosis or staging 
of ulcerative colitis. Even when radiologic fi ndings 
are present, they are often non-specifi c (Horton et 
al. 2000). Because of the sensitivity of CT enterog-
raphy for Crohn disease, the principal role of this 
modality in patients with suspected ulcerative coli-
tis is to help exclude fi ndings of Crohn disease such 
as small bowel infl ammation.

Another area of interest for CT-enteroclysis is 
small bowel bleeding. Conventional enteroclysis 
has been reported to have a 10% diagnostic yield 
for gastrointestinal bleeds of unknown origin. 
Computed tomography has been reported to be an 
accurate diagnostic tool for bowel arteriovenous 
malformations, but it requires bowel distention for 
an adequate study. The combination of intravenous 
contrast and small bowel distention with methylcel-
lulose/ neutral contrast will give CT-E an advantage 
over either study.

16.3.5 
MRI of the Small Bowel

An adequate small bowel distension is mandatory 
for an accurate study and it is obtained by using 
either oral contrast agent (“MR follow-through”) or 
naso-jejuneal catheter (“MR enteroclysis”).

Major clinical indication is represented by the 
evaluation of patients with suspected Infl ammatory 
Bowel Disease (IBD), in particular in the diagnosis 
and follow-up of patients with Crohn’s disease. MR 
of the small bowel allows an optimal evaluation of 
parietal infl ammatory changes represented by wall 
thickening and contrast enhancement.

The absence of ionising radiation, considering 
the young age of most of the patients as well as the 
frequency of the examinations, is an important 
advantage over other techniques (X-ray and CT 
enteroclysis).

In patients with proved or suspected Crohn’s 
disease, cross-sectional images should be analyzed 
specifi cally for identifi cation and characterization 
of pathologically altered bowel segment.

The core of small bowel evaluation in case of sus-
pected Crohn’s disease is represented by the indi-
viduation of infl ammatory changes of small bowel 
wall.
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Infl ammatory changes of small bowel wall are 
represented by bowel wall thickening and increased 
contrast enhancement.

The normal wall thickness of the small intestine 
is between 1 mm and 3 mm, when the lumen is dis-
tended. Any portion of the bowel wall exceeding 
4–5 mm is considered abnormal. An adequate intes-
tinal distension is mandatory because collapsed 
loops or spastic intestinal segments may mimic wall 
thickening. Small bowel wall thickening is a very 
sensitive, but not pathognomonic sign of Crohn’s 
disease, since it is observed in several other intesti-
nal diseases, like infections, ischemic disorders and 
graft-versus-host disease.

Although superfi cial mucosal lesions are easily 
missed due to inadequate spatial resolution, MR 
imaging is able to detect early infl ammatory changes 
of the bowel wall, based on enhancement following 
intravenous injection of contrast medium.

Two are the patterns of enhancement of a patho-
logic bowel segment: “homogeneous” and “strati-
fi ed”. Homogeneous enhancement is a diffuse trans-
mural enhancement with no recognition of different 
bowel layers. A stratifi cation of the bowel wall (the 
so called “target” or “double halo” appearance) is 
related to mucosal enhancement with hypoenhanc-
ing outer layer.

If T2-weighted and contrast-enhanced T1-
weighted images are simultaneously considered, 
two different patterns can be recognized: stratifi ca-
tion on T2-weighted images (slightly hyperintense 
mucosa and sub-mucosa and hypointense muscular 

layer) associated with transmural enhancement (no 
stratifi cation) on T1-weighted images. This pattern 
is more frequently associated with early stages of 
Crohn’s disease and it is very common in paediatric 
and young adults (Fig. 16.9). Absence of stratifi ca-
tion on T2-weighted images, where the bowel wall 
is diffusely hypointense, due to fi brosis, associated 
with stratifi ed enhancement pattern on T1-weighted 
images. This is typical of long-standing Crohn’s dis-
ease, with fi brosis, or of patients following intense 
medical treatment.

The recognition of a stricture is easy, if consid-
ering that the normal lumen of the small intestine 

is around 2.5 cm in diameter. The presence of a 
pre-stenotic dilatation may help in the diagnosis. 
Extramural abnormalities include fi bro-fatty pro-
liferation, vascular engorgement on the mesenteric 
side of the bowel and mesenteric lymphadenopathy. 
Crohn’s disease from a pathological point of view 
is a chronic granoulomatous infl ammation affect-
ing the bowel wall and extending to the perivisceral 
mesenteric fatty tissue.

16.4 
Conclusions

In conclusion, 3D imaging of the esophagus, stom-
ach and small bowel represents a valuable adjunct 
to conventional cross-sectional imaging, which can 

Fig. 16.9. a Patient with Crohn disease MRI T2 weighted sequences clearly evaluates typical enhancement of bowel wall (arrow) 
b The use of T1 weighted sequence after intravenous administration of contrast agent is mandatory to depict enhancement 
of bowel wall. Using biphasic contrast agents, on T2 weighted images, bowel wall has low signal intensity, included between 
intraluminal contrast agent signal intensity and fat tissue signal intensity. On T1 weighted images, acquired after intrave-
nous administration of , GD-DTPA, hyperintensity of bowel wall is better evaluated between hypointensity of fat tissue (using 
fat-suppressed sequence) and hypointensity of intraluminal contrast agent characterised by low signal intensity

a b
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be easily obtained from both CT and MR datasets 
using dedicated workstations and commercially 
available software. Virtual endoscopy images offer 
a more comprehensive evaluation of the disease 
process from an inner perspective representing a 
potentially interesting compliment to conventional 
endoscopy. From the other hand the use of multi-
planar projections improve the anatomic presenta-
tion of the abdominal organs (esophagus, stomach 
and small bowel) and produces fewer images that 
have orientations similar to those of conventional 
examinations.
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Daniele Regge, Teresa Maria Gallo, Cristiana Laudi, Giovanni Galatola, 

and Vincenzo Tartaglia

17.1 
Defi nitions

CT or MR colonography, fi rst described as virtual 
colonoscopy by Vining in 1994, is a non-invasive 
imaging method that uses CT or MR data sets com-
bined with specialised imaging software to examine 
the colon. Various names have been given to vir-
tual colonoscopy, including CT pneumocolon and 
CT or MR colonography. Since 2002, CT colonogra-
phy (CTC) and MR colonography (MRC) have been 
defi nitively included as standard reference terms in 
medical databases.

17.2 
CT Colonography

17.2.1 
Diet and Bowel Preparation

Adequate bowel preparation is essential for an accu-
rate CTC examination. Individuals undergoing CTC 
should consume a low residue diet, avoiding high-
fi bre food such as fruit and vegetables that produce 
faecal residues. Residual fl uid and solid residues 
may reduce sensitivity and specifi city of CTC. Endo-
luminal fl uid can obscure polyps; solid stool can 
mimic a true polyp and, if present in large quanti-
ties, obscure polyps.

Despite the large amount of published studies 
on CTC, there is no consensus about the optimum 
regimen for bowel preparation. Two commonly used 
bowel-cleansing regimens are polyethylene glycol 
electrolyte (PEG) lavage solution and saline cathar-
tics such as phospho-soda and magnesium citrate, 
both of which are available in commercial prepara-
tions. Table 17.1 details the most common prepara-
tion schemes.
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Several studies have evaluated the effect of these 
two bowel preparations on the amount of residual 
fl uid present within the colon at the time of CTC. The 
standard PEG solution usually leaves a large quantity 
of residual fl uid within the colon that may hamper 
 visibility for the radiologist, but it poses no problems 
to the endoscopist, since fl uid may be easily aspirated 
by the endoscope. Radiologists prefer a “dry” colon, 
such as that produced by phospho-soda and/or mag-
nesium citrate, as this generally results in a smaller 
amount of residual fl uid compared to the electrolyte 
lavage solutions (Macari et al. 2001). Furthermore, 
patients usually tolerate saline cathartics better than 
they do PEG (Kolts et al. 1993; Oliveira et al. 1997).

Complications resulting from the administration 
of sodium phosphate cathartics are uncommon, but 
they have been reported in the literature (Fass et al. 
1993; Ehrenpreis et al. 1996; Vukasin et al. 1997). 
Saline cathartics are contraindicated in patients with 
renal failure and pre-existing electrolyte abnormali-
ties, congestive heart failure and ascites.

The use of cathartic or laxative is, however, an 
unwelcomed discomfort for patients, and rarely 
achieves an optimal cleansing of the colon. Thus, 
some endoscopists have attempted ways to “tag” the 
faecal content of the colon with orally administered 
iodinated contrast media and/or barium (Table 17.2) 
so that solid and liquid residues can be “subtracted” 
during the post-processing phase, which results in 
a potentially optimal virtual cleansing of the colon. 
(Lefere et al. 2002; Pickhardt and Choi 2003; 
Lefere et al. 2005). Faecal tagging improves speci-
fi city through better differentiation between faecal 
residues and tumoural lesions (Fig. 17.1). Faecal tag-
ging without cathartic cleansing (Table 17.2) has 
recently been used on a routine basis and shown to 
signifi cantly improve patient compliance (Bielen et 
al. 2003; Iannacone et al. 2004).

17.2.2 
Spasmolytic Agents

The use of spasmolytic agents is controversial. 
Glucagon does not improve colonic distension; 
compared to Glucagon and placebo, Buscopan  
leads to better colon distension, especially for the 
rectosigmoid, but about 5% of patients complain 
of side effects (Goei et al. 1995; Yee et al. 1999; 
Morrin et al. 2002; Taylor et al. 2003; Bruzzi 
et al. 2003). Furthermore, contraindications exist 
for Buscopan , such as glaucoma, prostatic hyper-
trophy and heart diseases. Another considerable 
disadvantage is the need for obtaining venous 
access, even when unenhanced CT is performed. 
For such reasons, spasmolytic agents are not rou-
tinely recommended for CT colonography; they 

Table 17.1. Standard preparations for CTC

“WET PREP” (lavage solution) “DRY PREP” (saline cathartics)

Low residue diet starting three days before the examination (no fl avoured cheese, condiments, whole-grain bread, crack-
ers, cereals, popcorn, raw fruit, mustard…)

The day before the examination:
� 4 L of polyethylene glycol electrolyte solution between 

3:00 and 7:00 PM
� Liquid diet

The day before the examination:
� 45 ml of sodium phosphate diluted in 200 cc of water at 

8.00 AM and 8:00 PM
� Liquid diet

On the day of examination: nil by mouth.

A bisacodyl rectal suppository is given to the patient immediately before CTC

Fig. 17.1. Axial CT scan through the sigmoid colon. Image 
shows high-density fl uid tagged with iodine (arrows) and a 
15 mm polyp (p) clearly depicted due to its soft-tissue atten-
uation. Two fl uid-fi lled diverticula can be observed on the 
opposite wall (arrow-points)
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may be considered when pain is elicited during 
rectal administration of room air or CO2 and when 
there is insuffi cient colon distension, as may occur 
with diverticular disease.

17.2.3 
Mechanical Bowel Distension

Adequate colonic distension is crucial for high 
quality imaging, and is just as important as a proper 
bowel cleansing. In a collapsed colon, polyps cannot 
be visualised and the narrowed lumen can mimic 
colon carcinomas. Before the patient is placed onto 
the CT table, he is asked to void his bowel. A short 
rectal tube (Fig. 17.2) is introduced in the rectum 
with the patient in right lateral decubitus, and 
room air or CO2 is gently insuffl ated. Room air is 
used most commonly because it is readily available 
and provides reliable colonic distension. Room air 
is an inert gas in equilibrium with the body tis-
sues, thus there is no diffusion gradient across the 
colonic wall, and the patient may develop pain due 
to colonic and small bowel over-distension until 
the air is eventually expelled by peristalsis. CO2 
has been proposed as a valid alternative, as it is 

Table 17.2. Preparations for faecal tagging CTC

Faecal Tagging and 
Cathartic Preparation 
(Pickhardt et al. 2003)

Faecal Tagging with 
Reduced Cathartic Preparation 
(Lefere et al. 2002)

Faecal Tagging without 
Cathartic Preparation 
(Mod. from Iannaccone et al. 2004)

Low residue diet starting three days before the examination (no fl avoured cheese, condiments, whole-grain bread, 
crackers, cereals, popcorn, raw fruit, mustard…).

Two days before the examination:
� 250 ml of barium diluted at 2.1% by 

weight after dinner

---- Two days before the examination:
� 20 ml of diatrizoate meglumine and 

diatrizoate sodium (Gastrografi n ) 
in a glass of water at each of the 
three meals

The day before the examination:
� 250 ml of barium diluted at 2.1% by 

weight at each of the three meals
� 45 ml of sodium phosphate (Phos-

pholax ) diluted in 200 cc of water 
at 8:00 AM and 8:00 PM

� 60 ml of Gastrografi n  diluted in 
water after dinner

The day before the examination:
� 250 ml of barium diluted at 2.1% by 

weight at each of the three meals
� 16.4 g of magnesium citrate solution 

at 6:00 PM
� Four bisacodyl tablets orally at 

6.00 PM

The day before the examination:
� 20 ml of Gastrografi n  diluted in a 

glass of water at each of the three 
meals

On the day of examination:
� 60 ml of Gastrografi n  diluted in 

water 2 h before the test
� nil by mouth

On the day of examination:
� nil by mouth 

On the day of examination:
� nil by mouth

A bisacodyl rectal suppository is given to the patient immediately before CTC

Fig. 17.2. Two balloon rectal tubes commonly used to insuf-
fl ate air in the bowel. Type A) is a 24 French fl exible rubber 
Foley catheter, normally used for bladder catheterization; 
type B) is a large bore rigid plastic tube with multiple lateral 
holes preferred in incontinent patients
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passively absorbed by the intestinal mucosa via the 
lipid phase of the membranes and should therefore 
be promptly eliminated through exhalation, which 
result in better colonic distension (Rogalla et al. 
2000).

Recent studies have confi rmed that automated 
CO2 insuffl ation signifi cantly improves colonic dis-
tension compared to manual insuffl ation; the benefi t 
is greatest in the left colon, particularly in the supine 
position. However, patient acceptance is similar for 
manual and automatic CO2 insuffl ation (Burling et 
al. 2006).

17.2.4 
Scanning and Image Acquisition

Before proceeding to image acquisition, the degree 
of colon distension is assessed on frontal and lateral 
CT scout views; the colon can thus be re-infl ated if 
necessary (Fig. 17.3). CT scanning is performed in 
the prone and supine positions while the patient 
holds his breath, as dual acquisition has been shown 
to signifi cantly improve CTC sensitivity (Fig. 17.4) 
and specifi city (Fig. 17.5) (Fletcher et al. 2000; 
Morrin et al. 2002).

Fig. 17.3a–d. Scouts in the lateral and AP views show how gas distributes within the large bowel in the supine (a,b) and prone 
(c,d) positions. All images are from the same patient. In the supine position gas is displaced anteriorly, and images show 
poor distension of the rectum (a, arrow) and good distension of the transverse colon (b, arrows). Conversely, in the prone 
position gas prevails in those colon segments that are located posteriorly, and images show a distended rectum (c, arrows) 
and a sub-optimally distended transverse colon (d, arrows)

a

c

b

d
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Fig. 17.4a,b. Axial scans thorough the transverse colon in the supine (a) and prone (b) positions with a lung window setting. 
a An 8 mm peduncolated polyp is visible on the anterior bowel wall (arrow); b in the prone position the polyp is covered by 
fl uid. If only prone scans had been performed the polyp would not have been detected

a b

Fig. 17.5a,b. Axial scans through 
the transverse colon in the supine 
(a) and prone (b) positions with a 
lung window setting. Both images 
show multiple fi lling defects pro-
truding within the bowel lumen, 
with markedly inhomogeneous 
patterns alternating soft tissue 
values and air density. Some of 
the defects are in different grav-
ity favoured positions in the 
supine (a, arrows) and prone 
scans (b, arrows). The structural 
characteristics and the mobility 
of the objects are typical of faecal 
residues

a

b
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Multidetector CT scanners are recommended for 
CTC because they allow faster volume coverage and 
thinner collimation, thus reducing motion artefacts 
and increasing resolution on the z-axis. The scan-
ning protocol must be adapted according to the 
clinical context. If colorectal cancer (CRC) is known 
at the time of scanning or detected during the fi rst 
acquisition, CTC must be performed as a regular 
abdominal scan, with intravenous contrast media 
administration and appropriate tube current values. 
In all the other cases a low dose protocol should 
be considered, as higher doses do not provide any 
better diagnostic accuracy (Van Gelder et al. 2002; 
Van Gelder et al. 2004; Zalis et al. 2005). Accord-
ingly, in our routine clinical practice tube currents 
inferior to 50 mAs are now used.

A reasonable balance between slice collimation 
and the smallest size lesion that one wants to detect 
should be considered when planning scan protocols. 
Since there is general consensus that polyp lesions 
smaller than 6 mm are not clinically relevant and 
should therefore not be reported, excessively thin 
slices are probably not necessary. For this reason, 
most protocols suggest a slice collimation of 2–
3 mm, with a 50–70% overlap (Macari et al. 2002; 
Power et al. 2002; Laghi et al. 2003). Very thin slic-
ing does not add information on the z-axis, increases 
the noise-to-signal ratio and, from a clinical point 
of view, may reduce specifi city due to higher prob-
ability of false-positive fi ndings (Embleton et al. 
2003).

17.2.5 
Post-processing and Exam Evaluation

Different multipurpose and specialised software is 
now available for colon evaluation by CT or MR 
data sets.

A simple direct way to examine the colon is by 
panning through 2D images. The 2D interpretation 
technique, advocated by many CTC experts, should 
be performed on a workstation suitable for permit-
ting comparison of supine and prone data sets of 
axial images in both lung and soft tissue settings, 
adding 2D multiplanar reformation if necessary. 
The advantage of this reading technique is that it 
does not require dedicated software and is therefore 
available on most general-purpose workstations. 
Some workstations allow 3D visualisation of regions 
of interest, identifi ed on the 2D multiplanar images, 
by a simple command such as a mouse click; observ-

ing objects in 3D may aid in the differential diag-
nosis; for example, between a thickened fold and a 
polyp (Fig. 17.6).

A second group of software programs extract 
images of the air-fi lled colon, generate an automated 
centreline for luminal navigation and electroni-
cally remove from the images the opacifi ed residual 
fl uid in a routine processing scheme. The diagnos-
tic interface permits a virtual “fl y-through” tour of 
the 3D image, and a rapid correlation with the 2D 
images for any suspected abnormality.

When using a primary 3D interpretation tech-
nique, navigation should be performed in both 
directions to maximise polyp detection unless 
the image is represented in such a way that the 
eye can observe behind obstacles (e.g. folds) as is 
the case with the virtual dissection or unfolded 
cube techniques that will be discussed in the next 
Chapters 19 and 20. The 3D method may be more 
accurate than 2D interpretation, especially for 
smaller lesions, but it is more time-consuming 
(Dachman et al. 1998; Macari et al. 2000; Rex 
et al. 1999).

Although debate continues regarding which ren-
dering technique should be used for primary evalu-
ation, the two techniques are complementary, and 
their combined use increases the CT accuracy.

17.2.6 
Reporting CTC

The fi rst section of a CTC report should contain 
information on patient preparation and exam 
technique, including whether intravenous con-
trast material and/or spasmolytic agents have been 
administered. A description of exam quality should 
follow, and possible causes of incomplete bowel wall 
visualisation should be reported.

Relevant CT fi ndings should be classifi ed accord-
ing to their morphology, size and location. A polyp 
is a structure with soft-tissue attenuation values, 
is attached to the bowel wall and protrudes from 
within the colon lumen (Zalis et al. 2005). Polyps 
may be classifi ed according to their shape as pedun-
colated, sessile or fl at. Peduncolated polyps have 
a stalk (Fig. 17.4), sessile lesions are broad-based, 
and fl at lesions have a vertical elevation from the 
mucosal surface that does not exceed 3 mm. Lesions 
should be positioned in one of the following six 
colon segments: rectum, sigmoid colon, descending 
colon, transverse colon, ascending colon and cecum. 
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The rectum and sigmoid together defi ne the proxi-
mal colon, the remaining four segments the distal 
colon.

Lesion size is defi ned by the single largest diam-
eter measured using a lung tissue setting (1500 HU 
window width; -200 HU window level). Measure-
ment should be performed on the 2D supine or prone 
multiplanar view.

Polyps with a diameter of 5 mm or less are defi ned 
as diminutive lesions. In the majority of cases these 
lesions are hyperplastic and therefore have no 
malignant potential. In addition, adenomas 5 mm 

or less in diameter have a very low risk of evolution 
towards malignancy, and their growth is very slow. 
As a result, the tendency is to not report diminutive 
lesions, in part because doing so may lead to a high 
rate of false-positive fi ndings (Zalis et al. 2005).

Polyps between 6 and 9 mm are defi ned as inter-
mediate lesions. Most of them are eventually found 
to be low-grade dysplasia adenomas, less than 1% 
are found to be harbour invasive carcinomas and 
30% are found to be hyperplastic lesions. Thus, sur-
veillance either with conventional or virtual colo-
noscopy may be a reasonable option in these cases 

Fig. 17.6a–c. Axial scan through the transverse colon in 
the supine position (a) and 3D endoscopic rendering mode 
(b,c). a Two identical fi lling defects on the anterior (arrow-
object A) and posterior wall (arrow point-object B). 3D 
images show that object A is a polyp (b, arrow) and that 
object B is a fold (c, arrows)

a b

c
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unless multiple lesions or a family or personal his-
tory for cancer are present, any one of which sug-
gests referral for colonoscopy.

Lesions 1 cm or larger are defi ned as large and 
should be referred for colonoscopy. Lesions larger 
than 3 cm are defi ned as masses and may be referred 
directly to the surgeon whenever their aspect is obvi-
ously malignant and endoscopy biopsies cannot be 
safely performed (Fig. 17.7).

In the fi nal part of the report the radiologist 
should communicate clinically relevant extraco-
lonic fi ndings and suggest follow-up examinations, 
if necessary. Further issues related to extracolonic 
assessment are reported in the specifi c section.

17.2.7 
Indications and Results

17.2.7.1 
Clinical Practice

Table 17.3 reports the results of the most relevant 
studies on CTC accuracy using conventional colo-
noscopy (CC) as the reference standard. Results 
show that the sensitivity and specifi city of CTC in 
the detection of polyps and cancer is still lower than 
that of CC and that the accuracy of CTC increases 
with size and is highest for polyps 1 cm or larger. 
Therefore, CTC should not be used as a fi rst approach 

Fig. 17.7a–c. Forty-seven year old female with rectal bleed-
ing submitted to CTC. a Axial CTC scan shows circumfer-
ential irregular thickening of a 4 cm segment of the sigmoid 
colon bowel wall (arrow points). b,c Barium enema-like and 
3D endoluminal views show severe stenosis of the involved 
segment and annular vegetations at the proximal and distal 
margins (arrow points). CTC signs were suggestive of CRC 
and the patient was sent directly to surgery, which con-
fi rmed the imaging fi ndings

a

c

b
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alternative to CC, but should rather be considered a 
complementary technique. For symptomatic patients 
with rectal bleeding, anaemia, weight loss or posi-
tive faecal occult blood test (FOBT), CC remains the 
test of choice, as it allows biopsies or polypectomies 
to be performed at the time of the examination.

CTC in symptomatic patients is to be considered 
when colonoscopy can not be completed or carried 
out; this may occur due to mechanical hindrance 
such as pelvic adhesions, in cases of high risk of 
perforation as in complicated diverticular disease, 
when there is an obstruction due to cancer or extra-
colonic diseases, when the cecum cannot be reached 
in extreme dolicocolon conditions, or in patients 
with poor tolerance to colonoscopy in whom heavy 
sedation may be dangerous (elderly patients or 
patients with severe co-morbidity). Such indica-
tions are similar to those of double contrast barium 
enema (DCBE); however, CTC has been shown to be 
both more accurate and better tolerated than DCBE, 
and should be used preferentially whenever avail-
able (Rockey et al. 2005; Taylor et al. 2005; Taylor 
et al. 2006). Furthermore, in cases of obstructing 
colonic cancer, CTC is a valuable tool, as it can be 
conveniently performed at the time of a contrast-
enhanced abdominal CT scan for staging purposes 
to detect synchronous colorectal carcinomas, metas-

tases, and extracolonic lesions, thus avoiding the use 
of another examination because it occurs generally 
by using the less accurate DCBE. In patients on oral 
anti-coagulant therapy, CTC is an option as a fi rst-
approach test to select those patients with an indi-
cation to CC in whom switching to low-molecular 
weight heparin is necessary to proceed with opera-
tive colonoscopy, thus reducing the inherent risk of 
doing so unnecessarily in patients without colonic 
lesions. (Dunn and Turpie 2003).

CTC is also a valid alternative option in elderly 
patients, in whom fi rst-approach CC may result in 
a higher percentage of incomplete examinations 
due to poor bowel cleansing, poor tolerance and 
increased risk of complications.

In symptomatic patients with a clinical suspect 
of diverticular disease, CTC may be preferred to 
CC as it has a lower risk of perforation. Although a 
plain CT abdominal scan may be suffi cient to diag-
nose diverticular disease, it may not be adequate 
for evaluating synchronous polyps or other colonic 
lesions, which are expected in a higher percentage 
considering the old age of most patients; obtaining a 
diagnosis of diverticular disease may be a prelude to 
surgery, and it would be appropriate for the surgeon 
to know about other possible synchronous colonic 
lesions (Lefere et al. 2003; Gollub et al. 2005).

Table 17.3. Sensitivity and Specifi city of CTC: Results of Major Clinical Series

Authors N Pts Inclusion
criteria

Overall
Per-patient SE
(%)

Overall
Per-patient SP 
(%)

Per-patient SE
for lesions more 
than 10 mm (%)

Per-Polyp SE
for lesions more 
than 10 mm (%)

Fenlon et al. 1999 100 3 82 84 96.0 91

Fletcher et al. 2000 180 1,3 - - 85.4 75.2

Hara et al. 2001 283 1,3 - - 78 80

Yee et al. 2001 300 1,2,3 90.1 72 100 90

Laghi et al. 2002 165 1,3 93 - - -

Lefere et al. 2002 100 1,2,3 85 88 100 100

Ginnerup et al. 2003 148 1,3 - - 95.7 92.3

Pineau et al. 2003 205 1,2,3 61.8 70.7 90 77.8

Johnson et al. 2003 703 1,3 - - 64 63

Pickhardt et al. 2003 1233 2 - - 93.8 92.2

Van Gelder et al. 2004 249 1,3 62 31 84 76

Cotton et al. 2004 600 1,3 20.5 90.5 54.8 52

Rockey et al. 2005 614 1,3 - - 59 64

Inclusion criteria: 1, symptomatic patients; 2, asymptomatic patients with average risk for CRC; 3, asymptomatic patients 
with increased risk for CRC (family history, previous polypectomy, etc.); N, number; SE, sensitivity; SP,specifi city
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17.2.7.2 
Screening

CRC is the second most common cause of cancer-
related death and is a major public health concern 
(Bray et al. 2002). CRC develops in more than 90% of 
cases via the adenoma-carcinoma sequence, entail-
ing the progressive transformation of normal to 
malignant cells in a series of stepwise genetic muta-
tions (Jass 2002). As this is a slow process taking 
about 10 years to complete, the vast majority of 
colorectal cancers can be prevented by colonoscopic 
removal of the precursor adenoma (Stryker 1987; 
Winawer et al. 1996). Currently, diagnostic tests 
for colorectal cancer screening are FOBT, DCBE, 
sigmoidoscopy and CC.

In the average-risk general population, yearly 
FOBT starting from the age of 50 years is cost-effec-
tive in reducing colorectal cancer mortality between 
18 and 33% (Mandel et al. 1993; Mandel et al. 
1999; Mandel et al. 2000; Kronborg et al. 1996; 
 Hardcastle et al. 1996). However, FOBT has a low 
sensitivity (20% for adenomas, 40% for cancers) and 
compliance is low if the test is proposed on a yearly 
basis.

DCBE is a viable option but there is concern about 
its low detection rate (48% for adenomas larger or 
equal to 1 cm) and the likelihood that it may even 
miss gross cancerous lesions (Winawer et al. 2000). 
Sigmoidoscopy is less invasive and more acceptable 
than CC, but it does not explore the proximal colon, 
and therefore its “protective” effect is limited (Selby 
et al. 1992; Newcomb et al. 1992; Lieberman et al. 
2001; Segnan et al. 2005).

CC could be the ideal screening test, with a hypo-
thetical preventive effect lasting at least 10 years 
(Lieberman et al. 2000; Winawer et al. 2003; 
Schoenfl ed 2005). However, it carries signifi cant 
discomfort and is not free from complications, thus 
lowering patient compliance with screening pro-
grams entailing CC (Ioannou et al. 2003).

CTC is less invasive and more accepted than CC, 
and has been proposed as an alternative test for 
screening purposes. At the present time, the stud-
ies comparing CTC and CC have shown a wide vari-
ability of results, with “per patient” sensitivities for 
detection of clinically signifi cant lesions (e.g. lesions 
larger than or equal to 1 cm) ranging from 47–100% 
(see Table 17.3). Technology (single/multislice CT, 
collimation, type of software, etc.), operator experi-
ence and relative risk of the target population may 
account for these differences.

As a result, the guidelines issued by most scien-
tifi c societies still underline that before CTC can be 
proposed for population-based screening programs, 
further research needs to be performed (Winawer 
et al. 2003; Smith et al. 2004). Multicentre studies 
are in progress to assess whether CTC is an effec-
tive procedure in screening asymptomatic subjects 
using double check CC as the reference standard.

17.2.8 
Complications

CTC is considered the safest procedure for imaging 
of the whole colon. Despite this, a few cases of colonic 
perforation have been described in the literature. 
The initial two cases have been reported in patients 
with ulcerative colitis and an obstructive lesion of 
the recto-sigmoid junction (Coady- Fariborzian et 
al. 2004; Kamar et al. 2004); recently, perforation 
following CTC has been reported in a subject with-
out known colonic disease (Young et al. 2006).

A retrospective multicentre evaluation has been 
carried out in 11 medical centres in Israel to assess 
the incidence of colonic perforation at CTC (Sosna 
et al. 2006). Seven cases of colonic perforation were 
identifi ed out of a total of 11,870 examinations, 
equivalent to a risk rate of 0.0059%. This value com-
pares favourably with those of DCBE (0.04%) and 
CC (diagnostic 0.06%; therapeutic 0.19%; Williams 
and Harned 1991; de Zwart et al. 2001; Tran et al. 
2001; Dafnis et al. 2001). Six perforations occurred 
in symptomatic subjects and only one in an indi-
vidual undergoing CTC for screening. The mean age 
of the patients was 78 years and in all cases there 
were increased risk factors for colonic perforation: 
left inguinal hernia containing colon, severe diver-
ticulitis, or obstructive carcinoma. Surgical treat-
ment was required in four patients, whereas in the 
remaining three conservative treatment was effec-
tive. A comparable perforation rate (0.005%) has 
been reported in a second retrospective analysis of 
17,067 English patients (Burling et al. 2006b); addi-
tionally, three self-limiting vasovagal episodes and 
one attack of cardiac angina have been reported. No 
deaths related to CTC have been reported in the lit-
erature at the present time.

In conclusion, CTC is a very safe procedure, but 
colonic perforation may occur, especially in symp-
tomatic and elderly patients, particularly if they 
carry a risk condition known to hinder the free pas-
sage of air towards the proximal colon segments.
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17.2.9 
Tolerance

Several investigators have evaluated patient prefer-
ence to different colon examinations. While there is 
no doubt that patients accept CTC better than DCBE 
(Taylor et al. 2005; Taylor et al. 2006), results com-
paring CTC and CC acceptability are controversial 
because they mainly depend on how the procedures 
were conducted. In some studies patients preferred 
CTC (Svensson et al. 2002;  Thomeer et al. 2002; 
Gluecker et al. 2003; Ristvedt et al. 2003). The dif-
fering acceptability rates also depend on whether or 
not deep sedation is used. In studies where patients 
preferred CC, spasmolytic agents were rarely admin-
istered during CTC, whereas most patients undergo-
ing CC received sedation (Forbes and Mendelson 
2000; Akerkar et al. 2001;  Ristvedt et al. 2003). In 
reports where patients favoured CTC, bowel relax-
ants were routinely administered during CTC, while 
sedation or analgesics were less frequently employed 
for CC (Svensson et al. 2002; Thomeer et al. 2002; 
Gluecker et al. 2003; Van Gelder et al. 2004).

Pain during CTC is caused by over-distension of 
the colon. There is evidence in the literature that 
manual or automatic insuffl ation of CO2 reduces 
patient discomfort due to the rapid absorption of the 
gas by the bowel wall, thus increasing exam toler-
ance (Burling et al. 2006; Shinners et al. 2006).

17.2.10 
Extracolonic Findings

CTC entails an unenhanced scan of all the abdomi-
nal and pelvic organs. Thus, fi nding extracolonic 
abnormalities during CTC examinations occurs in 
35–85% of cases (Hara et al. 2000; Edwards et al. 
2001; Ginnerup Pedersen et al. 2003; Gluecker et 
al. 2003; Hellstrom et al. 2004; Rajapaksa et al. 
2004; Pickhardt and Taylor 2006). Extracolonic 
fi ndings are usually classifi ed according to their 
clinical relevance as being of either major, moderate 
or minor importance. Findings of major importance 
include those requiring some form of treatment and/
or further investigations; those of moderate impor-
tance do not require immediate treatment but prob-
ably necessitate further investigations; fi ndings of 
minor importance are considered benign and do not 
require further action. (Sosna et al. 2005). Clinically 
relevant extracolonic fi ndings of major to moderate 
importance are reported in 10–23% of CTC examina-

tions (Pickhardt and Taylor 2006). Unsuspected 
extracolonic malignancies, such as ovarian cancer, 
renal cell carcinoma, lymphomas, lung cancers, ileal 
carcinoid tumour, and tumours of the small bowel 
may be detected at an early stage and result in a 
benefi t for the patients.

Extracolonic fi ndings represent an important 
controversy with regard to low dose CTC, espe-
cially if the examination is proposed for screening 
of asymptomatic individuals. Detection of impor-
tant abdominal and pelvic extracolonic abnormali-
ties may benefi t individuals undergoing CTC, but 
due to the high level of image noise, the defi nition 
of such lesions requires additional studies, thus 
increasing both patient anxiety and cost (Sosna et 
al. 2005).

17.3 
MRI Colonography

The work-up for patients undergoing MRC is simi-
lar to that proposed for CTC. Nevertheless, some 
differences must be taken into account. As for any 
other MRI examination, patients should be screened 
for contraindications to the exam, such as severe 
claustrophobia, presence of cardiac pacemakers or 
metallic implants in critical regions (e.g. brain and 
spinal chord). The presence of hip prostheses, which 
normally is not regarded as a contraindication to 
MRI, may prevent a complete analysis of the rectum 
and sigmoid colon. Therefore, these patients should 
be considered for alternative tests such as CTC.

17.3.1 
Diet and Bowel Preparation

Bowel preparation is necessary prior to MRC; bowel 
cleansing similar to CC can be used, as reported in 
Table 17.1, or “faecal tagging” can be an alterna-
tive. Tagging is obtained by adding a contrast agent 
(usually highly concentrated barium sulphate) to the 
diet in order to modify the signal intensity of the 
faecal material, adapting it to the signal properties 
of the rectal enema. By adopting this preparation 
the faecal material becomes “virtually invisible” 
(Lauenstein 2006). “Faecal tagging” eliminates 
the need for bowel cleansing and makes MRC more 
acceptable to patients (Elwood et al. 1995).
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17.3.2 
Spasmolytic Agents

The administration of spasmolytic agents (e.g. Bus-
copan  or Glucagon), which is controversial for 
CTC, has instead been proven of benefi t for MRC: 
bowel spasms are limited and motion artefacts are 
signifi cantly reduced (Luboldt et al. 2002).

17.3.3 
Imaging Acquisition

Patients should be examined on a 1.5-T MR scanner 
equipped with strong gradient systems. In this way, 
data acquisition can be confi ned to one breath-hold. 
The examination itself is performed with the patient 
either in the prone or supine position. A combination 
of at least two surface coils should be used for signal 
reception to permit coverage of the entire colon. Two 
techniques, “bright lumen” and “dark lumen” MRC, 
have been proposed based on the types of signal 
within the colonic lumen. The latter is generally pre-
ferred, as it offers several advantages.

17.3.3.1 
Bright Lumen

Bright lumen MRC, fi rst described in 1997 (Luboldt 
et al. 1997), is based on the rectal administration of 
water mixed with paramagnetic contrast medium 
(Luboldt et al. 2000). Using the gadolinium enema 
with T1-weighted 3D gradient echo (GRE) sequences, 
the colonic lumen is rendered bright, whereas the 
colonic walls, as well as any disease arising from 
it, remain dark. Once the enema has reached the 
cecum, a 3D dataset of the abdomen encompass-
ing the entire colon is collected. To allow for the 
presence of residual air exhibiting “fi lling defects” 
similar to polyps within the colonic lumen, the exam 
is performed both in the prone and supine position. 
The main limit of this technique is the differentia-
tion between colorectal masses and residual faecal 
material, which can be diffi cult, and in some cases 
impossible.

17.3.3.2 
Dark Lumen

In the “dark lumen” technique the colon is fi lled with 
2,000–2,500 ml of warm tap water using hydrostatic 
pressure after placement of a rectal enema tube or a 

thin fl exible catheter (Lauenstein et al. 2001; Ajaj 
et al. 2003; Schreyer et al. 2005; Scheibl et al. 
2005). The fi lling process can be monitored by the 
acquisition of non-slice select sequences providing 
an update image every two to three seconds.

The acquisition is obtained either with T2-
weighted fat suppressed single-shot sequences (e.g. 
HASTE) or with steady state precession sequences 
(TrueFISP, balanced fast fi eld echo or FIESTA) in the 
axial and/or coronal plane. With these sequences 
the water-fi lled colonic lumen has a high intensity 
signal, whereas the colonic wall and lesions arising 
from it show up as dark fi lling defects (Fig. 17.8a). 
Subsequently, a T1-weighted 3D gradient-echo 
sequence is performed in the coronal plane both 
prior to and 75 seconds after intravenous admin-
istration of gadolinium (Fig. 17.8b,c) (Lauenstein 
2006). The examination can be completed with a 
T1-weighted 2D FLASH sequence in the axial plane, 
which permits assessment of the adjacent abdomi-
nal organs with high image quality.

Dark lumen MRC provides considerable advan-
tages over the bright lumen approach. First, patients 
do not have to be scanned in both the prone and 
supine position because residual air in the colon 
is hypointense on T1-weighted scans and therefore 
poses no differential diagnosis issues with respect to 
organic lesions that are also hyperintense. Second, 
direct analysis of the bowel wall enhancement and 
of parenchymal organs contained within the fi eld of 
view is possible due to the intravenous administra-
tion of paramagnetic contrast material. Finally, the 
cost of the rectal enema, consisting only of tap water, 
is reduced.

17.3.4 
Image Processing

Initially MRC should be read in the multiplanar 
reformation mode, scrolling through the contrast-
enhanced 3D data set in all three orthogonal planes. 
Whenever a mass protruding from the colonic wall 
is detected, the identical part of the colon should be 
analysed on the pre-contrast scan. Increase in signal 
intensity within the mass can aid in differentiat-
ing between residual stool particles and colorectal 
lesions: while colorectal lesions always show strong 
enhancement, residual stools never show any con-
trast uptake (Fig. 17.8b,c).

Evaluation of the T2-weighted scans provides help-
ful information regarding infl ammation processes; 
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visceral oedema is clearly depicted on fat suppressed 
images while pericolic stranding is visible on non-
suppressed images. Virtual endoscopic rendering, 
described in detail in section 17.2, can be applied to 
MRC (Fig. 17.8d) and may improve identifi cation of 
small protruding lesions ( Schoenenberger et al. 
1997).

17.3.5 
Indications and Results

The main indication to MRC is infl ammatory bowel 
disease (IBD) (Koh et al. 2001; Ajaj et al. 2005; 
Schreyer et al. 2005; Rottgen et al. 2006). High 
contrast resolution, obtained by comparing T1-

Fig. 18.8a–d. Fifty-fi ve year old male with positive FOBT submitted to MRC after conventional bowel prep and water enema. 
a A single-shot fat suppressed breath-hold T2-weighted sequence on the coronal plain shows a 3 cm plaque-like hypointense 
lesion protruding within the bowel wall lumen at the sigmoid colon level (arrows). b,c The T1-weighted 3D gradient-echo 
coronal fat suppressed sequence performed both before and 75 seconds after intravenous administration of paramagnetic 
contrast material shows marked enhancement of the lesion, confi rming its neoplastic nature (arrow points). d The 3D endo-
luminal view, obtained from processing of the gradient-echo sequence, allows visualisation of the vegetating component of 
the lesion (arrows). Histology on the biopsy performed during CC showed well-differentiated CRC

a

c

b

d
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weighted scans during intravenous administration 
of paramagnetic contrast material with pre-con-
trast scans, allows clear depiction of infl ammatory 
changes.

Ajaj et al. correctly identifi ed active IBD in 90% 
of colonic segments (Ajaj et al. 2005). Other studies 
have attempted to correlate the severity of infl am-
mation on MRC with CC fi ndings on a per segment 
basis, yielding sensitivity and specifi city values rang-
ing from 53–91% and 71–100% respectively (Koh et 
al. 2001; Schreyer et al. 2005; Rottgen et al. 2006). 
The main limitation of MRC seems to be in the iden-
tifi cation of subtle infl ammatory changes. This is 
probably due to the insuffi cient spatial resolution 
of the technique when infl ammation is limited to 
the mucosal layer (Ajaj et al. 2005). In conclusion, 
CC remains the primary test for diagnosing IBD, as 
biopsies of the intestinal wall need to be performed 
in such cases. For its low invasiveness, MRC can be 
proposed as a way to monitor treatment.

Another indication for MRC is the early diagnosis 
of colorectal neoplasia. MRC is an appealing alter-
native to CTC due to its excellent soft tissue contrast 
and lack of ionising radiation exposure. The per-
patient sensitivities and specifi cities are reported 
for most important clinical series in Table 17.4. 
These preliminary results show good specifi city but 
a wide range of sensitivity, due at least in part to the 
technical differences between studies. While these 
results are encouraging, MRC still has several dis-
advantages, such as its limited spatial resolution, 
long acquisition times and susceptibility to motion 
artefacts, which still needs to be addressed before it 
can be proposed in a routine clinical setting or for 
secondary prevention. 

MRC has also been used to assess diverticular dis-
ease. In a preliminary study performed by Schreyer 
et al., sigmoid diverticula were always correctly 
diagnosed at MRC (Schreyer et al. 2004). Similarly 
Ajaj et al. reported sensitivity and specifi city values 
in detecting sigmoid diverticulitis of 86 and 92%, 
respectively (Ajaj et al. 2003). In this clinical setting 
MRC can also depict signs of extracolonic involve-
ment (fi stulae, conglomerate tumours and abscesses) 
thus representing a valid alternative to CTC.

17.4 
Future Perspectives

The main challenge of colonography techniques 
relates to their potential use in mass screening pro-
grams. To increase its appeal, CTC, and in the long 
run possibly also MRC, will have to improve accep-
tance so that suffi ciently high compliance rates can 
be reached. To do this it will be necessary to reduce 
the burden of preparation, using gentler schemes 
that do not require laxatives and which involve less 
preparation, with better-tasting oral contrast mate-
rial for faecal and fl uid tagging. The widespread use 
of CO2 instead of air may reduce pain from colon 
distension, and low dose protocols should be imple-
mented in order to reduce radiation hazards.

Further prospective multicentre studies with 
suffi cient statistical power need to be performed to 
assess sensitivity and specifi city in average risk or 
higher risk individuals before CTC can be proposed 
for screening, as no defi nitive information has yet 

Table 17.4. Sensitivity and Specifi city of MRC: Review of Major Clinical Series

Authors N Pts Inclusion
criteria

Overall
Per-patient SE 
(%)

Overall
Per-patient SP 
(%)

Per-patient SE 
for lesions more 
than 10 mm (%)

Per-polyp SE 
for lesions more 
than 10 mm (%)

Luboldt et al. 2000 117 1 47 81 93 -

Lauenstein et al. 2002 24 1 91.7 100 - -

Ajaj et al. 2003 120 1,3 84.6 100 - -

Leung et al. 2004 156 1,2,3 86 97 40 28.6

Ajaj et al. 2004 55 1,3 88.9 100 - -

Hartmann et al. 2005 92 1,2 89 96 100 100

Goehde et al. 2005 42 1,3 29.4 92 50 -

Inclusion criteria: 1, symptomatic patients; 2, asymptomatic patients with average risk for CRC; 3, asymptomatic patients 
with increased risk for CRC (family history, previous polypectomy, etc.); N, number; SE, sensitivity; SP, specifi city
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emerged from the available literature. If ongoing 
and new studies yield controversial or unsatisfac-
tory CTC performances, then another possibil-
ity must be explored. Computer aided diagnosis 
(CAD) has recently been tested on a large series of 
patients from a screening population, giving sen-
sitivity values similar to those of double check CC 
(Summers et al. 2005). This tool has also been evalu-
ated as a second reader: adding polyps detected by 
CAD to those detected by the radiologist results in 
signifi cantly higher sensitivity values compared to 
separate readings (Summers et al. 2002; Taylor et 
al. 2006). Therefore, interestingly, CAD apparently 
may recognise polyps not observed by the radiolo-
gist and vice-versa.

In the long run, if adequate mathematical algo-
rithms are implemented for automatic segmenta-
tion, candidate selection and digital subtraction of 
tagged fl uid, and if artifi cial neural networks will 
effectively improve training and near 100% sensitiv-
ity, CAD schedules could be proposed as fi rst read-
ers. In this way, the reading time may be reduced 
and perception errors – more likely to occur in 
screening populations due to the high rate of nega-
tive tests – may be avoided, thus increasing the cost-
effectiveness of CTC and making it an attractive test 
for secondary prevention programs.
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18.1 
Introduction and Medical Background

Colorectal cancer represents the third most com-
monly diagnosed cancer and is the second leading 
cause of cancer deaths in the United States (Gazelle 
et al. 2000). In addition, colorectal cancer is respon-
sible for about 11% of all new cancer cases per year 
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(Gazelle et al. 2000). Five-year prognosis is about 
90% for patients with localized disease compared 
to 60% if there is a regional spread and a drop to 
10% in patients with distant metastasis (Gazelle et 
al. 2000). In the fi eld of medicine there is a widely 
accepted opinion that most colorectal cancers arise 
from pre-existent adenomatous polyps (Johnson 
2000). Therefore, different societies, such as the 
American Cancer Society, have proposed screening 
for colorectal cancer (Byers et al. 1997; Winawer 
et al. 1997). Today, different options exist for detec-
tion of colorectal cancer, including digital rectal 
examination, fecal occult blood testing, flexible and 
rigid sigmoidoscopy, barium enema and its variants, 
colonoscopy and recently computed tomography or 
magnetic resonance-based virtual colonography 
(Gazelle et al. 2000). All have inherent advantages 
and disadvantages. Colonoscopy is regarded as the 
gold standard for colonic investigations, but unfor-
tunately it can only be completed in about 85–95% of 
patients. But with colonoscopy only the retrograde 
viewing direction is possible, thus making detection 
of small polyps on the aboral side of colonic folds 
diffi cult. In addition, the anatomic distribution of 
colorectal cancer has changed over the years. In 
the 1940s cancer of the rectum and sigmoid colon 
accounted for 65–80% of all colorectal cancers, 
compared to 52–61% within the last 30 years. Con-
secutively, the number of cancers in the proximal 
colon has increased, which is possibly related to the 
increasing number of cholecystectomies (Gazelle 
et al. 2000).

If screening for colorectal cancer is considered, 
the chosen investigation should allow assess to the 
whole colon in all patients, and the whole colonic 
surface should be possible to inspect. Cross-sec-
tional imaging modalities like helical computed 
tomography or magnetic resonance tomography, 
together with appropriate image post-processing, 
could represent a perfect screening tool, fulfilling 
all the above-mentioned conditions. In 1994 Vining 
and Gelfand reported their experience of apply-
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ing methods of virtual reality to helical computed 
tomography in order to produce endoluminal views 
similar to colonoscopy (Johnson 2000). Today, CT 
colonography refers to a helical computed tomog-
raphy investigation, where the colon is fully pre-
pared and distended by room air or carbon dioxide 
( Johnson 2000). Afterwards, offl ine post-processing 
of the axial computed tomography is done by gener-
ating 2D and 3D reconstructions, including virtual 
endoluminal views of the colonic surface (Johnson 
2000). To overcome the problem of missed polyps on 
the oral side of the colonic folds, ante and retrograde 
views are generated (Lefere et al. 2006; Pickhardt 
et al. 2006). Alias names like virtual colonoscopy, 
virtual endoscopy, 3D endoscopy and CT colonogra-
phy have been abandoned in favor of CT colonogra-
phy or MR colonography (Johnson 1998).

Since the generation of all these views is a time-
consuming task, new and faster image processing 
algorithms, as well as alternative display techniques 
like virtual pathology, Mercator map projection 
and panoramic projections, were developed and are 
under evaluation (Johnson 2000). Today it is not 
clear which type of 3D reconstruction is preferable 
(Pickhardt 2003; Burling et al. 2006; Rottgen et 
al. 2005).

The technical background and image recon-
struction for another display technique called vir-
tual dissection will be described within this chap-
ter. Using this technique the colonic surface will be 
automatically extracted from CT data, stretched, 
then flattened. Example images, derived from both 
an artificial phantom and a cadaverous one, will be 
shown. All image reconstructions were computed 
from multirow detector computed tomography 
(MRDCT) data. The individual steps are described 
in the following section. Two different image pro-
cessing approaches will be presented, as well as the 
preliminary results and conclusions.

18.2 
Methods

18.2.1 
Workflow

Different steps have to be undertaken to obtain a 
virtual dissection of the colon. After MRDCT scan-
ning, the reconstructed, overlapping slices were 

transferred by the hospitals network to graphical 
laboratory computers. At the segmentation step 
(Sect. 18.2.2.1) the interesting structure within the 
abdomen, e.g., the colon, was defined. The following 
skeletonization (Sect. 18.2.2.2) enabled the extrac-
tion of the colonic central path. Using the central 
path, two different approaches were used to perform 
a virtual dissection: 2D flattening (Sect. 18.2.2.3) 
and a 3D local flattening approach (Sect. 18.2.2.4). 
A workflow schema can be seen in Figure 18.1. 

Fig. 18.1. Workflow scheme

18.2.2 
Image Processing

18.2.2.1 
Segmentation – Fuzzy Connectedness

A vast amount of literature exists on image segmen-
tation techniques. Many different approaches were 
investigated for segmenting images of different body 
regions from different imaging modalities. Their 
accuracy and reproducibility in some applications 
is not satisfactory or may not even be known. These 
are, however, very important factors that need to 
be taken into account when devising a method for 
actual practical use.

After some quick experiments with “simple” 
techniques (a 3D generalization of region growing 
and manual drawing augmented by splines) it was 
found that, although the object of the study (i.e. the 
colon) is clearly defined in the CT images, the results 
produced by these techniques were not well repro-
ducible and the processes were ineffi cient (regarding 
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the amount of the necessary human interaction and 
the way human input is required). Since this is the 
very first step in the post-processing operation line 
of our project, everything depends on the segmen-
tation results. Therefore, a validated, accurate and 
highly reproducible method should be used to avoid 
problems later in the process. This is what made us 
decide to utilize the segmentation method using 
fuzzy connectedness (Udupa and Samarasekera 
1996; Udupa et al. 1994).

Images are inherently fuzzy. Their inhomogene-
ity is partially due to the graded composition of the 
material being imaged and to the imaging process 
itself (e.g. blurring, partial volume effects). Fuzzy 
connectedness captures this fuzziness, as well as 
the spatial coherence of the voxels in a well-defined 
manner. It has a mathematically formulated theory 
proving its robustness. This framework and the 
algorithms have now been successfully applied 
extensively on thousands of 3D volumes in several 
routine clinical applications (Udupa et al. 2000).

The fuzzy connectedness method has a proven to 
have a high rate of reproducibility and is very effi -
cient regarding user intervention and computational 
requirements. In our case (i.e. segmenting the colon 
from a 3D CT image volume) air has a well-defined 
range of Hounsfield units, so the parameters for 
fuzzy affi nities required by the method may be set 
once and then used for all studies without per-study 
training. The user specifies the rectangular volume 
of interest (VOI) using a GUI, as well as one (or a few, 
if necessary) “seed points” within the colon for seed-
ing the fuzzy connected objects. The VOI operation 
is to reduce the data volume to be processed by the 
fuzzy connectedness method, as well as to exclude 
unwanted regions from the processing volume that 
would otherwise make several additional post-pro-
cessing steps necessary. The seed points are specified 
by clicking on voxels “deep” inside the colon in order 
to avoid the uncertain regions near the boundary. 
Generally, a single seed point is suffi cient; however, 
several points may be specified if necessary.

Fuzzy connectedness is a very robust segmenta-
tion technique that effectively handles inhomoge-
neity (coming from both tissue properties and the 
imaging procedure). It is also robust against the 
selection of seed points (if boundaries are avoided). 
Since the only user input (apart from the VOI selec-
tion) is the seed specification, and all other param-
eters are fixed, our segmentation inherits the repro-
ducibility and effi ciency of the fuzzy connectedness 
method.

Since an absolute fuzzy connectedness is used and 
a single object is segmented, the uncertain boundary 
regions (due to partial volume effects) are not cap-
tured by the fuzzy objects; therefore, the segmenta-
tion was too tight (uniformly along the entire object) 
according to the physician’s opinion. A 3D dilation 
using a 3 × 3 × 3 structuring element is applied to 
the segmented fuzzy connected object, thus making 
it better fit the observer’s expectations. Finally, the 
segmented binary 3D volume is transformed into 
cubic voxels by linear interpolation because some 
of the successive steps (e.g. skeletonization) require 
isotropic data.

18.2.2.2 
Skeletonization

The notion of skeletonization was introduced by 
Blum (1964) as a region-based shape feature/descrip-
tor that summarizes the general form of objects/
shapes. An illustrative definition of the skeleton 
is given using the prairie-fire analogy: the object 
boundary is set on fire and the skeleton is formed by 
the loci where the fire fronts meet and quench each 
other. This definition can be naturally extended to 
any dimension.

During the last two decades, skeletonization (i.e. 
extracting skeleton from digital binary images) has 
become a challenging research field. Three major 
skeletonization techniques have been proposed: the 
distance transform method, the method based on 
Voronoi diagrams and the iterative object reduction 
method, also called “thinning”.

Thinning is preferred, since it is fairly fast and 
capable of producing a good approximation to the 
skeleton in a topology-preserving way (Kong and 
Rosenfeld 1989). It is based on digital simulation 
of the fire front propagation: border points (i.e. 1’s 
that are adjacent to 0’s) of a binary object that sat-
isfy certain topological and geometrical constraints 
are deleted in iteration steps. The entire process is 
repeated until only the “skeleton” is left. In 3D, there 
are two major types of thinning: surface thinning 
produces the medial surface of an object (by pre-
serving surface end-points) while curve thinning 
can extract the medial lines of an object (by pre-
serving line end-points) (Palágyi and Kuba 1999). 
It is easy to see that the skeleton of a 3D object may 
contain surface patches; therefore, surface thinning 
produces a better approximation to the skeleton 
than curve thinning does. Despite this, in cases of 
“near tubular” 3D objects (e.g. airway, blood vessel 
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and gastro-intestinal tract) medial lines provide 
more reasonable shape features.

An already published sequential 3D thinning 
algorithm (Palágyi et al. 2001) is applied to extract 
the medial lines from the segmented colon.

18.2.2.3 
2D Flattening Approach

As a first approach for colonic virtual dissection, 
a transformation of the problem from 3D to 2D 
was done in the following way. After obtaining the 
central path by skeletonization (as described in 
Sect. 18.2.2.2) the 3D cross-sectional profile orthog-
onal to the central path was calculated. Care is taken 
to sample enough cross-sections along the central 
path; in our experience 1.0 mm is suffi cient. Because 
of the structure of the colon, nearby cross-sections 
may conflict and, as a result, polyps may be missed 
or counted multiple times. Wang et al. tried to solve 
this problem by using electrical field lines gener-
ated by a locally charged path (Wang et al. 1999; 
Wang et al. 1998). To avoid this conflict, the angle 
between two inter-sectioning cross-sectionals was 
interpolated and recalculated iteratively until the no 
intersection occurred. Then, the segmented colon 
was remapped into a new gray-level 3D data volume. 
Data at every degree of the cross-section were put 
into a new 3D volume (constant angle sampling).

The result is a virtually stretched and flattened 
colon. Figure 18.2a shows an orthogonal cross-sec-
tion of the colon before flattening, and Figure 18.2b 
shows the same cross-section after flattening. The 
flattening process is also illustrated in the fi gures. 
The obtained 3D data volume contains the virtually 
stretched and flattened colon. For visualization of 
the colonic surface after stretching and flattening, 
both volume and surface rendering techniques were 
implemented.

18.2.2.4 
3D Local Flattening Approach

The method presented in this section (Vilanova 

Bartrolí et al. 2001) does not generate a flat model 
of the whole colon, but allows the inspection of 
locally flattened regions in such a way that double 
counting of polyps does not occur.

The presented method involves moving a camera 
along the central path of the colon. The central path is 
calculated using a thinning algorithm. Afterwards, 
the path is approximated by a B-spline curve.

For each camera position, a small cylinder tangent 
to the path is defined. The middle point of the cyl-
inder axis corresponds to the camera position. Rays 
starting at the cylinder axis and orthogonal to the 
cylinder surface are traced (see Fig. 18.3). For each 
ray, direct volume rendering compositing is used to 
calculate the color that corresponds to the cylinder 
point where the ray was projected. Finally, the col-
ored cylinder with the sampled rays is mapped onto 
a 2D image by simply unfolding the cylinder. The 
cylinder axis must be short enough that it does not 
penetrate the surface of the colon. This can be done 
by taking the distance of the path to the organ sur-
face into account.

The result is a video where each frame shows the 
projection of a small part of the inner surface of 
the organ onto the cylinder. If the camera is moved 
slowly enough the coherence between frames will 
be high and the observer will be able to follow the 
movement of the surface.

In the presented method, possible double sam-
pling of polyps emerges between frames. How-
ever, it does not cause a double counting of polyps 
because the human brain is able to track the polyp 
movement due to the coherence between frames. 
Moving along the central path in such a high curva-
ture area, a polyp might move up and down (due to 

Fig. 18.2a,b. An orthogonal cross-section (a) before flattening and (b) after flatteninga

b
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double sampling) but is clearly identified as a single 
object.

The proposed projection is illustrated in 
Figure 18.3. A cylinder C(h, ) is defined for each 
camera position. This cylinder is colored by tracing 
rays orthogonal to the cylinder surface (i.e., project-
ing a region of the surface onto the cylinder). Then 
the cylinder is mapped to the final image I(u, v) by a 
simple mapping function f :(h, )  (u, v). 

18.2.2.4.1 

Constant Angle Sampling

The sampling distance (i.e., the distance between 
two consecutive rays) in the h-direction is constant, 
and it must be at most half of the size of a voxel (see 
Fig. 18.3). In this way the Nyquist frequency in the 
h-direction is preserved.

For each h-value the rays are traced in radial 
directions with respect to the cylinder axis. The rays 
are diverging from each other, so the volume data is 
not sampled uniformly if the incremental angle is 
constant. Furthermore, features can be missed.

18.2.2.4.2 

Perimeter Sampling

Perimeter sampling represents another way to 
sample the surface uniformly. In this method, a 
constant sample length (l) is defined. l must be 
half the size (at most) of a voxel in order to main-
tain the Nyquist frequency and therefore to not 
miss any important feature. l should have the same 
value as the sampling distance in the h-direction 
to preserve the ratio, or proportion, in the final 
mapping.

The algorithm incrementally calculates the ray 
directions that are in the plane defined by a certain 
value of h. The angle between the current ray and the 
next one is computed such that the length of the sur-
face sample that the current ray represents equals l 
in the -direction. The first ray is traced along an 
arbitrary angle, 0, which must be the same for all 
camera positions. ri is defined as the distance from the 
cylinder axis to the surface point hit by the ray. The 
surface sample length in the -direction that a ray 
represents is approximated by the arc with radius ri. 

r2l1

l2

r1

l

l l

r1

r2

r3

α α

Fig. 18.4. a Constant angle sampling. Different surface lengths are represented by the same length in the 
cylinder. b Perimeter sampling: same length but different angle

a b

Fig. 18.3. The projection procedure. A region of the surface is projected to the cylinder C(h, ). Then the cylinder is mapped 
to the image I(u, v)

h u

vα

C(h, ) I(u,v)
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Therefore, the value of the angle increment for the 
next ray is estimated as l⁄ri radians.

In this case, the mapping function maps the con-
tours and also the surface of the generalized cylin-
der uniformly. Moving along the central path, con-
tours of varying length are represented by varying 
numbers of rays. This results in the fact that in the 
v-direction (horizontal scanlines) typically only 
part of the pixels are covered by an unfolded con-
tour in the mapping to the image plane. The pro-
jected points that correspond to the rays at angle 

0 are positioned on a vertical line in the center of 
the image. Then, from left to right the ray values are 
mapped to the image until the perimeter length is 
reached.

This projection has the area preservation prop-
erty, i.e. the relative sizes of surface elements are 
preserved in the image plane and do not depend 
on the proximity of the cylinder axis to the surface. 
On the other hand, a distortion is introduced with 
respect to the h and -direction, so the angles are 
not preserved anymore. There is no distortion at the 
vertical center line of the image, but the distortion 
increases progressively when moved to the left and 
right.

18.2.2.4.3 

Image Enhancement

Using the distance of the hit surface point to the 
cylinder axis ri, a depth image can be generated. 
This depth image, together with the shaded image, 
represents a height field, similar to a landscape in 
topography. A good way to visualize landscapes in 
topographical maps is by showing level lines, where 
each line corresponds to a level of depth. The level 
lines improve the perception of depth and surface 
changes of the map. The level lines are also drawn as 
an enhancement of the shaded flattened image. They 
are generated based on the technique described by 
Saito and Takahashi (1990).

18.2.3 
Phantoms

To test the algorithm, both an artificial and cadav-
erous phantom were created. Each phantom was 
scanned using a multirow detector CT (GE Light-
speed QXI, GE Medical Systems). A collimation of 
2.5 mm and a high quality pitch were selected. Scans 
were reconstructed using the manufacturer’s stan-

dard reconstruction program with a slice thickness 
of 1.25 mm, an increment of 0.5 mm and a matrix 
of 512 × 512. Thus, the resulting in-plane pixel size 
was 0.585 mm.

18.2.3.1 
Artificial Phantom

An artificial phantom was created by putting small 
plasticine beads into a plastic tube. In that way, six 
polyps were created. A photograph of one of the ends 
of the tube is shown in Figure 18.5.

18.2.3.2 
Cadaverous Phantom

The second phantom consisted of a 50 cm-long 
part of a normal, cadaverous colon. The bowel 
was cleansed and 13 artificial polyps were created 
using fat tissue. After room air inflation, the speci-
men was placed in a 5-l water bath containing 5 ml 
Gastrografin  (Schering, Austria) solution. In this 
way the attenuation of the human abdomen was 
simulated. A photograph of the phantom can be seen 
in Figure 18.6. After CT scanning, a real dissection 
was performed and compared visually to the com-
puted virtual dissection. Moreover, the real size of 
the polyps were measured using a sliding calliper. 
Details can be found in Table 18.1. 

Fig. 18.5a,b. Parts of the tube phantom with inbedded plas-
ticine beads

a

b
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18.3 
Results

18.3.1 
Artificial Phantom

The artificial phantom contains six simulated polyps 
placed in the two ends of the plastic tube. The result 
after segmentation with its central path is shown 
in Figure 18.7a. Figure 18.7b depicts the computed 
virtual dissection using the 2D flattening approach. 
The two polyps can be clearly seen. The other parts 
of the phantom is presented in a similar way. The 
four polyps are  placed in this end of the tube can be 
seen clearly on the reconstructions (see Figs. 18.5b 

Fig. 18.6. Photograph of the cadaverous phantom

Table 18.1. Real size of created polyps

Polyp number Size (mm) 

1 8.6 × 5.5 

2 3.9 × 5.0 

3 3.5 × 2.5 

4 5.7 × 7.0 

5 4.6 × 3.8 

6 6.01 × 7.7 

7 2.6 × 2.6 

8 3.4 × 3.4 

9 5.8 × 4.1 

10 8.6 × 5.2 

11 11.8 × 9.0 

12 6.9 × 4.9 

13 11.2 × 7.5 

Fig. 18.7. a Transparent 3D model with the cental path. b The 
inner surface after virtual dissection using the 2D flattening 
approach

a

b

Fig. 18.8a,b. The other end of the artificial phantom. a Trans-
parent 3D model with the cental path. b The inner surface 
after virtual dissection using the 2D flattening approach

a

b
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and 18.8). All the polyps can be clearly detected on 
the images after virtual dissection (see Figs. 18.7b 
and 18.8b). The polyps appeared on virtual dissec-
tion as bumps.

18.3.2 Cadaverous Phantom

In the case of cadaverous phantoms, a total of 13 
artificial polyps were created using fat tissues. Fig-
ure 18.9a exhibits the surface-rendered 3D recon-
struction of the segmented colon, and Figure 18.9b 
presents the same binary object with its central 
path as a transparent 3D model. In Figure 18.10 the 
appearance of the created polyps on axial and vir-
tual endoscopic views can be seen.

After scanning, a real dissection of the colon was 
performed, and the polyps were marked with small 
white arrows (see Fig. 18.11). Figure 18.12 presents 
the inner surface of the cadaverous colon after vir-
tual dissection is performed using the 2D flattening 
approach. Figure 18.13 shows a frame obtained by 
the 3D local flattening approach using the two pre-
sented sampling techniques. An example of image 
enhancements achieved by the level lines method is 
shown in Figure 18.14.

With both techniques – the 2D flattening 
approach and the 3D local flattening approach – all 
13 artificially created polyps appeared as folds or 
bumps and could be identified by visual inspection. 
In our preliminary experience on surface-rendered 
views the polyps could be seen more easily. The time 

2 6 8

Fig. 18.10. Three representative polyps shown on axial CT scans (upper row) and the same polyps presented on virtual 
endoscopic views (lower row)

Fig. 18.9a,b. The cadaverous phantom. a Surface-rendered 
image of the segmented colon. b Transparent 3D model 
showing the central path obtained by skeletonizationa

b
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Fig. 18.11. Dissection of the cadaverous 
colon phantom

Fig. 18.12. Virtual dissection of the 
cadaverous colon phantom using the 
2D flattening approach

4

8

12

3

5

6

7

12

9

10
11

13

Fig. 18.13a,b. A frame derived from the 3D local flattening approach: a Resulting image of the projection technique using 
constant angle sampling. b Same camera position as a, but with a perimeter sampling

a b

Fig. 18.14a,b. Image enhancement for the 3D local flattening approach. a Level lines with color codes indicating the depth. 
b Combination of the level lines and shaded image

a b
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needed for generation of the virtual dissection views 
was 10 min. for the operator and about 2 h of offl ine 
computing for the workstation.

In addition, an application has been developed 
for the 3D local flattening approach as presented in 
Section 18.2.2.4. The result of the method is a video 
where each frame corresponds to a flattened area of 
the colon. The application allows the physician to 

easily associate the frames of the video with its cor-
responding region in the original volume data. The 
application consists of different visualization tech-
niques shown in separated windows whose interac-
tion is connected to one another.

One window shows the consecutive flattened frames 
of the video. The current camera position corresponds 
with the frame shown at the moment. An overview 

Fig. 18.15. Interactive application for evaluation of virtual dissection using the 3D local flattening approach. Seven different 
windows are shown on the computer screen: left upper corner: virtual dissection of the colon using the 3D local flattening 
approach (constant angle sampling). The red vertical line depicts the position of the virtual camera, which is used for 
anatomic cross-referencing on the ohter views. Upper right corner: magnified view from the left. Middle row, center: view 
from above. Middle row, right: virtual endoscopic view. Lower row: axial CT slice and multiplanar reconstructions (coronal, 
sagittal) at the position of the virtual camera. Whenever the position of the virtual camera is moved upwards or downwards 
with the cursor keys, all windows are updated automatically
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image is generated using the horizontal center lines of 
each frame. In the overview image, the current camera 
position is indicated by highlighting its corresponding 
horizontal center line. The overview image is incorrect 
since the cross-sections that correspond to each line 
intersect each other, but the image gives enough con-
text information to orient the user. Furthermore, there 
are three windows that show the three orthogonal 
planes corresponding to the three coordinate planes of 
the current camera frame. These planes are generated 
using multiplanar reconstruction.

A window showing a common perspective view of 
the data set is also present. This window is updated 
with the current camera frame each time the frame 
changes. If the user clicks in an area of the flattened 
frame, the perspective camera view is updated. The 
camera of the perspective view points to the same 
area that has been clicked in the flattened frame.

The relationship between windows and different 
visualization techniques provides an applicable tool 
for inspection of the data set. An example screen-
shot can be seen in Figure 18.15.

18.4 
Preliminary Medical Evaluation

On the virtual dissection view, three experienced 
radiologists rated the 13 polyps of the cadaverous 
phantom. Altogether three polyps were missed – 
details can be found in Table 18.2. All missed polyps 
exhibited a size of less than or equal to 5.0 mm, and 
can be regarded as clinically insignificant. All raters 
agreed on 11 polyps (10 correctly identified, 1 false 
negative polyp), thus indicating an interobserver 
agreement of 84.6%.

18.5 
Conclusion

In both fiber-optic colonoscopy and CT colonog-
raphy, polyps behind colonic folds may be not 
seen at standard oral views due to the structure 
of the colon. Further endoscopic views visualize 
only a small part of the inner colonic surface. 
The technique of virtual dissection avoids these 
problems and presents the colonic surface in 
the same manner as on the pathologist’s table. 
Theoretically, due to the view from „above“, all 
polyps should be displayed – and not hidden by 
the colonic folds.

Navigation through the colon in oral and aboral 
is a time-consuming and labor-intensive task. The 
presented two methods for obtaining a virtual dis-
section are mainly automated. Basic operator inter-
action is only needed for starting the segmentation 
procedure. In case of unwanted side branches of 
the central path, produced by the skeletonization 
procedure, a further editing step is necessary. This 
can be done quickly by using a point-and-click 
technique on a 3D reconstruction of the object, 
the central path and the unwanted side branches. 
All other steps are automated and need no opera-
tor interaction. A total time of about 2 h, with an 
operator attendance of minutes, seems acceptable. 
Therefore, virtual dissection seems to be a promis-
ing display technique for CT colonography, espe-
cially if a mass screening for polyp detection is 
considered. Up to now it cannot be decided if the 
2D flattening approach or the 3D local flattening 
approach will be the better choice for clinical rou-
tine. This has to be worked out in future prospec-
tive clinical trials. In our preliminary evaluation 
there was a reasonable interobserver agreement 
that the missed polyps can be regarded as having 
no clinical significance.

An inherited disadvantage of virtual dissection 
is the deformation introduced by the individual 
steps of image processing. Therefore, high-resolu-
tion source images are important, thus making it 
necessary to use MRDCT. A slice thickness of 1.0–
1.5 mm at an overlap of 0.5–1.0 mm seems appro-
priate. A higher slice thickness will result in less 
resolution, higher deformation and therefore less 
image quality.

Table 18.2. Size of missed polyps

Rater Polyp number Size (mm)

I 3 3.5 × 2.5

I 8 3.4 × 3.4

II 2 3.9 × 5.0

II 8 3.4 × 3.4

III 8 3.4 × 3.4 
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19.1 
Introduction

In the evaluation of computed tomography (CT) 
colonography examinations generally two different 
approaches exist:

In a primary two-dimensional (2D) approach, 
axial helical CT images are used for the detection of 
colorectal polyps or colorectal cancer. If these images 
are not conclusive at a certain location, either multi-
planar reformatted (MPR) images (coronal, sagittal 
or oblique) or 3D rendered images can be used for 
problem solving (i.e. differentiating between abnor-
malities and normal anatomy).

Alternatively, in a primary three-dimensional (3D) 
approach 3D rendered images are primarily used for 
the detection of abnormalities. A complementary 2D 
method is then used for problem solving.
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Thus, Although 2D images and 3D images are 
complementary, one method of display is generally 
used for primary investigation of the CT data while 
the other method is used for problem solving. In a 
primary 2D approach, 3D images serve to differen-
tiate polyps from complex folds. On the other hand, 
in a primary 3D approach 2D images are used to 
evaluate colonic surface submerged by fecal fl uid or 
residue or to assess the density or heterogeneity of 
a suspected lesion. This information can be used to 
differentiate polyps from fecal material.

A signifi cant difference in accuracy between the two 
principles of reviewing has not  been demonstrated 
yet. In comparative studies of primary 2D and various 
different 3D review methods, signifi cant differences 
in detection of polyps have not been demonstrated 
(McFarland et al. 2001; Hoppe et al. 2004; van Gelder 

et al. 2006; Johnson et al. 2007; Kim et al. 2007).
Though, several multicenter studies that used sub-

stantial numbers of patients in comparing CT colo-
nography to colonoscopy (Pickhardt et al. 2003; 
Cotton et al. 2004; Rockey et al. 2005) have reported 
controversial results. These controversial results 
have led to speculations about their cause: the bowel 
preparation (with or without oral contrast), the scan-
ning parameters (5 mm vs. thinner), the role of the 
experience of the reviewer, the review method (pri-
mary 2D or primary 3D), etc. It is striking, though, 
that the comparative study that reported the highest 
sensitivity had used a primary 3D review approach 
(Pickhardt et al. 2003), whereas two studies with the 
lower sensitivity used a primary 2D review method.

In a systematic review of 33 comparative CT colo-
nography studies Mulhall et al. mentioned the mode 
of reviewing as an explanation for the varying results 
between the studies (Mulhall et al. 2005) as well. 
The per-patient sensitivity was higher in studies that 
used a primary 3D display mode compared to those 
that used a primary 2D display mode. This explana-
tion must be interpreted with caution, though, since it 
was based on the data of only two primary 3D studies 
(Pickhardt et al. 2003; Yee et al. 2001).
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19.2 
Advantages and Disadvantages of a 3D 
Approach

The potential advantage of a 3D review method is 
most likely based on the more intuitive presenta-
tion of the colonic surface (Fig. 19.1) and the longer 
exposure time of polyps to the observer (Lee and 
Pickhardt 2004).

The more intuitive 3D presentation of the colon 
wall and lesions facilitates the communication of the 
CT colonography fi ndings to a clinician or a patient.

The longer exposure time of abnormalities may 
result in less perceptive errors made by the reviewer. 
Lee and Pickhardt compared the exposure time of 
20 polyps in both an axial 2D method and a conven-
tional endoluminal 3D method. They concluded that 
the opportunity of polyp detection, including both 
exposure time and distance of polyp visualization, is 
signifi cantly greater for the 3D endoluminal display. 

Apart from these advantages, the conventional 
primary 3D display has two important drawbacks.

The fi rst drawback is its inability to display areas 
behind haustral folds (discussed below). The second 
drawback is its time-consuming nature (Macari et 
al. 2000; McFarland et al. 2001). This is caused by 
the fact that a single fl y-through often does not cover 
the complete surface of the colon. Therefore a time-
consuming two-directional fl y-through is requisite. 
In addition, in contrast to a primary 2D method, a 3D 
rendered image cannot display submerged parts of 
colonic wall. Therefore an additional 2D assessment 
of submerged parts of the colon may be needed.

The inability to display areas behind folds is 
caused by the limited viewing angle of the vir-
tual camera during a fl y-through. Although hypo-
tonic agents and adequate distension are known to 
decrease the problem (Rogalla et al. 2005), haustral 
folds may still occlude the colonic wall and thereby 
reduce sensitivity (Fig. 19.2). In order to cover as 
much colonic surface as possible, evaluation in both 
antegrade and retrograde direction is mandatory. A 
two-directional fl y-through reduces these unseen 
colonic areas by approximately 20% (Paik et al. 2000, 
Vos et al. 2003). However, substantial parts of the 
colonic wall that potentially harbor polyps remain 
unseen. Interactive evaluation can overcome this 
problem at the expense of an additional, and often 
substantial, increase in reading time.

Fig. 19.1a,b. Polyp (white arrow) that was initially missed in a primary 2D review method (a), but which can easily be 
seen in a 3D setting (b)

Fig. 19.2. Areas in black are areas that are missed when using 
a conventional 3D method

a b
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To overcome the problem of unseen areas, vari-
ous alternatives have been suggested. An obvious 
solution would be to increase the viewing angle of 
the virtual camera. A major drawback is the result-
ing distortion, especially at the edges, which limits 
the use of large viewing angles (Fig. 19.3).

Another solution to the problem of unseen areas is 
a computer tool that identifi es and displays the areas 
that were not visualized during two-directional fl y-
through. These areas can be indicated by color on 
an overview image. For practical purposes, the areas 
can be presented in descending order of size. 

So a ideal 3D display mode shows the complete 
colonic surface without image distortion (so polyps 
can be recognized as such) in a time effi cient way. 
A techniques that satisfy these three requirements 
has a less “colonoscopy”-like representation than 
the conventional 3D fl y-through: the unfolded cube 
display.

19.3 
The Principle of the Unfolded Cube Display

In an endoluminal 3D display method, cine loop 
images are generated for both prone and supine 
position. The images are generated by means of 
sampling volume-rendered images with a certain 
interval along a predefi ned track through the colon 
(i.e. central path). The principle of volume render-
ing comes down to placing a virtual camera in the 
CT volume and making voxels below a pre-deter-
mined threshold translucent (air) and those above 
the threshold opaque (soft tissue). By successively 
displaying the volume rendered images the illusion 
of fl y-through is realized. 

Several automated methods for the generation 
of a central path through the colon are available 
(Franaszek et al. 2006; Truyen et al. 2000). This 
central path is not only a prerequisite for the con-
ventional 3D method but for the 3D unfolded cube 
display method and the method of 3D virtual dissec-
tion as well. Due to the use of the central path therer 
is no need to manually navigate the virtual camera.

By placing virtual cubes on the central path of the 
colon with a predetermined interval, the unfolded 
cubes display method generates a cine view. On 
each cube face a 90  view of the rendered colonic 
surface is projected (Fig. 19.5). By folding out the six 
images onto a single plane (unfolded cube display), 
a 360  fi eld of view is rendered. As a consequence 

Fig. 19.3. The respective images are made with a viewing angle of 60 , 90 , 120  and 160 . The increase of colonic surface is 
illustrated by a polyp behind a fold (arrow) that can only be detected from this direction with endoluminal views of 120  
and 160 , and would otherwise be missed

Fig. 19.4. Endoluminal view showing uninvestigated areas 
(indicated pink) that were not previously viewed during 
conventional fl y-through
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the reader may not only observe the colonic surface 
in antegrade and retrograde direction, but also on 
the lateral sides.

The unfolded cube display method is commer-
cially available (ViewForum, Philips Medical Sys-

tems, Best, The Netherlands). The user interface of 
this workstation is illustrated in Figure 19.6. In this 
primary 3D method the unfolded cube display is 
combined with an axial and MPR 2D display mode 
for problem solving.

Fig. 19.5. The principle of the unfolded cube 
display is shown by unfolding the faces of 
the cube. On each of the six faces a 90  view-
ing angle from the center of the cube is pro-
jected

Fig. 19.6. Unfolded cube user interface in supine position showing the sessile adenomatous polyp (white arrow) that is dis-
played in Figure 19.2. In contrast to the (60  and 90 ) conventional 3D display mode, the polyp is well detectable. Faces 2 
and 4 represent a 90  view on the lateral sides of the colon; face 1 represents the top side and face 6 the bottom side. In face 3 
the frontal direction of view is displayed, and in face 5 the backward direction of view is displayed
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19.4 
Evaluation of the Unfolded Cube Display

In a study conducted by Vos et al. (2003) the 
unfolded cube display method was compared to a 
conventional 3D (two-directional) review approach. 
Two blinded trained observers reviewed a selected 
population of 30 patients twice, with a median inter-
val of more than 11 weeks between the reviews. 
The observers fi rst used the unfolded cube display 
method for polyp detection, and then, in random 
order, the conventional 3D method. The viewing 
angle in the conventional review method was set to 
120  to compromise between image distortion and 
surface visibility. Surface visibility, evaluation time 
per patient, as well as sensitivity and specifi city, were 
compared between both approach.

Findings in the study showed that the unfolded 
cube display method depicted an extra 5% of the 
colonic surface compared to the conventional 3D 
method (99.5% vs. 93.8%). Note that for the unfolded 
cube display a single fl y-through was required in con-
trast to the conventional 3D method, which required 
both an ante- and retrograde fl y-through. When a 
single fl y-through was performed in the conven-
tional 3D method, only 73% of the colonic surface 
was depicted on average. It is self-evident that when 
colonic surface is not depicted it can hamper sensi-
tivity of CT colonography.

Based on the recorded evaluation times, Vos et al. 
concluded that CT colonography with the unfolded 
cube display mode enables time-effi cient inspec-

tion; the average evaluation time per patient was 
nearly 20 minutes vs. approximately 35 minutes 
with a (two-directional) conventional 3D display 
method. This review time is slightly longer than the 
primary 2D review time in other studies. (Macari 
et al. 2000; Neri et al. 2006)

The time-consuming nature of conventional 3D 
CT colonography can be explained by the fact that 
both an ante- and retrograde fl y-through is required. 
Second, image distortion near the edge of the conven-
tional 3D display (Fig. 19.3) often requires interactive 
adjustment for closer observation of these areas.

Sensitivity on a per patient basis for medium and 
large polyps was not signifi cantly different between 
the two methods for each observer. Note that the 
probability that a polyp resides in an invisible area 
is only 6.2% with a conventional 3D display because 
93.8% of the surface area is visible (the probability is 
0.5% with the unfolded cube display). Consequently, 
a much larger population is needed to demonstrate a 
signifi cant difference in sensitivity. Although a sig-
nifi cant difference in accuracy was not demonstrated, 
the sample size suffi ced to demonstrate signifi cant 
differences in time effi ciency and surface visibility.

The unfolded cube display method was also used 
in a cohort study of 249 patients of increased risk for 
colorectal cancer (Van Gelder et al. 2004). Using 
the unfolded cube display method, 84% of patients 
with polyps larger than 10 mm were correctly identi-
fi ed, the specifi city was 92%. These results are in the 
same range as the fi ndings of the aforementioned 
large multicenter screening study that also used a 
primary 3D evaluation.

Fig. 19.7. a Unvisualized areas (black) of 
the conventional 3D display. b Unvisual-
ized areas of the unfolded cube display. 
This image shows a substantial reduction 
of missed areas with the unfolded cube 
display

b
a
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19.5 
Virtual Dissection

Like the unfolded cube display, the virtual dissec-
tion method has been developed to display the 
colonic surface in a time-effi cient way. All versions 
have in common that the entire lumen of the colon is 
opened and straightened along the longitudinal axis. 
An example is depicted in Figure 19.8. The potential 
advantages of this method include the easy overview 
over a substantial part of the colonic surface and 
complete visualization of the entire mucosal surface. 
In theory, this may lead to decreased interpretation 
time and high accuracy. A drawback of the method is 
that straightening of a curved structure like the colon 
results in distortion of the colonic surface, especially 
at locations where the colon is strongly curved (such 
as the fl exures). Compared to the unfolded cube dis-
play, the forward and backward viewing directions are 
omitted. Consequently, the frontal site and back site of 
structures may not be as well visualized as they would 
be with the unfolded cube display method. This prob-
lem can be reduced by the possibility of changing the 
perspective from perpendicular to the colonic wall, to 
a more oblique view on  the colonic surface. 

To our knowledge, no comparative studies of the
unfolded cube display method and the virtual dis-
section method have been performed. However, in 
two recent comparative studies 3D virtual dissection 
was compared to a primary 2D method (Kim et al. 

2007; Johnson et al 2007). In both studies a similar 
accuracy was reported for the detection of polyps, 
though the review time was signifi cantly reduced; 
both studies reported approximately14 minutes for 
primary 2D evaluation and about 10 minutes for 3D 
virtual dissection.

19.6 
Conclusion

The unfolded cube display is an alternative 3D method 
for evaluating CT colonography data. The method is 
more time-effi cient and yields better surface visibility 
than a conventional 3D technique. The unfolded cube 
display is not hampered by distortion at fl exures or 
decreased visualization of folds, as is the case with 
the virtual dissection method. Further studies should 
evaluate the role of the unfolded cube display.
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20.1 
Introduction

Image processing is a very important tool in improv-
ing the quantity and quality of information given by 
ultrasound (US), computed tomography (CT), and 
magnetic resonance imaging (MRI) of the liver. The 
liver is the largest organ in the body, has a very 
complex anatomy and can be affected by many dif-
ferent diseases, including diffuse and focal diseases. 
Among diffuse diseases, cirrhosis has the high-
est prevalence and can be associated with portal 
hypertension and hepatocellular carcinoma (HCC) 
( Bartolozzi and Lencioni 1999). Cirrhotic patients 
are even more often candidates for orthotopic liver 
transplantation (OLT), and need an accurate evalu-
ation of the liver itself and of its vascularization. 
Post-processing with three-dimensional (3D) evalu-
ation of surfaces, volumes and vessels is of crucial 
importance in surgical planning.

Many benign and malignant neoplasms (the 
latter being divided into primary and secondary 
tumors) can be located within the liver parenchyma. 
Diagnostic assessment of these neoplasms can be 
achieved by traditional examination techniques 
implemented by 3D reconstructions (Bartolozzi 
and Lencioni 1999).

Malignant tumors can be treated either with sur-
gery or interventional treatments (Bartolozzi and 
Lencioni 1999). Three-dimensional images allow a 
precise evaluation of the segmental location of the 
lesion, and of its relationship with vessels and other 
surrounding organs. More information about treat-
ment outcome is also available with this technique. 

This chapter will deal with 3D image processing 
of the liver in the evaluation of candidates for either 
surgery or other interventional treatments.

20.2 
Lobar and Segmental Anatomy of the Liver

Three-dimensional image processing plays a cru-
cial role in pre-treatment evaluation of patients who 
need to be added to the waiting list for either living 
donor or OLT, or who have to undergo surgery or 
other therapeutic procedures for hepatic tumors 
(Bartolozzi and Lencioni 1999; Togo et al. 1998). 
In all of these patients, conventional imaging imple-
mented by 3D image processing is useful in assessing 
hepatic morphology and vascular anatomy, detect-
ing focal liver lesions, calculating liver volume, and 
evaluating portal hypertension (Heath et al. 1995; 
Nghiem et al. 1999; van Leeuwen et al. 1995). 

As far as surface anatomy of the liver is concerned, 
it can be shown by means of CT and MR surface 
shaded display (SSD) that allow one to identify the 
classical lobar anatomy of the liver (van  Leeuwen 
et al. 1994a,b). A correlation between external 
landmarks (i.e., fi ssures) and internal landmarks 



278 L. Crocetti et al.

(i.e., vessels) is possible with an overview on ana-
tomical variations and a different course of internal 
and external landmarks. This information is very 
important for the surgeon because what he sees on 
the surface may not correspond to what he will fi nd 
in the liver parenchyma. The H-shaped indentations 
on the visceral faces of the liver divide it into four 
externally defi ned lobes: the right, left, quadrate and 
caudate. The right-hand limb of the H is formed by 
the fossa for gallbladder anteriorly and by a deep 
sulcus for the inferior vena cava posteriorly. The 
gallbladder fossa separates the anterior part of the 
externally defi ned right lobe from the quadrate lobe. 
The sulcus for the inferior vena cava separates the 
posterior portion of the right lobe from the caudate 
lobe. Between the gallbladder fossa and the sulcus for 
the inferior vena cava the right limb of the H is defi -
cient where a caudate process connects the caudate 
lobe to the right lobe. The left limb of the H is formed 
by two deep fi ssures that contain true ligaments in 
their depths. Anteriorly it is formed by the deep fi s-
sure for the ligamentum teres, which separates the 
anterior part of the externally defi ned left lobe from 
the quadrate lobe. Posteriorly it is formed by the fi s-
sure for the ligamentum venosum, which separates 
the posterior part of the left lobe ( Friedman and 

Dachman 1994).
Segmental anatomy is crucial in order to precisely 

localize a focal lesion, evaluate the possibility of a 
resection, fi nd the adequate technique for resection, 
and to estimate the ease or diffi culty of a biopsy or 
any other percutaneous maneuver. Segmental anat-
omy is the basis of modern hepatic surgery (Togo 
et al. 1999). Planes of resection in liver surgery, and 
the correct positioning of devices for interventional 
treatment, are largely determined by the precise 
position of the tumor relative to the individual seg-
mental anatomy. Consequently, localization of liver 
lesions, and pre-operative evaluation of resection 
planes, require consideration of the signifi cant ana-
tomic variations in the segmental anatomy of the 
liver (Crocetti et al. 2005).

Each segment is supplied by a sheath contain-
ing branches of the hepatic artery and portal vein, 
as well as a draining bile duct, which enters the 
middle of the segment. The venous drainage is by 
hepatic vein, which tends to run between segmen-
tal divisions (Couinaud 1957; Healy and Schroy 
1953; Healy 1970; Michels 1996; Goldsmith and 
Woodburne 1957; Bismuth et al. 1988).

The left portal vein divides into three branches: lat-
eral posterior, lateral anterior and medial. The lateral 

posterior feeds segment 2. The lateral anterior feeds 
segment 3. The medial branch feeds  segment 4.

The right portal vein divides into two branches, 
one anterior and one posterior. The anterior branch 
divides into a superior branch for segment 8, and 
inferior branch for segment 5. Segment 8 is local-
ized between the middle hepatic vein (left), the right 
hepatic vein (right), and the inferior vena cava (supe-
rior and posterior). It lies over segment 5. Segment 5 
is localized between the middle hepatic vein and the 
gallbladder fossa (left), the right hepatic vein (right), 
and the surface of the liver (inferior and anterior). 
It lies under segment 8. Segment 5 does not reach 
the inferior vena cava. The posterior branch divides 
into a superior branch for segment 7, and inferior 
branch for segment 6. Segment 7 is localized behind 
the right hepatic vein (right), and the inferior vena 
cava medial. It lies over segment 6, and is hidden by 
segment 8 when looking at the liver from the front. 
Segment 6 is localized behind the right hepatic vein 
and the surface of the liver (inferior and anterior). It 
lies under segment 7. Segment 6 does not reach the 
inferior vena cava, but is usually located in front of 
the right kidney.

Segment 1 is not fed by a single portal vein, and 
drains through multiple short hepatic veins into the 
inferior vena cava. Segment 1 is located between 
the portal trunk (anterior), the inferior vena cava 
(posterior), and the liver surface (left), and is in 
complete continuity with segment 7 on its right side 
(Fig. 20.1).

Spiral CT allows the acquisition of consistent vol-
umetric data of the entire liver during the peak of 
vascular enhancement. From these volumetric data, 

Fig. 20.1. Hepatic segmental anatomy. RHP: right hepatic 
vein; MHP: middle hepatic vein; LHV: left hepatic vein; RPV: 
right portal vein; LPV: left portal vein
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detailed 3D renderings can be created representing 
the intrahepatic portal branches, hepatic venous 
system, and hepatic contour. By studying the portal 
branches from different angles and projections, in 
relation to the hepatic veins and hepatic contour, it is 
possible to assess the individual segmentation pat-
tern of the liver in vivo and to represent it by means 
of surface renderings (van Leeuwen et al. 1994a,b). 
When a resection is planned, it is of crucial impor-
tance for the surgeon to know where the avascular 
planes between the different portal territories are 
located. Because these avascular planes often are 
not discernible on the outside of the liver, it can be 
very helpful to the surgeon if the location of these 
planes is demonstrated pre-operatively. Three-
dimensional renderings are far closer to the surgical 
reality as perceived during liver resection than are 
the transverse slices, and can help to plan a resec-
tion tailored to the individual segmental anatomy 
(van Leeuwen et al. 1994a,b, 1995). 

Cirrhotic changes within the liver in patients who 
are candidates for OLT or interventional treatment 
for HCC can be demonstrated by means of 3D-CT and 
MR angiography: liver atrophy, nodularity, reduced 
size of right hepatic lobe and enlargement of the left 
hepatic lobe or caudate lobe (Smith et al. 1998). 

The ability to measure liver volume before surgery 
can be useful in determining the extent and nature 
of hepatic resection, especially in the case of atypical 
resections. Accurate assessment of liver volume and 
an estimate of liver function may also allow predic-
tion of post-operative liver failure in patients under-
going resection, and can assist in embolization pro-
cedures, help with the planning of staged hepatic 
resection for bilobar disease, and aid in selection 
and surgical planning of living-related liver donors 
(Glombitza et al. 1999; Wigmore et al. 2001; Lang 
et al. 2005; Meier et al. 2004; Laghi 2006). In this 
setting in particular, the calculation of the volume 
of living donor liver transplantation. Hepatic vol-
umes can be determined by manually tracing the 
contours of both the entire liver and the graft (seg-
ments 5–8). The volume of the donor’s liver can be 
calculated together with the volume of the remnant 
liver after right or left hepatectomy (Fig. 20.2).

An insuffi cient remnant liver volume, calculated 
pre-operatively, might lead to the performance of 
iatrogenic occlusion of the right or left portal vein 
in order to determine a lobar liver hypertrophy, 
making the resection feasible. Software for calcula-
tion of liver volume is under continuous improve-
ment. From completely manual software – where 

it was necessary to manually outline liver contour 
slice by slice – there are now semi-automatic and 
completely automatic programs (Meier et al. 2004; 
Castillo et al. 2005). Computer-based 3D virtual 
operation planning systems are available. Virtual 
liver resection was shown to be a useful tool espe-
cially in complicated operations, but also in minor 
resections in patients with deteriorated liver func-
tion. Signifi cant vessels crossing the resection line 
are readily visible, and bleeding is minimized. The 
technique may diminish need of temporary clamp-
ing of the liver hilum (Pringle’s maneuver), which 
is widely used in liver tumor surgery. It improves 
the surgeon’s knowledge of liver anatomy and can 
also be used in practicing and providing training on 
liver surgery (Wigmore et al. 2001; Numminen et al. 

Fig. 20.2a,b. Assessment of hepatic volumetry in a living liver 
donor. Hepatic volumes are determined by manually tracing 
the contours of both the entire liver and the graft (segments 
5–8) in the venous phase. a The volume of the donor’s liver 
is calculated together with (b) the volume of the remnant 
liver, deemed suffi cient, after left hepatectomy. The virtual 

hepatectomy plane followed the middle hepatic vein, corre-
sponding to the plane of the performed surgery

a

b
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2005). Information can be displayed using colored 
maps or 3D movies. Automated techniques are also 
extremely time-effi cient, with a mean segmentation 
time of 7 min, compared to the 40 min usually nec-
essary for manual segmentation (Meier et al. 2004; 
Castillo et al. 2005). The exact prediction of post-
operative liver function can be provided by means 
of measures of the total and resected volume of liver 
parenchyma (Glombitza et al. 1999; Wigmore et 
al. 2001; Lang et al. 2005; Meier et al. 2004; Laghi 
2006).

Three-dimensional imaging can provide pre-
cise anatomical delineation of damaged areas after 
hepatic injuries, particularly in relation to major 
vessels. The 3D reconstruction can facilitate deci-
sions regarding intraoperative, re-operative and 
non-operative management (Goodman et al. 1995).

20.3 
Hepatic Vessels

20.3.1 
Arterial Vessels

Knowledge of hepatic vascular abnormalities can 
be crucial for surgical planning in many situations, 
particularly in the workup of patients who are can-

didates for liver transplantation or liver resections, 
or in the evaluation of potential adult donors prior 
to transplantation (Kamel et al. 2001; Lee 2001; 
Guiney 2003; Lang 2005; Almusa and Federle 
2006). Three-dimensional CT and MR imaging eval-
uation, by means of maximum intensity projection 
(MIP), SSD and volume rendering (VR) projection, 
allow the visualization of many vascular fi ndings. 
The entire spiral CT data set is used to create a 3D 
CT angiogram. The resultant 3D angiogram displays 
depth, surface relationships and relative CT attenu-
ation values (Johnson et al. 1996a,b; Kuszyk et al. 
1995).

Michels’ classic autopsy series of 200 dissections, 
published in 1966, defi ned the basic anatomic varia-
tions in hepatic arterial supply, and has served as the 
benchmark for all subsequent contributions in this 
area (Table 20.1). Variant patterns occurred in 45% 
of cases, and the commonest arterial variant has 
been shown to be an aberrant right hepatic supply, 
which is seen in 13%–18% of patients ( Coinaud 
1986). Michels’ motivation was to maximize the 
database of the surgeon performing procedures in 
and around the porta hepatis, so as to avoid injury 
to vascular and ductal structures. A modifi cation of 
the Michels’ classifi cation was developed to refl ect 
the presence of vessels that were either accessory or 
replaced, so that Michels’ original ten groups could 
be reduced to fi ve major types and a most rare sixth 
variant (Hiatt et al. 1994) (Table 20.2) (Fig. 20.3). 

Fig. 20.3a,b. Hepatic arterial anatomy according to Hiatt. a MIP reconstruction of Hiatt’s type 1 anatomy; i.e., conventional 
anatomy with the common hepatic artery arising from the celiac axis to the gastroduodenal and proper hepatic arteries. 
The proper hepatic artery divides distally into right and left branches. b MIP reconstruction of Hiatt’s type 3 anatomy; i.e., 
a replaced right hepatic artery originating from the superior mesenteric artery

ba
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Among various patterns, Michels’ type IX anatomy 
or Hiatt’s type 5 can potentially change the surgical 
approach during liver transplantation. In this ana-
tomic variant, there is complete replacement of the 
hepatic trunk to the superior mesenteric artery. The 
aberrant course of this artery deep to the portal vein 
may necessitate altering the sequence of the vascular 
anastomoses so that the hepatic arterial reconstruc-
tion is performed prior to portal vein anastomoses 
(Nghiem et al. 1999). 

Recently, a modifi ed classifi cation of hepatic artery 
variations in two types of hepatic arterial perfusion 

was proposed. In the fi rst, the whole hepatic arte-
rial supply comes from the common hepatic artery, 
while in the second the arterial blood reaches the 
liver, partially or completely, by other arteries rather 
than by the common hepatic artery. Accordingly, 
variations can be divided into two groups: Group 1 
includes the variations of the common hepatic artery 
and its branches. Group 2 includes anomalies of the 
hepatic artery when a left hepatic artery and/or a 
right hepatic artery are present (Abdullah et al. 
2006). This classifi cation seems to be more useful for 
application in liver transplantation. The presence of 
accessory or replaced arteries (group 2 anomalies) 
means that other arteries supply a part or the total-
ity of the liver (rather than the common hepatic 
artery). When they irrigate a substantial part of the 
liver, these replaced and accessory arteries have to 
be preserved by possibly performing arterial recon-
struction. Furthermore, when one of these variant 
arteries supplies all or most of the liver, the arterial 
anastomosis during liver transplantation has to be 
performed on this variant artery. In this instance, 
the size of hepatic arteries appears to be the most 
important factor in identifying the dominant artery 
and the voluminous variants of the hepatic artery 
that had to be imperatively preserved in order to 
avoid liver parenchyma and/or biliary tree ischemia, 
which may cause graft waste (Fig. 20.4).

Additionally, group 1 of this classifi cation takes 
into account the proper variations of the common 
hepatic artery, and reminds the surgeons to take 
care of the small branches that originate directly 
from the proper hepatic artery, such as the seg-
ment IV artery, which is so important to preserve 
during split liver transplantation (Chaib et al. 2005; 
 Saylisoy et al. 2005) (Fig. 20.5).

Pre-operative radiological examinations are of 
major importance in order to detect hepatic artery 
variations in the transplant recipient or in the donor 
when living-related liver transplantation is consid-
ered. The current sensitivity of contrast-enhanced 
angio-CT or MR angiography for identifi cation of 
hepatic artery variations has been recently esti-
mated to be 91%–94% and 91%–100%, respectively 
(Winter et al. 1995; Carr et al. 2003; Coskun et al. 
2005; Lee et al. 2003; Schroeder et al. 2006; Smith 
et al. 1998).

Multidetector CT permits high-speed, high-
resolution helical images of the entire liver volume 
during a single breath-hold. Rapid helical data 
acquisition has resulted in increased body cover-
age, decreased motion artifacts, and better use of 

Table 20.2. Arterial variations classifi ed according to Hiatt 
et al. (1994) 

Type 1: the common HA arising from the celiac axis to 
form the gastroduodenal and proper hepatic arteries; the 
proper HA dividing distally into right and left branches

Type 2: a replaced or accessory left HA arising from the 
left gastric artery

Type 3: a replaced or accessory right HA originating from 
the SMA

Type 4: double-replaced pattern with the right HA arising 
from the SMA, and the left HA being a branch of the left 
gastric artery

Type 5: the entire common HA originating as a branch of 
the SMA

Type 6: common HA arising directly from the aorta

HA, hepatic artery; SMA, superior mesenteric artery.

Table 20.1. The anatomy of arterial supply to the liver cat-
egorized according to the standard classifi cation system pro-
posed by Michels (1966)

Type I: conventional anatomy. Proper HA arising from 
common HA and then giving rise to right and left HAs as 
the sole supply of arterial blood to liver

Type II: replaced left HA arising from left gastric artery

Type III: replaced right HA arising from SMA

Type IV: both replaced right and left HAs as described for 
types II and III

Type V: accessory left HA arising from left gastric artery

Type VI: accessory right HA arising from SMA

Type VII: accessory right HA arising from SMA, and acces-
sory left HA arising from left gastric artery

Type VIII: replaced right HA and accessory left HA, or 
replaced left HA and accessory right HA 

Type IX: entire hepatic trunk arising from SMA

Type X: entire hepatic trunk arising from the left gastric 
artery

HA, hepatic artery; SMA, superior mesenteric artery.
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the contrast bolus. The combination of fast helical 
scanning and image processing in 3D, multiplanar 
reconstructions has resulted in improved image 
quality and the ability to depict fi ne anatomic vas-
cular details (Kamel 2001). In the study of Lee et 
al. (2003), the overall accuracy of CT angiography 

for assessment of hepatic arterial anatomy was 
81%. CT angiography accurately depicted 25 (93%) 
anatomic variations in 20 donors (91%). However, a 
few of the limitations of CT angiography were iden-
tifi ed. First, respiratory motion artifacts compro-
mised detailed hepatic artery analysis in six donors 
(10%). Second, the origins of the arteries supplying 
segment 4 were not demonstrated or were misin-
terpreted in 11 donors (18%). Third, CT angiogra-
phy failed to depict the second-order branches of 
the right hepatic artery in four donors (6%) and the 
second-order branches of the left hepatic artery in 
11 donors (18%) (Lee et al. 2003). In CT angiogra-
phy techniques using multidetector-row CT, MIP is 
superior to VR for the depicting hepatic artery ana-
tomic variations and post-processing time (Bjun et 
al. 2003).

Fig. 20.4a–c. Variations of the hepatic artery when a left 
hepatic artery is present. a MIP image of a thin left hepatic 
artery arising from the left gastric artery in the presence of 
a dominant right hepatic artery. b MIP and (c) VR images 
show a dominant left hepatic artery arising from the left gas-
tric artery, and a thin right hepatic artery originating from 
the proper hepatic artery 

a

c

b

Fig. 20.5. Variation of the common hepatic artery. 3D-CT 
angiogram with MIP reconstruction shows the trifurcation 
of the common hepatic artery
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Hepatic MR angiography has been described for 
the evaluation of transplant recipients (Kopka et al. 
1999; Lavelle 2001; Lee et al. 2000; Glockner et 
al. 2001) and, more recently, in potential right lobe 

liver donors (Fulcher et al. 2001; Lee et al. 2001). 
Evaluation of the hepatic circulation with contrast-
enhanced MR angiography, however, has remained a 
challenge. Whereas the main hepatic artery with its 
right and left branches can usually be depicted with 
most MR angiography techniques, it has proven 
more diffi cult to routinely demonstrate the smaller 
arterial segmental branch vessels, which are impor-
tant to identify in living liver donors before surgery 
(Fig. 20.6). With the advent of more powerful gradi-
ent subsystems, much shorter repetition times are 
achievable. This improvement in speed of acquisi-
tion can be used to implement MR angiography with 
higher degrees of spatial resolution than were previ-
ously achievable in a comfortable breath-hold. With 
repetition times of the order of 3 ms or less, and with 

use of a 512-matrix size, it is possible to achieve pixel 
sizes smaller than 1 mm. This is suffi cient to identify 
the smaller segmental hepatic arterial branches and 
therefore has the potential to completely avoid the 
need for invasive conventional angiography (Carr 
et al. 2003).

Recent studies have shown that MR angiogra-
phy is accurate for detecting anatomic variants 
of the hepatic vasculature in potential living liver 
donor candidates (Fulcher et al. 2001; Lee et al. 
2001; Boeve et al. 2001). These studies used either 
contrast-enhanced 3D spoiled gradient-echo pulse 

sequences (Lee et al. 2001; Boeve et al. 2001) or 
time-of-fl ight techniques (Fulcher et al. 2001). The 
study by Carr et al. (2003) implemented contrast-
enhanced MR angiography by use of a 3D FLASH 
pulse sequence with asymmetric k space sampling, 
short TR (<3 ms), and 512-pixel matrix size. This 
resulted in much shorter acquisition times, allowing 
higher spatial resolution to be achieved with voxel 
sizes on the order of 1.4 mm � 0.7 mm � 1.5 mm. 
This degree of resolution is essential to consistently 
depict the segmental arterial branches in the liver, 
particularly the supply to segment 4. In this study, 
the hepatic arterial system was visualized to the seg-
mental level in the majority of cases. In particular, 
the segment 4 branch was visualized in nearly all 
donors (96%). Although most anomalous vessels are 
detected with this technique, smaller, less common 
accessory arteries may potentially be missed (Carr 
et al. 2003). 

Multidetector CT has been compared to MR 
in the evaluation of potential living liver donors 
(Schroeder et al. 2005). In several studies, both MR 
angiography and CT angiography proved to have a 
diagnostic accuracy comparable to catheter angiog-
raphy in evaluating hepatic arterial anatomy, with 
an excellent intraoperative correlation (Schroeder 
et al. 2006; Carr et al. 2003; Coskun et al. 2005). 
However, in the study by Schroeder et al. (2005) 
the display of the hepatic arterial system was deemed 
more accurate and reliable on the CT images, which 
was mirrored both by a higher number of detected 
variants and by a higher rated image quality. This 
was considered an effect of the higher spatial resolu-
tion achievable by multidetector CT.

In the setting of cadaveric liver transplantation 
it is more important to identify vascular anoma-
lies of the celiac axis than hepatic artery variations. 
Indeed, celiac axis anomalies, such as atheromatous 
celiac-trunk stenosis or diaphragmatic arcuate liga-
ment, could necessitate celiac axis revasculariza-

Fig. 20.6a,b. MR angiography. a MIP and (b) VR reconstruc-
tions show the trifurcation of the common hepatic artery

a

b
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tion or aorto-hepatic reconstruction, leading also to 
retrieval of the arterial iliac allograft in the cadaver 
donor if necessary (Ducerf et al. 1998) (Fig. 20.7). 

Patients with cirrhosis and portal hypertension 
are at increased risk for developing splenic artery 
aneurysms. The major pathogenic factor seems to be 
the high fl ow rate in the splenic artery, which causes 
dilatation, elongation and tortuosity of the main 
splenic artery in cirrhotic patients. The pre-opera-
tive diagnosis of splenic artery aneurysms is crucial 
because this area is not routinely explored during 
transplantation surgery, and the patients may be at 
higher risk of a splenic artery aneurysm rupture in 
the post-transplant period. The decreased portal 
venous pressure and the increase in splenic arte-

rial fl ow may cause the splenic artery aneurysms 
to expand and rupture. 3D-CT and MR provide 
a non-invasive means to evaluate the presence of 
splenic artery aneurysms, which have to be ligated 
before liver transplantation (Nghiem et al. 1999) 
(Fig. 20.8).

20.3.2 
Hepatic Veins

Anatomical variants can also be found in portal 
and hepatic vein trees. A large right inferior hepatic 
vein, draining segment 6, is found in 15%–20% of 
normal subjects. When a right inferior hepatic vein 

Fig. 20.7a–c. Celiac axis stenosis. a,b MIP images in dif-
ferent planes of the severe stenosis of the celiac axis. c VR 
image gives a panoramic view of the collateral arterial path-
ways

a b

c
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is present, the right hepatic vein is usually smaller, 
as it does not drain segment 6. In some cases, the 
right hepatic vein is absent, or limited to a very small 
vessel, when a large inferior right hepatic vein is 
associated with a predominant middle hepatic vein. 
There is a balance in territories drained by each 
hepatic vein. For surgical purposes, evaluation of 
the approximate territory drained by each hepatic 
vein is interesting, especially in order to prevent 
intraoperative bleeding, but also to preserve hepatic 
tissue. For example, an accessory inferior hepatic 
vein can allow preservation of the posteroinferior 
area of the right lobe despite transection of the right 
hepatic vein in partial hepatectomy (Makuuchi et 
al. 1987). In the study by Erbay et al. (2003) intra-
operative assessment confi rmed the hepatic venous 
assessment was performed by means of multidetec-
tor CT in 56 (90%) of the 62 donors who underwent 
surgery. The hepatic veins can be demonstrated 
also with MR angiography, whereas this is almost 
impossible with angiography (Fig. 20.9). CT and 
MR imaging have comparable results in identify-
ing variants of the hepatic venous system in the 
study by Schroeder et al. (2005). True fast imag-
ing with steady-state precession (FISP) is a recently 

developed two-dimensional technique that has the 
advantage of producing high signal-to-noise ratios 
from blood without the need for contrast injection 
(Barkhausen et al. 2001). As a result, large vascular 
structures such as veins are well seen. By combining 

true FISP with contrast-enhanced MR angiography, 

it is possible to consistently and accurately depict 
hepatic venous and portal venous anatomy in addi-
tion to arterial structures without relying completely 
on MR angiography (Carr et al. 2003). 

20.3.3 
Portal Veins

Portal vein variants occur in 20% of cases. In most 
instances, the portal bifurcation is located higher 
than usual, and may be strictly intrahepatic, which 
may represent a surgical problem when ligation of 
the right or left portal vein is required. The most 
usual abnormality is the left portal vein arising from 
the right portal vein or from the anterior branch or 
the right portal vein. Rarely, the right portal vein 
arises from the intrahepatic left portal vein; usually, 
the anterior branch of the right portal vein arises 
from the segment 4 branch of the left portal vein. 
The large number of variations in portal branching 
patterns determine variation in segmental anatomy. 
Three-dimensional CT and contrast-enhanced MR 
angiography allow a precise evaluation of splenic, 
superior mesenteric and portal veins, and of signifi -
cant anatomic variation in the segmental anatomy 
of the liver (Lee et al. 2000; Ito et al. 2000; Saddik 
et al. 1999; Soyer et al. 1996c; van Leeuwen et al. 
1994a,b). Even though the anatomical information 

Fig. 20.8. 3D-CT angiogram. MIP image shows double 
splenic aneurism 

Fig. 20.9. Hepatic veins. MR angiography MIP image shows 
hepatic veins and their main branches 
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is similar, the display of the portal venous is more 
convenient with MR imaging (Fig. 20.10). Combined 
with 3D renderings, the enhanced contrast conspi-
cuity represents an important contributing factor to 
greater diagnostic confi dence, even when compared 
with digital subtraction angiography (Yamashita 
et al. 1996; Schroeder et al. 2005).

The evaluation of the portal venous system has 
been reported to be suffi cient with time-of-fl ight 
and phase contrast techniques (Kopka et al. 1999).

Many candidates for liver transplantation and 
interventional treatments for HCC are cirrhotic 
patients. It is very important to have an overview on 
the portal system of these patients, who are likely to 
have portal hypertension (Okuda and Benhamou 
1991).

Performance of an acquisition during the portal 
phase of enhancement of a CT enables evaluation of 
portal and variceal anatomy and of portosystemic 
shunts without the need for an additional injection 
of contrast material. Three-dimensional recon-
struction of portal-phase CT angiograms enhances 
the perception of the courses and anatomic relation-
ships of varices and shunts, and the presence and 
extension of portal thrombosis (Henseler et al. 
2001). SSD can be very useful for displaying variceal 
anatomy during the portal phase. Also, 3D-MR ang-
iography can detect the presence and the extension 
of collateral vessel pathways. Patients with portal 
hypertension benefi t from the use of MR angiog-

raphy, probably because of the increased contrast 
material sensitivity of the technique (Soyer et al. 
1997; Kopka et al. 1999). In particular, the region 
of the confl uence of the portal vein can be evalu-
ated with higher diagnostic confi dence on MR angi-
ograms than on DSA images, due to the infl ow of 
unenhanced blood from the splenic vein (at sple-
noportography) or the superior mesenteric vein (at 
mesentericoportography) (Okumura et al. 1999; 
Ono et al. 1996; Kopka et al. 1999).

The demonstration of variceal anatomy provides 
important information to the surgeon or the interven-
tional radiologist, anticipating diffi cult procedures in 
patients who often are already in a clinically tenuous 
condition. This knowledge is important not only for 
major operations such as liver transplantation but 
also for more common procedures in which an unex-
pected varix can result in signifi cant bleeding. 

The most common and most clinically important 
portosystemic shunt is through gastroesophageal 
varices, fed mainly by the left gastric vein. Bleeding 
from esophageal varices is a major cause of death in 
patients with portal hypertension. It is very impor-
tant to identify all the vessels shunting blood to the 
gastroesophageal varices and to occlude them, thus 
preventing bleeding and, eventually, the signifi -
cant loss of blood from the portal vein after trans-
plantation (Henseler et al. 2001; Ono et al. 1997) 
(Fig. 20.11).

Other collateral vessels include recanalized 
paraumbilical veins, which are of special clinical 
concern to the surgeon considering a large abdomi-
nal incision. Paraumbilical veins are small veins 
that run in the falciform ligament, with the atro-
phied umbilical vein (ligamentum teres), and which 
may hypertrophy in the presence of elevated portal 
venous pressure. The recanalized paraumbilical vein 
originates from the left portal vein, courses along 
the falciform ligament and usually extends toward 
the umbilicus, behind the anterior abdominal wall 
(Horton and Fishman 1998).

Collateral vessels originating from the splenic 
hilar region may communicate directly with the renal 
vein or travel a great distance before communicating 
with the systemic circulation. Other retroperitoneal 
shunts that can be identifi ed my means of CT or better 
visualized by 3D-CTA are the iliolumbar, intercostal 
and phrenic vein shunts. These can be diffi cult to 
identify intraoperatively, and pre-operative knowl-
edge of their presence and course is valuable, since it 
is advantageous to ligate these varices to prevent loss 
of blood from the portal vein.

Fig. 20.10. Portal vein. MR angiography MIP image shows 
portal vein trifurcation 
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Intrahepatic collateral pathways can develop in 
cirrhotic patients with portal hypertension. Park 
et al. (1990) classifi ed them in 4 types: type 1 when 
there is a vessel of large diameter that connects the 
right portal branch with the inferior vena cava; 
type 2 when there are one or more communica-
tions between the portal vein and hepatic veins in 
one hepatic segment; type 3 when there is an aneu-
rysmatic shunt between peripheral branches of the 
portal vein and hepatic veins; type 4 when there are 
multiple communications between portal peripheral 
branches and hepatic vein branches in both hepatic 
lobes.

Abnormalities of hemodynamics in the portal 
system, or the presence of HCC, may lead to portal 
thrombosis – the latter being a neoplastic thrombo-
sis. Portal vein thrombosis signifi cantly affects treat-
ment choice in patients with HCC, and was once con-
sidered a relative contraindication to OLT. Patients 
with complete portal thrombosis and multinodular 
or large HCC cannot undergo transcatheter arterial 
chemoembolization, and thus only palliative treat-
ments can be performed. The use of increasingly 
sophisticated techniques to treat splanchnic venous 
thrombosis has eliminated the contraindication for 
OLT represented by portal thrombosis, but knowl-
edge of the extent of the thrombosis is crucial for 
planning a successful portal vein reconstruction. 
3D-CT angiograms and 3D-MRI provide important 

information about the presence and extension of 
portal thrombosis, therefore allowing correct treat-
ment planning (Nghiem et al. 1999; Smith et al. 
1998) (Fig. 20.12).

20.4 
Liver Tumors

Three-dimensional rendering techniques provide a 
variety of methods for visualization of liver lesions in 
relation to the vessels and hepatic parenchyma, and 
therefore can give important information to the sur-
geon and the interventional radiologist about lesion 
location and relations with surrounding vessels and 
organs (Soyer et al. 1991, 1996a) (Fig. 20.13). These 
techniques can also improve, as shown in recent 
studies, the morphologic detection and characteri-
zation of benign and malignant lesions located in 
liver parenchyma (Taupitz et al. 1995; Bennett et 
al. 1991; Bjerner et al. 1998).

Among different 3D-imaging techniques, Uchida 
et al. (1999) found that VR 3D-CT images during 
intravenous injection without the MIP technique 
produced 3D images of high quality with excel-
lent visualization of tumors and their relationship 
to vital structures. MIP technique, in fact, cannot 

Fig. 20.11a,b. Porto-systemic shunts. a Spleno-renal portosystemic shunt and (b) collateral vessels arising form left gastric 
vein communicating with left splenic vein as demonstrated by MIP images

ba
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Fig. 20.12a,b. Portal vein pathologies. a MIP image reconstruction from a CT dataset shows complete thrombosis of the 
portal vein and of its right branch, and partial thrombosis of the superior mesenteric vein. b MIP image reconstruction 
from a MR dataset shows a portal cavernoma

Fig. 20.13a–d. Focal nodular hyperplasia (FNH) at multidetector CT. a Axial image, acquired during arterial phase, shows 
a large FNH of the right lobe. MIP images show (b) enlarged hepatic artery with intranodular branches, c The relationship 
of the FNH with the hepatic veins, which are displaced by the mass, and (d) the presence of additional hepatic veins

ba

b
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simultaneously depict internal structures such as 
liver lesion and vessels. VR technique is conversely 
capable of depicting multiobject displays, including 
the surface of the liver tumors and vessels. Differ-
ent threshold values can be established to separately 
reconstruct liver surface, tumor, portal vein and 
hepatic veins; then, the VR technique image can be 
contracted with all four reconstructed objects simul-
taneously displayed (simultaneous display). This 
multiobject display gives stereotactic understand-
ing of hepatic mass lesions, and VR technique has 
proven effective in the assessment of tumor invasion 
of the portal and intrahepatic venous structures. VR 
technique images can be displayed in color follow-
ing Hounsfi eld unit values (Uchida et al. 1999).

Multidetector CT with advanced image process-
ing is also useful in delineating uncommon hyper-
vascular hepatic lesions that can simulate tumors on 
arterial phase imaging. Many of these lesions can 
be recognized by their characteristic appearance, 
which can reduce the need for additional imaging, 
follow-up and histologic correlation (Kamel et al. 
2006). The volume of each tumor can be calculated 
with high accuracy by using dedicated semi-auto-
matic and automatic programs; an optimal corre-
lation between the automatically and the manually 
calculated tumor volumes was observed in 96.8% of 
the lesions in a study including three independent 
radiologists (Meier et al. 2004).

Hawighorst et al. (1999) underlined that each 
hepatic lesion can be identifi ed and characterized on 
3D gadolinium-enhanced MR angiographic images 
by analyzing the spatial variations and evolution of 
contrast enhancement in each lesion. The functional 
information derived from this additional informa-
tion at all three MR angiographic phases signifi -
cantly improved lesion characterization of all lesions, 
as compared to the characterization of the conven-
tional sequences. A complete 3D volume set offers the 
opportunity to reformat hepatic lesions with multiple 
views. This allows liver anatomy and vascular struc-
tures to be assessed with multiplanar reconstruc-
tions. Furthermore, maximum intensity projections 
improve the assessment of lesion volume. MIP and 
multiplanar reconstructions can also improve lesion 
delineation, and potentially enable the detection of 
the feeding and draining vessels (Hawighorst et 
al. 1999; Bennett et al. 1991; Bjerner et al. 1998; 
 Blasbalg et al. 2000; Kim et al. 2001).

Gadolinium chelate-enhanced 3D spoiled GRE 
source images, for example, seem to be superior to 
MIP reformatted images for the assessment of mor-

phologic features of FNH. MIP reformatted images 
are superior to the corresponding source imaging 
for showing the main branches of the hepatic artery, 
an arterial branch going to the FNH, and a small 
artery within the FNH radiating to peripheral areas. 
The combination of 3D spoiled GRE source images 
and MIP allows the analysis of morphologic, hemo-
dynamic and angioarchitectural patterns of FNH 
(Soyer et al. 1996). 

For the diagnosis of hepatocellular carcinoma, 
3D-FISP dynamic MRI is potentially useful in the 
detection of HCCs, regardless of their vascularity and 
histological grade, because of its high contrast and 
spatial resolution. This indicates the usefulness of 
3D-FISP in the demonstration of hypovascular as well 
as hypervascular lesions (Shinozaki et al. 2002). 

A recent study demonstrated that dynamic study 
performed with transverse 3D fat-suppressed T1-
weighted spoiled gradient-echo acquisition can be 
used as a stand-alone sequence for the diagnosis of 
HCC in patients with cirrhosis prior to liver trans-
plantation, and that the addition of 2D T2-weighted 
MR imaging did not improve the accuracy or con-
fi dence in diagnosis of HCCs or dysplastic nodules 
(Hecht et al. 2006).

If, in assessing liver anatomy and vasculature, 3D 
US has not yet gained an established role, its capa-
bility for guiding interventional procedures and for 
providing more accurate localization and size esti-
mation of tumors has been demonstrated (Downey 
et al. 1995; State et al. 1996; Cesarani et al. 1999; 
Downey et al. 2000; Nelson and Pretorius 1998). 
A study showed that 3D US is able to accurately 
locate the device tip within or near the tumor and 
to readily display confi gurational information when 
multiple devices are used. In fact, 3D US provided 
additional helpful information that resulted in con-
fi dent placement of the ablative devices because of 
the capability of understanding exact 3D relation-
ships of anatomic structures and ablative devices by 
studying the simultaneous display of three orthogo-
nal imaging planes (Rose et al. 2001).

Volume measurement with 3D US is more accurate 
than measurement with conventional sonography, 
and comparable or even better than those made using 
CT investigations (Liess et al. 1994; Wolf et al. 1998; 
Gilja et al. 1999; Linney and Deng 1999). Moreover, 
changes in size can be more readily identifi ed on serial 
studies, and 3D US may be applied complementarily 
to CT and MR imaging as an economical procedure 
for the follow up of tumor disease (Liess et al. 1994; 
Wolf et al. 1998; Cesarani et al. 1999).
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Three-dimensional images can be reconstructed 
from a power US study, with or without administra-
tion of contrast media, and visualized as a cine loop. 
The intratumoral blood-fl ow of focal liver lesions 
can thus be visualized and can be useful for the 
differential diagnosis of hepatic tumors, especially 
HCC and FNH. In fact, these tumors have distinctly 
different intratumoral vascular structures (Hirai et 
al. 1998; Cesarani et al. 1999; Campani et al. 1998). 
Three-dimensional power Doppler US can effec-
tively depict the associated arteries of HCCs, and 
there is a good correlation with angiographic study 
(Liang et al. 2003).

Three-dimensional reconstructions can also be 
useful in cases of follow-up of lesions after local ther-
apies (percutaneous ethanol injection, trans-arterial 
chemo-embolization and radiofrequency thermal 
ablation). A comparison between the pre- and post-
treatment imaging of the lesions is able to demonstrate 
the reduction of the viable tumor tissue in case of a 
successful treatment. The lesion can be isolated from 
the surrounding liver parenchyma and characterized 
by color-coding and volume rendering. In this way, 
3D imaging contributes to the precise estimation of 
tumor necrosis, and permits one to indicate whether 
or not the treatment has been successful (Lencioni 
et al. 2000). A recent pilot study that assessed the 
diagnostic performance of a computer-aided 3D-CT 
analytic tool for evaluating local recurrences of liver 
metastases after the fi rst month following RF abla-
tion by quantifying shape changes in ablated tumors, 
showed that the 3D analytic tool proved helpful in 
quantifying ablated tumor shape variations, and 
allowed recurrences to be detected even in the absence 
of abnormal enhancement ( Bricault et al. 2006).

References

Almusa O, Federle MP (2006) Abdominal imaging and inter-
vention in liver transplantation. Liver Transpl. 12:184–193

Barkhausen J, Ruehm S, Goyen M et al (2001) MR evaluation 
of ventricular function: true fast imaging with steady-
state precession versus fast low-angle shot cine MR imag-
ing. Feasibility study. Radiology 219:264–269

Bartolozzi C, Lencioni R (1999) Liver malignancies. Springer, 
Berlin

Bennett WF, Bova JG, Petty L, Martin EW Jr (1991) Preop-
erative 3D rendering of MR imaging in liver metastases. 
JCAT 15:979–984

Bismuth H, Castaing D, Garden OJ (1988) Segmental surgery 
of the liver. Surg Ann 20:291–310

Bjerner T, Johansson L, Haglund U, Ahlstrom H (1998) 3D 
surface rendering of images from multiple MR pulse 
sequences in the pre-operative evaluation of hepatic 
lesions. Acta Radiol 39:698–700

Blasbalg R, Mitchell DG, Outwater EK, Ito K, Gabata T, Chio-
wanich P (2000) Free MRA of the abdomen: postprocess-
ing dynamic gadolinium-enhanced 3D axial images. 
Abdom Imaging 25:62–66

Boeve WJ, Kok T, Haagsma EB et al (2001) Superior diagnos-
tic strength of combined contrast-enhanced MR angiog-
raphy and MR imaging compared to intra-arterial DSA 
in liver transplant candidates. Magn Reson Imaging 
19:609–622

Bricault I, Kikinis R, Morrison PR et al (2006) Liver metas-
tases: 3D shape–based analysis of CT scans for detection 
of local recurrence after radiofrequency ablation. Radiol-
ogy 241:243–250

Byun JH, Kim TK, Lee SS et al (2003) Evaluation of the hepatic 
artery in potential donors for living donor liver trans-
plantation by computed tomography angiography using 
multidetector-row computed tomography: comparison 
of volume rendering and maximum intensity projection 
techniques. J Comput Assist Tomogr 27:125–131

Carr JC, Nemcek AA Jr, Abecassis M et al (2003) Preoperative 
evaluation of the entire hepatic vasculature in living liver 
donors with use of contrast-enhanced MR angiography 
and true fast imaging with steady-state precession. J Vasc 
Interv Radiol 14:441–449

Chaib E, Ribeiro MAF Jr, Saad WA, Gama-Rodrigues J (2005) 
The main hepatic anatomic variations for the purpose 
of split-liver transplantation. Transplant Proc 37:1063–
1066

Campani R, Bottinelli O, Calliada F, Coscia D (1998) The 
latest in ultrasound: three dimensional imaging. Part II. 
Eur J Radiol 27:S183–S187

Castillo OA, Keriakos K, Stinchon JF, Jara H, Soto JA (2005) 
Automated liver segmentation and volume calculation 
from MDCT data sets using a dual-clustering technique: 
comparison with planimetry. Radiology (p) 509 abstract

Cesarani F, Isolato G, Capello S, Bianchi SD (1999) Tridimen-
sional ultrasonography. First clinical experience with 
dedicated devices and review of the literature. Radiol 
Med 97:256–264

Coskun M, Kayahan EM, Ozbek O, Cakir B, Dalgic A, Haberal 
M (2005) Imaging of hepatic arterial anatomy for depict-
ing vascular variations in living related liver transplant 
donor candidates with multidetector computed tomogra-
phy: comparison with conventional angiography. Trans-
plant Proc 37:1070–1073

Couinaud C (1957) Le foie: etudes anatomiques et chirurgi-
cales. Masson, Paris

Couinaud C (1986) Anatomie chirurgicale du foie: quelques 
aspects nouveaux. Chirurgie 112:337–342

Couinaud C (1998) The dorsal sector of the liver. Chirurgie 
123:8–15

Crocetti L, Della Pina C, Rocchi E, Montagnani S, Lera J, Bar-
tolozzi C (2005) Imaging landarks for segmental lesion 
localization. In: Lencioni R, Cioni D, Bartolozzi C (eds.) 
Focal liver lesions. Springer, Berlin, pp 63–72

Downey DB, Chin JL, Fenster A (1995) Three-dimensional 
US-guided cryosurgery. Radiology 197(P):539

Downey DB, Fenster A, Williams JC (2000) Clinical utility of 
three-dimensional US. RadioGraphics 20:559–571



  Liver 291

Ducerf C, Rode A, De La Roche E et al (1998) Compression 
of the celiac trunk by the diaphragmatic arcuate ligament 
during supramesocolonic surgery. Ann Chir 52:495–502

Erbay N, Raptopoulos V, Pomfret EA, Kamel IR, Kruskal JB 
(2003) Living donor liver transplantation in adults: vas-
cular variants important in surgical planning for donors 
and recipients. AJR Am J Roentgenol 181:109–114

Friedman AC, Dachman AH (1994) Radiology of the liver, 
biliary tract, and pancreas. Mosby, St. Louis

Fulcher A, Szucs R, Bassignani M et al (2001) Right lobe 
living donor liver transplantation: preoperative evalua-
tion of the donor with MR imaging. AJR Am J Roentgenol 
176:1483–1491

Gilja OH, Hausken T, Bersted A, Odegaard S (1999) Meas-
urements of organ volume by ultrasonography. Proc Inst 
Mech Eng 213:247–259

Glockner JF (2001) Three-dimensional gadolinium enhanced 
MR angiography: applications for abdominal imaging. 
RadioGraphics 21:357–370

Glombitza G, Lamade W, Demiris AM et al (1999) Virtual 
planning of liver resections: image processing, visualiza-
tion and volumetric evaluation. Int J Med Inf 53:225–237

Goldsmith NA, Woodburne RT (1957) The surgical anat-
omy pertaining to liver resection. Surg Gynecol Obstet 
195:310–318

Goodman DA, Tiruchelvan V, Tabb DR, Agarwal N, Rhoads 
JE Jr (1995) 3D CT reconstruction in the surgical manage-
ment of hepatic injuries. Ann R Coll Surg Engl 77:7–11

Guiney MJ, Kruskal JB, Sosna J, Hanto DW, Goldberg SN, 
Raptopoulos V (2003) Multi-detector row CT of relevant 
vascular anatomy of the surgical plane in split-liver 
transplantation. Radiology 229:401–407

Hawighorst H, Schoenberg SO, Knopp MV, Essig M, Miltner 
P, van Kaick G (1999) Hepatic lesions: morphologic and 
functional characterization with multpiphase breath-
hold 3D gadolinium-enhanced MR angiography - initial 
results. Radiology 210:89–96

Healy JE (1970) Vascular anatomy of the liver. Ann NY Acad 
Sci 170:8–17

Healy JE, Schroy PC (1953) Anatomy of the biliary ducts 
within the human liver: analysis of prevailing pattern 
of branchings and major variations of the biliary ducts. 
Arch Surg 66:599–619

Heath DG, Soyer PA, Kuszyk BS et al (1995) Three-dimensional 
spiral CT during arterial portography: comparison of three 
rendering techniques. RadioGraphics 15:1001–1011

Hecht EM, Holland AE, Israel GM et al (2006) Hepatocellular 
carcinoma in the cirrhotic liver: gadolinium enhanced 3D 
T1-weighted MR imaging as a stand-alone sequence for 
diagnosis. Radiology 239:438–447

Henseler KP, Pozniak MA, Lee FT, Winter TC III (2001) 
Three-dimensional CT angiography of spontaneous por-
tosystemic shunts. RadioGraphics 21:691–704

Hiatt JR, Gabbay J, Busuttil RW (1994) Durgical anatomy of 
hepatic arteries in 1000 cases. Ann Surg 220:50–52

Hirai T, Ohishi H, Yamada R et al (1998) Three-dimensional 
power Doppler sonography of tumor vascularity. Radiat 
Med 16:353–357

Horton KM, Fishman EK (1998) Paraumbilical vein in the 
cirrhotic patient: imaging with 3D CT angiography. 
Abdom Imaging 23:404–408

Ito K, Blasbalg R, Hussain SM, Mitchell DG (2000) Portal 
vein and its tributaries: evaluation with thin section 

three-dimensional contrast-enhanced dynamic fat-sup-
pressed MR imaging. Radiology 215:381–386

Johnson PT, Heath DG, Bliss DF, Cabral B, Fishman EK 
(1996a) Three dimensional CT: real-time interactive 
volume rendering. AJR Am J Roentgenol 167:581–583

Johnson PT, Heath DG, Kuszyk BS, Fishman EK (1996b) CT 
angiography with volume-rendering: advantages and 
applications in splanchnic vascular imaging. Radiology 
200:564–568

Kamel IR, Kruskal JB, Pomfret EA, Keogan MT, Warmbrand 
G, Raptopoulos V (2001) Impact of multidetector CT on 
donor selection and surgical planning before living adult 
right lobe liver transplantation. AJR Am J Roentgenol 
176:193–200

Kamel IR, Liapi E, Fishman EK et al (2006) Incidental non-
neoplastic hypervascular lesions in the noncirrhotic 
liver: diagnosis with 16-MDCT and 3D CT angiography 
AJR Am J Roentgenol 287:682–687

Kopka L, Rodenwaldt J, Vosshenrich R et al (1999) Hepatic 
blood supply: comparison of optimized dual phase con-
trast-enhanced three-dimensional MR angiography and 
digital subtraction angiography. Radiology 211:51–58

Kuszyk BS, Heath DG, Ney DR et al (1995) CT angiography 
with volume rendering: image fi ndings. AJR Am J Roent-
genol 165:445–448

Laghi A (2006) Multidetector CT (64 Slices) of the liver: exami-
nation techniques. Eur Radiol Sep 29 (Epub ahead of print)

Lang H, Radtke A, Hindennach M et al (2005) Impact of vir-
tual tumor resection and computer-assisted risk analy-
sis on operation planning and intraoperative strategy in 
major hepatic resection. Arch Surg 140:629–638

Lavelle MT, Lee VS, Rofsky NM, Krinsky GA, Weinreb JC 
(2001) Dynamic contrast-enhanced three-dimensional 
MR imaging of liver parenchyma: souce images and 
angiographic reconstructions to defi ne hepatic arterial 
anatomy. Radiology 218:389–394

Lee SS, Kim TK, Byun JH et al (2003) Hepatic arteries in 
potential donors for living related liver transplantation: 
evaluation with multi-detector row CT angiography. 
Radiology 227:391–399

Lee VS, Lavelle MT, Rofsky NM et al (2000) Hepatic MR 
imaging with a dynamic contrast-enhanced isotropic 
volumetric interpolated breath-hold examination: feasi-
bility, reproducibility, and technical quality. Radiology 
215:365:372

Lee VS, Morgan GR, Teperman LW et al (2001) MR imaging 
as the sole preoperative imaging modality for right hepa-
tectomy: a prospective study of living adult-to-adult liver 
donor candidates. AJR Am J Roentgenol 176:1475–1482

Lencioni RA, Neri E, Caramella D, Cioni D, Vagli P, Bar-
tolozzi C (2000) Radiofrequency thermal ablation of 
liver malignancies: assessment of treatment outcome by 
volume-rendered spiral CT. Radiology 217(P):228

Liang JD, Yang PM, Liang PC (2003) Three-dimensional 
power Doppler ultrasonography for demonstrating asso-
ciated arteries of hepatocellular carcinoma. J Formos 
Med Assoc 102:367–374

Linney AD, Deng J (1999) Three-dimensional morphometry 
in ultrasound. Proc Inst Mech Eng 213:235–245

Liess H, Roth C, Umgelter A, Zoller WG (1994) Improvements 
in volumetric quantifi catrion of circumscribed hepatic 
lesions by three-dimensional sonography. Z Gastroen-
terol 32:488–492



292 L. Crocetti et al.

Makuuchi M, Hasegawa H, Yamazaki S, Takayasu K (1987) 
Four new hepatectomy procedures for resection of the 
right hepatic vein and preservation of the inferior right 
hepatic vein. Surg Gynecol Ostet 164:68–72

Meier S, Schenk A, Mildenberger P, Bourquain H, Pitton 
M, Thelen M (2004) Evaluation of a new software tool 
for the automatic volume calculation of hepatic tumors. 
First results. Rofo Fortschr Geb Rontgenstr Neuen Bild-
geb Verfahr 176:234–238

Michels N (1966) Newer anatomy of the liver and its vari-
ant blood supply and collateral circulation. Am J Surg 
112:337–347

Nelson TR, Pretorius DH (1998) Three-dimensional ultra-
sound imaging. Ultrasound in Med & Biol 24:1243–1270

Nghiem HV, Dimas CT, Mc Vicar JP et al (1999) Impact of 
double helical CT and three-dimensional CT arteriog-
raphy on surgical planning for hepatic transplantation. 
Abdom Imaging 24:278–284

Numminen K, Sipila O, Makisalo H (2005) Preoperative 
hepatic 3D models: virtual liver resection using three-
dimensional imaging technique. Eur J Radiol 56:179–184

Okuda K, Benhamou JP (1991) Portal hypertension: clinical 
and physiological aspects. Springer-Verlag, Tokyo

Okumura A, Watanabe Y, Dohke M et al (1999) Contrast-
enhanced three-dimensional MR portography. Radio-
Graphics 19:973–987

Ono N, Toyonaga A, Nishimura H, Hayabuchi N, Tanikawa 
K (1997) Evaluation of magnetic resonance angiography 
on portosystemic collaterals in cirrhotic patients. Am J 
Gastroenterol 92:1515–1519

Park JH, Cha SH, Han JK, Han MC (1990) Intrahepatic porto-
systemic venous shunt. AJR Am J Roentgenol 155:527

Rose SC, Hassanein TI, Easter DW et al (2001) Value of three-
dimensional US for optimizing guidance for ablating 
focal liver tumors. J Vasc Interv Radiol 12:507–515

Saddik D, Frazer C, Robins P, Reed W, Davis S (1999) Gado-
linium-enhanced three-dimensional MR portal venogra-
phy. AJR Am J Roentgenol 19:973–987

Saylisoy S, Atasoy C, Ersoz S, Karayalcin K, Akyar S (2005) 
Multislice CT angiography in the evaluation of hepatic 
vascular anatomy in potential right lobe donors. Diagn 
Interv Radiol 11:51–59

Shinozaki K, Honda H, Yoshimitsu K et al (2002) Optimal 
multi-phase three-dimensional fast imaging with steady-
state free precession dynamic MRI and its clinical appli-
cation to the diagnosis of hepatocellular carcinoma. 
Radiat Med. 20:111–119

Schroeder T, Radtke A, Kuehl H, Debatin JF, Malago M, 
Ruehm SG (2006) Evaluation of living liver donors with 
an all-inclusive 3D multi-detector row CT protocol. Radi-
ology 238:900–910

Smith PA, Klein AS, Heath DG, Chavin K, Fishman EK (1998) 
Dual-phase spiral CT angiography with volumetric 3D 
rendering for preoperative liver transplant evaluation: 
preliminary observations. JCAT 22:868–874

Soyer P, Roche A, Gad M et al (1991) Preoperative segmen-
tal localization of hepatic metastases: utility of three-
dimensional CT during arterial portography. Radiology 
180:653–658

Soyer P, de Givry SC Gueye C, Lenormand S, Somveille E, 
Scherre A (1996a) Detection of focal hepatic lesions with 
MR imaging: prospective comparison of T2-weighted 
fast spin-echo with and without fat suppression, T2-

weighted breath-hold fast spin-echo, and gadolinium 
chelate enhanced 3D gradient-recalled imaging. AJR Am 
J Roentgenol 166:1115–1121

Soyer P, Dufresne AC, Somveille E, Scherrer A (1996b) Focal 
nodular hyperplasia of the liver: assessment of hemody-
namic and angioarchitectural patterns with gadolinium 
chelate-enhanced 3D spoiled gradient-recalled MRI and 
maximum intensity projection reformatted images. JCAT 
20:898–904

Soyer P, Heath D, Bluemke DA et al (1996c) Three-dimen-
sional helical CT of intrahepatic venous structures: com-
parison of three rendering techniques. JCAT 20:122–127

Soyer P, Dufresne AC, Somveille E, Scherrer A (1997) MR 
imaging of the liver: effect of portal hypertension on 
hepatic parenchymal enhancement using a gadolinium 
chelate. JMRI 7:142–146

State A, Livengston MA, Garrett WF et al (1996) Technolo-
gies for augmented reality systems: realizing ultrasound-
guided needle biopsies. Proceedings of SIGGRAPH ‘96. 
Comput Graph 13:439–446

Taupitz M, Speidel A, Hamm B et al (1995) T2-weighted 
breath-hold MR imaging of the liver at 1.5 T: results 
with a three-dimensional steady-state free precession 
sequence in 87 patients. Radiology 194:439–446

Togo S, Shimada H, Kanemura E et al (1998) Usefulness of 
three-dimensional computed tomography for anatomic 
liver resection: sub-subsegmentectomy. Surgery 123:73–
78

Uchida M, Ishibashi M, Abe T, Nishimura H, Hayabuchi N 
(1999) Three-dimensional imaging of liver tumors using 
helical CT during intravenous injection of contrast 
medium. JCAT 23:435–440

van Leeuwen MS, Fernandez MA, van Es HW, Stokking R, 
Dillon EH, Feldberg MAM (1994a) Variations in venous 
and segmental anatomy of the liver: two- and three-
dimensional MR imaging in healthy volunteers. AJR Am 
J Roentgenol 162:1337–1345

van Leeuwen MS, Noordzij J, Fernandez MA, Hennipman 
A, Feldberg MAM, Dillon EH (1994b) Portal venous and 
segmental anatomy of the right hemiliver: observations 
based on three-dimensional spiral CT renderings. AJR 
Am J Roentgenol 163:1395–1404

van Leween MS, Noordzij J, Hennipman A, Feldberg MA 
(1995) Planning for liver surgery using three dimensional 
imaging techniques. Eur J Cancer 31:1212–1215

Wigmore SJ, Redhead DN, Yan XJ et al (2001) Virtual hepatic 
resection using three-dimensional reconstruction of hel-
ical computed tomography angioportograms. Ann Surg 
233:221–226

Winter TC Jr, Freeny PC, Nghiem HV et al (1995) Hepatic 
arterial anatomy in transplantation candidates: evalua-
tion with three-dimensional CT arteriography. Radiol-
ogy 195:363–370

Wolf GK, Lang H, Prokop M, Schreiber M, Zoller W (1998) 
Volume measurements of localized hepatic lesions using 
three-dimensional sonography in comparison with 
three-dimensional computed tomography. Eur J Med 
Res 23:157–164

Yamashita Y, Mitsuzaki K, Miyazaki T et al (1996) Gado-
linium-enhanced breath-hold three-dimensional MR 
angiography of the portal vein: value of the magnetiza-
tion-prepared rapid acquisition gradient-echo sequence. 
Radiology 201: 283–288



  Pancreas 293

S. Mazzeo, MD; V. Battaglia, MD; C. Cappelli, MD
Diagnostic and Interventional Radiology, Department 
of Oncology, Transplants and Advanced Technologies in 
 Medicine, University of Pisa, Via Roma 67, 56125 Pisa, Italy 

Pancreas 21
Salvatore Mazzeo, Valentina Battaglia, and Carla Cappelli

C O N T E N T S

21.1 Introduction 293

21.2 Post-Processing Techniques 293

21.3 CT Pancreatoscopy and 
 Virtual Pancreatography  296

21.4 Ductal Adenocarcinoma 296

21.5 Cystic Pancreatic Neoplasms 298

21.6 Pancreatitis 299

 References 301

 Further Reading 302

tocol, as reported in many works (McNulty et al. 
2001; Nino-Murcia et al. 2000), that consists of an 
unenhanced, an arterial (pancreatic phase–gener-
ally at 40”) and a venous phase (at 70”); all these 
scans are generally acquired with thin slice thick-
ness (<3 mm) and a reconstruction interval that can 
vary from 0.5–1.5 mm.

In cases of suspected neuroendocrine pancreatic 
tumours, also a praecox arterial pancreatic (at 20–
25”) phase (Horton et al. 2006) can be performed, 
in order to visualize the immediate lesion wash-in 
and the tumour behaviour in following successive 
scans; a delayed (180”) scan can be moreover per-
formed in patients with ductal adenocarcinoma, 
which sometimes can show a late enhancement.

The importance of acquiring successive post-
contrastographic scans, at standardized delay of 
acquisition, has revealed fundamental not only in 
characterizing lesions, basing on their enhancement 
behaviour, but also to obtain a digital dataset to post 
process, which is especially useful when staging 
neoplasms (Nino-Murcia et al. 2000).

The strong increase of the number of data 
acquired and the fi ner image quality (mainly due to 
the very thin slice thickness) than that previously 
obtained with conventional CT reverberated in fact 
on the improvement of the post-processing image 
quality that has so markedly been raised in these 
last years, resulting in new exciting applications for 
CT ( Calhoun et al. 1999).

21.2 
Post-Processing Techniques

Post-processing imaging could not have been devel-
oped without advances in computer hardware, soft-
ware and display technologies, not only because of 
the previous image quality, but also because image 
processing and display were very time consuming.

21.1 
Introduction

Pancreatic evaluation obtained by diagnostic imag-
ing techniques has strongly improved in these last 
few years, especially after the advent of multidetector 
CT (MDCT) (Sata et al. 2006); this new type of CT 
has, in fact, permitted to obtain a fi ner image resolu-
tion and an increased velocity on the z-axis, allowing 
to acquire a larger amount of row data per exam and 
to avoid breath and motion artefacts (Hu et al. 2000); 
last but not least, the faster imaging acquisition has 
allowed the improvement of intravenous contrast 
medium administration and the achievement of the 
optimisation of post-contrastographic scans.

Mainly, faster imaging acquisition on the z-axis 
and the optimisation of contrast administration, 
allowed by multidetector technology, have deter-
mined the improvement of CT study of the pan-
creas, permitting to formulate a gland study pro-
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It happened for other viscera examinations, bi- 
(2D) and three-dimensional (3D) reconstructed 
images have gained importance also in the study of 
pancreatic diseases.

The two most used bi-dimensional reformatting 
techniques in order to study pancreatic pathologies 
are, as reported in many works, average intensity 
multiplanar reformatted (MPR) and its variant, 
curved planar (CPR) reformatted imaging (Baek et 
al. 2001; Nino-Murcia et al. 2003).

MPR and CPR, obtained in different sectional 
planes, have revealed to be fundamental in or-der 
to evaluate the relationships between pancreatic 
disease and peri-pancreatic structures, especially in 
the preoperative CT assessment of pancreatic carci-
noma and mainly in the evaluation of loco-regional 
spreading, furnishing fi ne details in the visualisa-
tion of the relationship between tumour and blood 
vessels (Nino-Murcia et al. 2003) (Fig. 21.1).

These techniques also play an important role in 
evaluating the peri-lesional soft tissue and, particu-
larly, the tumoral involvement of lymph nodes and
retroperitoneal fat, corresponding to the retroportal 
pancreatic margin (Baek et al. 2001; Brugel et al. 
2004).

CPRs are, moreover, frequently applied in tumoral 
staging evaluation, especially in the depiction of the 
main pancreatic duct and, as reported by Prokesch 
(2002), they have been shown to be equivalent to 
transverse images in the detection of pancreatic 
tumours and determination of resectability.

It is also mandatory to report that several investi-
gators have found MRP to be nonetheless very much 
accurate (Rieker et al. 1997) in evaluating pancre-
atic pathologies and especially pancreatic tumour, 
avoiding then the use of 3D reconstructed images.

Anyway, even when using the most recent imag-
ing technologies, pancreas location does not always 
allow to obtain the entire organ and the narrow 
structure images to be displayed on the same plane 
in one slice (Jing-Shan et al. 2004).

For these reasons, nowadays, 3D imaging has 
strongly improved, thanks to the possibility to 
elaborate the large volumetric data set acquired by 
spiral CT, permitting the adoption of peculiar win-
dows of visualization (MIP: minimum intensity pro-
jections–MinIP) (Rubin et al. 1995; Achenbach et 
al. 1998; Nino-Murcia et al. 2001) and the perfor-
mance of volume-rendering (VR) imaging of anal-

Fig. 21.1a,b. MPR coronal oblique image (a) of the pancre-
atic gland in the venous phase: it is possible to appreciate 
the normal pancreatic and peripancreatic anatomy; (b) CPR 
axial oblique image showing a dilation of the main pancre-
atic duct in a patient with ductal adenocarcinoma of the infe-
rior part of the pancreatic heada

b
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ysed structures (Fishman et al. 2006). Surely, in the 
study of the pancreas, VR and MIP represent a very 
important tool of investigation.

MIP algorithm permits in fact to represent the 
highest attenuation voxel comprised in the explored 
volume and it has revealed useful in the vessels 
evaluation; its limitations, especially when study-
ing peripancreatic vessels in patients with ductal 
adenocarcinoma, are due to the lack of spatiality of 
represented images, differently from VR (Horton 
et al. 2002) (Fig. 21.2).

Anyway, MIP can be applied in many pancreatic 
studies, but mainly in vascular evaluation, and also 
in acute and chronic pancreatitis and its complica-
tions.

Previously not often used because very time con-
suming, nowadays VR, thanks to recent advances 
in computer hardware, has become a practical and 
interactive technique that allows processing and dis-
play to occur in real time (minimum 5–10 frames/s) 
at relatively inexpensive workstations.

About 3D imaging, given up the static surface-ren-
dered (SSD) images, mainly because of its inability 
to show under (sub)-surface details, VR images have 
been preferred in the study of pancreatic patholo-
gies, mainly in the evaluation of peri-pancreatic ves-
sels in the pre-operative study of patients affected 
by carcinoma as well as in the evaluation of the arte-
rial vasculature of patients candidates for pancreas 
transplantation.

VR is in fact a 3D technique that permits to 
maintain the spatial relationships among different 

critical structures, such as those located in the ret-
roperitoneum, permitting to obtain a very accurate 
evaluation of the real loco-regional tumoral spread; 
moreover, differently from SSD, VR allows the repre-
sentation of all different values of attenuation of the 
pixel contained in the volume of study, representing 
thus the most advanced technique in clinical/diag-
nostic routine (Calhoun et al. 1999) (Fig. 21.3).

Fig. 21.3a,b. VR 3D images (a,b). VR allows to mainatin the 
spatial relationships among different critical structures, 
such as those located in the retroperitoneum and permits 
the representation of all the different values of attenuation 
of the pixel contained in the volume of study

Fig. 21.2. Sagittal oblique MIP image showing the celiac trunk 
and the vessels around a neuroendocrine pancreatic neoplasm: 
the spatial relationship of the vessel is not maintained

a

b
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Recently, in concomitance to these virtual bi- and 
three-dimensional imaging studies, also the pan-
creatic evaluation by virtual imaging has stronlgy 
improved by performing the CT virtual pancreatos-
copy (Sata et al. 2006).

21.3 
CT Pancreatoscopy and 
Virtual Pancreatography 

Not routinely performed, CT virtual pancreatos-
copy, fi rst reported in 1998 by Prassopoulos et al. 
and  Nakagohri et al., is a new tool for diagnosis of 
pancreatic pathologies (Tanizawa et al. 2003).

This technique consists in the acquisition of a 
MDCT scan, previously preceded by the introduc-
tion of 5–15 ml of iodine non-ionic contrast medium 
administration in the main pancreatic duct [per-
forming a nasopancreatic drainage during a rou-
tine endoscopic retrograde pancreatoscopy (ERP)]. 
The CT data acquired are then post-processed to 
obtain 3D images of the pancreatic duct (3D-CT 
pancreatography) and virtual pancreatoscopy (CT-
VP).

CT pancreatography is, in substance, the appli-
cation of virtual endoscopy to the pancreatic gland, 
allowing the study the inner surface of the gland 
ducts and resulting useful in evaluating many 
ductal diseases and, overall, in case of cystic pan-
creatic neoplasms, especially intraductal papillary 
mucinous neoplasms (IPMN).

Some studies have reported a high accu-
racy in detecting duct anomalies and tumours 
( Prass opoulos et al. 1998; Nakagohri et al. 1998) 
of both VP and CT pancreatography a these two tech-
niques show, in some cases, fi ner details than ERP or 
intra-operative retrograde pancreatoscopy (IORP) 
(Sata et al. 2006); the main limitation in applying 
them consists in the risk of pancreatitis, related to 
the necessary pre-CT ERP (Sata et al. 2006).

21.4 
Ductal Adenocarcinoma

Despite the poor prognosis and the often late diag-
nosis, nowadays surgery still represents the only 

possible curative therapy of ductal pancreatic ade-
nocarcinoma (Fortner et al. 1996).

Because of the improvement of more aggressive 
surgical techniques and the necessity to obtain 
the most accurate pre-operative staging, imaging 
post-processing has become a fundamental part of 
pre-operative radiological evaluation of patients 
with pancreatic cancers, especially for the correct 
analysis of the loco-regional neoplastic infi ltration 
(Prokesch et al. 2002), which strongly infl uences 
the prognosis and so the eventual resectability.

One of the most important and diffi cult steps in 
pancreatic neoplasm staging is to evaluate the rela-
tionship between the neoplasm and the surrounding 
major peripancreatic vessels; a number of studies 
have been conducted in order to establish a cor-
rect grading in neoplastic vessel infi ltration (Lu et 
al. 1997; Mazzeo et al. 2007), being this one of the 
most important key points in determining patient 
resectablity (Allema et al. 1995).

Thanks to the availability of high-resolution CT 
data sets, a large variety of 2D and 3D reformations 
can be produced; moreover, one of the main advan-
tages of MDCT is to obtain isotropic data sets, thus 
allowing obtaining high quality images (Brugel et 
al. 2004) and thus permitting a very accurate pre-
operative evaluation. 

If in the past patients underwent pre-operative 
angiography in order to correctly defi ne the even-
tual vascular encasement, nowadays, MPR, MIP and 
VR have completely substituted it (Horton 2002).

MPR, even if not furnishing a 3D point of view of 
pancreatic and peripancreatic structures, is prob-
ably one of the most used methods to evaluate loco-
regional tumoral spreading (Prokesch et al. 2002) 
(Fig. 21.4); thanks to the elaboration of images on dif-
ferent planes, it is in fact possible to correctly deter-
mine the neoplasm’s dimensions, the contiguity to 
the main duct and the eventual relationship with the 
surrounding vessels, especially in doubtful cases. 

Moreover, MPR can furnish an accurate analysis 
of the infi ltration of the retroperitoneal fat, corre-
sponding to the retroportal resection margin, this 
another key point of pre-surgical planning, due to the 
relationship between fat micro/macro invasion and 
patient survival (Luttges et al. 1998) (Fig. 21.5).

Even if very useful in loco-regional tumoral stag-
ing, MPR obviously cannot give volumetric evalu-
ation of structures; generally, MIP and VR are the 
preferred algorithms to create vascular maps, and 
especially VR has shown the potential for replacing 
angiography.
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Fig. 21.4a–e. Axial oblique MPR image (a) showing a ductal 
adenocarcinoma of the pancreas infi ltrating the mesen-
teric root and the retroperitoneum; on the coronal oblique 
MPR (b) it is also possible to appreciate the dilation of the 
common biliary duct due to the tumoral infi ltration. MIP 
(c,d) coronal oblique images show instead the vascular 
encasement of the mesenteric vein (c) and artery (d) due 
to the loco-regional tumour spreading. VRs (e) furnish 
instead a global view of the pancreatic and peripancreatic 
structures (the red arrow shows the pancreatic neoplasm)

b

d

c

a

e
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VR, in fact, unlike MIP, maintains spatial rela-
tionship and depth and it has shown to be superior 
to MIP in the evaluation of peri-pancreatic vessels 
(Hong et al. 1999); VR may also be used to show the 
presence of normal vascular variants (Fig. 21.6).

21.5 
Cystic Pancreatic Neoplasms

Even if cystic pancreatic neoplasms account for a 
very small percentage of the gland tumours, the pos-
sibility of some of them to change into malignant 
lesions determines the necessity to study and stage 
accurately them and especially mucinous neoplasms 
and intraductal papillary mucinous neoplasms 
(IPMN) in both its variants (main and branch duct 
type) (Itay et al. 2001).

Radiological differentiation between benign and 
malignant lesions is moreover important in order 
to determine the appropriate treatment, especially 
in cases of suspected IPMN, due to the mucin over-
production with the consequent dilation of the main 
duct and compromission in correct visualization of 
the precise lesion site (Sahani et al. 2006).

In these last few years, even if ERCP and MRCP 
still represent an important diagnostic step in 
diagnosis and characterisation of cystic neoplasm, 
MDCT has strongly contributed to the depiction 
and the evaluation of these tumours. Particularly, 
the introduction and the use of very small detector 
size and the possibility of acquiring data from quite 
isotropic voxels have permitted the improvement of 
the reformatted imaging quality.

The dilation of the MPD, the location and size 
of the neoplasms are in fact accurately assessed by 
performing a MDCT study, even in patients with 
obstruction of the main duct, in whom ERP can 
be diffi cult to perform because of the mucinous 
obstruction of the lumen of the duct. In evaluating 
cystic pancreatic neoplasms, CPR and MPR play a 
fundamental role, while MIP and VR are less used, 
mainly because of the less frequent vascular inva-
sion.

Two-dimensional imaging allows in fact the 
depiction of communication between the lesion and 
the main/branch pancreatic ducts, permitting fi rst 
of all to determine the lesion nature (IPMN versus 
other cystic pancreatic adenomas/carcinomas) 
(Nino-Murcia M et al. 2003) (Fig. 21.7).

Fig. 21.5a–c. Axial oblique MPR (a) showing normal retro-
peritoneal fat, corresponding to the retroperitoneal pan-
creatic margin, next to the superior mesenteric artery; in 
the coronal oblique MIP image (b) it is instead possible to 
appreciate an abnormal density of the fat tissue, suspected 
for microinfi ltration; the VR 3D image (c) shows the tumoral 
invasion of the retroperitoneum

a

c

b
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Mainly CPR, because of the natural ductal curva-
ture, permits to display on a two-dimensional image 
the course of the main pancreatic duct, to visualise 
its contents and to clearly measure its dimensions; 
moreover, CPR allows to highlight the dilation, 
stenosis and possible calcifi cation; reformatted bi-
dimensional imaging also allows the clear analysis 
of lesion morphological characteristics (thin/thick 
septa, presence of calcifi cation and their location 
inside the lesion), providing additional imaging 
details (Sahani et al. 2006). 

Regarding 3D imaging, the most frequently 
applied technique when analysing cystic pancre-
atic neoplasms is certainly MinIP, usually obtained 
using multi-projection volume reconstruction 
(MPVR) software by selecting an oblique slab that 
contained the entire lesion/anatomical structure to 
be evaluated; MinIP permits to highlight hypodense 
tumours in order to increase the conspicuity of the 
lesion, the common bile duct and pancreatic dilated 
ducts (Nino-Murcia et al. 2003), thus furnishing a 
better visualisation of small lesions and fi nest ductal 
details (Fig. 21.8).

21.6 
Pancreatitis

CT of the abdomen is the standard imaging modality 
for evaluating acute and chronic pancreatitis and their 
complications. In addition, CT can be used as a prog-
nostic indicator of the severity of acute pancreatitis, 
mainly because it allows a complete visualization of 
the pancreas and retroperitoneum. As well as in the 
study of other pancreatic disease, imaging reformation 
is useful and often applied in the evaluation of acute 
and chronic pancreatitis, not only for diagnosis, but 
also for the study of possible complications.

As in the study of pancreatic neoplasms, also in 
the post-processing imaging evaluation of pancre-
atitis, bi-dimensional techniques (MPR and CPR) 
are often applied. The diagnosis of acute pancreatitis 
performed by MDCT is in fact based mainly on some 
peculiar imaging characteristics, quite well defi ned by 
axial images only, such as periglandular edema, focal 
or diffuse enlargement of the pancreas, with inho-
mogeneous enhancement, irregular contour of the 
pancreatic margins, thickening of peripancreatic fat 
planes, thickening of fascial planes and the presence 
of intraperitoneal or retroperitoneal fl uid collections, 

Fig. 21.6. Axial MIP image clearly depicts the stenosis of the 
hepatic and the splenic arteries involved in the neoplasm

Fig. 21.7a,b. Coronal oblique MPR image (a) showing the dila-
tion of the main pancreatic duct due to the adjacent cystic lesion 
(IPMN) of the pancreatic head; in the MinIP (b) image it is pos-
sible to highlight the communication between the lesion and 
the main pancreatic duct as well as the tumour multifocality

a

b



300 S. Mazzeo, V. Battaglia, and C. Cappelli

most commonly found in the peripancreatic and ante-
rior pararenal spaces (Balthazar et al. 1985, 2002). 

The evaluation of complications, instead, often 
requires image post-processing: the presence of fl uid 
collections, abscesses or haemorrhage can in fact be 
well defi ned by applying MPR on sagittal, coronal or 
oblique planes, in order to evaluate the relationships 
between the pancreas and omental recesses; also in 
the evaluation of pseudocysts, in order to obtain a 
differential diagnosis with cystic neoplasms, it is cor-
rect to apply a 3D technique such as MinIP that can 
emphasize the absence of communications between 
the lesion and the pancreatic duct (for differential 
diagnosis with IMPN) and that highlights the psued-
ocystic wall and internal lesion characteristics, in 
order to pose the differential diagnosis with serous/
mucinous cistoadenoma (Cohen-Scali et al. 2003). 
MIP and VR can, in any event, be useful in the evalu-
ation of suspected vascular complications, such as 
venous thrombosis and pseudoaneurysm formation.

Bi- and three-dimensional imaging can, moreover, 
constitute a diagnostic tool of evaluation also of chronic 
pancreatitis; CPR can in fact display on a single plane 
the entire gland, emphasising the parechymal atro-
phy with or without fatty replacement as well as focal 
enlargement found in association with ductal dilation, 
calcifi cations and irregularity. MPR, associated with 
MinIP or not, can fi nally be applied in the evaluation 
of pseudocysts and overall biliary duct stenosis and 
dilations, frequently due to intraductal calcifi cations 
or post-infl ammatory stenosis (Fig. 21.9). 

Conclusions

In conclusion, thanks to the advent of multidetector 
technology, CT has allowed the performance of very 
accurate studies of the pancreatic gland, permitting 
to obtain a high quality resolution of post-process-
ing techniques, permitting then a precise defi nition 
of the entire peri-pancreatic anatomy and thus the 

Fig. 21.8a,b. Coronal oblique MinIP images show the dilation of all the main pancreatic duct (a) and the mucinous cistoad-
enocarcinoma of the pancreas causing the stenosis (b)

Fig. 21.9. Patient with chronic pancreatitis. Axial oblique 
MPR showing the dilation of the Wirsung and the multiple 
coarse calcifi cations located all over the gland

a b
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fi nest pre-operative evaluation in case of pancreatic 
diseases.

The recent development of virtual CT pancreatic 
evaluation, moreover, opens new exciting fi elds of 
application, showing better results than previous 
techniques and resulting particularly useful, espe-
cially for surgical planning.
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22.1 
Introduction

In recent years, the advent of endoscopic bili-
ary surgery and the introduction of MR cholan-
giopancreatography (Barish et al. 1995; Becker 
et al. 1997; Guibaud et al. 1994; Hall-Craggs 
et al. 1993; Ishizaki et al. 1993; Macaulay et al. 
1995;  Morimoto et al. 1992; Reinhold et al. 1995; 
 Reinhold and Bret 1996; Soto et al. 1995) have 
renewed an interest in the techniques of pancreato-
biliary tract imaging.

Among the imaging techniques currently advo-
cated for evaluating the biliary tract, sonography 
and computed tomography (CT) are frequently used 
in the initial noninvasive approach in patients with 
symptoms and signs referable to the pancreaticobil-
iary system. In many instances, particularly in cases 
of malignant bile duct obstruction, sonography and 
CT may provide the necessary information for plan-
ning further treatment.

Although these modalities are sensitive in the 
detection of biliary obstruction, direct colangiogra-
phy [including endoscopic retrograde cholangiopan-
creatography (ERCP)] and, to a lesser extent, percu-
taneous transhepatic cholangiography (PTC), often 
remain the standard of reference for visualizing the 
presence and level of the biliary obstruction, as well 
as suggesting its etiology. Signifi cant advantages of 
ERCP include the unparalleled resolution obtained 
and the ability to perform therapeutic measures at 
the time of initial diagnosis. Nevertheless, ERCP is 
operator-dependent and is limited by considerable 
morbidity (1%–7%) and mortality (0.2%–1%). Com-
plications, including pancreatitis, sepsis, hemobilia, 
and bowel perforation can be life-threatening, and 
delay or even diminish the chance of managing the 
primary disease.

This situation has changed since the advent of 
MR cholangiopancreatography, which was intro-
duced in 1991 by Wallner et al. (1991). This tech-
nique is an absolutely noninvasive imaging modal-
ity that combines the benefi ts of both projectional 
and cross-sectional imaging techniques, and pro-
vides an overview of the entire biliary and pancre-
atic ductal system by means of data acquisition and 
image reconstruction rendered on the coronal plane 
in a conventional cholangiography fashion. A major 
challenge of MRCP is to achieve accuracy compa-
rable to that of ERCP for most clinical indications 
requiring direct opacifi cation of the pancreaticobili-
ary ductal system.

22.2 
MR Cholangiography and 
CT Cholangiography

MR cholangiography (MRC) has become a reliable 
diagnostic method of investigating the biliary tree 
since it is a completely noninvasive examination, is 

C O N T E N T S

22.1 Introduction 303

22.2 MR Cholangiography and 
 CT Cholangiography 303

22.3 Image Processing Techniques 307
22.3.1 Shaded Surface Display (SSD), Maximum 
 Intensity Projection (MIP), and Minimum
 Intensity Projection (MinIP) 308
22.3.2 Volume Rendering (VR) 311
22.3.3 MR and CT Virtual Cholangioscopy 313

22.4 Conclusions 315

 References 315



304 P. Boraschi and F. Donati

performed rapidly and does not expose the patient 
to ionizing radiation or iodinated contrast material. 
Technical refi nements such as advances in MR hard-
ware and software have improved image quality of 
MRC and shortened examination times. It should 
be noted, however, that the performance of MRC is 
operator-dependent and radiologist-intensive. The 
major disadvantage of MRC is that it is entirely diag-
nostic, as opposed to ERCP, which provides diag-
nostic information as well as access for therapeutic 
interventions.

This technique has shown high diagnostic poten-
tialities and has been effectively introduced in clini-
cal practice for the evaluation of many pancreato-
biliary diseases (Becker et al. 1997; Reinhold and 
Bret 1996). The clinical applications of MRC include 
diagnosis of common bile duct stones (Boraschi et 
al. 1999b; Guibaud et al. 1994); malignancies of the 
biliary tract; congenital anomalies such as aberrant 
bile ducts, choledochal cysts and Caroli disease; pri-
mary sclerosing cholangitis (PSC); and gallbladder 
disease such as stones and carcinoma. In addition, 
MR cholangiography plays a crucial role in the eval-
uation of patients who have experienced an incom-
plete or failed ERCP attempt, as well as in the evalu-
ation of post-surgical biliary tract disorders such as 
in liver recipients (Boraschi et al. 2001; Boraschi 
and Donati 2004) or in patients for whom ERCP is 
diffi cult or impossible to perform due to surgical 
alterations of the gastrointestinal tract. As a result 
of these expanding clinical applications, MRC has 
replaced diagnostic ERCP in some institutions as a 
means of identifying biliary diseases. Once disease 
has been detected with MRC, patients may then be 
triaged appropriately for therapy with ERCP, sur-
gery or radiologic intervention.

The MRC technique is based on heavily T2-
weighted images obtained with different pulse 
sequences. As a result, stationary fl uids, including 
bile and pancreatic secretions, have a high signal 
intensity, while solid organs have a low signal inten-
sity. This combination of imaging characteristics 
means that MRC provides optimal contrast between 
the hyperintense signal of bile and the hypointense 
signal of the background.

T2-weighted gradient-echo sequences with the 
steady-state free precession (SSFP) technique were 
initially used by Wallner et al. (1991), Morimoto et 
al. (1992), Hall-Craggs et al. (1993), and Ishizaki et 
al. (1993). Subsequently, other investigators have uti-
lized two-dimensional (2D) and three-dimensional 
(3D) heavily T2-weighted fast spin-echo sequences 

to generate MRCs (Barish et al. 1995; Boraschi et 
al. 1999a; Boraschi et al. 1999b; Reinhold et al. 
1995; Reinhold and Bret 1996; Soto et al. 1995). 
In a study comparing 2D fast spin-echo and 3D SSFP 
pulse sequences, Reinhold et al. (1995) reported 
that fast spin-echo sequences are signifi cantly better 
for the visualization of both biliary tree and pan-
creatic ducts. More recent studies have described 
the clinical usefulness of MRC performed with a 
new heavily T2-weighted sequence, the half-Fou-
rier rapid acquisition with relaxation enhancement 
(RARE) sequence with or without image reconstruc-
tion for the evaluation of the biliary system. This 
technique has a very fast acquisition time and shows 
slow-fl owing fl uids such as bile as being very bright 
(Miyazaki et al. 1996; Regan et al. 1996). Actually, 
the most common T2-weighted MRC technique is 
the single-shot fast spin-echo sequence (SSFSE, GE 
Healthcare) or half-Fourier acquisition single-shot 
turbo spin-echo (HASTE, Siemens). In general, the 
fi rst step in performing MRC is to localize the bili-
ary tract by acquiring a scout MRC obtained at a 
section thickness of 40–70 mm (thick-slab or single-
shot projection MRC). Although this technique per-
mits depiction of the majority of the biliary tract 
on a single image, it does not allow for assessment 
of the subtle details of the ductal system in many 
instances. To depict the fi ner details of the ducts, 
a multi-slice, thin-slab MRC technique is often 
employed. Multiple, thin-slab images of the bili-
ary tract are acquired at section thickness ranging 
from 2 to 5 mm in the coronal plane and at a variety 
of angles that optimally depict the ductal system. 
Although many diagnostic decisions are made on 
the basis of 2D or 3D thin-slab images, these images 
may be manipulated with post-processing algo-
rithms in order to generate 3D reconstruction of the 
biliary ductal system. Other new pulse sequences 
may have potential in MRC, such as steady-state free 
precession sequences (fast imaging using steady-
state acquisition, FIESTA, GE Healthcare; fast imag-
ing with steady-state precession, TrueFISP, Siemens) 
or a 3D fast recovery fast spin echo pulse sequence 
(3D-FRFSE, GE Healthcare), which provides high-
resolution heavily T2-weighted images with shorter 
acquisition time compared to conventional 3D FSE 
imaging (Sodickson et al. 2006). The use of recently 
introduced technical advancements such as paral-
lel imaging and prospective acquisition correction 
may further increase the diagnostic value of MRC. 
In fact, the section thickness can be decreased to 
less than 1 mm with use of these technical improve-
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ments. Additional information may be obtained 
when conventional T1- and T2-weighted techniques 
are performed in the axial and/or coronal plane in 
conjunction with MRC (Boraschi et al. 1999a). In 
the setting of a suspected malignancy, MR angiogra-
phy may also yield important information in deter-
mining the respectability of neoplasms.

More recently, functional MR cholangiography 
(fMRC) has been proposed as an alternative or com-
plementary technique to conventional T2-weighted 
MRC. This emerging technique has the potential to 
provide a comprehensive evaluation for the anatomi-
cal and functional assessment of the gallbladder and 
biliary tree (Fayad et al. 2005). fMRC is performed 
after preliminary intravenous administration of a 
hepatobiliary contrast agent such as mangafodipir 
trisodium (Mn-DPDP, Teslascan; GE Healthcare) or 
gadobenate dimeglumine (Gd-BOPTA, MultiHance, 
Bracco), which is excreted via the biliary system. 
These hepatobiliary contrast agents are administered 
intravenously, taken up by the liver, and transported 
to bile, where they cause T1 shortening as a result 
of paramagnetic effects. Because they are excreted 
primarily via the biliary tract, Mn-DPDP-enhanced 
and Gd-BOPTA MRI are suitable as MR cholangio-
gram to provide the assessment of the hepatobiliary 
system. Hence, fMRC images of the biliary system 
are obtained as follows: approximately 30 min after 
the injection of mangafodipir, or between 1 and 

2 h after Gd-BOPTA administration, high resolu-
tion T1-weighted 3D gradient-recalled echo (GRE) 
sequences are obtained in coronal, coronal oblique, 
and axial planes. If initial images do not show con-
trast material in the biliary tree, this sequence can 
be repeated as needed at longer intervals to obtain 
additional delayed imaging.

The most important advantage of fMRC is its 
ability to depict functional information. Partial and 
complete obstruction may be distinguished along 
with the inciting anatomic abnormality, a feature 
particularly useful for treatment planning. In addi-
tion, variant bile duct anatomy (Figs. 22.1, 22.2), 
complex biliary-enteric anastomoses (Fig. 22.3), 
biliary stent patency (particularly non-metal stents), 
and suspected biliary extravasation can be thor-
oughly evaluated with fMRC (Fayad et al. 2005).

CT is commonly indicated for the evaluation of 
suspected hepatic and biliary pathology. The recent 
introduction of multidetector CT (MDCT) provides 
unique capabilities that are valuable especially in 
hepatic volume acquisitions, combining short scan 
times, narrow collimation and the ability to obtain 
multiphase data. Such technical improvement allows 
thinner slices to be obtained in shorter scan times, 
with good patient compliance and less motion arti-
facts. As a noninvasive technique, MDCT dedicated 
to the biliary tract represents a good alternative to 
MRC.

Fig. 22.1a,b. Aberrant bile duct. Both coronal oblique MIP 3D heavily T2-weighted (a) and mangafodipir-trisodium-enhanced 
T1-weighted (b) MR cholangiograms show the aberrant drainage of the right posterior duct into the common hepatic duct; in 
this patient with a history of recurrent choledocholithiasis after cholecystectomy, a residual cystic duct is also appreciable

a b
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Fig. 22.2a–e. Choledochal cyst. Coronal oblique (a) and 
curved planar (b) reformations of multidetector CT 
cholangiography without contrast agent well exhibit a 
choledochal cyst with concomitant dilation of common, 
right and left hepatic ducts. MR cholangiography, 
obtained in the same patient with both conventional 
T2-weighted images (c,d) and MIP 3D mangafodipir-tri-
sodium-enhanced T1-weighted sequence (e), confi rms 
these fi ndings

a

c

e

b

d
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CT cholangiographic procedures can be divide 
into two groups: those in which the biliary system 
is accentuated as a low-attenuating structure on 
minimum intensity projection or multiplanar refor-
matted images (no cholangiographic contrast agent 
is needed) and those in which the bile duct is high-
lighted as a high-attenuating structure with use of 
oral cholangiographic contrast medium, intravenous 
cholangiographic contrast agent, or direct cholangi-
ography (Ahmetoglu et al. 2004;  Alibrahim et al. 
2006; Cabada Giadàs et al. 2002; Kim et al. 2004; 
Zandrino et al. 2002).

CT techniques are especially useful when MRI is 
unavailable or contraindicated, or when the quality 
of MRC images is suboptimal (CT cholangiogra-
phy, in fact, has a better spatial resolution, hence its 
clearer depiction of small ducts) but to date the use 
of radiation, the low availability of biliary contrast 
media and the possible adverse reactions to iodin-
ated contrast agents all have had a negative impact 
on a large-scale diffusion. However, some studies 
have reported promising results of 3D multidetector 
row CT cholangiography after intravenous injection 
of iodipamide meglumine for defi ning the extent 
of ductal invasion by hilar cholangiocarcinoma 
(Kim et al. 2006) and for assessing biliary anatomy 
of potential living liver donors (Wang et al. 2005). 
In the right lobe, living transplantation assessment 
of the biliary anatomy and identifi cation of normal 

variants are challenging points in the donor selec-
tion process and in surgical planning. Relevant pre-
operative surgical information includes an assess-
ment of donor hepatic segmental volume, exclusion 
of focal or diffuse donor hepatic abnormalities (such 
as incidental liver masses, steatosis) and depiction 
of vascular and biliary anatomy to estimate the 
number of vascular and biliary anastomoses in the 
recipient.

22.3 
Image Processing Techniques

Biliary tract examinations using rapid 3D volumet-
ric techniques can be performed with both multi-
detector CT and MR cholangiography. Integration 
between volumetric acquisition and 3D surface and 
volume-rendering techniques permits the study of 
the biliary tract in a noninvasive way.

Knowledge of segmental anatomy and interseg-
mental biliary connections is an essential prereq-
uisite to the effective management of patients with 
complex bile duct anatomy (e.g., congenital abnor-
malities, bilio-enteric anastomoses). Three-dimen-
sional imaging techniques are also very useful for an 
accurate anatomical assessment before surgery.

Preliminary experiences on 3D reconstructions 
of the biliary system have been carried out by some 
investigators with surface and volume rendering 
of CT cholangiography data sets for preoperative 
evaluation before laparoscopic cholecystectomy 
(Kinami et al. 1999). Three-dimensional CT chol-
angiography (Fleishmann et al. 1996; Kinami et al. 
1999; Klein et al. 1993; Sajjad et al. 1999) has been 
reported as a 3D shaded surface display image of the 
biliary tract obtained by using helical CT after intra-
venous administration of biliary contrast medium 
(meglumine iotroxate). This technique can also be 
performed by means of a percutaneous transhepatic 
cholangio-drainage tube. Slice thickness of 3 mm 
with a pitch of up to 1.7 in a single breath-hold acqui-
sition has been considered essential for an optimal 
scanning protocol. A 3D helical CT study of the bili-
ary tract without cholangiographic contrast mate-
rial has also been proposed by others (Zandrino et 
al. 2002; Zeman et al. 1995).

Optimization of CT cholangiography using mul-
tidetector scanners has improved the potentialities 
of this technique, which has been recently rehabili-

Fig. 22.3. Bilio-enteric anastomosis in liver transplant 
patient. Coronal MIP 3D mangafodipir-trisodium-enhanced 
T1-weighted MR cholangiogram permits both morphologi-
cal and functional evaluation of the bilio-enteric anastomo-
sis. No complication is present in this case



308 P. Boraschi and F. Donati

tated (Ahmetoglu et al. 2004; Kim et al. 2004; Kim 
et al. 2006; Nino-Murcia et al. 2001; Wang et al. 
2005). Utilizing a 16-detector row CT scanner, 16 
helical scans are captured in a single 0.5-s gantry 
rotation, and this increase in speed allows routine 
use of a very thin collimation (the 1-mm transverse 
sections can be reconstructed at 0.7-mm intervals). 
The advent of MDCT – owing to rapid scanning, 
thinner (1 mm) sections and the parallel escalation 
in the capabilities of the workstations – has enabled 
the evolution from section-based to volume-based 
techniques. Therefore, we assumed that high axial 
resolution of MDCT allows one to obtain higher 
quality multiplanar reformations and 3D recon-
structions of the biliary tree.

However, with CT cholangiography performed 
with oral or intravenous contrast agents, reliable bil-
iary excretion of contrast material cannot be guar-
anteed in patients with high-grade biliary obstruc-
tion, and CT cholangiography performed without 
biliary contrast agent does not enable detailed 3D 
evaluation of the biliary tree in the absence of sig-
nifi cant distention.

The diagnostic approach to biliary tract pathol-
ogy has undergone a major change due to the intro-
duction of MRC. Actually, this noninvasive imaging 
technique for the visualization of the biliary ducts 
with images similar to those obtained with ERCP, 
PTC or even CT cholangiography, can be performed 
with both high-resolution heavily T2-weighted 
sequences and T1-weighted 3D GRE sequences after 
preliminary intravenous administration of a hepa-
tobiliary contrast agent.

Various post-processing techniques have been 
shown to be effective in displaying the biliary tract. 
Multiplanar reformatted images in the coronal, 
oblique coronal or oblique axial plane help to defi ne 
the location and extent of the disease shown on 
native images (Fig. 22.4). However, since most struc-
tures of interest do not lie within a single plane, this 
technique is limited to the visualization of the entire 
biliary tract, and particularly of the entire common 
bile duct, unless curved planar reformation is used 
(Nino-Murcia et al. 2001).

CT and MR source images may be processed to 
generate 3D reconstructions, which can be obtained 
with both external and endoluminal points of view 
of the organ anatomy. The maximum intensity pro-
jection (MIP), the minimum intensity projection 
(MinIP), the shaded surface display (SSD), the per-
spective volume rendering (VR), and the multipla-
nar volume reconstruction (MPVR) algorithms pro-

vide external views of the biliary tract. Endoluminal 
points of view of the biliary tree can be obtained 
with virtual endoscopy (VE) by using either MRC or 
CT cholangiography data sets.

22.3.1 
Shaded Surface Display (SSD), 
Maximum Intensity Projection (MIP), and 
Minimum Intensity Projection (MinIP)

Shaded surface display (SSD) is a technique that was 
in use a few years ago. With this algorithm a thresh-
old value in the Hounsfi eld density/intensity scale 
is set so that only tissues with voxel values equal 
or superior to the threshold are rendered. Then a 
virtual light source creates light and shading effects 
simulating a 3D perspective. The result resembles a 
cast, as only external overlapping surfaces can be 
appreciated, while all the information beyond this 
interface is lost. After lengthy pre-processing, a 3D 
model of the biliary tract can be constructed and 
manipulated. However, anything not related to the 
selected surface was discarded, resulting in the loss 
of vital information.

In the MIP algorithm a parallel ray beam is pro-
jected through a 3D matrix of interpolated data to 
create, without information loss, an image where 
any pixel is assigned the maximum value encoun-
tered by the ray along its axis. Alternatively, an ana-
logue algorithm can assign the minimum value to 
the pixels, generating a minimum intensity projec-
tion (MinIP) image (Rao et al. 2005; Raptopoulos 
et al. 1998).

MIP and SSD can provide a global map of the 
biliary tree anatomy that can be helpful in the 
interpretation of native MRC and CT cholangiog-
raphy images (particularly post-surgical anatomy, 
anatomic variants of the pancreatico-biliary ductal 
system and large biliary neoplasms). In fact, in 
patients with cholangiocarcinomas and bilio-
enteric anastomoses, 3D reconstructed images are 
helpful in identifying the infi ltration of common 
bile duct and intrahepatic ducts, and in correctly 
assessing post-surgical anatomy of the biliary 
system (Figs. 22.5, 22.6).

However, some have stressed the limitations of 
such algorithms in the depiction of small intra-
ductal pathology, particularly in the detection 
of small calculi in the common bile duct using 
MRC (Boraschi et al. 1999a; Regan et al. 1996; 
 Reinhold and Bret 1996). Therefore, meticulous 
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review of coronal and axial images is extremely 
important to allow the identifi cation of small endo-
luminal pathologies. In fact, if fl uid completely sur-
rounds the intraluminal fi lling defect, the latter is 
missed on the reconstructed MIP and SSD images 
because it is obscured by the higher signal intensity 
of surrounding bile.

Three-dimensional CT cholangiography using 
MinIP is a relatively new technique in which rou-
tine iodinated intravenous contrast agent is given to 
enhance the hepatic parenchyma (Rao et al. 2005). 

The minimum intensity pixels within the liver (of 
fl uid density as contained in the bile ducts) are 
picked up from the volumetric information avail-
able from the venous phase data sets using dedi-
cated software, and are projected as a MinIP. In this 
manner, the high-density structures, such as the 
contrast-enhanced vessels and hepatic parenchyma, 
do not interfere in the fi nal image, thus resulting in 
a 3D display of a low density biliary system. To date, 
there has been little reported work on 3D CT cholan-
giography using MinIP.

Fig. 22.4a–c. Hilar cholangiocarcinoma. Axial oblique 
reformatted CT image (a) reveals atrophy of the left lat-
eral hepatic segments and dilation of the intrahepatic bile 
ducts and right and left hepatic ducts. MPVR CT image 
(b), obtained in a coronal oblique plane, demonstrates 
extension of the neoplastic lesion involving the proximal 
common hepatic duct and right and left hepatic duct. VR 
3D image (c), obtained in the portal venous phase, exhibits 
neoplastic infi ltration of left portal vein

a b

c
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Fig. 22.5a,b. Gallbladder carcinoma. Axial heavily T2-
weighted SSFSE image (a) exhibits multiple gallstones and 
a neoplastic thickness of the gallbladder wall, involving 
the adjacent liver parenchyma and the extrahepatic bili-
ary tree. Coronal oblique MIP 3D heavily T2-weighted MR 
cholangiogram (b) shows marked dilation of intrahepatic 
bile ducts, right and left hepatic ducts, and common hepatic 
duct with signs of abrupt obstruction at this level

Fig. 22.6a–c. Biliary lithiasis in a patient with hepaticojejunostomy. Coronal thin MIP 3D heavily T2-weighted MR chol-
angiograms (a,b) show the presence of multiple stones into both the right hepatic duct and the pre-anastomotic common 
hepatic duct. Coronal thick MIP 3D heavily T2-weighted MR cholangiogram (c) better shows the dilation of the intrahepatic 
biliary system, the right and left hepatic ducts and the common hepatic duct

a

b
b

a

c
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22.3.2 
Volume Rendering (VR)

Rendering is the process of taking a collection of 
images in one form (for example, a stack of CT or 
MR slices) and applying an image processing tech-
nique in order to generate a single output image. 
Typically, the image output is interactive, with new 
images being calculated dynamically in response to 
operator input. With the advancement of processing 

power, the newer level of rendering, called perspec-
tive volume rendering, became practical.

In fact, VR is the latest development for 3D 
visualization of the anatomy of the biliary tree 
(Kondo et al. 2001; Neri et al. 2000;  Wielopolski 
et al. 1999). This method allows one to simulta-
neously display different anatomical structures 
imaged within a single volume. It provides an 
image created by simulated rays of light, arising 
from a virtual source (i.e., the eye of the user look-

Fig. 22.7a,b. Primary sclerosing cholangitis. Coronal MIP 3D heavily T2-weighted MR cholangiogram (a) dem-
onstrates diffuse focal strictures of both the intrahepatic and particularly the extrahepatic bile ducts. MR VR 
with a large threshold (b) better visualizes the entire biliary system and characterizes the strictures showing 
thickening and irregularities of the ductal wall

Fig. 22.8a,b. Stenosis of hepaticojejunostomy. Coronal oblique MIP 3D heavily T2-weighted MR cholangiogram 
(a) and MR VR enlargement (b) accurately depict an anastomotic stricture (arrow) with marked dilation of the 
pre-anastomotic extra and intrahepatic biliary systems

a

a

b

b
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ing through the computer display), traversing the 
imaging volume that has been attenuated by its 
contents, and assigns certain characteristics such 
as opacity, color, light and shininess to specifi c 
voxel values. In its purest form, this method does 
not use pre-processing, and no information is lost 
in the original data sets.

VR has the advantage of providing a clear road-
map of the entire biliary tree, but its real role in 

Fig. 22.9a–d. Gallstones. Axial T2-weighted FSE image (a) shows multiple stones in the gallbladder. Coronal thin MIP 3D 
heavily T2-weighted MR cholangiogram (b) depicts gallbladder lithiasis and shows a normal caliber of hepatic ducts and the 
common bile duct. MR VR images better demonstrate these fi ndings; in particular, VR using a small threshold (c) permits 
the visualization of the subtle details, such as the calculi, while VR with a large threshold (d) permits an easier visualiza-
tion of the entire biliary system

demonstrating pathological changes deserves fur-
ther clinical evaluation (Fig. 22.7). We have identi-
fi ed possible applications of this image processing 
method in a follow-up of patients who previously 
underwent bilio-enteric anastomoses (Boraschi 
et al. 2000) (Fig. 22.8), whereas Kondo et al. (2001) 
suggest the use of volume rendering as an alterna-
tive to MIP reconstructions of MRC for evaluating 
choledocholithiasis (Fig. 22.9).

a

c

b
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acquisition technique, the voxels representing the 
aorta correspond to the brightest gray level. In this 
approach the voxels of the vascular structures can 
be easily segmented to be used for VE.

Since MRCP images have comparable characteris-
tics with respect to the images provided by MR angi-
ography, segmentation and generation of endoscopic 
views is potentially feasible (Dubno et al. 1998; Neri 
et al. 1999a,b; Prassopoulos et al. 2002).

Segmentation of MRCP data sets has been made 
feasible by the high contrast difference between the 
bile ducts (brightest voxels) and the surrounding 
tissue (darkest voxels). Therefore, MRVE has clearly 
shown internal views of the biliary tract, although in 
some cases (i.e., in normal patients with no bile duct 
dilatation) signal intensity is not enough to provide 
the necessary number of voxels for segmentation.

Navigation sequences can be simulated through 
the common bile duct (CBD), hepatic duct (HD), left 
(LHD) and right (RHD) hepatic ducts and intrahe-
patic branches, pancreatic duct (PD), cystic duct 
(CD) and gallbladder. All these anatomical details 
appear as tubular structures, with a smooth internal 
surface.

The endoluminal patterns of pathological fi nd-
ings showed by MRCP images were depicted by Neri 
et al. (1999b). Three groups of endoluminal patterns 
were identifi ed: endoluminal “polyp-like” mass 
(Fig. 22.10), luminal stenosis (Fig. 22.11) and lumi-
nal occlusion. “Hole artifacts” through the internal 
wall were also observed and interpreted as mistakes 
of segmentation due to incorrect threshold selec-
tion. According to this study, biliary stones were 
depicted mainly as polyp-like endoluminal masses 
(85% of cases). Thus, it is supposed that the polyp-
like pattern is their most probable appearance inside 
the lumen, but in a few cases, when the stones deter-
mined an important degree of stenosis of the lumen, 
they were identifi ed as luminal stenosis (10%) and 
occlusion (5%). In these cases, the polyp-like mor-
phology of the stone was not recognized because the 
lumen did not provide suffi cient voxels for virtual 
navigation. In the remaining cases, the pathological 
conditions of the bile ducts were variably interpreted 
as stenoses or occlusions, but the morphology of 
the endoluminal changes was never detected by the 
observers. This means that MR virtual endoscopy 
does not show the cause of luminal involvement but 
rather only provides information about the effects of 
this involvement (high sensitivity, low specifi city).

To evaluate the applications of MR cholangios-
copy in a clinical setting, Neri et al. (1999c) set out to 

22.3.3 
MR and CT Virtual Cholangioscopy

Virtual endoscopy (VE) permits intraluminal struc-
tures within the body to be visualized from inside 
in three dimensions. With either computed tomog-
raphy or magnetic resonance imaging data sets, the 
approach has been successfully applied in the inves-
tigation of the colon, vessels, bronchial tree, middle 
and inner ear, cerebrospinal fl uid spaces, urinary 
tract and biliary tract.

The exploration of the biliary tract with fi ber 
optic cholangioscopy is a relatively new and well 
established procedure that has provided interesting 
applications in the diagnostic approach and thera-
peutic management of biliary stones, in the dif-
ferential diagnosis between benign and malignant 
lesions, and in the staging of ductal malignancies 
(Picus 1995). However, this technique is operator-
dependent, expensive, time-consuming, but most 
of all invasive and affected by many complications 
related to the use of the cholangioscope, such as 
hemorrhage into the biliary ducts (with a percentage 
ranging between 4.1% and 12%), laceration of the 
bile duct (2%), bacteriemia, vagal reactions, nausea, 
fever and diarrhea. Moreover, the large number of 
failed acquisitions has to be taken into consider-
ation (Picus 1995).

Virtual simulation of fi ber optic endoscopy can 
be obtained with a new software tool based on sur-
face or volume rendering techniques, called “virtual 
cholangioscopy” when specifi cally applied to the 
study of the biliary system (Dubno et al. 1998; Neri 
et al. 1999a–c Prassopoulos et al. 1998).

Endoluminal views of the pancreatic and bile 
ducts can be obtained by rendering CT or MR data 
sets.

Virtual CT cholangiopancreatoscopy (Prasso-

poulos et al. 1998; Koito et al. 2001) is a relatively 
new technique that permits exploration of the 
common bile duct (CBD) and the pancreatic duct 
(PD) from an endoluminal point of view. The appli-
cation of the VE surface algorithm to helical CT data 
sets with proper setting of the thresholds allows the 
rendering of only interface pixels, which is to say 
those pixels on the border between endoluminal 
fl uid (bile, pancreatic secretions) and surrounding 
soft tissue (CBD/PD wall).

The use of MR data sets for virtual endoscopy was 
fi rst reported in a study of the aorta and its branches 
with MR angiography (Davis et al. 1996). Due to 
the high signal intensity of blood generated by this 
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Fig. 22.11a–c. Choledocholithiasis. MPVR CT image 
(a), obtained in a coronal oblique plane, shows dila-
tion of the biliary tract for the presence of two calculi 
(arrows) in the distal portion of the common bile duct. 
Coronal thick-slab SSFSE T2-weighted MR cholan-
giogram (b) confi rms these fi ndings. The MRVE view 
(c), simulated to look toward the ampulla, shows the 
luminal stenosis pattern of the common bile duct 
from the inside

Fig. 22.10a–c. Choledocholithiasis. Coronal thin-
slab SSFSE T2-weighted MR cholangiogram (a) 
shows two stones in the distal tract of the common 
bile duct. Coronal oblique MIP T2-weighted MR 
cholangiogram (b) confi rms these fi ndings and 
demonstrates dilation of the biliary tract. The 
MRVE view (c), simulated to look toward the 
ampulla, shows the endoluminal “polyp-like” mass 
pattern of the common bile duct from the inside

c

a

c

b

a

b



  Biliary Tract 315

establish if MRCP, together with virtual endoscopy, 
could improve the noninvasive detection of CBD 
stones. When applied to MRC as a complementary 
technique, it improved the detection sensitivity for 
CBD calculi; on its own, however, it cannot provide 
any useful information, as it never allows character-
ization of incidental lesions. This limitation can be 
overcome by the use of cursors that allow observers 
to point at the surface of interest and obtain, inter-
actively, in real time, the corresponding multiplanar 
MR images or surface shaded 3D reconstructions 
crossing through the indicated point. In this way 
each abnormal fi nding can be characterized with 
the T2-signal of the lesion. This novel combined 
approach permits lesions to be identifi ed more easily 
using virtual endoscopy and then characterized 
on the basis of standard MR signal characteristics 
allowing, for example, CBD stones (signal void) to 
be precisely identifi ed, as reported also by Simone 
et al. (2004).

22.4 
Conclusions

Although much of imaging information can be 
visualized on conventional CT and MR images, 3D 
reconstructions, multiplanar and curved planar 
reformatted images of the biliary tract provide quick 
and clear visualization of the complex relationships 
of anatomy and pathology, increase our confi dence 
in diagnosis and contribute to our understanding of 
the disease process. In fact, in most cases 3D imag-
ing does not add quantitative information to CT and 
MR cholangiography, but the main advantage with 
respect to cross-sectional anatomy is represented by 
a different rendering of data, more familiar to the 
human eye. It is also our experience that these addi-
tions to the standard armamentarium of imaging 
techniques have a strong resonance with both the 
referring clinician and surgical staff, who fi nd them 
to be both informative and signifi cant adjuncts in 
patient management and surgical planning of bili-
ary disease.

The constant integration between CT/MR source 
images and image processing techniques, both 
with external and endoluminal points of view, can 
improve the diagnostic potentialities of volumetric 
acquisition with multidetector CT and MR cholangi-
ography in the evaluation of biliary tract diseases.
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23.1 
Introduction

The radiological evaluation of patients with common 
and complex urologic disease is changing rapidly. 
Historically, intravenous urography has been rec-
ommended as the initial imaging test in the evalu-
ation of upper urinary tract disease in patients with 
fl ank pain, hematuria and other suspected urologic 
disease. Recent improvements in image processing 
and three-dimensional (3D) visualization increased 
the potential of current imaging techniques for the 
study of the urinary tract. In this setting, com-
puted tomography and magnetic resonance imag-
ing – improved by post-processing displays – have 
become crucial techniques for the accurate evalua-
tion of anatomy and pathology.
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23.2 
CT and MR Urography

In recent years, concepts and techniques pertaining 
to CT urography (CTU) and MR urography (MRU) 
have been evolving. As the technology continues to 
improve, CTU and MRU will combine CT and MRI 
with the ultimate diagnostic capabilities of intrave-
nous urography.

Recently, several investigators have suggested 
that CT urography, with its ability to acquire thinly 
collimated data sets that can be used to create excel-
lent quality 3D images of the urinary tract, can 
replace or even improve on excretory urography in 
identifying urothelial abnormalities and disorders 
(McTavish 2002; Kawashima et al. 2004; Caoili et 
al. 2005b; Korobkin 2005).

CT has evolved from single-detector row scan-
ners into multi-detector row helical volumetric 
acquisition techniques, and these advances have 
had a signifi cant impact on imaging of the urinary 
tract. With the introduction of multi-detector row 
CT, the abdomen and pelvis can be imaged in a 
single breath hold with thinly collimated images. 
As a result, the urinary tract can be imaged with 
high spatial resolution in both transverse and non-
transverse planes. Multi-detector row CT has been 
used to perform urography in an examination that 
includes unenhanced and enhanced images of the 
urinary tract and provides intravenous urography-
like coronal images during the excretory phase. As 
with conventional intravenous urography, visual-
ization of the intrarenal collecting system and ureter 
at multi-detector row CTU depends on opacifi cation 
and distension. A fundamental problem with multi-
detector row CTU (and with any imaging technique 
that attempts to image the entire urinary collect-
ing system) is that, because of peristalsis, it is dif-
fi cult to obtain a single image in which all urinary 
tract segments are opacifi ed and distended. It has 
been shown that supplementing the contrast mate-
rial used at multi-detector row CTU with intrave-
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nous saline improves opacifi cation of the collecting 
system and ureters (Silverman et al. 2006), but 
doing so requires specifi c protocols for dedicated 
imaging.

Before the examination, some suggest orally 
administering about 1L of water (Sheth and 
 Fishman 2004). The four-detector row CTU protocol 
is as follows: The initial phase is unenhanced (2.5 mm 
collimation with a pitch of 1.00–1.25, 120 kVp, and 
155–200 mA) in order to localize the kidneys and 
eventual suspected masses, and to reveal inciden-
tal calcifi cations (or calculi) and even fatty lesions. 
After administering intravenous contrast medium 
(130–160 ml at a rate of 3–5 ml/s) an arterial phase 
and a nephrographic phase can be obtained with 
the same parameters as the baseline scan. The fi rst 
enhanced phase (subject to calculation of the delay 
time to maximum vascular enhancement) com-
bines the enhancement of the renal arterial vascu-
lature and cortical parenchyma, generally obtained 
25–30 s after injection. Then the second enhanced 
phase is obtained about 80–100 s after injection and 
provides information about the whole renal paren-
chyma and incidental focal lesions. An additional, 
delayed acquisition (about 5–6 min after injection) 
captures the contrast within the collecting system, 
the ureters and the bladder in a urographic fashion 
by using 1.0-mm collimation, a pitch of 0.65–1.00, 
120 kVp, and 165–185 mA. The mean effective dose 
for patients examined with the four-detector row CT 
scanner has been reported to be 14.8 mSv ± 3.1.

The 16-detector row CTU protocol is as follows: 
for the unenhanced scan, the abdomen and pelvis 
are imaged by using 1.5-mm collimation with a 
pitch of 0.875, 120 kVp, and 160–280 mA. The kid-
neys are scanned 30 and 90–100 s after intravenous 
administration of 130–160 ml of contrast medium 
at a rate of at least 3 ml/s by using the same param-
eters. The entire abdomen is scanned during the 
excretory phase, 5–6 min after the contrast medium 
is injected, by using 0.75-mm collimation, a pitch of 
0.82–1.00, 120 kVp, and 160–280 mA.

However, despite these fi ndings, some patients’ 
ureters may still not be fully opacifi ed or distended. 
The intravenous administration of furosemide 
(10 mg over 1 min, 2–3 min before the contrast 
medium injection) either alone or in addition to 
intravenous saline (250 ml of saline) improved the 
depiction of the normal urinary collecting system at 
multi-detector row CTU (Silverman et al. 2006).

Actually, MRU serves as an alternative imaging 
technique for the study of the urinary tract.

MRU is currently performed by pursuing two 
different imaging strategies. On the one hand, 
heavily T2-weighted pulse sequences are employed 
for obtaining static-water images of the urinary 
tract. On the other hand, the T1-weighted MRU 
technique imitates conventional intravenous urog-
raphy and is, therefore, referred to as gadolinium-
enhanced excretory MRU. With this technique, the 
contrast-enhanced urine can be visualized with fast 
T1-weighted pulse sequences obtained after renal 
excretion of an intravenously injected Gd-chelate. 
The feasibility of excretory MRU depends on renal 
excretory function; consequently, T1-weighted 
MRU provides morphologic and at least gross func-
tional information (Nolte-Ernsting et al. 1998; 
El-Diasty et al. 2003; Garcia-Valtuille et al. 
2006).

In static-fl uid MRU, the fundamental concept 
is that simple fl uids, such as urine, have very long 
T2 relaxation times. Heavily T2-weighted pulse 
sequences generate images with high signal intensity 
from static fl uid in the collecting systems, whereas 
the signal intensity from parenchymal tissues with 
shorter T2 relaxation times is suppressed. The use of 
a heavily T2-weighted rapid acquisition with relax-
ation enhancement (RARE) sequence was the fi rst 
approach to visualize the urinary tract by means of 
MR imaging (Roy et al. 1994; Hagspiel et al. 2005). 
Actually, the most common T2-weighted technique 
is the single-shot fast spin-echo sequence (SSFSE, 
GE Healthcare) or half-Fourier acquisition single-
shot turbo spin-echo (HASTE, Siemens). Other 
new pulse sequences may have potential in MRU, 
such as steady-state free precession sequences (fast 
imaging using steady-state acquisition, FIESTA, GE 
Healthcare; fast imaging with steady-state preces-
sion, TrueFISP, Siemens) or a three-dimensional fast 
recovery fast spin echo pulse sequence (3D-FRFSE, 
GE Healthcare), which provides high-resolution 
heavily T2-weighted images with shorter acquisi-
tion time compared to conventional 3D FSE imag-
ing (O’Malley et al. 1997; Kawashima et al. 2003; 
Nolte-Ernsting et al. 2003).

There are two approaches to obtaining static-
fl uid MR urographic views. One approach is to 
acquire a single thick slab projection MR image 
(SSFSE or HASTE) with a section thickness of up 
to 80 mm during a short breath-hold of approxi-
mately 2–3 s. It provides a quick coronal or oblique 
coronal urographic overview without requiring any 
post-processing. The second approach is based on 
the acquisition of multiple, overlapping thin sec-
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tions of the urinary tract obtained mostly in the 
same plane and which have to be post-processed. 
The multislice method is more time-consuming, but 
the acquisition of thin single slices reduces partial-
volume averaging and offers a better opportunity 
to detect small intraluminal fi lling defects, which 
may be obscured by surrounding urine, particu-
larly in the dilated system on a single thick slab. In 
a multislice sequence, each section can be obtained 
within a short breath-hold, or the data can also be 
acquired by respiratory triggering. Static-fl uid T2-
weighted MRU is especially suited for imaging the 
dilated urinary tract, in which the large amount of 
water generates a good signal-to-noise ratio. The 
urographic effect is independent of the renal excre-
tory function, so T2-weighted MRU can even be 
used to visualize the markedly obstructed urinary 
tract of a quiescent kidney. Static-fl uid MRU can be 
performed in children, and is suitable for the visual-
ization of urinary tract disorders in women during 
pregnancy and in patients with contraindications to 
iodinated contrast media, whereas this technique 
proved less useful in patients with non-dilated uri-
nary tracts. To achieve suffi cient visualization of 
the unobstructed urinary tract on T2-weighted MR 
urograms, substantial hydration is necessary, which 
necessitates the supplementation of intravenous 
furosemide (Catalano et al. 1999; Kawashima et 
al. 2003; Nolte-Ernsting et al. 2001, 2003).

Gadolinium-enhanced T1-weighted MRU imi-
tates conventional intravenous urography in that 
an intravenously injected gadolinium contrast 
agent is excreted by the kidneys and the gadolin-
ium-enhanced urine is imaged with the use of T1-
weighted three-dimensional spoiled gradient-echo 
sequences. To optimize the endoluminal T1-enhanc-
ing properties of gadolinium agents after renal excre-
tion, the combination of gadolinium with a low-
dose furosemide injection has proved to be highly 
effective in excretory MRU. 3D-GRE T1-weighted 
sequences (LAVA, GE Healthcare; VIBE, Siemens) 
have proved to be well suited for use in gadolinium 
excretory MR urography. The 3D sequence dataset 
is usually acquired in the coronal or oblique coronal 
plane 5–8 min after intravenous administration of 
gadolinium contrast agents (Nolte-Ernsting et al. 
2001, 2003; Kawashima et al. 2003). The technical 
success of gadolinium-enhanced MRU depends sub-
stantially on the excretory function of the kidneys. 
Therefore, excretory MRU provides morphologic 
and at least gross functional information about the 
urinary tract.

T1- and T2-weighted MRU techniques are com-
plementary tools that offer several fi rst-choice 
applications and diverse combinations with other 
MR imaging methods. Another promising aspect 
is that MRU can be performed easily in conjunc-
tion with standard pulse sequences, functional MR 
imaging, or MR angiography. An integrative urora-
diologic examination protocol may obviate multiple 
separate diagnostic tests, which are costly, time-
consuming, and sometimes invasive. Static-fl uid 
and excretory MRU already are important imaging 
modalities in pediatric uroradiology. In a growing 
number of departments, urography in children is 
performed almost exclusively with MR imaging 
(Nolte- Ernsting et al. 2003).

23.3 
3D Image Processing Techniques

Integration between volumetric acquisition and 
3D surface and volume rendering techniques per-
mits the study of the urinary tract in a noninvasive 
manner.

Some investigators have carried out prelimi-
nary studies on 3D reconstructions of the collect-
ing system with surface rendering of MRU data sets 
(Nolte-Ernsting et al. 1999; Neri et al. 2000). 
Experiences with 3D volume-rendered CT of the 
kidney donors (Dachman et al. 1998) have also been 
reported, which aimed to provide an accurate ana-
tomical assessment before surgery.

As a rule, the radiologist interactively reviews 
the volumetric data sets of CTU or MRU in a ded-
icated workstation, and generates appropriate 
images that are similar in appearance to conven-
tional fi lm urograms. Initial urologist acceptance 
of these techniques may be enhanced by display of 
the reformatted images of the urinary tract (Sheth 
and Fishman 2004). The length of time required to 
generate relevant images varies with the experience 
of the radiologist and the complexity of the case, but 
it is generally less than 10 min once the radiologist 
is familiar with the technique.

Several image processing techniques have been 
shown to be effective in displaying the urinary 
tract.

Multiplanar reformatted images in coronal or 
oblique coronal planes help to defi ne the location and 
extent of the lesions shown on axial source images. 
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However, since most structures of interest do not 
lie within a single plane, this technique is limited 
to the visualization of the entire urinary tract and 
particularly the entire ureter unless curved planar 
reformation is used.

Three-dimensional reconstructions can be 
obtained with both external and endoluminal points 
of view of the organ anatomy (Rubin et al. 1996; 
Rubin 2003). Maximum intensity projection (MIP), 
average intensity projection (AIP), shaded surface 
display (SSD), perspective volume rendering (VR) 
and multiplanar volume reconstruction (MPVR) 
algorithms provide external views of the kidney and 
urinary tract (Dalrymple et al. 2005). Endoluminal 
points of view of the urinary tract can be obtained 
with virtual endoscopy (VE) by using either MRU or 
the urographic phase of CT.

With MIP, the maximum voxel intensity along a 
line of viewer projection in a given volume is dis-
played. High attenuation structures such as the 
collecting system are nicely displayed in images 
resembling conventional urograms. Thin-slab 
reformatted MIP images have the advantage of 
covering a considerably longer range than stan-
dard multiplanar reformation, and have the ability 
to demonstrate small fi lling defects and thickened 
urothelial walls, which may be obscured by adja-
cent contrast material in the collecting system and 
periureteral soft tissues with thick-slab reforma-
tion.

AIP describes one type of algorithm used to 
thicken multiplanar reconstructions. The image 
represents the average of each component attenu-
ation value encountered by a ray cast through an 
object toward the viewer’s eye. Thickening the mul-
tiplanar slab by using AIP, it is possible to produce a 
smoother image with less noise and improved con-
trast resolution. The image quality is similar to that 
used in axial evaluation of the abdomen.

SSD, also called surface rendering, provides a 3D 
view of the surface of an object that must fi rst be 
separated from other structures (a process called 
segmentation that may require meticulous edit-
ing).

Volume rendering (now preferable to SSD for 
most, if not all applications) is the most versatile 
reconstruction technique, as it uses the information 
provided in the entire data set by assigning a specifi c 
degree of opacity to each attenuation value within 
the volume of interest. It also allows the viewer to 
interact with the data sets in real time, obviating 
complex editing. Thus, anatomic structures with 

varying degrees of opacities (e.g., blood vessels, 
renal parenchyma, urinary tract) can be displayed 
simultaneously. The main drawback of VR is the 
need for a more powerful computer and expensive 
workstation.

23.3.1 
Virtual Endoscopy of the Upper Urinary Tract

The simulation of a fi ber optic perspective can be 
obtained trough dedicated software that recon-
structs CT and MR images in three dimensions by 
creating surface or volume-rendered endoscopic 
images (Rubin et al. 1996).

The dilatation of the urinary tract is prerequi-
site for generating virtual endoscopy of static-fl uid 
MRU data sets, since the dilatation of the ureter 
or renal pelvis increases the availability of bright 
image pixels and, consequently, the voxels that VE 
can use to reconstruct the lumen in three dimen-
sions and to create the virtual space for endoscopic 
navigation. The feasibility of virtual endoscopy 
with MRU has been proposed both with and with-
out gadolinium (Nolte-Ernsting et al. 1999; Neri 
et al. 2000).

In a previous experience by Neri et al. (2000), a 
series of 26 patients with neoplastic lesions, calculi, 
stenosis of the ureteropelvic junction and postop-
erative fi brotic strictures of the ureter were stud-
ied with MRU that was performed with a fat-sup-
pressed, respiratory-triggered, two-dimensional, 
heavily T2-weighted fast spin echo sequence in the 
coronal plane. VE views were displayed in a com-
bined fashion with MR source images, and VE fi nd-
ings could be correlated with the coronal views. 
VE of the renal pelvis and calices was feasible in all 
cases at the site of urinary obstruction. VE of the 
ureter, from the ureteropelvic junction to the site 
of obstruction, was obtained with acceptable qual-
ity when its caliber was at least 5 mm. The contro-
lateral side could be partially explored in 11 cases 
(43%), and navigation was feasible in the calices, 
renal pelvis and proximal tract of the ureter. The 
dilatation of the urinary tract was a prerequisite 
for generating endoscopic views, and the majority 
of pathological patterns were described as occlu-
sion of the lumen. Neoplastic lesions appeared 
as endoluminal masses, and VE demonstrated 
the endoluminal appearance of the lesions, their 
morphology, position with respect to calices, and 
extent.
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23.4 
Role of Imaging in the Study of 
Pathological Findings

Technical developments in CT and MR imaging 
currently allow excellent diagnostic capabilities for 
disorders of the urinary tract. Post-processing tech-
niques can offer added value in solving anatomi-
cal dilemmas. Current potential applications of 3D 
imaging include the noninvasive study of congeni-
tal anomalies, preoperative evaluation in kidney 
donors, detection of lithiasis and preoperative plan-
ning of surgery for neoplasms.

23.4.1 
Congenital Anomalies/Kidney Donors

The importance of accurate knowledge of the renal 
anatomy, especially in a kidney to be transplanted, 
is of fundamental relevance in the preoperative 
assessment of these patients. Native CT/MR images 
and post-processing techniques are the best way to 
examine in a noninvasive manner kidney dimen-

sions, morphology and parenchyma condition 
before and after contrast enhancement; to evaluate 
size, number and course of the renal arteries and 
veins; to detect anomalies of the collecting system 
(anomalous ureteropelvic junction, complete dupli-
cation of the renal collecting system, and so on) 
(Farres et al. 1998; Sheth and Fishman 2004; El-

Diasty et al. 2005) (Figs. 23.1–23.3). Multiplanar 
and 3D reformatted images rarely add information 
that may result in a different therapeutic approach, 
but help to provide an alternative point of view of 
patient anatomy that may be useful in surgical plan-
ning (Fig. 23.4).

23.4.2 
Lithiasis

CT imaging is progressively gaining an important 
role in the management of patients with suspected 
lithiasis of the urinary tract. An unenhanced scan 
of the entire abdomen performed in a single breath-
hold, at high resolution, allows the depiction of cal-
cifi cations in the urinary tract (Tublin et al. 2002). 
In diffi cult cases where the position of calcifi cation 
cannot be precisely defi ned, the use of intravenous 
contrast helps in delineating the entire urinary map 
(Fig. 23.5) and also allows calculi located in the renal 

Fig. 23.1. SSD coronal oblique image in the excretory 
phase of multidetector CT demonstrates dilation of cali-
ces and pelvis in the left kidney due to a stenosis of the 
ureteropelvic junction

Fig. 23.2. VR CT-urographic coronal image shows 
anomalous ureteropelvic junction with dilation of cali-
ces and pelvis of both kidneys
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Fig. 23.4a–d. Multidetector CT evaluation in a potential renal donor. VR 3D images, obtained in the multiple phases 
of renal enhancement, perfectly demonstrate (a) normal renal arteries with left accessory artery, (b) normal renal 
veins, (c) regular renal dimensions, morphology and parenchyma condition, and (d) normal collecting systems

a

c

b

d

Fig. 23.3a–c. Coronal MIP (a) and coronal oblique MIP (b,c) images in the excretory phase of CTU show a partially duplicated 
right renal collecting system and a completely duplicated left collecting system

a cb
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Fig. 23.5a–d. Multidetector CT evaluation in a patient with 
severe right fl ank pain and history of right renal colics. 
Unenhanced CT (a) shows two stones, respectively, in the 
right middle ureter (arrow) and in the right ureterovesicle 
junction. Coronal oblique MIP images in the excretory 
phase (b,c) demonstrate moderate right hydronephrosis 
and slight dilation of the proximal ipsilateral ureter with 
partial obstruction at the level of the middle ureteral stone; 
in addition, the presence of the right ureterovesicle junction 
stone is confi rmed, with non-dilated distal ureter. The left 
normal ureter is seen along its entire course. VR CT urog-
raphy (d) better depicts the entire collecting system of both 
kidneys, showing right pyelocaliectasis with reduction of 
renal cortical thickness

a

b c

d
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pelvis to be distinguished from calcifi ed plaques of 
the arterial system (Kenney 2003). If surgery of 
lithiasis is planned, the CT study should include 
evaluation of the renal parenchyma and renal arter-
ies, as well as malformations of the kidneys. Some 
investigators have suggested the use of MR imag-
ing, which can easily detect urinary dilation and 
is especially sensitive, to identify signs secondary 
to the obstruction (hydronephrosis, ureteral dila-
tion, perinephric stranding and periureteral edema) 
(Nolte-Ernsting et al. 2001, 2003; Kawashima 
et al. 2003) (Fig. 23.6). In order to study the upper 
urinary tract, 3D data reconstructions with MIP, 
multiplanar reconstructions and volume rendering 
are used to generate images simulating intravenous 
urography. However, the classic MIP provides a pro-
jectional roadmap of the collecting system but is 
limited by the poor perception of depth and relation-
ship with contiguous anatomical structures. This 
limitation can be overcome by volume rendering 
and multiplanar reconstructions that can display in 
the same reconstruction the urinary tract, the renal 
parenchyma and the vessels (Kawashima et al. 

2004). Since volume rendering is fast in generating 
3D displays, it could be suitable even in emergency 
conditions (renal colic for example). Virtual endos-
copy of the renal pelvis and calices utilizing MR data 
sets can be used for evaluating urinary obstruction 
due to lithiasis or neoplasm. As mentioned previ-
ously, the dilatation of the urinary tract is a pre-
requisite for generating endoscopic views, and the 
majority of pathological patterns were described as 
occlusion of the lumen or mass protruding into the 
lumen (Fig. 23.7) (Neri 2000).

23.4.3 
Neoplasms

The detection of renal tumors (renal cell carcinoma 
and transitional cell carcinoma) has substantially 
progressed in recent years because of improved CT 
and MR imaging. Besides, imaging evaluation is 
particularly important when planning complex sur-
gical treatments. In this setting, both multidetector 
CT urography and MR urography can integrate all of 

Fig. 23.6a,b. Coronal oblique thin MIP 3D heavily T2-weighted MR urogram (a) shows marked pyelocali-
ectasis and ureterectasis with multiple ureteral kinking of the right urinary tract; a stone in the proximal 
ureter is clearly identifi ed. Oblique thin MIP 3D heavily T2-weighted image (b) reveals another small stone 
in the distal right ureter

a b



  Urinary Tract 325

Fig. 23.7a–e. Axial heavily T2-weighted SSFSE image (a) 
shows a stone in the right renal pelvis. Coronal (b) and 
coronal oblique thin MIP 3D heavily T2-weighted MR (c) 
urograms show right-sided pyelocaliectasis, and better 
demonstrate a voluminous stone in the renal pelvis. Virtual 
endoscopy of the renal pelvis (d,e), performed using heavily 
T2-weighted MR urography data sets, shows the endolumi-
nal appearance of both the dilated calices and the stone, 
and better depicts its morphology, position with respect to 
calices, and extension

a

b

d

c

e



326 P. Boraschi, F. Donati, and S. Salemi

the necessary information into a single noninvasive 
preoperative examination (Kawashima et al. 2003; 
Joffe et al. 2003; Nolte-Ernsting et al. 2003).

The renal parenchyma is evaluated with axial 
scans, and then the intrarenal collecting systems 
and ureters are visualized by multiplanar reforma-
tion and 3D volume rendering of the excretory phase 
(Fig. 23.8). These techniques applied to multiple 
phases of CT and MR imaging represent a useful 
tool for delineating neoplasms (site, extension) and 
global anatomy (relationship with adjacent vascu-
lar structures and collecting system) before sur-
gery, with an eye to save the maximum amount of 
renal parenchyma (nephron-sparing surgery) and 
minimize complications such as ischemic injury or 
intraoperative bleeding (Coll et al. 1999; Sheth et 
al. 2001; Urban et al. 2001; Caoili et al. 2005a).

Fig. 24.8a–d. Supine (a) and prone (b) axial post-contrast CT images reveal a soft tissue mass of the right pelvic ureter 
(arrows). Coronal oblique reformatted images (c,d) show right-sided pyelocaliectasis and ureterectasis, and demonstrate 
the site and extension of the right ureteral mass (arrow). The patient underwent surgery, and the fi nal histopathological 
diagnosis was papillary urothelial carcinoma

23.5 
Conclusion

In conclusion, CT and MR urography post-process-
ing techniques are able to offer a precise, nonin-
vasive anatomical defi nition of the entire urinary 
tract with both external and endoluminal points of 
view, and also help to extract the most relevant and 
useful diagnostic information, particularly in surgi-
cal planning.

a

b

c

d
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24.1 
Introduction

Musculoskeletal applications of three-dimensional 
(3D) imaging were among the fi rst to be developed 
and remain its most common clinical application, 
as this noninvasive method offers a unique tool to 
characterize the bone morphology and to under-
stand the architecture and kinematics of normal and 
pathologic joints in vivo. Indeed, accurate evalua-
tion of complex anatomy or complex spatial rela-
tionships between the lesions and adjacent anatomic 
structures plays a major role in clinical applications 
of 3D imaging, as it represents a dramatic improve-
ment over the use of planar cross-sectional imag-
ing alone. This imaging has been shown to have an 
impact on diagnosis and surgical management in a 
number of skeletal applications including trauma, 
malformations and tumors. Moreover, 3D images 
frequently integrate hundreds of sections in a form 
that is often easier to interpret than the sections 
themselves (Calhoun et al. 1999).

Three-dimensional imaging has been developed 
from images obtained with multiple modalities, 
but computed tomography and magnetic resonance 
imaging represent the most common data sets in the 
musculoskeletal applications of 3D imaging. How-
ever, a recent X-ray imaging system (EOS) has also 
developed and may have potential useful indica-
tions in future.

24.2 
EOS System

The EOS system is new X-ray imaging system unique 
in that it combines the advantages of 3D imaging, 
very low irradiation doses, and weight bearing full-
body scanning of simultaneous face and profi le. This 
result is the combination of two major innovations:
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A digital dual radiography scanning system using 
microstrip gas detectors, developed through 
research carried out by the Nobel Prize Georges 
Charpak and Biospace. This system makes it 
possible to take very low-dose irradiation X-rays 
(5–10 times less than conventional X-rays), with 
high quality images. In the EOS system, two sets 
of these detectors are placed at an angle of 90.
A new modelling technique using software capa-
ble of making a precise 3D reconstruction of the 
external envelop of an osteoarticular structure 
from a simple pair of X-rays (front and side) 
unlike the 500 or more CT-scan slices necessary 

�

�

to reconstruct a spine or a pelvis. This system 
requires a hundred to thousand times less radia-
tion. Moreover, the EOS 3D image is available for 
patients in the upright position, thereby refl ecting 
their weight-bearing condition.

This combination of large format digital X-ray 
imaging with 3D bone imaging in the upright position 
make this system potentially useful for the diagnosis, 
planning and follow-up of orthopaedic and surgical 
treatment, particularly those of scoliosis (Le Bras 

et al. 2003; Pomero et al. 2004; Mitton et al. 2006) 
(Figs. 24.1 and 24.2).

Fig. 24.1a–d. 2D (a,b) and 3D (c,d) EOS reconstruction images of a scoliotic 
patient in upright position (Biospace med)

a b

c

d
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processes lengthen and shorten, and “holes” in the 
cortex are created and fused (Kuszyk et al. 1996). 
The last drawback is that surface rendering is not 
adequate for the visualization of structures that 
do not have naturally well differentiated surfaces 
( Calhoun et al. 1999).

Fig. 24.2a,b. Superposition of the 3D EOS reconstruction on 
the 2D images in a patient in upright position (Biospace med). 
Analysis of spine and legs deformities is made possible

a b

24.3 
3D CT and MR Imaging

Three-dimensional medical images of CT and MR 
data sets can be generated with a variety of computer 
algorithms. The three most commonly used tech-
niques are shaded surface display (SSD), maximum 
intensity projection (MIP) and 3D volume rendering 
(Calhoun et al. 1999).

24.4 
Computer Algorithms

24.4.1 
Shaded Surface Display (SDD)

SSD is a process in which apparent surfaces are 
determined within the volume of data and an 
image representing the derived surfaces is displayed 
( Calhoun et al. 1999). Because this process reduces 
the original data volume down to a compact sur-
face model, surface rendering algorithms can oper-
ate very rapidly, with fl exibility in image rendering 
(Kuszyk et al. 1996). In general, surface rendered 
images have the clearest volume depth cues of all 3D 
images, producing skeletal images that appear more 
three-dimensional than those created using volume 
rendering (Calhoun et al. 1999). Applications in 
surgical planning take advantage of this capability 
that allows surface models to be interactively repo-
sitioned and manipulated.

However, their clinical utility in skeletal pathol-
ogy is compromised by an inability to show subcor-
tical detail (Calhoun et al. 1999) (Fig. 24.3). Indeed, 
surface rendering depicts only the bone surface. 
Most of the available data is not incorporated into 
the 3D image. In cases where the pathology of inter-
est is subcortical or obscured by overlying bone, sur-
face rendering does not display the lesion. Another 
drawback is poor image fi delity. Surface rendering 
simplifi es the data into a binary form, classifying 
each pixel as either 100% bone or 0% bone. This 
fi nite voxel size in medical data produces many 
voxels that are only fractionally composed of bone, 
and classifying them as all or none introduces stair-
step artefacts into the image (Drebin et al. 1989; 
Wang and Vannier 1994). By varying the threshold 
minimally, a fracture gap can open or close, bony 
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24.4.2 
Maximum Intensity Projection (MIP)

MIP is the simplest of all 3D rendering techniques. 
In MIP, the intensity assigned to a pixel in the rendi-
tion is simply the maximum scene intensity encoun-
tered along the projection line. It is most effective 
when the objects of interest are the brightest in 
the scene and have a simple 3D morphology and a 
minims gradation of intensity values. One limitation 
of this technique that must be taken into account to 
interpret the rendered images properly is that MIP 
image misrepresents anatomic spatial relationships 
because the planar projected data do not take spatial 
location into account (Calhoun et al. 1999). The 
anterior anatomic structures cannot be differenti-
ated from the posterior ones.

The sliding thin slab maximum intensity projec-
tion (STS-MIP) and multiplanar volume reconstruc-
tion (MPVR) represent alternatives to MIP in which 
the volume is restricted to a thin slab that is only 
few voxel widths in depth (Napel et al. 1993). Pre 
processing is no longer required and the resulting 
images have a high contrast resolution.

Contrast material enhanced CT angiography 
and MR angiography are ideal applications for MIP 
(Udupa 1999) (Fig. 24.4). They both offer more 
rapid examination than conventional angiography 
and lower or no radiation dose. In addition, the 3D 
nature of the acquired data makes them amenable 
to post processing and reprojection from any angle 
(Napel et al. 1992).

Another application of MIP for the diagnosis 
of craniostenosis and fracture of the calvaria has 
recently been reported (Medina 2000).

24.4.3 
Volume Rendering

Unlike surface rendering, volume rendering uses 
a percentage classifi cation that provides a realistic 
depiction of voxels that are only fractionally com-
posed of bone (Kuszyk et al. 1996). Moreover, the 
algorithm incorporates all the data contained in the 
volume into the displayed image, leading to greater 
fi delity in the data. This algorithm has the advantage 
of showing multiple overlying and internal features 
with a displayed intensity related to the amount of 
bone encountered along a line extending through the 
volume. The main drawback associated with volume 
rendering is the diffi culty in appreciating 3D relation-
ships in very transparent volume rendered images.

Three volume rendering techniques (unshaded 
bone, shaded bone and shaded opaque bone) can 
help reveal both surface and internal detail and can 
be used for a better understanding of the volume 
rendered images:

The unshaded bone algorithm creates images that 
appear similar to plain radiographs. The lack of 
surface shading and enhancement makes these 
images the simplest, most artefact-free of the three 
volume rendering techniques. For some authors 
(Kuszyk et al. 1996), the ability to depict multiple 
overlying structures with few artefacts has made 
this algorithm the most useful volume rendering 
technique for most skeletal applications. Video 
loop rotation greatly enhances 3D understanding 
when viewing these images.

�

Fig. 24.3a,b. Suprascapular notch analysed by SDD (a) and 
VRT performed after contrast administration (b). The supras-
capular artery (white arrow) and its relationship with the 
suprascapular notch is well demonstrated on the VRT image

b

a
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The shaded bone algorithm incorporates surface 
shading and enhancement at interfaces of tissues 
with different CT numbers. This can be useful for 
accentuating lytic or sclerotic lesions, or clearly 
defi ning the medullary canal. However, this tech-
nique increases computer rendering time and can 
serve as a source of artefact which can make these 
images diffi cult to interpret. Kuszyk et al. (1996) 
have found the shaded bone to be the least helpful 
of the three volume rendering algorithms.
The opaque bone algorithm may be useful in 
applications in which detail and 3D understand-
ing are of importance. Indeed, opacity dramati-
cally improves 3D anatomic relationships with a 
degree of clarity similar to that of surface ren-
dering. In the extreme case where the opacity is 
100%, no internal detail is visible and the result-
ing image is effectively a surface model (Kuszyk 
et al. 1996). However, the decreased transparency 
in these images can make it more diffi cult to 
appreciate multiple overlying structures and sub-
cortical lesions.

�

�

Color can be used for differentiation between 
anatomic structures of different densities. For 
example, it may be helpful in displaying the ten-
dons or vessels. However, it must be determined 
whether the use of color provides additional 
information.

As volume rendering is now possible on inex-
pensive desktop computers, it seems to be the 
most valuable algorithm for most skeletal applica-
tions as it has the advantages of both MIP (good 
contrast and good differentiation between tissues) 
and SSD (precise location of the lesion in the space) 
(Fig. 24.4). Moreover, with this algorithm it is easy 
to select different volumes, to delete some tissues, 
to highlight others, to isolate bones or to present 
them with their adjacent soft tissues or vessels 
(Figs. 24.4–24.6). Bones and vessels may appear 
more or less transparent, depending on the neces-
sity to analyze the anatomic structures located 
behind them (Iochum et al. 2001). It is also easy to 
obtain different projections of the anatomic area 
and to turn around it.

Fig. 24.4a–c. Sarcoma of the thigh. The visibility of the relationship between the soft tissue tumour and the adjacent vessels 
on MIP (a) and VRT (b,c) images may be useful for surgical planing, especially when this precise relationship in the space 
is provided (VRT images). Color can be used for differentiation between anatomic structures of different densities, and soft 
tissue can be deleted (b) to highlight vascular structures, or not (c)

ca b
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24.5 
Clinical Applications

24.5.1 
Trauma

The fi rst applications of 3D imaging were in the eval-
uation of skeletal fractures and planning for ortho-
pedic surgery. Indeed, a precise classifi cation and an 
optimal understanding of fractures are the basis of 
conservative treatment or adequate surgery. Three-
dimensional images are particularly useful for plan-
ning surgery, especially in determining the surgical 
approach and screw placement. This is especially the 
case for acetabular fractures, where 3D evaluation 
is of the utmost importance for precise defi nition of 
the direction and magnitude of displacement of the 
bone (Figs. 24.6 and 24.7). The hip joint space and 
its relationship to the fracture must be accurately 
analyzed. In selected cases, the femur can be disar-
ticulated from the acetabulum (Fig. 24.6). Preopera-
tive planning of fractures in anatomically complex 
areas such as the scapula, the spine, the foot and the 
wrist can also be improved by 3D imaging.

Fractures analysis is frequently based on the axial 
sections as well as on multiplanar reconstructions 
(MPRs) and 3D surface shaded rendering. However, 
although MPR allows precise quantifi cation of the dis-
placement of the fragments, it does not display a global 

Fig. 24.5. Hip paraosteoarthropathy. The relationship 
between the right paraarticular ossifi cation and the adjacent 
iliac artery is well demonstrated on this VRT image

Fig. 24.6. Acetabulum fracture. VRT allows the 
clear and precise visualization of this nondis-
placed fracture after deletion of the femur

Fig. 24.7. Acetabulum fracture. VRT allows an accurate anal-
ysis of the displacement of the fracture

and comprehensible view of the lesions (Fig. 24.8). This 
explains why surgeons usually prefer 3D images for 
surgical planning (Pretorius and Fishman 1999a). 
Three-dimensional surface shaded rendering greatly 
facilitates the evaluation of complex fractures, but 
can fail to recognize minimally displaced fractures 
and lesions beneath the bony surface. Moreover, the 
images can demonstrate stair-step artefacts.

Volume rendering has been found highly superior 
to shaded surface rendering for the accurate demon-
stration of subtle fractures, particularly those ori-
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ented in the axial plane (Pretorius and Fishman 
1999b). It also clearly demonstrates complex inju-
ries and complicated spatial information about the 
relative positions of fracture fragments (Figs. 24.9 

Fig. 24.8a,b. C5–C6 dislocation with associated C2 fracture. Fracture and bone displacement 
are well analyzed on the MPR image (a), but the VRT image (b) allows a more global and com-
prehensible view of the lesions

a b

Fig. 24.9a,b. Palmar radiocarpal dislocation with fracture of the volar aspect of the distal radius. 
Bones displacement and fracture are well depicted on these VRT images

and 24.10). The use of intravenously administered 
contrast material allows simultaneous evaluation of 
osseous and vascular structures within the affected 
area. Associated vascular injuries can be identifi ed 

a b
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or excluded (Fig. 24.11). Moreover, reconstructions 
can be optimized to achieve high spatial or density 
resolution. Finally the images do not demonstrate 
stair-step artefacts.

24.5.2 
Tumors

Three-dimensional imaging is also valuable in the 
evaluation of tumor extent and helps confi rm the 
initial decision regarding tumor resectability and 
preoperative planning for the most appropriate type 
of tumor resection. Both CT and MR imaging can 
provide precise vascular cartography. However, CT 
volume rendering is the only 3D modality that allows, 
on the same image, clear visibility of the tumoral 
bone, soft tissue and vessels (Fig. 24.4). Two or three 
CT acquisitions must be performed. The fi rst must 
be obtained at the peak of the contrast bolus in the 
artery and the second at the venous time. Sometimes 
it may be interesting to perform a third acquisition 
at a distance from the fi rst contrast administration, 
and consequently to wait for the enhancement of the 
tumor. A second intravenous administration of con-
trast medium can then be performed to reveal the 
precise relationship between the enhanced tumor 
and the adjacent vessels (Blum and Regent 1995). 
Neovascularity is seen well with either the volume 

rendering technique or maximum intensity projec-
tion (MIP) imaging. Soft tissue vascular malforma-
tions are also especially well demonstrated and it is 
possible to map out the relationship of the lesion to 
arterial feeders (Fig. 24.12).

Fig. 24.10a,b. Posterior dislocation of the shoulder. VRT images are useful for the analysis of the displaced humeral bone 
fragment and for the relationship between the humeral head and the glenoid

Fig. 24.11. Dissection of the axillary artery associated with a 
fracture of the body of the scapula. The simultaneous evalu-
ation of osseous and vascular structures within the affected 
area is especially helpful in trauma (VRT image)

a b
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Fig. 24.12a–c. Vascular malformation of the wrist. The MIP (a) and VRT (b) images from multidetector CT angiography and 
MR angiography (c) show a dilated serpentine ulnar artery that, along with the medial palmar branch and the superfi cial 
palmar arch, feeds a high-fl ow vascular malformation (a,b reprinted with permission from Blum et al. 2006)

Fig. 24.13a,b. Scoliosis. VRT may be especially helpful in the comprehension of the complex 3D 
morphology of the anomalous spinal segment

24.5.3 
Malformations and 
Complex Osteoarticular Relationships

Three-dimensional images represent an effi cient 
and comprehensive way to understand preopera-
tively the complexity of anatomic and pathologic 
relationships in the case of bone and joint malforma-
tions. For example, 3D CT can be a useful tool in the 
assessment of patients with congenital scoliosis, in 

that the 3D images provide easier comprehension of 
the anomalous segments and their relationship with 
other vertebrae (Fig. 24.13). Indeed, the complex 3D 
nature of the vertebral malformations makes their 
characterization by planar cross-sectional imaging 
methods diffi cult. Even if curved sagittal recon-
structions can be helpful for the analysis of the 
relationship between the spine and the cord, MPR 
images do not display the global morphology of the 
anomalous segments and their interrelationships 

a b

cba
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in an easily perceived manner. Bush and Kalen 
(1999) have reported that, in 4 of their 12 cases of 
congenital scoliosis, 3D CT was markedly superior 
to CT with MPR in displaying the pathology, in that 
the pathology revealed by the 3D images was dif-
fi cult to comprehend on both axial CT sections and 
the reformatted images, even in retrospect.

Three-dimensional display of CT data is also 
extremely valuable for planning reorientation oste-
otomies for the treatment of residual dysplasia of the 
hip. Three-dimensional reconstructions also greatly 
facilitate the diagnosis of rare pathologies such as 
snapping scapula (Mozes et al. 1999), related to 
mechanical impingement between the scapula and 
the rib cage, by demonstrating the bony component 
of this entity. Three-dimensional CT has also been 
found helpful in delineating Sprengel deformity in 
detail, and in planning scapuloplasty (Cho et al. 
2000).

24.5.4 
Paediatric Patients

The introduction of multidetector CT allowing true 
isotropic high-resolution volume data sets is espe-
cially valuable in the paediatric patient on a number 
of levels. First, this technique nearly eliminates the 
need for sedation and enables the successful com-
pletion of most studies in less than 10 s, which helps 
minimize the need for sedation and patient coop-
eration (Fayad et al. 2005). Second, the ability to 
retrospectively reconstruct multiple high-resolution 
image sets from the original raw data is possible, 
thereby requiring only one acquisition for produc-
tion of three-dimensional (3D) CT images in numer-
ous planes (Fayad et al. 2005). Finally, when used 
correctly, 3D CT volume imaging can help minimize 
the radiation dose to the paediatric patient.

24.5.5 
Control of Orthopedic Hardware

Due to signifi cant susceptibility artifact created by 
surgical hardware, MRI is not the study of choice 
for postoperative evaluations, especially for the 
assessment of healing of treated fractures and com-
plications such as osteomyelitis or recurrence of a 
skeletal tumor (Fayad et al. 2005). When hardware 
is present, postoperative review of patients can be 
effectively accomplished by 3D volume rendering 

as this technique eliminates the vast majority of 
streak artefact (Fig. 24.14) and clearly delineates 
the relationship between hardware, bones and bone 
fragments (Calhoun et al. 1999; Pretorius and 
Fishman 1999b). CT of orthopedic hardware results 
in severe X-ray attenuation, which can lead to “miss-
ing” data on reconstructed axial images. With 3D 
imaging, data reformation from the axial plane into 
other planes will weight the true signal over the 
randomly distributed artifact when integrating two 
adjacent axial images. In this way, the true signal 
will be enhanced and artifact related to metal will be 
reduced on volume-rendered 3D CT images (Fayad 
et al. 2005).

24.5.6 
Functional Anatomy of the 
Musculoskeletal System

Three-dimensional reconstructions of CT and MR 
images can delineate precisely the spatial relation-
ship between bones and musculotendinous struc-
tures and produce a good 3D visual presentation 
of biodynamic events of human joints. Rotational 
motion of a shoulder, knee fl exion, other complex 
musculoskeletal motions and muscle contraction 
(Fig. 24.15) can be assessed, as well as the effect of 
muscle dysfunction and its relevance to the mechan-
ics of joints (Totterman et al. 1998). This method is 
of great interest because many biomechanical stud-
ies are based on dramatically simplifi ed anatomic 
models.

Assessment of the dynamic compression of the 
subclavian artery when it crosses one of the tunnels 
of the thoracic outlet has been performed with both 
CT and MR imaging (Fig. 24.16). With CT, the arte-
rial compression seems better depicted with volume 
rendered reconstructions than with the 3D shaded 
surface images and with sagittal reformations 
(Remy-Jardin et al. 2000). With MR imaging, MIP 
or volume rendering can be performed ( Demondion 
2007).

24.5.7 
Cartilage

The emergence of new therapeutic concepts for 
treating cartilage disorders explains the increasing 
demand for accurate and objective evaluation of 
cartilage morphology in vivo (Hyhlik-Dürr et al. 
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Fig. 24.16a,b. Bilateral thoracic outlet syndrome explored with CT imaging with the arms alongside the body (a) and after 
elevation of the arms (b). Compression of the subclavian artery in the entrance of the costoclavicular space (arrows) is well 
demonstrated after elevation of the arms

Fig. 24.14a,b. Dislocation of the 
elbow with lateral epicondyle 
fracture, treated by a humero-
olecranial pin. The orthopedic 
hardware may be well analyzed 
on these VRT images with dif-
ferent degrees of opacity

Fig. 24.15a,b. VRT images of the 
knee performed during quadri-
ceps muscle contraction. Note 
the subluxation and rotation of 
the patella, and the trochlear 
dysplasia

a

a

b

b

ba
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2000), especially with MR imaging due to its non-
invasive nature. Because sectional images cannot 
be identically reproduced in longitudinal studies, 
3D reconstruction postprocessing methods have 
been developed to quantify cartilage morphology 
(volume and thickness) independent of the respec-
tive section position and orientation (Hyhlik-Dürr 
et al. 2000). Several studies suggest the interest of 
quantitative MR-based cartilage morphometry as a 
tool to diagnose, stage and follow cartilage loss in 
the knee.

Sequences must be optimized to achieve a high 
spatial resolution and a fast acquisition time. As 
sequences must allow analysis of the cartilage with 
high contrast to the surrounding tissue, thin sliced 
3D spoiled gradient echo sequences with spectral 
fat suppression (Eckstein et al. 1998) or with selec-
tive water excitation (Hyhlik-Dürr et al. 2000) are 
usually performed. The water excitation protocol 
allows the water-bound protons in the cartilage to 
be excited selectively and directly. Therefore, no pre-
pulse is required as in conventional fat-suppressed 
imaging protocols.

Segmentation of the cartilage is then performed 
semiautomatically on a section by section basis by 
using a gray value oriented region-growing algo-
rithm. An isotropic voxel size can be obtained with a 
shape-based interpolation method, and the cartilage 
is reconstructed in three dimensions with an opti-
mized surface reconstructing algorithm (Eckstein 
et al. 1998; Hyhlik-Dürr et al. 2000). The cartilage 
volume is then computed from these reconstruc-
tions. The cartilage thickness can be determined by 
using a 3D minimal distance algorithm (Losch et al. 
1997; Eckstein et al. 1998).

24.5.8 
Navigation in Diagnosis and Therapy

Software systems simulating surgery and image-
guided navigation for surgery and other therapeutic 
interventions have grown in importance in recent 
years. Key elements in image navigation systems 
are preoperative 3D imaging, a graphical display 
and interactive input devices. CT and MR imaging 
are commonplace today and 3D images are useful 
in complex interventions. Osteotomy and setting of 
pedicle screws in orthopedic surgery profi t greatly 
from the high targeting precision of this technique 
(Laine et al. 2000). The term computer-aided sur-
gery is now mainly used for intraoperative naviga-

tion within the body combining a 3D digitizer with 
preoperative CT/MR imaging.

Other navigation systems may also use intraop-
erative acquisition of images (Woodard et al. 2001; 
Haberland et al. 2000). These systems are conse-
quently able to refl ect the intraoperative changes.

24.6 
3D Ultrasound

Three-dimensional ultrasound (3D US) is in the 
early stages of clinical assessment but seems to offer 
several advantages over conventional US, including 
3D US image reconstruction with a single pass of the 
US beam, virtually unlimited viewing perspectives, 
and repeatable evaluation of anatomic structures 
and diseases entities (Downey et al. 2000). Image 
acquisition must be performed very cautiously, as 
unplanned transducer movement or involuntary 
patient motion (e.g., cardiac motion, respiratory 
motion) may produce artefacts severely degrading 
the quality of the images.

Three-dimensional US data acquisition systems 
can be tracked freehand systems (in which devices 
are attached to the transducer), untracked free-
hand systems (in which the images are digitized as 
the operator moves the transducer with a smooth, 
steady motion), mechanical assemblies (in which 
the transducer is propelled or rotated mechanically) 
or two-dimensional arrays (in which a square-faced 
or circular-faced transducer obtains true 3D data 
from an array of detectors) (Downey et al. 2000). 
Three-dimensional reconstruction techniques use a 
3D surface model or a voxel-based volume model. 
Three different rendering modes can be selected: sur-
face rendering for photorealistic images of objects, 
transparent rendering as either a maximum mode to 
enhance hyperechoic structures (e.g., bones) a min-
imum mode to accentuate hypoechoic structures 
(e.g., blood vessels and cysts) or color mode render-
ing for spatial reconstructions of volumes including 
Doppler or angiographic information (Brandl et al. 
1999). MPR can also be performed.

If 3D US seems promising in fetal, gynecologic, 
prostate, breast and power Doppler imaging, the 
clinical applications of this technique in muscu-
loskeletal diseases are still uncertain. Leotta and 
Martin (2000) have reported a technique for meas-
uring the thickness of the rotator cuff from the 3D 
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compound volumes. To the best of our knowledge, 
only two papers have reported the usefulness of 
3D US in the assessment of the rotator cuff lesions. 
For these authors, 3D US appears to facilitate diag-
nosis of partial-thickness rotator cuff tears both in 
patients and in artifi cial rotator cuff lesions of cadav-
eric shoulder joints (Wallny et al. 2000). However, 
further studies are required to confi rm these results. 
Indeed if this modality may appear to be a powerful 
adjunctive tool to 2D US in providing a more com-
prehensive visualization of lesions, it must be deter-
mined whether the use of 3D US provides additional 
information and has an effect on patient manage-
ment.

Three-dimensional high-resolution US has also 
proved to be useful for in vitro assessment of car-
tilage remodeling of rat patella in osteoarthritis 
(Lefebvre et al. 1998). Another application of 3D 
US could be in performing biopsy. Indeed, it has 
been suggested that 3D US can help facilitate needle 
localization and guidance during biopsy.

Finally, although it may appear time-consuming 
to measure the volume of lesions using 3D US, this 
technique of volume calculation allowing images 
of multiple areas to be obtained simultaneously in 
uniform conditions must be assessed, as it may have 
valuable applications in tumors and in the assess-
ment of synovial disorders (Strunk et al. 2006).
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devices. The technical enhancement that CT devices 
have experienced in recent years resulted in a con-
siderable improvement of image quality and clini-
cal applications. Scanning can be performed much 
faster, resulting in improved temporal resolution 
and reduced motion artifacts. The spectrum of indi-
cations has extended, and the algorithm of exami-
nations changed, resulting in major advantages of 
multislice CT in traumatic and emergency imag-
ing. On the one hand, the new scanners allow rapid 
and detailed examinations of the musculoskeletal 
system in submillimeter slices without limitation of 
scan volume; on the other hand, the high-resolution 
source images are the basis for high quality 2D and 
3D reconstructions. The combination of both has 
proved valuable in the diagnosis of subtle abnor-
malities and in planning therapy.

25.2 
Computer Tomography

In comparison to single-slice CT, multislice CT 
fulfilled a fundamental step from a cross-sec-
tional towards a true three-dimensional imaging 
modality that enables arbitrary cut planes as well 
as excellent 3D displays of the data volume. The 
basis for high quality 2D and 3D reconstructions 
is appropriate image acquisition with appropri-
ate acquisition protocols. Single-slice CT suffered 
from a disproportion between the resolution in 
the axial plane (x- and y-axis), which is mostly a 
function of geometry and detector design, and the 
longitudinal resolution (z-axis), which is a func-
tion of the slice thickness. To generate an isotropic 
volume in the case of non-isotropic raw-data, 
interpolation steps are necessary. This disadvan-
tage has been overcome with multislice CT which 
enables acquisition of near-isotropic voxels, a pre-
requisite for depiction of highly detailed 2- and 

25.1 
Introduction

After the introduction of multislice CT in 1992 with 
the advent of dual-slice scanners, this technology 
was improved in 1998 by the implementation of 
4-slice, in 2000 with 8-slice, in 2002 with 16-slice, 
and in 2004 with 64-slice scanners. Development 
continues and at the turn of 2006 the fi rst 64-slice 
dual-source devices with a very high temporal and 
spatial resolution were installed; thus one seems to 
observe a 2-year cycle for the launch of new CT 



346 M. Rieger

3D images Philipp et al. (2003). In order to pro-
duce homogenous reconstructions, the primary 
source images with a slice thickness of 0.5 mm–
1.25 mm, depending on the CT device used, are 
reconstructed in overlapping steps of 50%, and 
the scan and display filter of view is adapted to the 
size of the scanned object. To take full advantage 
of these capabilities, production of 2D and 3D 
reconstructions has become an integral part of 
musculoskeletal and vascular examinations. Sec-
tions in the same image quality as the source date 
can be obtained in any plane. Positioning of the 
body part to be examined in the gantry becomes 
less important because any plane can be refor-
matted from the acquired volume. This capability 
simplifies examination of traumatized patients in 
particular. Imaging data from joints within casts 
can be reformatted retrospectively into orthogo-
nal planes ( Rydberg et al. 2000).

25.3 
Three-Dimensional Rendering Techniques

Different 3D rendering techniques have proved a 
valuable tool in the diagnosis of various patho-
logic findings and for therapy planning in mus-
culoskeletal disorders. For 3D post-processing, 
three different algorithms are commonly used. 
The surface shaded display (SSD) algorithm takes 
the first voxel encountered along a projection ray 
that exceeds a user-defined threshold value and 
defines the position and attenuation value of that 
voxel as the surface of the object. No additional 
information along the projection ray contributes 
to the viewed image; the surface is derived from 
only a small percentage (less than 10%) of the 
available CT data. All structures are shown in the 
same color, and information about the attenuation 
of a structure is lost completely. Therefore, SSD 
images are only capable of demonstrating gross 
3D relationships but fail to display lesions hidden 
beneath the bone surface. It is not adequate for 
the visualization of structures that do not have 
naturally well-differentiated surfaces. As a result 
of this technical disadvantage some, especially 
undislocated, fractures may be under-diagnosed. 
In addition, SSD also tends to demonstrate stair-
step artifacts. An advantage of this technique is 
that many of today’s graphics computers are opti-

mized for the display of surface models. Applica-
tions in surgical planning (e.g., for virtual plan-
ning in corrective osteotomy, for maxillofacial 
reconstruction) take advantage of this capabil-
ity that allows surface models to be interactively 
repositioned and manipulated.

The maximum intensity projection (MIP) tech-
nique evaluates each voxel along a line from the 
viewer’s eye through the volume of data and selects 
the maximum voxel value, which is then used as 
the displayed value. MIP has proved to be particu-
larly useful in creating angiographic images from 
CT and magnetic resonance (MR) imaging data. 
MIP has some shortcomings that must be taken 
into account to interpret the rendered images 
properly: the displayed voxel intensity will repre-
sent only the material with the highest intensity 
along the projected ray. A high-intensity mate-
rial such as calcification will obscure information 
from intravascular contrast material. MIP usually 
has superior accuracy compared with SSD in CT 
angiography.

The third 3D rendering technique, volume ren-
dering (VR), makes use of the entire data set and 
thus conveys more information than SSD and MIP. 
In VR, the contributions of each voxel along a line 
of sight from the viewer’s eye through the data set 
are summed. This process is repeated many times to 
determine each pixel value in the displayed image. 
VR can show multiple internal and overlying fea-
tures, and the displayed intensity is related to the 
amount of bone encountered along a line extend-
ing through the volume (Fig. 25.1). Additionally, 
the fl exibility of the VR algorithm allows the radi-
ologist to tailor the degree of surface shading and 
bone opacity to the actual clinical problem. These 
advantages have made VR the superior method as 
compared with SSD for a variety of multislice CT 
applications. For the performance of 3D rendering 
techniques it is important to calculate the source 
data in a standard reconstruction kernel instead of 
a bone algorithm. This is explained by the much 
higher image noise of the transverse images when 
reconstructed with the bone algorithm. As a result 
of that image noise, certain randomly distributed 
soft tissue pixels gain equally high attenuation 
values as bone. They may then appear in the VR 
images, reduce the image quality, and possibly 
render the coherence of the displayed structures 
diffi cult (Pretorius and  Fishman 1999; Kuszyk 
et al. 1996; Alkadhi et al. 2004; Calhoun et al. 
1999).
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25.4 
Vascular Emergencies

25.4.1 
Acute Subarachnoidal Hemorrhage

Recent studies found detection rates of intracra-
nial aneurysms with multislice CT angiography 
up to 97%, and some authors already solely rely 
on fi ndings of CT angiography (CTA) in patients 
with SAH. In our experience, as well as in some 
reports in the literature, there have already been 
cases where CTA showed aneurysms that were not 
seen on standard DSA. For the increasing number 
of aneurysms treated by using an endovascular 
approach, CTA may be used as a tool for thera-
peutic decision making and therapy planning; a 
major advantage of CTA compared with DSA is 
the non-invasive work-up, which can be performed 
immediately following the confi rmation of SAH 
with non-enhanced CT and the generation of high 
resolution 3D information on the exact anatomy 
of the intracranial arteries within a few minutes 
(Fig. 25.2). These 3D models can also be very help-
ful for therapy planning. When intravascular 

Fig. 25.1. The surface 
shaded display (SSD), 
maximum intensity 
projection (MIP) and 
volume-rendering (VR) 
techiques. The SSD 
algorithm takes the fi rst 
voxel encountered along 
a projection ray that 
exceeds a user-defi ned 
threshold value and 
defi nes the position and 
attenuation value of that 
voxel as the surface of 
the object. MIP tech-
nique evaluates each 
voxel along a line from 
the viewer’s eye through 
the volume of data and 
selects the maximum 
voxel value, which is 
then used as the dis-
played value. In VR, the 
contributions of each 
voxel along a line of 
sight from the viewer’s 
eye through the data set 
are summed

Fig. 25.2. Oblique transversal reformatted volume-rendered 
multi-detector row CT angiogram with a superior cut of a 
patient suffering from a subarachnoidal hemorrhage. Image 
shows a giant aneurysm of the right median cerebral artery 
(black asterisk) with a small daughter aneurysm (long 
arrow). There are two other small aneurysms, one in the 
posterior branch of the median cerebral artery (short arrow) 
and the other in the anterior communicating cerebral artery 
(arrowhead)

4

5

2

1

3

SSD

depicted voxel 

yar-X
eht

gnolalexov

4

 MIP

5

2

1

3

depicted voxel

yar-X
eht

gnolalexov

4

5

2

1

3

VR
depicted voxel

yar-X
eht

gnolalexov

3 5
1
-5

Screen: displayed voxel 



348 M. Rieger

coiling is the therapy chosen on the basis of CTA 
fi ndings, additional pre-therapeutic DSA is not 
necessary, as it is part of the coiling procedure. 
In addition, CTA can help predict the ideal angle 
for the endovascular approach. Information on 
the exact dimensions of an aneurysm provided by 
CTA can be used to determine the diameter of the 
fi rst coil. For the neurosurgeon, information about 
adjacent vascular structures and the possibility of 
simulating the intraoperative view prior to surgery 
are often helpful  (Tomandl et al. 2004). In our 
hospital, cases of subarachnoid hemorrhage with a 
negative CTA are additionally examined by means 
of DSA to exclude non-aneurysmal lesions such as 
arteriovenous fi stulas or small angiomas.

25.4.2 
Aortic Aneurysm, Dissection and 
Intramural Hematoma

Acute aortic dissection is a cardiovascular emer-
gency that requires prompt diagnosis and treat-
ment. CTA is a useful tool for diagnosing aortic 
aneurysms, dissections and intramural hematomas, 
determing their extent and predicting appropriate 
management. While the diagnosis of aneurysms, 
dissections and intramural hematomas is readily 
made from transverse sections, an assessment of 
the extent of the lesion, particularly when arterial 
branches are involved, is facilitated by the perfor-
mance of 2D and 3D reconstructions. Together with 
reconstructions, CTA is more accurate than DSA for 
predicting aortic aneurysm size and is superior to 
DSA in its ability to demonstrate mural thrombus 
within an aneurysm, infl ammatory aneurysms, and 
peri-aneurysmal blood due to contained rupture 
(Rubin 2003).

For Stanford type A aortic dissection or type A 
intramural hematoma, accurate diagnosis is 
urgently needed because in such cases early surgi-
cal repair should be considered, whereas the major-
ity of patients with uncomplicated type B aortic 
dissection or intramural hematoma can be treated 
succsessfully with medical therapy. For acute 
type A aortic dissection time is very important for 
diagnosis and treatment because it is diffi cult to 
predict when it will rupture. (Yoshida et al. 2003). 
Multislice CT will not only detect aortic dissections 
and intramural hematomas, but will also assess 
the extent of its involvement. Devices with 16 rows 
or more will nearly overcome aortic motion arte-

facts, also in an ungated emergency examination, 
and therefore depict the pathology in a very high 
quality. MIP and VR can enable visualization that 
is equal or superior to that obtained with catheter 
angiography and demonstrate the relationship of 
the dissection and intramural hematoma to aortic 
branches (Fig. 25.3).

MSCT with MIP and VR may diagnose a traumatic 
or non-traumatic ruptured thoracic and abdominal 
aortic aneurysm on the basis of a contrast-enhanced 
CT scan that shows an aortic aneurysm with adja-
cent periaortic hemorrhage (Fig. 25.4) and may 
depict active bleeding, the extension of the aneu-
rysm, the presence and extent of mural thrombosis 
and the stenosis or occlusion of vessels. For inter-
ventional stent repair, most of the measurements for 
determination of the optimal dimension and type of 
stent-graft are obtained with MSCT and 3D recon-
structions.

Fig. 25.3. Oblique sagital volume-rendered multi-detector 
row CT angiogram of segmented thoracic aorta in a patient 
with an acute dissection Stanford A. The reconstruction 
shows the involvement of the supra-aortic braches (arrows). 
The dissection membrane is depicted as sharply bounded 
line (arrowheads)
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25.4.3 
Arterial Injuries of the Extremities

For the planning of surgical strategy after traumatic 
injuries of the upper or lower extremities, rapid 
investigation and accurate determination of the 
presence and location of an possibly accompanying 
vascular involvement is essential. The rapid acquisi-
tion and high-quality 3D perspectives of MSCT ang-
iography enable reliable and reproducible detection 
of traumatic arterial injuries. Multiplanar reforma-
tions and volume-rendered views of the examined 
extremity facilitates the evaluation of the vascular 
structures and their relationship to bony structures, 
and have the potential to reduce image interpreta-
tion time when compared to the numerous axial 
source scans (Fig. 25.5). Furthermore, the rendered 
views were more appreciated by the surgeons. In 
summary, in our study we could demonstrate that 
MSCT angiography with 3D reconstructions ena-

Fig. 25.4. Oblique coronal volume-rendered multi-detector 
row CT angiogram of a ruptured aneurysm (white asterisk) 
of the abdominal aorta in a patient suffering from acute 
abdomen. Demonstration of the extensive retroperitoneal 
hemorrhage (arrows)

Fig. 25.5. Volume-ren-
dered multi-detector 
row CT angiogram in 
a patient with blunt 
trauma to the left upper 
leg. Volume-rendered 
view shows an abrupt 
contrast material stop 
with irregular edge at 
the distal segment of 
the superfi cial femoral 
artery, which is later-
ally deviated, indicating 
arterial rupture (arrow). 
Image shows also a 
severely dislocated frac-
ture of the femur shaft 
at the level of arterial 
interruption

bled a signifi cant and reproducible detectability and 
characterization of extremity arterial injuries with 
high image quality and vascular delineation. There-
fore, MSCT angiography has substantial potential as 
the initial diagnostic method in patients with upper 
or lower extremity trauma (Rieger et al. 2006).

25.5 
Skeletal Emergencies

The two major roles of MSCT in patients with mus-
culoskeletal trauma are to defi ne or exclude a frac-
ture, and in the case of a fracture to determine its 
characterization and classifi cation so as to provide 
guidance for therapy. In addition, MSCT will give 
information about soft-tissue pathologies and dem-
onstrate osseous anatomy, especially in anatomi-
cally complex areas – for example pelvis, scapula, 
spine, foot and joint fractures. In comparison with 
trauma radiography, the results of which are often 
of poor quality, volume-rendered MSCT represents 
a signifi cant advance in trauma imaging and sig-
nifi cant saving in terms of patient time spent in the 
radiology department. In patients with pelvic frac-
tures seen on axial CT images, treatment decisions 
have been shown to be altered in up to 30% of cases 
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because of fi ndings on multiplanar or volume-ren-
dered images. In general, these changes in treatment 
result when multiplanar or volume-rendered images 
reveal a more severe injury than was clinically sus-
pected or than was seen on axial images (Pretorius 
and Fishman 1999).

25.5.1 
Scull and Facial Fractures

Facial fractures are a common consequence of direct 
trauma, for example in a traffi c accident. The com-
plex anatomy of the facial structures requires super-
position-free, detailed imaging. Therefore, helical 
CT in general is considered the standard imaging 
modality of facial fractures for characterization and 
classifi cation. CT in at least two orthogonal planes, 
axial and coronal, is the standard examination to 
make a reliable and precise diagnosis for treatment 
planning (Philipp et al. 2003; Rosenthal et al. 
2000). Narrow-collimation (0.6 mm–1.2 mm) axial 
acquisition yields a volume that allows creation of 
2D and 3D reconstructions with very high spatial 
resolution (Fig. 25.6). Sections can be obtained in 
any plane.

25.5.2 
Spinal Trauma

Radiologists and trauma surgeons are constantly 
trying to fi nd ways to reduce the amount of time 
it takes to adequately image victims of trauma and 
simultaneously to improve the diagnostic quality. 
Considering the devastating consequences, espe-
cially for patients in whom a spine injury has been 
missed at examination, all casualties who have sus-
tained trauma must be assessed for possible spine 
fractures. Ideally, the spine should be cleared within 
minutes after the admission of a trauma patient to the 
emergency room. In many cases, however, patients 
who have sustained severe trauma are uncoopera-
tive or unstable, and are thus diffi cult to examine 
clinically. Thus, a rapid and simultaneously accu-
rate diagnostic of the suspected injured spine must 
be performed. The diagnostic work-up must detect 
the full extent of the injury, including the characteri-
zation and classifi cation of the fracture, and must 
respond to the question whether a fracture is stable 
or not (Fig. 25.7). In cases with possible spinal cord 
damage caused by the spinal canal narrowing, bone 
fragments, hematoma or intervertebral disc mate-
rial should be rapidly detected. In choosing the best 

Fig. 25.6a,b. Volume-rendered multi-detector row CT images in a patient with a blunt high velocity trauma to the head. 
a Volume-rendering reconstruction with a high threshold for osseous depiction shows a depressed fracture of the skull 
accompanied by facial fractures (arrows). b Volume-rendering reconstruction with a low soft tissue threshold and a cut 
through the brain demonstrates a bleeding into the frontal lobe and some air bubbles indicating an open fracture

a b
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imaging algorithm for evaluation of spine fractures, 
the radiologist is often hampered by time limita-
tions, lack of patient cooperation and hard-pushed 
due to the hemodynamic instability or coexistent 
traumatic lesion (Daffner 2001; Wintermark et 
al. 2003). Radiologic standards are constantly in a 
state of development and it appears that there may 
be a shifting of the standard of care relating not so 
much to whether radiologic imaging ought to be 
performed for patients who sustained spine trauma, 
but rather to what kind of imaging should be per-
formed. The event of helical CT and especially of 
multislice CT, with its intrinsic possibility to per-
form highest quality reconstructions, has acceler-
ated this shift (Berlin 2003; Rieger 2006). For 
the optimal work-up of patients with severe spinal 
trauma, Imhof and Fuchsjager (2002) concludes 
that multislice CT with reconstructions rules out 
or proves any bone abnormalities (e.g., fractures or 
dislocations) with highest precision. Conventional 
radiographs are diagnostically insuffi cient and, in 
the cervical spine in up to 57% of cases, false-nega-
tive Research into the diagnostics of spinal fractures 
showed the superiority of MSCT with reconstruc-
tions over conventional radiographs (Rieger 2002). 
Schroder et al. (2003) demonstrated the advantage 

of 3D reconstructions of spinal fractures, especially 
with rotational instability over 2D reformations in 
regard to the fracture perceptibility, the anatomical 
clarity and the percentage of correct classifi cation. 

25.5.3 
Thoracic Cage and Shoulder Girdle Fractures

Fractures of the ribs and sternum are the most 
common of all major chest injuries, occurring 
in almost 40% of patients who sustain a severe 
blunt trauma, but the sensitivity of conventional 
radiographs for the detection of rib and sternal 
fractures is especially low in polytraumatized 
patients. Fractures of the scapula are often very 
subtle on conventional X-rays. Therefore, con-
ventional chest radiographs are not ideal for the 
diagnosis of thoracic cage fractures. Our own 
results, as well as results published in other pub-
lications, indicate the advantage of MSCT over 
conventional X-rays concerning thoracic cage 
fractures and, in addition, MSCT simultaneously 
discloses associated pulmonary and mediastinal 
injuries.  Alkadhi et al. (2004) demonstrated that 
VR is a very useful and time-saving tool with a 

Fig. 25.7a,b. Coronal volume-rendered multi-detector row CT images in a patient with a high speed motorcy-
cle accident to the upper cervical spine and the occipito-cervical junction. a Volume-rendering reconstruc-
tion with a low bone opacity shows a widening of the atlanto-axial junction as defi ned by a subluxation 
(arrows), which could not be detected in the axial source images. b Oblique coronal reformatted volume-
rendering reconstruction shows an additional fracture of the occipital condyles (arrowheads)

a b
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high diagnostic accuracy because of the oblique 
course of the ribs, which, in contrast to VR, cannot 
be depicted in its entirety on a single transverse 
image. Volume-rendered MSCT is also very sensi-
tive in the detection and characterization of frac-
tures of the scapula, sternum and sternoclavicular 
joint (Alkadhi et al. 2004; Rieger et al. 2002; 
Pretorius and  Fishman 1999).

25.5.4 
Fractures of the Extremities

Many examinations are requested after conven-
tional radiographs since: (a) a recognized fracture 
needs further evaluation to classify and charac-
terize a fracture for therapy planning; (b) con-
ventional X-rays show a questionable fracture; 
and (c) conventional radiographs are inconspicu-
ous in a patient with clinical signs of a fracture 
( Novelline et al. 1999). In comparison with con-
ventional radiographs, MSCT with 2D and 3D 
reconstructions clearly displays fractures and the 
degree of fragment displacement without super-
imposition. In addition, information about the 
displacement of fragments, impaction, comminu-
tion and sub-luxation can be demonstrated in arbi-
trary perspective. Especially in complex fractures 
involving articular joints, VR reconstruction with 
segmentation allows displaying the extent of dis-
location of fragments, which are often not detect-
able in conventional radiographs, and enables 
exact fracture characterization and classifi cation. 
Different studies demonstrated that the inter- and 
intra-individual reproducibility of the AO/OTA 
classifi cation on the basis of conventional radio-
graphs resulted in only moderate congruence. For 
example, different investigators identically classi-
fi ed only 38% of fractures of the proximal humerus. 
Similar results provided studies concerning frac-
tures of the distal radius and distal tibia. Due to 
these results, it does not seem reasonable to classify 
complex intra-articular fractures only by means 
of conventional radiographs. Also, axial CT can 
be challenging when trying to interpret regions 
of complex anatomy such as ankle and hindfoot 
(Fig. 25.8). For example, the precise localization 
of the articular facets of the subtalar joints may 
be diffi cult to appreciate on routine axial scans. 
High-resolution reconstructions created from the 
CT data provide an additional perspective that can 
improve depiction of the subtalar joint anatomy. 

Multislice CT is extremely sensitive in the detec-
tion of fractures, and source images together with 
rendered reconstructions can display the spatial 
relationship of fracture fragments in complex ana-
tomic regions. Complementary CT examination of 
intra-articular fractures of the distal tibia caused 
in 64% of subjects a change in the surgical treat-
ment, and in 82% additional information concern-
ing the fracture characterization and classifi cation 
(Burkhardt et al. 2003).

25.5.5 
Pelvic Fractures

Injuries of the pelvis occur in the majority of cases 
as a result of accidents with high kinetic energy, 
and are correlated with signifi cant morbidity and 
mortality caused by associated complications like 
severe hemorrhage. Rapid diagnostic workup for 
accurate fracture characterization and classifi ca-
tion, as well as demonstration of a hemorrhage, 
is essential. MSCT with reconstructions should be 
the fi rst imaging tool in suspected pelvic fractures 
resulting from a high-energy accident. In patients 
with an additionally suspected hemorrhage, intra-
venous contrast medium should be applied to pre-
dict its source. Although most of fractures and 
possible bleedings can be detected reading only 

Fig. 25.8. Volume-rendered multi-detector row CT image 
of the ankle and hindfoot in a patient following a fall from 
a height. VR view shows a calcaneal comminuted fracture 
(arrows) with an involvement of the talo-calcaneal facet 
(arrowhead).The tendons are well depicted because they are 
surrounded by fat
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source images, reconstructions are advantageous 
in the visualization of subtle fractures, especially 
those orientated in the axial plane. Multislice CT 
combined with multiplanar 2D or 3D reconstruc-
tions has become an outstanding and effective 
tool for understanding complex fracture patterns 
(Fig. 25.9) (Wedegartner et al. 2003; Stambaugh 
and Blackmore 2003).

25.5.6 
Polytrauma

After stabilization of life-threatening conditions, 
polytraumatized patients require a fast, reliable, 
and comprehensive diagnostic work-up for speci-
fying a therapy plan. The most common error in 
the first phase after admission of polytraumatized 

Fig. 25.9a–c. Coronal (a) and oblique sagital (b) 
volume-rendered multi-detector row CT images and 
MIP reconstruction (c) in a polytraumatized patient 
with a severe crush trauma to the pelvis. VR (a,b) 
and MIP (c) reconstructions depict the extent of the 
comminuted fracture involving the ventral and dorsal 
pelvic ring, the iliac bone and the acetabulum. The uri-
nary bladder (arrowheads) is partially fi lled with con-
trast medium, a urinary catheter is inserted. Images 
show a cranial displacement of the bladder indicating 
an injury of the neck of the bladder

patients to the emergency room is the delayed and 
insufficient diagnostic, which impairs the prog-
nosis of these patients. Therefore, the polytrauma 
patient in particular has benefited from the intro-
duction of multislice CT, whose whole potential 
can be used in these patients. The speed of this 
technique permits a whole body evaluation within 
a few seconds in thin slices during the application 
of one bolus of intra-venous contrast medium. 
Using these source images, transverse, sagital 
and coronal reformations in 5 mm, for example, 
can be performed for diagnosing injuries of the 
brain, neck, thorax, abdomen and pelvis, as well 
as thin-slab reformations of the skeletal system in 
any plane. There is no more need for using differ-
ent diagnostic modalities for evaluating injuries 
of polytraumatized patients (Knollmann and 
Coakley 2006).

b

c

a
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25.5.7 
Infection and Tumor

An increasing number of examinations are being 
performed for the evaluation of known or suspected 
musculoskeletal infection. Multislice CT with 2D 
and 3D reconstructions are useful tools for detecting 
infections and abscesses, determining which com-
partments are involved and for describing the extent 
of an infection. For this question it is necessary to 
apply intravenous contrast medium. Multislice CT 
is also used to evaluate cortical bone and associ-
ated soft-tissue masses in suspected osteomyelitis. 
The presence of sequester can be verifi ed and the 
response to therapy monitored (Knollmann and 
Coakley 2006).

Multislice CT is useful in defi ning the full extent 
of primary and metastatic bone tumors. Although 
MR imaging has become the leading modality for 
evaluating the extent of bone and soft-tissue neo-
plasms, CT is nearly as effi cacious, and remains 
superior to MR imaging in the detection of cortical 
destruction and lesion calcifi cation (Buckwalter 
et al. 2001).
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26.1 
Introduction

26.1.1 
Diseases of the Female Breast

The breast consists of two main types of tissues 
– glandular tissues and supporting (stromal) tis-
sues. The glandular part is responsible for milk 
production during lactation and mainly consists of 
lobules and ducts. The support tissue of the breast 
includes fatty tissue and fi brous connective tissue, 
which consist of ligaments that support the shape 
of the breast.

Any of these areas of the breast can undergo 
changes that cause fi ndings in radiological imaging. 
There are two main groups of breast changes: benign 
breast conditions and breast cancers (malignant 
conditions). The most common benign breast condi-
tions are fi brocystic changes, benign breast tumors 
and breast infl ammation (Santen and Mansel 
2005). The most common malignant condition is 
breast cancer, which may be classifi ed further by 
histopathology into invasive subtypes: ductal, tubu-
lar, lobular, medullar, and mucinous carcinoma, and 
noninvasive subtypes: DCIS (ductal carcinoma in 
situ) as well as several more highly specialized sub-
classes Brenton et al. 2005; Charafe- Jauffret et 
al. 2005).

With slight differences between all Western 
industrialized nations, breast cancer is the second 
leading cause of cancer deaths among women today 
(following lung cancer) and is the most common 
cancer among women (excluding nonmelanoma 
skin cancers). According to the World Health Orga-
nization WHO 2002), more than 1.2 million people 
worldwide will be diagnosed with breast cancer in 
2005. It is estimated that in 2006 about 212,920 new 
cases of invasive breast cancer, and about 61,980 new 
cases of DCIS, will be diagnosed among women in 
the United States of America, the nation with the 
highest rate of breast cancer diagnoses in the world. 
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The situation is similar to the one in Europe, where 
about one out of every nine women develops breast 
cancer during her lifetime.

Radiological imaging of the female breast plays 
a major role in the detection of breast cancer, as 
mammography screening is the only available tool 
proven to reduce mortality of breast cancer by early 
tumor detection.

26.1.2 
Breast Cancer Appearance in Radiological 
Imaging

The two main imaging methods for breast cancer 
diagnosis are the mammogram and the ultra-
sound. 

A mammogram is an X-ray image of the com-
pressed breast. A normal investigation consists 
of two projections of each breast: a cranial-caudal 
projection that is accomplished by a medial-lateral-
oblique projection at 45  (often) or a medial-lateral 
projection (seldom). Conventional fi lm-based mam-
mography systems are now accompanied by digi-
tal mammography systems, using full fi eld digital 
detector arrays (FFDM) or storage phosphor radi-
ography (Pisano and Yaffe 2005). Mammography 
has proven to be an effective tool for the early detec-
tion of breast cancer. Therefore, it is approved as an 
X-ray investigation method for healthy women older 
than 49 years as a screening method. The larger por-
tion of mammograms carried out today are screen-
ing mammograms. In case of any suspicious clinical 
fi nding (e.g. a palpable lump), a diagnostic mam-
mography is carried out.

The two main types of abnormalities found on 
mammograms are calcifi cations and masses. Calci-
fi cations are tiny mineral deposits within the breast 
tissue. Caused by their much higher absorption of 
X-rays, they appear as small white spots on the fi lms. 
They are divided into macrocalcifi cations and micro-
calcifi cations depending on their maximum diam-
eter. Macrocalcifi cations are large calcium deposits 
caused by old injuries, infl ammations or regressive 
changes of benign masses. Therefore, the deposits 
are associated with benign conditions and do not 
require a biopsy. Macrocalcifi cations are found in 
about half the women over age 50, and in 1 of every 
10 women under age 50 WHO 2002) (Fig. 26.1).

Microcalcifi cations are tiny specks of calcium 
in the breast. They may appear alone or in clusters. 
Asymmetric distribution into one or a few clusters, 

as well as the shape and layout of microcalcifi ca-
tions, can be correlated to likelihoods of malignancy 
(Nishimura et al. 2004).

Masses can be a result of a cancer or a benign con-
dition. Masses absorb X-rays at a slightly higher rate 
than does normal glandular tissue, and therefore 
become visible on the mammogram. Morphological 
features can be obtained (e.g. shape, smoothness of 
boundary, the presence of spicules and many others) 
to estimate the likelihood of malignancy.

All breast lesions are described and reported 
according to the breast imaging reporting and 
data system (BI-RADS). BI-RADS is a mammog-
raphy, ultrasound and MRI lexicon developed by 
the American College of Radiology American 

 College of Radiology 2003) for the description of 
breast lesions. The BI-RADS lexicon includes briefl y 
described features such as the margin of a mass and 
the distribution of calcifi cations. Furthermore, it 
provides defi nitions of fi nal assessment categories 
designed to describe the radiologist’s level of sus-
picion about the mammographic abnormality. If 
a mammographic mass cannot be determined to 
be benign with suffi cient certainty, an ultrasound 
or even a biopsy will be recommended. In the case 
of fi ndings that appear most likely to be benign, a 
follow-up investigation should confi rm the absence 
of growth.

Breast ultrasound is often used to evaluate ambig-
uous fi ndings in a mammogram or a physical exam. 
It is widely available and less expensive than other 
options, such as MRI. Usually, breast ultrasound is 
used to target a specifi c area of concern indicated 
by the mammogram. It is useful for detecting breast 
masses and is the easiest way to determine whether 
or not a fl uid-fi lled cyst is present without doing a 
needle biopsy. Furthermore, ultrasound helps to 
distinguish between benign and cancerous tumors, 
especially among younger women with a high breast 
density. In these cases mammography’s sensitivity 
and specifi city is lower than ultrasound, which gives 
ultrasound imaging the potential to be used as the 
fi rst step in the diagnostic chain.

As in mammography, many features can be 
assessed by ultrasound correlating to the likeli-
hood of malignancy. Figure 26.2 shows a simple, 
well-defi ned structure with a brighter area located 
below. The structure itself does not contain any 
refl ecting structures. Many “solid” tumors detected 
by a screening mammography end up here with the 
diagnosis of a simple cyst after ultrasound. Benign 
tumors, such as the highly widespread fi broadeno-
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Fig. 26.1a–c Magnifi cation of mammographic fi nd-
ings: a Small carcinoma showing a dense mass of 
approximately 7 mm in diameter and several spicules 
to the neighborhood as a typical sign of malignancy. 
b Several polymorph clustered microcalcifi cations 
related to a DCIS. c Several typical benign macrocal-
cifi cations related to fat necrosis after trauma

Fig. 26.2a–c Ultrasound images of typical fi ndings: a Simple 
cyst showing well-defi ned margins, no echoes within and a 
strong posterior ultrasonic signal increase as a result of the 
low sound attenuation by the liquid inside the cyst. b Fibro-
adenoma in a typical well-defi ned, oval shape (horizontal 
diameter is larger than vertical diameter) at intermediate 
internal echogenicity. c Malignant tumor, growing verti-
cally at least as fast as horizontally, with ill-defi ned margins 
and irregular internal structure

a

c

b

a

c

b
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mas, often show well-defi ned margins, iso-intense 
internal texture and no relevant sound amplifi ca-
tion or absorption Skaane and Engedal 1998). 
Malignant tumors often have ill-defi ned margins, 
hypo-intense internal texture and sound attenua-
tion phenomena behind the tumor Baker and Soo 
2000).

Contrast-enhanced (CE) MR imaging of the 
breast, also called MR mammography, provides 
the highest quantity of information in the form of a 
cross-sectional 3D image enlarged by the dimension 
of time (signal intensity/time curve by the intrave-
nous application of contrast medium). It is already 

applied as a routine procedure in the assessment of 
silicone implants Lalonde et al. 2005), monitoring 
of neoadjuvant chemotherapy (Wasser et al. 2003; 
Weatherall et al. 2001) and screening of high-
risk patients for hereditary breast cancer Berg 2001; 
Kriege et al. 2006; Kuhl 2002; Morris 2001; Podo 
et al. 2002; Topping et al. 2003). It is furthermore 
helpful in the differentiation of scars and tumor-
relapse (Aichinger et al. 2002; Lalonde et al. 2005; 
 Pediconi et al. 2005) and preoperative tumor assess-
ment Fischer et al. 2004; Sardanelli et al. 2004). 
In the course of an MR investigation of the breast, a 
3D block that surrounds one or both breasts (deter-

Fig. 26.3a–c. The same section of a 
transversal MRI of the breast (FLASH 
3D, Siemens Magnetom Sonata, 
512 × 256 pixel matrix, Magnevist, 
Schering) a before contrast media 
(CM) application, b 5 min after CM 
application, and c subtraction image 
c = b – a. The subtraction series reveals 
a small oval tumor in one breast 
arranged according to a duct. Histol-
ogy revealed a ductal carcinoma

a

c

b
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mined by the use of a dedicated single or double breast 
coil) is investigated by a T1-weighted MR series. 
After the injection of a paramagnetic contrast agent, 
the measurement of the same 3D block is repeated 
several times without changing the imaging param-
eters (block position, slice thickness, echo time, rep-
etition time, fl ip angle). Any contrast enhancement 
uptake within the breast tissue can be visualized 
by voxel-based subtraction of the fi rst image series 
from the considered series. The subtraction can be 
replaced by using fat-suppressed sequences. Due to 
increased vascularization and an increased endo-
thelial permeability, solid tumors do normally show 
a strong signal intensity increase Carriero et al. 
2002; Leach 2001; Sardanelli et al. 2005; Teifke 
et al. 2006). Figure 26.3 shows the appearance of a 
ductal carcinoma at a dynamic MRI.

Any appearing contrast-enhanced lesion is 
assessed in a two-step process: (1) architectural 
features are studied and, as in mammography, 
ill-defi ned margins, spicules and various other 
morphological features are correlated to the pres-
ence of a malignant tumor Furman-Haran et al. 
2001; Heywang-Koebrunner et al. 2001; Morris 
2001; Obenauer et al. 2002; Vomweg et al. 2004; 
 Wedegartner et al. 2001). (2) In addition, signal 
intensities of contrast-enhanced lesions are mea-
sured over time by each following repeated series. 
This results in individual signal intensity/time 
curves that can be assessed by means of curve analy-
sis or certain kinetic models Kuhl and Schild 2000; 
Liney et al. 1999).

26.1.3 
Rationale of CAD Usage in Breast Imaging

By using mammography as a screening examina-
tion according to international guidelines, breast 
cancers are able to be located at the earliest pos-
sible stage when they are most treatable Cady and 
 Michaelson 2001; Tabar et al. 2001; WHO 2002). 
The overall results of several randomized controlled 
trials indicate that mammographic screening of 
women over age 50 could possibly reduce breast 
cancer mortality by at least 25% Jatoi 1999). For this 
reason, the number of breast exams worldwide is 
steadily rising. However, it is important to know that 
a huge number of unspecifi c fi ndings and benign 
changes appear in breast imaging and are often not 
easily distinguished from malignant or semi-malig-
nant tumors by any modality.

Although mammography screening has proved 
its effi ciency as a screening method, its sensitivity 
and positive predictive value are lower compared to 
other screening tools WHO 2002). In dense breasts, 
which have a larger amount of fi bro-glandular 
tissue, sensitivity and specifi city of mammogra-
phy may decrease due to the natural limitation of 
X-ray mammography as a summarized plain fi lm 
image  Sardanelli et al. 2004). Furthermore, the 
assessment of mammography, ultrasound and MRI 
of the breast shows high inter-observer variability 
 Mussurakis et al. 1996; Skaane et al. 1997).

This is in part compensated for through the pro-
cedure of double reading in breast mammography, 
a technique that has become standard in most coun-
tries known for having a “screening tradition” such 
as in Europe.

The procedure of double reading connotes that 
each mammogram is assessed independently by 
two physicians. In case of a consensus of diagnosis 
a clear statement can be given. In case of a disagree-
ment, a third reader or a consensus conference of 
the two readers is needed. Although the assessment 
of a mammography is not very time-consuming, 
the tremendous cost is currently under investiga-
tion by health ministries and economists (Stout et 
al. 2006). The use of CAD systems has several abili-
ties to show a benefi t: (a) increased effi ciency of the 
time needed for an investigation by adding CAD as 
an additional aid or reader; (b) decreased costs by 
replacing a human reader by a CAD system, and 
(c) availability as a second automatic opinion or 
additional aid in the breast imaging modalities 
that do not currently use double reading (ultra-
sound, MRI) in order to increase effi ciency of these 
modalities.

26.1.4 
Information Referred to in this Chapter

The author collected available publications by means 
of Internet-based research at Medline, Current Con-
tents and CiteSeer to produce a broad overview in the 
fi eld of clinical applications of computer-aided diag-
nosis in the breast. The literature cited was chosen in 
order to give the reader the most convenient access 
to further details of the work of the related author 
or group. Printed publications (journal articles or 
books) have been preferred. Conference proceed-
ings or electronic sources were chosen for citation 
when no printed publication was available. The list 
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of authors and groups named, as well as the list of 
literature cited, do not claim to be complete.

26.2 
Computer-Aided Detection and Diagnosis 
in Mammograms

Most of the currently available systems are designed 
to aid the human reader in the detection of lesions 
in mammography. CAD systems for computer-aided 
decision or even computer diagnosis are still under 
development. X-ray mammograms may typically 
show two different types of fi ndings, namely calci-
fi cations and masses. Due to the fact that different 
procedures of image processing have partly been 
used to detect them, the following chapters are 
divided into categories describing the detection of 
calcifi cations and of masses. 

26.2.1 
Detection of Calcifi cations

The radiologist may miss small calcifi cations 
because they are typically only subtle changes that 
can be almost totally hidden by overlapping breast 
parenchyma, especially in dense breasts. However, 
from an image processing point of view, calcifi ca-
tions are the only structures in mammography that 
show very high signal intensities (very bright spots 
on the X-ray fi lm) and therefore have a good contrast 
compared to the surrounding breast parenchyma. 
Their size, shape, morphology, number and distri-
bution vary. 

Several groups start by using image pre-process-
ing algorithms to reduce image noise, e.g. median 
fi lters (Clarke et al. 1994; Qian et al. 1998; Yu and 
Guan 2000), Gaussian band-pass fi lters (Zheng et 
al. 1995c), high-boost fi lter (Wallet et al. 1997) 
or other mechanisms for contrast enhancement 
(McLoughlin et al. 2004; Nunes et al. 2006).

Detection of microcalcifi cations is often done by 
fi lters such as tree-structured wavelet transforms 
(Boccignone et al. 2000; Lemaur et al. 2003; Mata 
Campos et al. 2000; Mini et al. 2004; Qian et al. 
1998; Yu and Guan 2000), fi lter banks Nakayama et 
al. 2006; Qian et al. 1994), edge detector algorithms 
(Ema et al. 1995; Pettazzoni et al. 2001) or spatial 
fi lters (Lee and Lithgow 2000).

In addition, classical segmentation algorithms such 
as adaptive threshold based systems ( Gavrielides 
et al. 2000; Netsch and Peitgen 1999; Wallet et 
al. 1997), region growing algorithms (Paquerault 
et al. 2004), active contour models (Bankman et al. 
1997) and watershed segmentation (Paquerault 
et al. 2004) have been used directly for detection of 
microcalcifi cations. Segmentation on the basis of 
signal classifi cation by fuzzy-logic-based detectors 
(Cheng et al. 1998; Gavrielides et al. 2000), sup-
port vector machines (SVM) Bazzani et al. 2001), as 
well as ANNs (Mini et al. 2004; Schmidt et al. 1999) 
have been utilized.

All reported mechanisms give good detection 
results. A direct comparison of detection results is 
not possible due to large differences in origin, qual-
ity (analog, digital) and number of mammograms 
used. However, fi bro-glandular and microcystic 
degenerative processes within the breast tissue often 
lead to subtle microcalcifi cations that are normally 
distributed among one or both breasts. Occasion-
ally, detected microcalcifi cations cause false-posi-
tive fi ndings. Of course, a CAD system should detect 
and reveal to a human reader only clustered and 
polymorph calcifi cations that probably are indica-
tive of malignancy. Several authors have described 
quantitative and qualitative features of clustering 
to achieve a quantitative analysis of the number of 
particles per cluster, area of clusters, maximum dis-
tance to nearest neighbor, geometric mean distance 
to nearest neighbor and a so called “distribution 
pattern index” (Ng et al. 1996). Through gradual 
discriminant analysis, sets of features were selected 
and rules were applied to acquire rule-based dis-
crimination for benign and malignant tumors 
(Leichter et al. 2000). Sklansky et al. (2000) devel-
oped software to help the radiologist by offering 
ROIs showing similar clusters of microcalcifi cations 
with known histology to the prospective human 
reader, signifi cantly reducing the number of benign 
biopsies and misdiagnosed cancers. Leichter et al. 
(2004) showed that the cluster geometry was more 
effective in differentiating benign from malignant 
clusters than was the shape of individual microcal-
cifi cation.

Jiang et al. (2001) demonstrated that the detec-
tion of a high number of false-positive computer-
detected microcalcifi cations degrades classifi cation 
performance of the global CAD system for clustered 
microcalcifi cations substantially (Jiang et al. 2001). 
Therefore, the aim of the following research activi-
ties was to differentiate between clustered and non-
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clustered microcalcifi cations in order to reduce the 
number of wrongly detected clusters.

As early as in 1992, Wu et al. (1992) reported the 
application of a multilayered feed forward artifi cial 
neural network to distinguish clustered microcal-
cifi cations from normal non-clustered areas in the 
frequency domain. Working with the ROC curve, 
it was possible to eliminate approximately 50% of 
false-positive marks while preserving 95% of the 
positive clusters. The performance was improved 
by using a shift-invariant neural network instead of 
the standard type (elimination of 55% false-positive 
ROIs without loosing any true positive ROI) (Zhang 
et al. 1994) and by improved methods for region 
grouping (Qian et al. 2002). Ema et al. (1995) used 
a combination of a set of linear gradient templates 
oriented in 16 different directions and a local edge 
gradient analysis to eliminate 80% of the false-posi-
tive clusters with a loss of 3% of true positive clusters 
on an independent sample set.

In 1995, Zheng et al. (1995c) reported a multistage 
CAD scheme using a Gaussian band-pass fi lter and 
nonlinear threshold operation followed by a multi-
layer ANN to reduce the number of false-positively 
detected clusters.

Jiang et al. (1996) reported using a three-layered 
feed-forward ANN for the differentiation of malig-
nant from benign clustered microcalcifi cations. In 
this semi-automatic approach, a human reader initi-
ated the identifi cation of regions containing micro-
calcifi cations, followed by the automatic segmenta-
tion and computation of eight computer-extracted 
features used as ANN input. In a test set (n = 53) 
the system identifi ed 100% (82) of the malignant 
(benign) clusters and outperformed fi ve radiologists 
in differentiation of benign and malignant clusters.

Chan et al. (1998) worked on similar ROIs by 
calculating spatial gray level dependence (SGLD) 
matrices at ten different pixel distances in both the 
axial and diagonal directions. While using a genetic 
algorithm to “breed” the right feature selection out 
of texture and morphological features, they reached 
an Az value of 0.89 in the differentiation between 
benign and malignant calcifi cation clusters (n = 145 
clusters). This performance was further improved 
by averaging the score of different views of the same 
cluster of calcifi cations up to a sensitivity of 93.3% 
at a rate of 0.7 false-positive fi ndings per image 
(Gurcan et al. 2002) by the use of an optimized con-
volution neural network.

Schmidt et al. (1999) implemented two-layer 
feed-forward artifi cial neural networks for both 

detection and evaluation of clustered microcalcifi -
cations. The measured sensitivity for the detection 
of grouped microcalcifi cations was 0.98. For the task 
of differentiation between typical and atypical clus-
ters an Az value of 0.87 was computed, while for the 
diagnosis an Az value of 0.87 (sensitivity 97%, speci-
fi city 47%) was obtained.

Papadopoulos et al. (2002) constructed a hybrid 
system using pre-processing, automatic extraction 
of 22 features and classifi cation by neural network to 
achieve Az values of 0.91 and 0.92 on Nijmegen and 
MIAS datasets, respectively, at 1.8 (1.15) false-posi-
tive clusters per image.

El-Naqa et al. (2002) reported a sensitivity of 
94% at one false-positive cluster per image by using 
a support vector machine for detection of clustered 
microcalcifi cations. Halkiotis and Mantas (2002) 
combined topographic representation of pixel inten-
sities, various fi lters and a feed-forward neural net-
work to detect clustered microcalcifi cations at 90% 
sensitivity and only 0.11 false-positive clusters per 
image. Recently, Kallergi (2004) reported a com-
bined approach for computer diagnosis of clustered 
microcalcifi cations, taking into account the factor 
of patient age, and showed 100% sensitivity for a 
specifi city of 85% (Az = 0.98).

Brem et al. (2005) showed that computer-aided 
detection of clustered microcalcifi cations is pretty 
robust also in dense breasts, while detection of masses 
is impacted by increased breast density. Although 
clustered microcalcifi cations can be detected very 
easily, several other kinds of microcalcifi cations, 
e.g. groups of amorphous calcifi cations, still require 
some research and development. The automatic 
matching of microcalcifi cation projections viewed 
on two mammograms of the same breast is also of 
scientifi c and practical interest (Tiedeu et al. 2005). 
This would possibly improve confi dence of CAD sys-
tems, as well as aid stereotactic biopsies (Arodz et 
al. 2006).

26.2.2 
Detection of Masses

Detection of masses in digitized mammograms 
started around 1967 using an approach inspired by 
a human reader: each woman has her own unique 
structure and distribution of glandular tissue within 
the breast that is normally considered to be sym-
metric between both sides. Therefore, a radiologist 
compares the right and left breasts during visual 
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assessment of mammograms to remark architec-
tural asymmetries that may indicate the presence of 
a mass. By subtracting mammograms of both sides 
from each other, asymmetries could be revealed 
(Hand et al. 1979; Kimme et al. 1975; Winsberg 
et al. 1967). This approach was improved around 
1990 by automatic breast segmentation and regis-
tration of digitized mammograms of the left and 
right side that made the approach more robust (Yin 
et al. 1991, 1993). Using this approach to identify 
masses, a subsequent analysis of features of each 
mass allowed for the reduction of the number of 
false-positive fi ndings (Lau and Bischof 1991; Yin 
et al. 1994a,b).

Shortly after these early reports, mass detection 
in mammograms turned out to be a multi-stage task 
similar to the detection of microcalcifi cations. It 
became obvious that a well-designed and multi-level 
pre-processing was needed to achieve robust mass 
detection. Qian et al. (1999) compared the perfor-
mance of adaptive and nonadaptive pre-processing 
methods for breast mass detection. The authors pro-
grammed algorithms for noise suppression, artifact 
removal, wavelet transform decomposition, multi-
resolution enhancement and image smoothing. 
The so-called “adaptive” process analyzed some 
statistical image features at the beginning, before it 
started each preprocessing algorithm by individu-
ally adapted parameters. A “non-adaptive” process 
always used the same settings. They compared the 
results of the CAD system with and without the 
adaptive algorithms. The adaptive CAD method 
showed a sensitivity of 96% (1.71 false-positive 
results per image) compared with 89% (1.91 false-
positive results per image) for the non adaptive CAD 
method at 100 mammograms. This was confi rmed 
in conjunction with various other groups that also 
used combined pre-processing steps for background 
correction in order to improve contrast of masses 
(Li et al. 2001).

The principle approach of mass detection in 
mammograms was to use some kind of detection 
algorithm (e.g. fi lter-based, region-growing, dis-
crete contour-based) in combination with calcu-
lated features (texture-based, morphology-based). 
This approach is used by various groups: Zheng et 
al. (1995b) took Gaussian bandpass fi ltering and cal-
culated different features, such as the global minima 
of optical density in a smoothed image, the original 
image and a fi ltered image (Zheng et al. 1995a, 1996) 
reaching high sensitivity values at around two false-
positive fi ndings per image (Chang et al. 1996).

Petrick et al. (1996) used a density-weighted 
contrast enhancement segmentation to detect 
masses in combination to wavelet fi lters and texture 
feature evaluation by LDA. This approach was later 
improved by region-growing algorithms towards 
malignant masses detection in 87% (135 of 156) at 
rate of 1.5 CAD markers per mammogram (Petrick 
et al. 1999, 2002).

Kobatake et al. (1999) used an adaptive fi lter 
called the “iris fi lter” to detect regions with low con-
trast to their background. Multiresolution and mul-
tiorientation wavelet transforms have been used for 
image pre-processing (Li et al. 1997), as well as mass 
detection (Li et al. 1997) earlier.

Timp and Karssemeijer (2004) proposed an 
automatic segmentation method based on dynamic 
programming for lesion segmentation, and achieved 
valuable results in comparison to discrete contour 
model and region growing.

Over the last 10 years, feature extraction of pre-
viously detected masses have gained increasing 
importance in order to reduce the number of false-
positive detected masses, as well as to assess the 
likelihood of malignancy of the masses (Catarious 
et al. 2004). At an early date, several other groups 
addressed the relevance of stellate morphology of 
masses in mammograms (Giger et al. 1994; Huo 
et al. 1995; Karssemeijer and te Brake 1996; 
 Kegelmeyer Jr. et al. 1994). Vyborny et al. (2000) 
pointed out that 55% of masses detected in a screen-
ing population presented spicules. Kovalerchuk et 
al. (1997) developed a fuzzy logic approach to iden-
tify and characterize lobulated and microlobulated 
masses. Sahiner et al. (2001) combined spiculation 
measures and other morphological features. Rymon 
et al. (1998) used a set of 24 features as input data for 
a hybrid classifi er of a set enumeration, and an arti-
fi cial neural network for identifi cation of masses on 
mammograms, yielding an Az value of 0.94. Several 
other groups also used neural networks as classifi ers 
at the end of the detection process that have often 
performed better than linear discriminant classifi er 
(LDA) in this task (Fogel et al. 1998; Hadjiiski et 
al. 1999; Li et al. 2002; Sajda et al. 2002). Chang et 
al. (2001) tried to retrospectively reduce the number 
of detected masses by a CAD scheme, calculating 
the likelihood of a suspicious region to be a mass in 
comparison to a set of previously learned “known 
masses”. Several groups also used a database of 
mass templates to be compared with any detected 
mass by using mutual information (Tourassi et al. 
2003) or other methods (Baydush et al. 2003; Floyd 
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et al. 2000; Ozekes et al. 2005; Taylor et al. 1999) as 
a similarity metric. Numerous groups have trained 
artifi cial adaptive systems to differentiate between 
normal tissue and real masses (Hadjiiski et al. 2001; 
Sahiner et al. 1996; Varela et al. 2006) resulting 
in a further signifi cant decrease of false-positive 
detected masses in mammograms, and improved 
robustness of the overall CAD system (Chang et al. 
1996). Another way to reduce the number of false-
positive detected masses is the fusion of two-view 
information (Kita et al. 2002; Paquerault et al. 
2002; Zhou et al. 2004). This follows the radiologi-
cal principle that a “real” mass should be visible on 
two imaging planes in contrast to structures with 
enhanced absorbance, which are only visible in one 
plane. These structures are then called “architec-
tural distortion”.

Hadjinski et al. (2001, 2006) enlarged com-
puter-aided mass detection in mammography by 
the dimension of time. Masses on both the current 
and the prior mammograms were automatically 
segmented using an active contour method. A total 
of 20 run length statistics texture features, three 
speculation features, and 12 morphological features 
were extracted from each mass and complemented 
by other calculated features. Gradual feature selec-
tion and linear discriminant analysis classifi cation 
reduced the input data to 10 features used for differ-
entiation of malignant and benign masses, yielding 
an Az value of 0.88 on the test dataset (Hadjiiski et 
al. 2001, 2006). It has signifi cantly improved a radi-

ologist’s accuracy in classifying masses on digitized 
screen-fi lm mammograms as either malignant or 
benign (Hadjiiski et al. 2006).

26.2.3 
Current Research in the Field of CAD in 
Mammography

Meanwhile, algorithms and routines for computer-
aided detection and diagnosis in mammography 
have been thoroughly reviewed by different authors 
(Karssemeijer and Hendriks 1997; Sampat et al. 
2005). Larger parts of the research are now concen-
trated within and performed by companies, which 
have successfully introduced to the market products 
for CAD in mammography. Many of the researchers 
responsible for initial steps towards CAD in mam-
mography are now involved with, or have even 
founded, these companies. Therefore, it may be 
assumed that the current status of research in com-
puter-aided detection and diagnosis is not refl ected 
in total by the currently available scientifi c litera-
ture. Nowadays, due to patenting and marketing 
requirements, scientifi c publication may be delayed 
or even discarded in total. Any interested reader 
may compensate for this at least in part by studying 
the text of patents available online at the homepages 
of US, European and Asian patent offi ces.

Table 26.1 lists the names and products of ven-
dors for CAD in mammograms.

Table 26.1. List of vendors and products related to computer-aided detection in mammography (status as of Jan 2007 to the 
best of our knowledge)

Vendor URL Product name FDA approval
(status as of 2006-08-01)

R2 Technology www.r2tech.com Image Checker Yes

ICAD www.icadmed.com Second Look
MammoReader

Yes

VuCOMP www.vucomp.com M-Vu 510(k) 

Eastman Kodak Company www.kodak.com/go/mammo Mammography CAD Engine Yes

Image diagnost Interna-
tional GmbH

www.imagediagnost.de/english/ CAD server No

SIEMENS Medical Solutions, 
formerly CADVision Medi-
cal Technologies Ltd.

www.medical.siemens.com 
(Currently Image Checker soft-
ware by R2 Technology is used 
and sold as Mammography 
CAD-system by Siemens Medi-
cal Solutions)

CADVision No
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26.3 
Computer-Aided Detection and Diagnosis 
in Ultrasound

Ultrasound of the breast is normally performed in 
B-mode and results in scans that show grayscale 
section images. CAD systems may be designed 
to aid in two ways: (1) as a real-time system that 
interprets information of the scanner during the 
course of the investigation, e.g. in order to assist the 
user with regard to the detection of breast lesions; 
and (2) as an off-line system that interprets previ-
ously exported images of an optimized view of a 
single lesion selected by a human observer (nor-
mally obtained at the largest diameter of a lesion). 
Research described in older publications primar-
ily worked on digitized or even fi lmed ultrasound 
images. Today’s systems work on digitally trans-
ferred images following the DICOM standard.

In 1992, Goldberg et al. (1992) published a very 
early report on the study of lesions in 200 patients 
who had undergone ultrasonographic examina-
tion and biopsy by means of computer vision 
techniques aimed to improve the specifi city of 
the ultrasonographic diagnosis. For this purpose, 
he made use of a camera to digitize fi lm prints of 
B-scans and did manual lesion segmentation. 
Run-length and Markovian features, representing 
the texture of each lesion, were fi rst calculated and 
then classifi ed by a three-layer feed-forward arti-
fi cial neural network trained by back propagation. 
The network classifi ed the malignant cases with 
100% sensitivity in a leave-one-out experiment 
(41.5% specifi city).

In Taiwan, a group of researchers are working 
with D.R. Chen, R.F. Chang and Y.L. Huang on the 
automated processing of sonographic images of the 
breast by texture based features.

Out of a database of 255 histologically confi rmed 
tumors, each sonographic lesion was imaged in two 
planes (longitudinal and transversal). In addition, 
two ROIs were placed within each grabbed ultra-
sound image: the fi rst ROI surrounded the lesion, 
including normal tissue, and the second ROI was 
placed inside the lesion. This was done for both 
planes, resulting in four ROIs. Then the textures 
of these ROIs were analyzed by 24 autocorrelation 
texture features. Subsequently, a hierarchical model 
of fi ve component neural networks was used to 
assess these features. It achieved an Az value of 0.98 
through the differentiation of 36 malignant and 219 

benign tumors of the sample set (k-fold cross valida-
tion) (Chen DR et al. 1999, 2000a).

Afterwards, the group also used learning vector 
quantization models on slightly different sample 
sets (sensitivity 96.7%, specifi city 86.7%) (Chang 
et al. 2000; Chen DR et al. 2000a), self-organizing 
maps (sensitivity 97.6%, specifi city 79.5%) (Chen 
DR et al. 2000b), support vector machines (sensitiv-
ity 95.45%, specifi city 91.43%) (Chang et al. 2003), 
as well as bootstrap techniques (sensitivity 95.35%, 
specifi city 79.10%) (Chen DR et al. 2002). The results 
of these studies show that the CAD system was able 
to outperform radiologists who assessed the same 
datasets. Moreover, various other groups have pub-
lished similar results that could be achieved by using 
textural features only for mass differentiation (Kim 
et al. 2001; Shankar et al. 2005).

Although the great potential of texture analy-
sis for the differentiation of malignant and benign 
tumors had been demonstrated notably by the group 
in Taiwan, it later stated and emphasized that sono-
graphic texture analysis varies by the employed 
ultrasound system. Therefore, CAD systems that 
make use of texture features normally only work 
well on one specifi c ultrasound system, but not auto-
matically on another one (Chang et al. 2005; Chen 
DR et al. 2005). However, this problem may be solved 
through the adjustment of parameters of the ultra-
sound device or the texture recognition algorithms. 
Kuo et al. (2002b) modeled an automatic system by 
using intelligent selection algorithms.

Koyama et al. (1997) stepped closer to the 
point of view of a radiologist and worked on visu-
ally assessed features rated on a fi ve-point scale, 
describing clinically well-known morphological 
fi ndings such as shape, border, halo (boundary 
echoes) and internal/posterior/edge shadows of the 
tumor. Through the application of a fuzzy inference 
system as classifi er, they were able to reach up to 
95% sensitivity at 76% specifi city in differentiating 
benign and malignant lesions (Koyama et al. 1997; 
Sawaki et al. 1999). Therefore, in order to over-
come the restrictions of textures, lesion segmen-
tation and calculation of morphological features 
(and additional textural features if needed) were 
investigated and turned out to be promising tech-
niques. Segmentation can be carried out manually 
(Chen CM et al. 2003; Kuo et al. 2002a), but is also 
possible through automatic functions (Chang et 
al. 2005; Huang and Chen W 2004; Madabhushi 
and Metaxas 2003;  Mogatadakala et al. 2006; 
Sahiner et al. 2004; Xiao et al. 2002). After vari-
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ous authors had addressed single morphological 
features, such as tumor contour features and the 
amount of features raised (Chou et al. 2001; Huang 
et al. 2004), the number of features increased: 
Horsch et al. (2002, 2004) investigated the combi-
nation of four features related to the lesion shape, 
margin, texture, and posterior acoustic behavior. 
Joo et al. (2004) worked on fi ve morphological fea-
tures that represented shape as well as edge char-
acteristics, and darkness of a nodule. Chang et al. 
(2005) used six morphological features after auto-
matic mass segmentation, and a support vector 
machine to yield a sensitivity of 88.9% and a speci-
fi city of 92.5%; Gefen et al. (2003) enlarged ultra-
sound features by patient age and clinical fi ndings; 
and Song et al. (2005) analyzed margin sharpness, 
margin echoes, angular variation in margins and 
patient age once by means of logistic regression 
(Az = 0.853) and once through an artifi cial neural 
network (Az = 0.856).

CEDARA Software Corp distributes B-CAD as 
a commercially available product  (http://www.
cedara.com; originally developed by Medipattern 
Corporation, Toronto) that is designed to aid radi-
ologists by automatic segmentation and feature 
extraction (shape and orientation), as well as anno-
tation and report generation of sonographic fi nd-
ings according to the ACR BI-RADS Ultrasound 
Lexicon ( American College of Radiology 2003). 
The software received US Food and Drug Adminis-
tration 510(k) clearance in May 2005.

Beyond the information of one or more B-scan 
images of a tumor, new techniques in ultrasound 
may provide additional information per investiga-
tion. For instance, in “elastography,” ultrasonic 
waveforms before and after a light-tissue compres-
sion can be compared by means of image registra-
tion to calculate characteristic values out of the 
registration vectors. Further analysis may then be 
conducted by a support vector machine to classify 
solid breast lesions with an Az value of 0.9358 (Chen 
CJ et al. 2006; Moon et al. 2005).

In addition to B-scans, 3D-ultrasonography 
promises to increase the amount of data of this 
investigative modality. Initial investigations show 
a potentially signifi cant advantage (Chen DR et al. 
2003; Sahiner et al. 2004).

Next to differentiating malignant and benign 
lesions, ANNs have also been used on sonographic 
fi ndings to detect or exclude breast implant rup-
tures. Venta et al. (1998) demonstrated that ANNs 
in tandem with the unaided radiological diagnosis 

can improve the accuracy rate in the detection of 
implant rupture based on sonographic fi ndings.

26.4 
Computer-Aided Detection and Diagnosis 
in Contrast-Enhanced MRI of the Breast

26.4.1 
Dynamic Versus Morphological Features

Contrast-enhanced MRI often reveals incidental 
contrast-enhancing fi ndings that have to be differ-
entiated between benign and malignant – in addi-
tion to the area or tumor the investigation was origi-
nally intended for (Teifke et al. 2003). Reported 
specifi city values assessing these fi ndings range 
from 30% to 85% depending on the way the image 
is evaluated (Harms and Flamig 1993; Heywang-
Koebrunner et al. 2001; Kaiser 1993, 1994). There-
fore, the high proportion of false-positive results is 
still the main limitation of MRM, a limitation which 
becomes increasingly evident when using parallel 
image acquisition on high-fi eld strength MRI scan-
ners which enables radiologists to provide high reso-
lution images. The higher the resolution of modern 
imaging protocols, the more additional small foci 
will be detected and will need to be evaluated, lead-
ing to an increased number of false positives.

The diagnostic relevance of dynamic studies 
in differentiating primary breast tumors by using 
currently available extracellular small molecu-
lar gadolinium chelates has been proven in sev-
eral investigations, and also in a multi-center trial 
( Heywang- Koebrunner et al. 2001). The initial 
phase of CM uptake, maximum relative enhance-
ment and washout in the late post-contrast phase 
turned out to be the most valuable criteria by which 
to assess the likelihood of the malignancy of a lesion 
among other parameters. This enabled the describing 
of different dynamic curve types (Kuhl et al. 1999). 
However, a group of lesions with intermediate signal-
time-curves will always remain unclear because 
enhancement rates show broad overlap between 
benign and malignant lesions (Kuhl et al. (2005).

In addition to dynamic features, and comparable 
to the evaluation of mammographic fi ndings, archi-
tectural features of contrast-enhancing lesions are 
analyzed (Degani et al. 1997; Furman-Haran et al. 
2001; Nunes et al. 1997; Obenauer et al. 2002). Now-
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adays, higher spatial resolution improves the detec-
tion of typical signs of malignancy such as irregular 
margins, spiculation or central necrosis. Reports of 
single center trials using the latest scanner technol-
ogy indicate that due to rising technical possibili-
ties the analysis of morphological features will soon 
turn out to be more important than the analysis of 
contrast media kinetics (Kuhl et al. 2005; Vomweg 
et al. 2004). Due to these technical improvements the 
amount and quality of information, the need of time 
for assessment, and the potential benefi t of using 
CAD systems in contrast-enhanced breast MRI are 
currently still rising.

26.4.2 
Computer-Aided Detection and Diagnosis of 
Contrast-Enhancing Lesions

MR investigations of the breast do often show move-
ment artifacts caused by subtle breast movements 
due to breathing, trembling, heart beat or muscle 
relaxation during the investigation. In particular, 
voxel-based approaches analyzing signal intensity/
time curves of single voxels or small ROIs depend on 
the exact tissue localization, and will provide wrong 
results if motion correction is not applied. Therefore, 
a non-rigid mono-modal registration for motion 
correction is the most important pre-processing tool 
in breast MRI computer-aided  diagnosis.

Soon after the invention of contrast-enhanced 
breast MRI, computer-aided diagnosis started by 
calculating color-coded maps. This method super-
imposes the gray scaled 3D image block with colors 
indicating the kinetic behavior after contrast media 
application on a voxel-by-voxel basis. It enables the 
radiologist reviewing the superimposed 3D image 
block to analyze morphology as well as the dynamic 
behavior within one turn. Without superimpos-
ing dynamic signal intensity/time curve informa-
tion into one 3D series, the radiologist would have 
to investigate all subsequent series thoroughly. The 
colors are normally assigned to scaled dynamic 
indices (e.g. maximum slope, time to peak, per-
cent of signal intensity increase) (Setti et al. 2001) 
(Fig. 26.4). In several studies, an underlying set of 
prototype signal intensity/time curves (Kuhl et al. 
1996) or even a pharmacokinetic model (Hess et al. 
1994) was used for color coding.

Color-coded DICOM overlays were the preferred 
output of breast MRI computer-aided diagnosis 
software until recently, but are now also used to 

visualize more complex processing results: authors 
successfully clustered series of similar temporal 
behavior by self organizing maps (Fischer and 
Hennig 1999; Nattkemper and Wismuller 2005; 
Vomweg et al. 2005). Lucht et al. (2001) went one 
step further by testing the performance of artifi -
cial neural networks for the classifi cation of signal 
intensity/time curves on ROIs containing structures 
with known histology (105 parenchyma, 162 malig-
nant, and 102 benign tissue regions). They also 
investigated different temporal resolutions of the 
signal intensity/time-curves (28 measurements, 23 s 
each, down to just three measurements taken 1.8, 3, 
and 10 min after contrast medium administration) 
and showed that discrimination of malignant and 
benign lesions using dynamic information alone is 
best if 28 measurement points – and therefore the 
highest temporal resolution of the imaging protocol 
– were used (sensitivity: 84%, specifi city: 81%). Using 
standard imaging protocols that normally consist of 
two to six repetitions of a 3D MR sequence within 
a maximum measurement time of 6–8 min after 
contrast media application, other groups applied 
various types of neural networks with nearly similar 
results ( Abdolmaleki et al. 2001; Kelcz et al. 2002; 
Twellmann et al. 2005; Vergnaghi et al. 2001).

To work on an object or lesion level (not on single 
voxels) manual or (semi-) automatic ROI placement 
followed by lesion segmentation is needed. Most 
groups work on subtraction series or fat-suppressed 
post-contrast series for lesion detection. Used algo-
rithms do vary: el-Kwae et al. (1998) trained a 
Boolean neural network (BNN) by a set of malig-
nant, benign and false-positive patterns extracted by 
experts from selected MR studies. Marti- Bonmati 

et al. (2004) tried out three pattern-recognition 
methods (artifi cial neural networks, support vector 
machine, k-nearest neighbor) and found that a back-
propagation network performed best in lesion detec-
tion. Chen W et al. (2006) segmented lesions within 
a previously manually chosen rough ROI by fuzzy 
c-means, clustering correctly in 97% of 121 masses. 
Alterson and Plewes (2003) used bilateral symme-
try analysis to detect abnormal regions of the breast.

After successful lesion detection, morphological 
and dynamic features have to be assessed manu-
ally or automatically. These features may then be 
analyzed to come to a probability of malignancy. 
By 1997 Abdolmaleki et al. (1997) had already 
assessed six manually obtained features by a three-
layer feed-forward neural network, and showed that 
methods of artifi cial intelligence are capable of dif-
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ferentiating malignant and benign tumors by these 
features. Recently, Szabo et al. (2004a,b) used mor-
phological features in combination with dynamic 
features and reported an ANN considering margin, 
time to peak and washout features only to work 
best. Nattkemper et al. (2005) found that contour 
and wash-out type features determined the best Az 
value of 0.88 using a support vector machine as clas-
sifi er. Vomweg et al. (2003) used up to 29 manually 
obtained features containing patient history infor-
mation as input for a variety of different network 
topologies and reached a maximum sensitivity of 
94.6% and a specifi city of 91.9% with a validation 
sample set of 131 histological proven lesions. Chen 

W et al. (2004) achieved an Az value of 0.86 using 
automatic volume growing for lesion segmentation 
followed by automatic assessment of six morpho-
logical and dynamic features.

Many of the research reports enumerated above 
also compared the performance of the CAD system 
and a human expert reader or statistical means: 
most of the CAD systems proved to be equivalent 
and sometimes even better than their competitors. 
Caused by the steadily rising number of images and 
thus rising a number of fi ndings and time-need, 
CAD software soon helped radiologists regain effi -
ciency assessing breast MR exams. This has led to 
a quick distribution of CAD products especially in 
the US (Wood 2005). But commercialized MRI CAD 
systems have received FDA approval as image pro-
cessing or MRI data manipulation tools only. Com-
prehensive clinical trials to prove their effi cacy as 
diagnostic aids or even as full-automatic second 
opinion is outstanding. 

Table 26.2 gives a list of software products cur-
rently available.

Fig. 26.4a,b. Two sections of a color-coded dynamic MRI of the breast. The colors indi-
cate the percentage of signal intensity increase on a voxel-by-voxel basis. Red indicates 
a strong initial signal intensity increase that may be related to the presence of malignant 
tumors. In addition to one malignant tumor in (a) many other regions (b) of the exams 
may be colored by this simple dynamic-based approach

a

b
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26.5 
Computer Diagnosis in Breast Imaging

Most of the software discussed in previous chapters 
performs different measurements internally to cal-
culate the likelihood of malignancy or suspicion. 
This value is needed to decide by threshold whether 
or not a fi nding should be pointed out to the user. 
Normally, the value itself is not given to the user. 
In some programs, the color or size of a marker 
indicates the level of suspicion.

At this level the software all belongs to the catego-
ries “computer-aided detection” and/or “computer-
aided diagnosis”. The status of “computer diagno-
sis,” meaning computer software working on the 
images without relevant user interaction and deliv-
ering a diagnosis like a human observer, is diffi cult 
to reach. Such software needs much effort not only 
in detection and diagnosis algorithms but also in the 
surrounding software framework, which has to be 
robust and also has to cope with different variants 
of images from different providers. Considering 
the CAD software products available for mammog-
raphy, it appears that vendors have already solved 
these issues, at least in part.

But the biggest problem to be solved while pro-
ducing a computer diagnosis software is that of 
regulation: before it is introduced to the market, 
software claiming to deliver a diagnosis has to prove 
that it works at least as well as a radiologist read-
ing. A study would been needed to compare the per-
formance of the software and the radiologist in an 
independent setting compared to a gold-standard. 
In breast imaging such a setting is hardly construct-
ible. Without very convincing data, authorities in the 
US and Europe will not license software claiming to 

provide a computer diagnosis, and will therefore not 
authorize any usage in human patients. 

From a fi nancial point of view a computer-only 
generated second opinion would be very valuable. 
Computer diagnosis could replace a second reader 
in mammography screening or in the assessment of 
MR studies. Considering the costs of a radiologist 
doing second reading, the potential of such soft-
ware to be sold at a high price is very interesting 
and will push the manufacturers in that direction. 
Once the computer does the same work in parallel 
to a human observer its performance will be com-
parable directly. 
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27.1 
Introduction

During the past decade, numerous attempts have 
been made to develop computerized methods that 
process, analyze, and display multidimensional 
medical images in radiology. A typical example is 
the three-dimensional (3D) visualization of semi-
automatically segmented organs (e.g. segmentation 
of the liver, endoluminal visualization of the colon 
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and bronchus), or image processing of a part of an 
organ for the generation of an image that is more 
easily interpreted by human readers (e.g. peripheral 
equalization of the breast in mammograms, digital 
subtraction bowel cleansing in virtual colonoscopy). 
These computerized methods often automate only 
one of the image-processing tasks and depend on 
user interaction for the remaining tasks.

Computer-aided diagnosis (CAD) goes beyond 
these semi-automated image-processing applications 
and steps into the area of medical image understand-
ing or interpretation. In its most general form, CAD 
can be defi ned as a diagnosis made by a radiologist 
who uses the output of a computerized scheme for 
automated image analysis as a diagnostic aid. The 
concept of CAD is universal across different modali-
ties and disease types. However, CAD is expected 
to be most benefi cial for those examinations that 
became feasible only recently due to the advancement 
of digital imaging technologies, in which very many 
high-resolution images need to be interpreted rapidly 
to fi nd a lesion with low incidence.

CT colonography (CTC), also known as virtual 
colonoscopy, is a promising alternative technique 
for screening of colon cancers (Levin et al. 2003; 
Macari and Bini 2005; Morrin and LaMont 
2003). CTC typically uses a multi-detector CT scan-
ner to obtain a series of cross-sectional images of 
the abdomen for detection of polyps and masses in 
the colon. The transverse CT images can be refor-
matted into multiplanar reconstruction (MPR) 
view for examination of the colon (2D reading), or 
they can be reformatted to a simulated 3D “endolu-
minal view” of the entire colon that is comparable 
to that seen with optical colonoscopy (3D reading). 
In this visualization mode, radiologists can “fl y 
through” the virtual colon, from the rectum to the 
cecum and back, searching for polyps and masses. 
In any reading mode, radiologists can non-inva-
sively examine the interior of the colon without 
physically invading it; thus, it is a safer procedure 
than optical colonoscopy.
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CAD for CTC typically refers to a computer-
ized scheme for automated detection of polyps and 
masses in CTC data, whether they are 2D images 
or 3D volume (Yoshida et al. 2005a; Yoshida et al. 
200b). It reveals the locations of suspicious polyps 
and masses to radiologists. This offers a second opin-
ion that has the potential of improving radiologists’ 
detection performance, and of reducing variability 
of the diagnostic accuracy among radiologists, with-
out signifi cantly increasing the reading time.

During the last several years, rapid technical 
developments have established the fundamen-
tal CAD scheme for the detection of polyps, and 
commercial systems that implement the full CAD 
scheme or a part of it are becoming widely available 
(Yoshida et al. 2007). The latest CAD systems yield 
clinically acceptable high sensitivity and low false-
positive rates, and thus CAD is becoming a major 
diagnosis aid for CTC. In the following sections of 
this chapter, we will describe the clinical benefi ts, 
principles, display modes, reader paradigms, known 
clinical performance of CAD and that of radiologists 
aided by CAD, and pitfalls of CAD.

27.2 
Clinical Benefi t of CAD

One of the major obstacles preventing CTC from 
becoming an effective means for polyp detection 
is that reader expertise is required for interpret-
ing the CTC images – in particular, for detection 
of small polyps (Bodily et al. 2005; Burling et al. 
2006; Fletcher et al. 2005; Slater et al. 2006). 
In particular, the detection performance among 
readers can be quite variable, which may be one of 
the factors for the large variation in the results of 
reported large-scale clinical trials (Fletcher et al. 
2005). This problem is becoming substantial as CTC 
becomes a more accepted non-invasive examination 
of the colon, due to the steep learning curve of this 
new diagnosis method as well as the lack of formal 
training for the interpretation of CTC.

CAD is attractive because it has the potential to 
overcome this diffi culty; that is, CAD has the poten-
tial to improve detection performance and reduce 
variability of detection accuracy among readers.

An improvement in the detection performance 
can be achieved because CAD can reduce perceptual 
errors during the detection of polyps. These percep-

tual errors may be caused by the presence of normal 
structures that mimic polyps, by fecal residuals or 
by variable conspicuity of polyps, depending on 
the display method. The absence of visual cues that 
normally exist with colonoscopy, such as mucosal 
color changes and a large number of images for each 
patient, also makes image interpretation tedious and 
susceptible to perceptual error (Bodily et al. 2005; 
Burling et al. 2006; Fletcher et al. 2005; Slater et 
al. 2006). Endoluminal 3D interpretation is also sub-
ject to observer error since 20% of the mucosa is not 
seen with a unidirectional fl y-through ( Pickhardt 
et al. 206)

A reduction of variability can be achieved because 
CAD can provide objective and consistent results, 
while the performance of a radiologist may be infl u-
enced by his or her skill and experience. Moreover, a 
variety of circumstances, including distraction and 
fatigue, as well as time constraints in a busy clini-
cal practice, infl uence the diagnostic performance. 
Although radiologists may detect a certain type of 
polyp in the majority of cases, the same people may 
miss the same type of polyp under different reading 
conditions. Use of CAD can potentially overcome 
this lack of consistency by radiologists, and thus it 
can be useful for reducing variability among readers 
in identifying polyps in CTC.

The current status of CAD on the above two issues 
will be described in sections 27.5 and 27.6.

27.3 
Principles of CAD for CT Colonography

Majority of the CAD systems available today consist 
of the following processing units: a) digital imag-
ing and communications in medicine (DICOM) 
image reader for reading CTC images from a pic-
ture archiving system (PACS) in a CAD system over 
a network, b) extraction of the colonic wall from 
the CTC images, c) detection of polyp candidates in 
the extracted colon, d) discrimination of false-posi-
tives from polyps among polyp candidates, and e) 
display of the detected polyps on the screen of a 3D 
workstation.

Understanding each of the processing units is 
essential for understanding the types of CAD pit-
falls in clinical CTC cases. A summary of the key 
techniques for each of these units, except for the 
fi rst, is provided below.
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27.3.1 
Extraction of the Colon

Any system designed to detect colonic polyps may 
potentially detect polypoid objects that have soft-
tissue CT density and protrude into the lumen. 
Therefore, any polypoid soft-tissue structure in 
the small bowel, stomach, or even the lungs can 
be erroneously detected as a polyp. Thus, the fi rst 
step of CAD after reading in the CTC images is the 
extraction of the colonic wall while removing other 
luminal organs with soft-tissue density, such as the 
small bowel, stomach and lung bases.

Several methods for extraction of the colon 
have been developed. Some of them are fully auto-
mated (Frimmel et al. 2005; Li and Santago 2005; 
 Masutani et al. 2001; Näppi et al. 2002a; Wyatt et 
al. 2006) whereas others are semi-automated (Chen 
et al. 2000; Franaszek et al. 2006; Iordanescu et 
al. 2005) and thus require user interaction for iden-

tifi cation of the colonic wall on which polyps are 
searched. Most of these methods use the CT values 
characteristic of the colonic wall and the contrast 
between the colonic wall (soft-tissue density) and the 
air (or an oral contrast agent if it is used for opacify-
ing residual stool and fl uid) in the colonic lumen as a 
means of extracting the colon from a 3D volume.

One of the approaches (Näppi et al. 2002a) 
extracted the visible colonic wall by removing the 
normal structures that were not connected to the 
colon, based on thresholding of the 3D volume with 
the CT values characteristic of these structures. In 
the second step, they removed extracolonic com-
ponents that were in contact with the outer surface 
of the colonic wall, such as the stomach and small 
bowel, by applying a self-adjusting volume-grow-
ing technique to the colonic lumen. On average, the 
regions extracted by this method covered approxi-
mately 98% of the visible surface region of the 
colonic wall (Fig. 27.1).

Fig. 27.1a–f. The KGS segmentation process. a Axial CT images from a VC examination. b 3D isotropic volume of the abdo-
men generated from the CT image in (a). c Extracolonic structures removed in the anatomy-based extraction process. The 
process fi rst eliminates the region outside the body (left), the lung bases (upper right), and the osseous structures (lower 
right). d Result of the anatomy-based extraction. This process extracts the entire colon; however, a portion of the lung bases 
(thick arrows) and small bowel (thin arrow) remain unremoved. e Segmentation of the colon by use of colon-based analysis. 
This process identifi es the air-fi lled colonic lumen by use of volume growing. The identifi ed colonic lumen is highlighted, 
whereas the extracolonic structures are dimmed. f Final segmented colon obtained by intersection of (d) and (e). Note that 
the extracolonic structures, which are included in (d), are not present in the fi nal segmentation

a c

e

b

d f
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Generally, there is a trade-off between the amount 
of extracted colon (colon coverage) and that of extra-
colonic structures. Therefore, the main technical 
challenge in colon extraction is to extract collapsed 
regions while minimally extracting such extraco-
lonic structures as noted above. Some of the colon 
extraction methods avoid this problem simply by 
assuming that the colons are well-cleansed and dis-
tended (Franaszek et al. 2006; Iordanescu et al. 
2005). Therefore, users need to be careful when they 
subject real clinical CTC images in which colons 
contain collapsed regions to a CAD system that uses 
such a limited colon extraction process, because it 
may generate false-negatives (see Section 27.7.2). 
Many visualization software packages make this 
potential error easy to notice by providing simulta-
neous barium enema-like or volume rendered over-
view of the colon and by providing a semi-automated 
means of adding/removing colonic segments.

27.3.2
Detection of Suspicious Polyps

Polyps tend to appear as bulbous, cap-like struc-
tures adhering to the extracted colonic wall and 
protruding to the lumen, whereas folds appear as 
elongated, ridge-like structures, and the colonic wall 
itself appears as a large, nearly fl at, cup-like struc-
ture (Fig. 27.2b,c). Therefore, shape analyses that 
differentiate among these distinct types of shapes 

and scales are effective in the detection of polyps. 
To this end, various methods have been developed, 
including use of a volumetric shape index and curv-
edness (Yoshida and Näppi 2001) (Fig. 27.3), sur-
face curvature with a rule-based fi lter (Summers et 
al. 2000; Summers et al. 2005a), sphere fi tting (Kiss 
et al. 2002), and overlapping surface normal method 
(Paik et al. 2004). 

In the approach that employs the volumetric 
shape index and curvedness (Yoshida and Näppi 
2001), the shape index is used to analyze the vicin-
ity of a voxel and determines to which of the fol-
lowing fi ve topologic classes a voxel belongs: cup, 
rut, saddle, ridge, or cap. A region representing the 
highest shape index values corresponds to a cap-like 
shape, and thus the region is detected as a polyp can-
didate. Color coding of the anatomic structures in 
the colonic lumen based on the shape index can thus 
differentiate among polyps, folds, and colonic walls 
effectively (Fig. 27.2d). The volumetric curvedness 
represents how gently curved a surface is, and thus 
it provides scale information about an object: a very 
small value implies a very gentle change, whereas a 
large positive value implies a very sharp, knife-like 
edge. Generally, points on a large sphere-like object 
have small curvedness values, and thus the colonic 
wall, polyps and folds have small, medium and large 
curvedness values, respectively. Therefore, a com-
bination approach using the shape index and curv-
edness can differentiate effectively among polyps, 
folds and the colonic wall.

Fig. 27.2a–d. The geometric modeling of the structures in the colonic lumen. a Colon extracted from the VC data. b Colo-
noscopy image of a 6-mm polyp in the sigmoid colon. c Geometric models of the structures in the colonic lumen. d Pseudo-
coloring of the colonic lumen based on the shape index values corresponding to the geometric models (see Fig. 27.3). The 
polyp (green) is clearly differentiated from the folds (pink) and the colonic wall (brown)

a cb d
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The polyp candidates thus found are often used 
as a “seed” region for extraction of the entire region 
of the polyp candidate. Methods such as a fuzzy 
clustering and a deformable model (Yao et al. 2004) 
and conditional morphological dilation (Näppi 
and Yoshida 2003) are used for this purpose. The 
latter approach extracts the entire region by itera-
tively adding a layer of voxels to the surface of the 
seed region. Examples of extracted polyp regions 
are shown in Figure 27.4. The extracted region of 
the polyp are often used for measuring the volume 
and diameter of the polyp, which has the potential to 
provide more consistent and reproducible size mea-
surement of polyps (Blake et al. 2005; Burling et 
al. 2005 ; Pickhardt et al. 2005).

27.3.3 
Removal of False-Positive Findings

The polyp candidates thus detected include a large 
number of false-positive fi ndings. Studies have 
shown that prominent folds and stool are major 
sources of false-positives in CAD (Yoshida et al. 
2002a; Yoshida et al. 2002b). Various methods 
characterising false-positives have been developed 

Fig. 27.4a–d. Example of polyps detected by CAD. For each pair, the left image shows an axial CT image containing a polyp, indicated 
by an arrow, and the right image shows its 3D endoluminal view by perspective volume rendering. The color coding is based on 
the shape index values (see Fig. 27.3, 27.4) (Näppi et al. 2005a), in which polyps, folds and the colonic wall are shown in green, pink 
and brown, respectively. a A 6-mm sessile polyp in the cecum and (b) a 5.3-mm polyp in the cecum. These polyps were missed by 
a radiologist at fi rst reading. c A 7-mm polyp in the transverse colon, and (d) an 11-mm sessile polyp in the hepatic fl exure. Polyps 
are clearly differentiated from folds and the colonic wall. Reprinted, with permission, from (Yoshida and Dachman 2005)

Fig. 27.3a,b. The volumetric shape index and curvedness. a The 
shape index maps the topological shape of a surface patch into a 
numerical value. The fi gure shows fi ve sample shapes with their 
shape index values: cup, rut, saddle, ridge, and cap. Color coding 
of these different types of shapes can differentiate among the 
structures on the colonic wall (see Fig. 27.4). b The curvedness 
represents the size and scale of the shape. For example, a gentle 
cap-like shape and a sharp cap-like shape have the same shape 
index value, but have a different curvedness values
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for reduction of their number, including volumet-
ric texture analysis (Näppi and Yoshida 2002), CT 
attenuation (Summers et al. 2001), random orthogo-
nal shape section (Gokturk et al. 2001), optical fl ow 
(Acar et al. 2002), and various internal features of 
polyps (Wang et al. 2005).

Stool differentiation is often based on the dif-
ference in the internal density variations between 
polyps and stool. These density variations are caused 
by the tendency of stool to contain air bubbles that 
can be recognized in CT images as an inhomoge-
neous textural pattern, or a mottled pattern. In con-
trast, polyps tend to have a homogeneous textural 
pattern, or solid pattern, without intratumoral air. 
Thus, the use of volumetric texture analysis that 
characterizes the homogeneity of the CT density 
within a polyp, such as the variance of CT values 
(Näppi and Yoshida 2002), is effective for differen-
tiating stool from polyps.

Differentiation of the prominent folds from 
polyps is often based on the difference in appear-
ance between them because, generally, prominent 
folds appear to be more elongated objects than do 
polyps. A technique called gradient concentration 
(Näppi and Yoshida 2002) measures the degree of 
concentration of the gradient orientations of the CT 
values within a polyp candidate. The gradient vec-
tors in a polyp tend to converge to a point deep in the 
center of the polyp, whereas in a fold they converge 
to a line. Because of this difference, the distribution 
of the gradient concentration can be an effective 
means for differentiating folds from polyps.

Once image features characteristic to false-posi-
tives are extracted from polyp candidates, they are 
subjected to a statistical classifi er for differentiation 
of false-positives from true polyps based on these 
features. In principle, any combination of features 
and classifi ers that provides a high classifi cation 
performance should be suffi cient for the differentia-
tion task. To this end, investigators use parametric 
classifi ers such as discriminant analysis (Yoshida 
and Näppi 2001), as well as non-parametric classi-
fi ers such as neural networks (Jerebko et al. 2003b; 
Kiss et al. 2002; Näppi et al. 2004b), a committee of 
neural networks (Jerebko et al. 2003a) and a sup-
port vector machine (Jerebko et al. 2005). These 
classifi ers generate a decision boundary that opti-
mally partitions the feature space into a polyp class 
and a false-positive class based on supervised learn-
ing (Duda et al. 2001). Those candidates that belong 
to the polyp class are reported as detected polyps 
by CAD.

27.4 
Display Modes and Reader Paradigms

For CAD to be useful in clinical practice, it must be 
integrated into the clinical work fl ow. Workstations 
specialising in, or which have a function of visual-
ization of, CTC data are now widely available. Such 
workstations are capable of displaying 2D multipla-
nar reconstruction views and a real-time 3D endo-
luminal perspective view with a fl y-through mode. 
Thus, CAD is typically integrated with these visu-
alization workstations in the form of either a plug-
in module or a stand-alone CAD workstation, and 
the detection results are displayed as “CAD marks” 
that indicate the locations of the detected lesions 
in a form of arrows or painted regions (Näppi et 
al. 2005a) (Fig. 27.5). Some CAD workstations have 
an option that displays a list of detected polyps and 
allows users to visit the CAD detections sequentially 
by mouse clicks; others have an option to display the 
characteristics of the detected polyps, such as the 
volume, diameter and the likelihood of polyps when 
a user clicks on one of the detections (Burling et al. 
2005; Taylor et al. 2006a; Taylor et al. 2006b).

In clinical practice, how and with what timing 
the CAD output is shown to the reader for the sub-
sequent interpretation differentiate the CAD reader 
paradigms. Three CAD reader paradigms have been 
proposed so far: 1) the fi rst reader paradigm, in 
which the computer reads CTC images fi rst, and a 
human reader reads the images by examining CAD 
marks; 2) the second reader paradigm, in which a 
human reader fi rst interprets CTC images without 
CAD marks, then the CAD marks are displayed as 
a “second opinion” to the reader for review so as 
to make the fi nal decision; and 3) the computer-
assisted reader (CAR) paradigm, in which a human 
reader reviews the CAD markings, which are super-
imposed on the CTC images, at the time when the 
reader reviews the CTC images.

The fi rst paradigm, CAD as a fi rst reader, is 
attractive because it allows readers to focus only on 
a small number of polyp candidates indicated by 
CAD for successive identifi cation of the true polyps; 
thus this paradigm can drastically reduce interpre-
tation time. This paradigm can possibly be used for 
separating out negative CTC cases even before radi-
ologists read the cases (Evancho 2002). However, 
such a separation is likely to come with an increased 
number of missed abnormalities, because there is 
always a trade-off between sensitivity and specifi city 
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in CAD (D’Orsi 2001). Moreover, thus far no study 
has convincingly shown that CAD can shorten the 
interpretation time of CTC examinations. Therefore, 
no CAD system, including commercial or non-com-
mercial prototypes, can currently claim it provides 
the fi rst reader paradigm as a default.

The second paradigm, CAD as a second reader, is 
the most conventional usage of CAD systems. In this 
paradigm, CAD provides a reader with the opportu-
nity to fi nd polyps that might otherwise have been 
missed at the fi rst review. However, this paradigm 
may increase the interpretation time because addi-
tional time is needed for examining the possible 
lesions found by CAD but not by the reader. However, 
such an increase in time is expected to be small, or 
the total reading time may be unchanged, as demon-
strated by an observer study (Mani et al. 2004). Cur-
rently, most of the CAD systems, commercial or aca-
demic, assume this paradigm as their default mode.

The last paradigm, computer-assisted reader 
(CAR), is a recently proposed paradigm (Taylor et 
al. 2006a; Taylor et al. 2006b) in which CAD high-
lights polyp candidates for a reader at the time of 
the primary interpretation. Here, the CAD mark-
ings are indented to direct a reader’s attention to 
the corresponding regions of adjacent unfi ltered 
data (Taylor et al. 2006a); thus, obvious false-posi-
tives are not expected to substantially interfere with 
interpretation, and the time of interpretation does 
not increase substantially. Moreover, when com-

bined with 2D primary reading, this paradigm has 
the potential to allow a rapid interpretation of CTC 
images;that is, 2D primary reading with a com-
puter-assisted reader has the potential to substan-
tially reduce the interpretation time compared to 3D 
primary reading by use the of the fl y-through mode 
with endoluminal view (Taylor et al. 2006b).

Currently available commercial CAD systems or 
academic prototypes employ either the second or 
the third paradigm. The choice of a reader paradigm 
depends on the user’s preference, clinical require-
ments, and the availability of a CAD system that 
implements a preferred reader paradigm. It should 
be noted that, at the moment, only insuffi cient data 
are available for deciding which reader paradigm is 
optimal for rapid and accurate detection of polyps 
on CTC images. Further comparative studies need to 
be conducted for evaluation of the effect of different 
types of CAD paradigms.

27.5 
Accuracy of CAD in Polyp Detection

Several retrospective clinical trials were conducted 
to demonstrate the performance of CAD schemes 
(Kiss et al. 2002; Näppi et al. 2004b; Näppi and 
Yoshida 2003; Paik et al. 2004; Summers et al. 2001; 

Fig. 27.5 User interface of a colon CAD workstation (Yoshida et al. 2004b). The left and right images show the 2D multiplanar 
reconstruction (MPR) views of the supine and prone scans of a patient, respectively, with the computer-extracted colonic wall 
superimposed. The lower middle two images show the 3D endoluminal views of the colon. The CAD output is integrated into 
the 2D MPR and 3D endoluminal views by use of the coloring scheme that delineates the detected polyps and the normal 
structures in the colonic lumen. Polyps detected by CAD are shown as a list of icons in the middle rows in the fi gure. By 
clicking on one of these icons, one can jump to the corresponding polyp on a 3D endoluminal view and/or an MPR view. The 
polyp (green) is displayed in both supine and prone views if it is found in the corresponding regions in these two views
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Summers et al. 2005b; Taylor et al. 2006a; Yoshida 
et al. 2002a; Yoshida and Näppi 2001; Yoshida et 
al. 2002b).

Among the full CAD schemes published in peer-
reviewed journals, the one developed at the Univer-
sity of Chicago yielded a 95% by-polyp sensitivity, 
with an average of 1.5 false-positives per patient (0.7 
false-positives per data set), based on 72 patients (144 
data sets), including a total of 21 polyps  5 mm in 14 
patients. In a by-patient analysis, the sensitivity was 
100%, with 1.3 false-positives per patient (Näppi 
and Yoshida 2003). The same group also reported 
a 90.5% by-polyp sensitivity with 2.4 false-positives 
per patient (1.4 false-positives per data set) based on 
a larger CTC database of 121 patients (242 data sets), 
including a total of 42 polyps  5 mm in 28 patients 
(Näppi et al. 2005b). The University Hospital Gas-
thuisberg group achieved an 80% by-polyp sensi-
tivity, with 8.2 false-positives per patient (4.1 false-
positives per data set), based on 18 patients, with 15 
polyps  5 mm in 9 patients (Kiss et al. 2002). In this 
study, fecal tagging was used for most of the cases.

A group at Stanford University reported a 100% 
sensitivity with 7.0 false-positives per data set (only 
the supine data set of each patient was used) based on 
8 patients that included a total of 7 polyps > 10 mm 
in 4 patients (Paik et al. 2004). The sensitivity was 
less than 50% at the same false-positive rate for 11 
polyps 5–9 mm that were found in 3 of the above 8 
patients. A group at the National Institutes of Health 
reported a 90% sensitivity with 15.7 false-positives 
per data set, based on 40 patients (80 data sets) that 
included a total of 39 polyps  3 mm in 20 patients 
(Jerebko et al. 2003b). In a separate study, they 
reported 98% sensitivity with 2.1 false-positives per 
case (1.0 per data set) for polyps  10 mm, and 61% 
with 8 false-positives per case (4 false-positives per 
data set) for polyps  6 mm, based on 792 patients 
(1,584 data sets), which were a subset of the cases 
from the multicenter clinical trial (Pickhardt et 
al. 2003) and included a total of 119  6 mm polyps 
(of which 28 were 10 mm or larger) (Summers et al. 
2005b).

A group at the University College Hospital 
reported the performance of a commercial CAR 
system (ColonCAR version 1.2, MedicSight PLC, 
London, UK), which showed a sensitivity of 81% with 
13 false-positives per patient, based on 25 patients 
(50 data sets), including a total of 21 polyps  5 mm 
in 14 patients (Taylor et al. 2006a).

In these studies, the performance of CAD was 
evaluated on CTC cases that were retrospectively 

collected from independent clinical trials or from 
routine clinical practice. Therefore, populations 
from which the CTC cases were selected, CTC pro-
tocol, and CT parameter settings were diversely dif-
ferent among these studies. No prospective clinical 
trial has yet been conducted on the evaluation of the 
performance of CAD. Moreover, conducting a rigor-
ous meta-analysis of the performance of the above 
CAD schemes is diffi cult because the detection algo-
rithms, the methods for evaluation of the detection 
performance, and the CTC databases used for the 
evaluation differ greatly among studies.

Nevertheless, the above studies appear to indicate 
that CAD is likely to succeed in detecting polyps 
with high sensitivity and a low false-positive rate 
– it appears that the performance of CAD schemes 
ranges between 70 and 100% by-patient sensitiv-
ity for polyps  6 mm, with 2–8 false-positives per 
patient, and the performance can reach up to 100% 
by-patient sensitivity with 1.3 false-positives per 
patient for polyps  5 mm (Näppi and Yoshida 
2003). Reported performance of CTC showed that, 
for human readers, the pooled by-patient sensitiv-
ity for polyps  10 mm and for those 6–9 mm was 
85% and 70%, respectively (Mulhall et al. 2005). 
Comparing this performance with that of CAD, it 
appears that the performance, especially the sensi-
tivity, of CAD is comparable or even superior to that 
of human readers.

27.6 
Improvement of Reader Performance

The ultimate goal of CAD is to improve the per-
formance of radiologists in the detection of polyps 
and masses. Thus, establishing the sensitivity and 
specifi city of CAD is only the fi rst step in the evalu-
ation of the benefi t of CAD; CAD must be shown to 
improve the performance of radiologists.

It should be noted that CAD does not have to be as 
accurate as expert radiologists in order to improve 
the detection performance of human readers. Com-
puters make detection errors, as do human beings. 
However, together they can improve the diagnostic 
performance.

Such a tendency can be found in early clinical 
studies (Summers et al. 2002;  Okamura et al. 2004 
Mani et al. 2004). One of these studies ( Okamura et 
al. 2004) evaluated the effect of CAD on radiologists 
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in an environment that closely resembles a clinical 
interpretation environment of CTC, and showed 
that CAD could substantially improve a radiologist’s 
detection performance (Okamura et al. 2004). Four 
observers with different levels of reading skill (two 
experienced radiologists, a gastroenterologist, and 
a radiology resident) participated in the study, in 
which an observer read 20 CTC data sets (including 
11 polyps 5–12 mm in size), fi rst without and then 
with CAD. The observer rated the confi dence level 
regarding the presence of at least one polyp  5 mm 
in the colon. As shown in Figure 27.6, the detec-
tion performance, measured by the area under the 
receiver-operating characteristic curve (Az) (Metz 
2000), increased for all of the observers when they 
used CAD, regardless of the different levels of their 
reading skill. The average Az values without and with 
CAD were 0.70 and 0.85, respectively, and the differ-
ence was statistically signifi cant (p = 0.025). Among 
the four observers, the increase in the Az value was 
the highest for the gastroenterologist (0.21).

Another observer study was conducted by Mani 
et al. (2004) based on 41 CTC cases, in which the aver-
age by-polyp and by-patient detection performance 
for three observers increased from 63 to 74% and 
from 73 to 90%, respectively, for 12 polyps  10 mm 
in 10 subjects, although the differences were not sta-
tistically signifi cant.

Similar small-scale studies are reported at con-
ferences, all of which indicate the potential of CAD 
in increasing a radiologist’s detection performance, 

especially for those with less experience, as indi-
cated by the second study. A larger scale study needs 
to be conducted to show convincingly the benefi ts 
of CAD in improving the detection performance, in 
reducing the variability of the detection accuracy 
among readers, and in bringing the detection accu-
racy of inexperienced readers up to that of experi-
enced readers.

27.7 
Pitfalls

Knowing the typical patterns of pitfalls, for example 
types of false-positives and negatives that frequently 
occur in CAD, is important for the effi cient use of 
CAD as a detection aid in a clinical setting. The 
following subsections explain common sources of 
false-positives and negatives in CAD.

27.7.1 
False-Positives in CAD

One of the common, noticeable problems with CAD 
is that it tends to generate a much large number of 
false-positives than does human readers (Roehrig 
2005). False-positives may lead to unnecessary fur-
ther workups such as polypectomy by colonoscopy. 
Therefore, knowledge about the pattern of the CAD 
false-positives is important for dismissing them and 
for reducing the unnecessary false-positives.

Studies have shown that most of the false-posi-
tives detected by CAD tend to exhibit polyp-like 
shapes, and the major causes of CAD false-posi-
tives are thickened haustral folds and retained stool 
(Pickhardt 2004; Yoshida et al. 2002a; Yoshida 
et al. 2002b), which is similar to the cause of false-
positives by human readers (Pickhardt 2004). 
An example of the breakdown of the false-positive 
sources is the following: Approximately half (45%) 
of the false-positives are caused by folds or fl exural 
pseudotumors. They consist of sharp folds at the 
sigmoid colon, folds prominent on the colonic wall, 
two converging folds, ends of folds in the tortuous 
colon, and folds in the not-well-distended colon. 
One fi fth (20%) are caused by solid stool, which is 
often a major source of error for radiologists as well. 
Approximately 15% are caused by residual materi-
als inside the small bowel and stomach, and 10% are 

Fig. 27.6. Example of the gain in the human reader per-
formance obtained by use of CAD (Okamura et al. 2004). 
Regardless of the different levels of reading skill, the detec-
tion performance, measured by the area under the ROC 
curve (vertical axis), increased for all of the readers when 
they used CAD. Among the four observers, the increase in 
performance was the largest for the gastroenterologist
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caused by the ileocecal valve. Among other causes 
of false-positives are rectal tubes, elevation of the 
anorectal junction by the rectal tube, and motion 
artifacts, each amounting to less than 3%.

Representative examples of CAD false-positives 
are shown in Figure 27.8. Figure 27.7a shows a prom-
inent fold (arrow). The tip of the fold appeared to 
be a cap-like structure, and thus it was incorrectly 
identifi ed by CAD as a polyp. Figure 27.7b shows a 
piece of solid stool (arrow). This polyp-mimicking 
stool has a cap-like appearance and a solid internal 
texture pattern, and thus it was detected incorrectly 
as a polyp. Figure 27.7c shows an ileocecal valve 
(arrow). The tip of the ileocecal valve often has the 
cap-like appearance of a polyp and thus can be a 
cause of false-positives in CAD. Figure 27.7d shows 
the residual materials (arrow) inside the small bowel 
and stomach. Although a majority of the small bowel 
and stomach is removed in the colon extraction step, 
a small piece of them may be extracted along with 
the colon, and thus residual materials in the small 
bowel and stomach can cause false-positive detec-
tions.

Fortunately, the majority of the CAD false-posi-
tives – approximately 80–90% of them – can be 
dismissed relatively easily based on their charac-
teristic locations and appearance, and thus they 
are not a productivity hindrance (Okamura et 
al. 2004; Taylor et al. 2003). For example, a false-
positive detection on a thickened fold can be easily 
dismissed in a 3D endoluminal view, in which the 
reader can see the global structure of a fold on which 
a small bump that CAD points to is located. False-
positives due to ileocecal valves and the rectal tube 
can easily be dismissed based on their anatomic 
location and shape; a semi-automated recognition 
of ileocecal valves (Summers et al. 2004) and rectal 
tubes ( Iordanescu and Summers 2004; Suzuki 
et al. 2006) may make this already easy task even 
easier (Summers et al. 2004). Solid stool can be dif-
fi cult false-positives to dismiss; however, one may 
distinguish them from polyps by visual correspon-
dence analysis between prone and supine views; this 
relatively elaborate task can also be facilitated by a 
computerized correspondence between supine and 
prone data sets (Näppi et al. 2004c).

Fig. 27.7.a–d Example of CAD 
false-positives. a Prominent 
fold. The tip of the fold in the 
fi gure (arrow) appears to be a 
cap-like structure, and thus 
it was incorrectly identifi ed 
by CAD as a polyp. b Solid 
stool. This polyp-mimicking 
stool has a cap-like appear-
ance and a solid internal 
texture pattern, and thus it 
was detected incorrectly as a 
polyp. c Ileocecal valve. The 
tip of the ileocecal valve often 
has the cap-like appearance 
of a polyp and thus can be 
a cause of false-positives in 
CAD. d Residual materials 
inside the small bowel and 
stomach. Although a majority 
of the small bowel and stom-
ach is removed in the colon 
extraction step, a small piece 
of them may be extracted 
along with the colon, and thus 
residual materials in the small 
bowel and stomach can cause 
false-positives. (Reprint, with 
permission, from (Yoshida 
and Dachman 2005)

a b

c d
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However, there are types of false-positives, such 
as solid stool that mimics the shape of polyps and 
adheres to the colonic wall, which are diffi cult to dif-
ferentiate from polyps even for an experienced radi-
ologist. One study has shown that approximately 
one false-positive per case required more detailed 
problem solving (Taylor et al. 2003); another study 
showed that, on average, 23% of the CAD false-posi-
tives were erroneously interpreted as polyps by a 
reader (Okamura et al. 2004). Moreover, the pattern 
of the false-positives may differ across different CAD 
systems. More research is required for establishing 
how radiologists can remove these false-positives to 
make a correct fi nal diagnosis more reliably.

27.7.2 
False-Negatives in CAD

The types of false-negatives included in CAD 
results are similar to those encountered by radiolo-
gists (Yoshida et al. 2002a; Yoshida et al. 2002b). 
Most CAD techniques depend on a shape analysis 

that assumes that polyps appear to have a cap-like 
shape, i.e. they appear as polypoid lesions, and they 
protrude suffi ciently into the lumen. Therefore, fl at 
lesions and diminutive polyps < 5 mm in size, small 
(5–9 mm) polyps that lose a portion due to the par-
tial volume effect, and large lesions whose shape 
deviates signifi cantly from polypoid (e.g. infi ltrating 
carcinoma) can often be false-negatives. Moreover, 
polyps that are located in a collapsed region of the 
colon or those that are submerged in (untagged) 
fl uid may also be missed by CAD. Improvement of 
CAD techniques for reliable detection of these types 
of polyps remains for future investigation.

Representative examples of CAD false-negatives 
are shown in Figure 27.8. Figure 27.8a shows a mag-
nifi ed view of a 6-mm polyp at the proximal trans-
verse colon (white arrow), and Figure 27.8b shows its 
3D endoscopic view (white arrow). This polyp was 
located in a narrow valley where two folds merge, 
and thus the shape of the polyp was distorted. 
Moreover, a motion artifact made the polyp appear 
blurred, and thus it was a false-negative polyp. The 
neighboring polyp (black arrow), located below the 

Fig. 27.8a–d. Example of CAD 
false-negatives. a Magnifi ed 
view of a 6-mm polyp at the 
proximal transverse colon 
(white arrow). b 3D endolumi-
nal view of the polyp (white 
arrow). This polyp was located 
in a narrow valley where two 
folds merge, and thus the shape 
of the polyp was distorted; 
moreover, a motion artifact 
made the polyp appear blurred, 
and thus it was a false-nega-
tive polyp. The neighboring 
polyp (black arrow), located 
below the convergence of the 
two folds, was detected by CAD 
because it was less distorted 
than the above polyp. c 7-mm 
polyp in the sigmoid colon. 
d 8-mm polyp in the sigmoid 
colon. The polyps in (c) and (d) 
appear smaller than expected 
from their size, mainly because 
of the partial volume effect; 
thus these polyps were false-
negative polyps for CAD. 
(Reprint, with permission, 
from Yoshida and Dachman 
2005)

a

c

b

d
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convergence of the two folds, was detected by CAD 
because it was less distorted than the above polyp. 
Figure 27.8c shows a 7-mm polyp in the sigmoid 
colon, and Figure 27.8d shows an 8-mm polyp in the 
sigmoid colon. These polyps appear smaller than 
expected from their size, mainly because they lost 
a portion due to the partial volume effect, and thus 
these polyps were false-negative polyps in CAD.

27.8 
CAD for Colorectal Masses

Despite the importance of accurately detecting 
cancers, only a very small number of CAD schemes 
have been developed for detection of colorectal 
masses that are likely to be cancers. This is prob-
ably because colorectal masses are generally con-
sidered to be easily seen by radiologists due to their 
size and invasiveness. On the contrary, it is not easy 
for CAD to detect and accurately delineate entire 
mass regions; instead, CAD tends erroneously to 
report local surface bumps of a mass as several 
polyps.

The detection of both polyps and masses by CAD 
would be a more effi cient computer aid in the inter-
pretation of CTC examinations than is the detec-
tion of polyps alone. If masses are not detected by 
CAD, radiologists need to perform a careful and 
complete review of all CTC cases for the presence 
of masses, which may increase the reading time. 
Moreover, accurate detection of masses may depend 
on a radiologist’s experience and on how rapidly he 
reads the cases (Morrin et al. 2003). Therefore, the 
application of CAD to the detection of masses could 
improve the diagnostic accuracy of CTC by reducing 
potential reading errors due to reader fatigue, inex-
perience, or a too rapid reading. Furthermore, with-
out explicit mass detection, CAD could also confuse 
radiologists by presenting portions of masses as sev-
eral polyps.

Automated detection of masses poses challenges 
for CAD because they may appear as intraluminal 
types (lobulated, polypoid, or circumferential) or 
non-intraluminal types (mucosal wall-thickening 
type of growth pattern or masses that block the 
colon), both of which have a wide variation in shape 
characteristics. Only a few CAD schemes for the 
detection of colorectal cancers have addressed this 
challenge (Näppi et al. 2002b; Näppi et al. 2004a). 

One of these studies (Näppi et al. 2004a) used a 
fuzzy merging method and wall-thickening analysis 
for delineation of intraluminal and non-intralumi-
nal masses, respectively. The CAD scheme detected 
93% of masses (13 of the 14 masses) in 82 patients 
and extracted their regions, with 0.21 false-positives 
per patient on average. Figure 27.9a shows a 50-mm 
intraluminal circumferential mass with apple-core 
morphology, and Figure 27.9b shows its endoscopic 
view. The entire mass region was extracted by the 
mass detection method, as indicated by the white 
regions in Figure 27.9c,d.

Preliminary results indicate that CAD has the 
potential to detect colorectal masses in CTC with 
high accuracy. However, further research and a 
large-scale evaluation are needed for development 
of a CAD scheme that can detect and delineate vari-
ous types of masses reliably.

27.9 
CAD for Reduced Bowel Preparation and 
Electronic Cleansing

Fecal tagging is a means of tagging of feces, especially 
fl uid, by an oral contrast agent such as a barium sus-
pension or water-soluble iodinated contrast material. 
The orally administered contrast agent is opaque to 
X-rays because of its high molecular density, and 
thus it opacifi es residual solid stool and fl uid in the 
colon in CTC while maintaining other soft-tissue 
structures such as polyps and folds untagged. Fecal 
tagging is a promising method for differentiating 
residual feces from polyps, thus improving accuracy 
in the detection of polyps (Bielen et al. 2003; Pick-

hardt et al. 2003; Thomeer et al. 2003). Studies 
also showed that a combination of fecal tagging and 
reduced bowel cleansing – a well-tolerated prepara-
tion for patients – could be a viable alternative to full 
cathartic colon cleansing, which is one of the major 
sources of poor patient compliance in colon cancer 
screening (Lefere et al. 2004a; Lefere et al. 2004b; 
Lefere et al. 2002). 

Because residual solid stool and fl uid are opaci-
fi ed by fecal tagging, an image processing approach 
can be applied to segment the tagged fecal mate-
rial, effectively removing it from the CTC images. 
Such an approach, called electronic cleansing, is 
an emerging technology for removing the stool and 
fl uid in the colon; thus, it is useful for implementa-
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tion of reduced or laxative-free bowel cleansing in 
CTC examinations, while maintaining the accuracy 
of human readers in detecting polyps (Zalis and 
Hahn 2001; Zalis et al. 2003; Zalis et al. 2004b).

Reduced bowel cleansing introduces an additional 
challenge to CAD because it tends to introduce a 
large amount of fecal residue, some of which may be 
tagged well, whereas some may not be tagged com-
pletely. Such a mixture of tagged and untagged stool 
can be a cause of false-positives in CAD (Yoshida et 
al. 2004a) (Fig. 27.10a). Electronic cleansing may also 
introduce artifacts because of the partial volume 
effect and a suboptimal mucosal reconstruction 
method, especially at the interface of air and tagged 
fl uid along the colonic wall or at the interface of air, 
fl uid, and a fold (Zalis et al. 2004a). Moreover, elec-
tronic cleansing may create 3D artifacts that simu-

late polyps because incomplete cleansing due to sub-
optimal opacifi cation of luminal fl uid can result in 
artifacts that may have the appearance of polyposis 
(Pickhardt and Choi 2003), which can be a cause 
of false-positives in CAD. These tendencies are par-
ticularly noticeable when reduced or laxative-free 
bowel preparation is used.

Current investigations of CAD for fecal-tag-
ging CTC with reduced or minimum prepara-
tion (Yoshida et al. 2004a; Zalis et al. 2004a) are 
encouraging in that CAD showed the potential 
to detect polyps not only in the dry region of the 
colon, but also those submerged in the tagged fl uid 
(Fig. 27.10b). However, the results of these studies 
are very limited and are not conclusive; therefore, 
CAD for fecal-tagging CTC remains a subject for 
future research.

Fig. 27.9.a–d Detection of masses: a 50-mm intraluminal circumferential mass with apple-core 
morphology, and (b) its CTC endoluminal view. c The entire mass region was extracted in a 
mass detection method in CAD, as indicated by the white region in the MPR view, and (d) its 
CTC endoluminal view

a

c

b
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27.10 
Conclusions

CAD techniques for CTC have advanced substan-
tially during the last several years. As a result, a fun-
damental CAD scheme for the detection of polyps 
has been established, and commercial products are 
now available. Thus far, CAD shows the potential for 
detecting polyps and cancers with high sensitivity 
and with a clinically acceptable low false-positive 
rate. However, CAD for CTC needs to be improved 
further for more accurate and reliable detection of 
polyps and cancers. There are a number of techni-
cal challenges that CAD must overcome, and the 
resulting CAD systems should be evaluated based on 
large-scale, multicenter, prospective clinical trials. 
If the assistance in interpretation offered by CAD is 
shown to improve the diagnostic performance sub-

stantially, CAD is likely to make CTC a cost-effec-
tive clinical procedure, especially in the screening 
setting.

In the future, no matter what types of visualiza-
tion method (endoscopic, virtual dissection view, 
etc.) and reading method (2D primary or 3D pri-
mary reading) are widely used, it is expected that 
the detection of polyps by CTC will make use of 
some form of CAD. As the benefi ts of CAD are estab-
lished, it will become more diffi cult to justify not 
using it, just as it would be diffi cult for a radiolo-
gist to justify not using a magnifying glass for read-
ing mammographic fi lms. CAD will be a powerful 
diagnostic tool that will provide radiologists with 
an opportunity to expand their sphere of infl uence 
by placing these CAD systems under their control, 
rather than losing procedures irretrievably to other 
specialists.

Fig. 27.10a,b. Examples of 
true and false-positives 
in CAD for fecal-tag-
ging CTC. a The pieces 
of stool (arrows) adher-
ing to the colonic wall 
were not tagged by the 
barium-based tagging 
regimen. Because they 
mimic the shape of a 
polyp, they were errone-
ously detected as polyps 
by CAD (Courtesy of P. 
Lefere, M.D., Stedelijk 
Ziekenhuis, Roeselare, 
Belgium). b The polyp 
(black arrow) in the left 
image was submerged 
in the tagged fl uid; how-
ever, it was correctly 
detected and segmented 
by CAD, as indicated by 
the black region in the 
right image. (Courtesy of 
Michael E. Zalis, M.D., 
Massachusetts General 
Hospital, Boston, MA.)

a

b
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Introduction

The economic advantages and increased precision 
persistently demonstrated by industrial robots have 
stimulated the application of robots in the medical 
arena (Fichtinger et al. 2001; Cleary and Nguyen 
2001; Nathoo et al. 2005). The main advantages 
of medical robotic systems include accurate needle 
guidance and stable access, leading to increased pre-
cision, accuracy and reproducible sampling of dif-
ferent parts of a lesion. Robotic-assisted procedures 
also involve the insertion of tubular therapy devices 
(ablation probes, catheters, bone drills, screws, 
tissue ablating devices, etc.) into the body, with the 
guidance of intra-operative imaging devices, such 
as CT, MRI, ultrasound or fl uoroscopy (Cleary and 
Nguyen 2001; Cleary et al. 2006; Davies 2000; 
Fichtinger et al. 2001; Howe and Matsuoka 1999; 
Pott et al. 2005). The potential advantages are well 
known in the technical community (Fichtinger 
et al. 2001) and a variety of medical robots have 
been developed in recent years, including robotics 
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for rehabilitation, or miniature robots that might 
be placed inside the body (Fichtinger et al. 2001; 
Kassim et al. 2005; Masamune et al. 2001; Nathoo 
et al. 2001; Satava 2003; Yanof et al. 2001). This 
chapter is not intended to be comprehensive, but 
rather, to provide an overview on robotic systems 
that play an active role during a percutaneous 
image-guided intervention, such as biopsy, tumor 
ablation, or placement of spinal blocks, with a focus 
on key historical developments.

28.2 
Defi nition of a Robot

At its most basic level, a robot consists of nearly rigid 
mechanical links that are connected with joints 
that allow relative motion from one link to another 
(Cleary and Nguyen 2001). The engines that power 
the sections between the joints to their desired posi-
tions are either powered by hydraulics, air and/or 
electricity (Fichtinger et al. 2002; Kettenbach et 
al. 2005c; Melzer et al. 2003; Nathoo et al. 2005). 
Each joint having one degree of freedom (DOF) 
implies that a simple robotic arm with three joints 
(3-DOF) may move in three ways: left and right, for-
ward and backward, and up and down (Nathoo et 
al. 2005). Most working robots have a 6-DOF robotic 
arm that may resemble human arms, with compo-
nents such as shoulders, elbows, wrists, and even 
fi ngers. Designed in various shapes and sizes, this 
type of robot is adequate to perform basic tasks 
through arbitrary positioning and orientation of 
the end-effector, which may be a tool, such as a 
biopsy needle, a probe endoscope, or a retractor. 

Medical robots can be classifi ed into three broad cat-
egories: (1) In supervisory-controlled systems, the 
surgeon plans the operation off-line and specifi es 
the motions the robot must follow to perform the 
operation (Fig. 28.1a). The robot then performs the 
specifi ed motions autonomously under the super-
vision of the surgeon (Nathoo et al. 2005). (2) In 
telesurgical systems, the robot is under direct con-
trol of the surgeon, typically using a force feedback 
joystick (Fig. 28.1b) (Bodner et al. 2003; Nathoo et 
al. 2005; Stoianovici 2000). (3) In shared-control 
systems, the robot provides steady-hand manipula-
tion of the instrument while the surgeon remains 
in control of the procedure (Fig. 28.1c) (Taylor et 
al. 1999). By the use of a shared control system, 
for instance, the surgeon’s physiological tremor of 

40 μm can be reduced to 4 μm (Apuzzo 1997). 
A shared-control mode could also limit a physician 
to moving an ablative instrument (drill) into a criti-
cal anatomical region.

To further understand the potential impact of 
robotics in surgical or interventional procedures, 
it is important to understand the relevant key dif-
ferences between human and machine capabilities 
(Table 28.1). The main advantages of robots come 
from their ability to use abundant, detailed, quan-
titative information to perform accurate, repetitive 
motions and to operate in environments inhospita-
ble or inaccessible to humans (especially through 
telesurgery and supervisory control) (Nathoo et al. 
2005). However, robots have very limited decision-
making and qualitative judgment ability. Conversely, 
humans are superior at integrating diverse sources 
of information, using qualitative data, and exercis-
ing judgment. Humans also have superior dexterity 
and robust hand-eye coordination, although on a 
limited scale, and, most importantly, an exquisite 

Table 28.1. Differences between humans and robots [adapted from Howe and Matsuoka (1999)]

Humans Robots

Strengths
Strong hand-eye coordination
Dexterous (at human scale)
Flexible and adaptable
Able to use qualitative information
Good judgment

Good geometric accuracy
Stable and untiring with repeatability
Designed for wide range of scales, motion scaling with potential future 

applications for micro- and nanosurgery
Integrates extensive and diverse information
Uses diverse sensors (chemical, force, acoustic, etc.) in control

Limitations
Limited dexterity outside natural state
Prone to tremor and fatigue
Limited ability to use quantitative information
Limited sterility and prone to error

Limited dexterity and hand-eye coordination
Poor qualitative decision-making ability
Limited to relatively simple tasks
Large operating room space requirement, expensive, technology in fl ux
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Fig. 28.1a–c. Technical classifi cation of robotic systems: 
a Supervisory controlled system, in which the surgeon 
plans the operation off line and the robot performs the 
specifi ed motions autonomously under the supervision of 
the surgeon. b Telesurgical system, in which the robot is 
under direct control of the surgeon with an on-line input 
device, which is typically a force feedback joystick (master). 
c Shared control system, in which the robot and surgeon 
share control of the surgical instrument. [Modifi ed from 
Nathoo et al. (2005) with permission]

a

b

c
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sense of touch. These crucial differences in capa-
bilities imply that current surgical robotic systems 
are restricted to basic tasks, such as biopsy or stere-
otactic placement of instruments, or to performing 
surgery through very limited access.

28.3 
Basic Considerations

28.3.1 
Registration

A typical robotic-assisted procedure consists of an 
initial image acquisition step, followed by data trans-
fer to the control computer, path planning using a 
specially developed software program and then the 
procedure itself (Cleary and Nguyen 2001). The 
images can be in digital form (fl uoroscopy, CT or 
MRI images) or can be digitized (radiographs, or 
US, for example) using a digitizing table, scanner, 
or frame-grabbing. Once the path is planned, the 
images are transferred directly from the planning 
workstation to the control workstation in the oper-
ating room over an Ethernet link (Kettenbach et 
al. 2005b; Melzer et al. 2003). To carry out the pro-
cedure, the coordinate system of the robot must be 
registered to the coordinate system of the patient’s 
anatomy, as displayed on the imaging system. If the 
robot is permanently attached to the patient table 
of the imaging device, this registration can be done 
once through the calibration procedure by a rigid 
calibration cage attached to the end-effector of 
the robot around the patient’s target (Cleary and 
Nguyen 2001; Fichtinger et al. 2002). If the robot 
is designed to be moved from one imaging device to 
another, or to be placed on the table for certain pro-
cedures, fast and accurate registration techniques 
are required (Cleary et al. 2006).

28.3.2 
Patient Movement and Respiration

Interventional procedures can be affected by patient 
motion or organ movement due to respiration (Xu et 
al. 2005). Thus, target movement must be recognized 
and accurately tracked, in addition to the constant 
calculation of the actual trajectory of a needle guide, 
based on the internal sensor systems of the robot. 

This may allow either automatic compensation of 
the trajectory (Clifford et al. 2002; Hong et al. 
2004; Xu et al. 2005) by the robot or manual correc-
tion using a robot input device. Small movements of 
the patient could be registered with a tracker tool 
mounted on the surface of a patient, or by using a 
laser ranger scanner (Cash et al. 2003). An immo-
bilization device (BodyFix immobilization device, 
Medical Intelligence, Schwabmünchen, Germany) 
has also been proven to be useful in reducing patient 
movement during computer-aided surgery (Bale et 
al. 2002). Further developments may include the use 
of motion fi lters, similar to those used with car-
diac robots (Bale et al. 2002; Cuvillon et al. 2006; 
Nakamura and Kishi 2001).

28.3.3 
Safety Issues

Safety with robot-assisted surgery requires rigorous, 
mandatory preclinical testing before clinical appli-
cation, since potential hazards to the patient and the 
surgical team as a result of failure and unintended 
actions by the robot are major concerns (Korb et al. 
2005; Nathoo et al. 2005). To achieve a high level of 
hardware safety, the following general approaches 
have been recommended (Howe and Matsuoka 
1999; Korb et al. 2005): redundancy in kinematics 
and sensors, limited size of the workspace of the 
robot to avoid potential unintended damage to areas 
outside the point of operation, the use of less pow-
erful actuators, and the combination of active and 
passive mechanisms in the robot design and steri-
lization (Bargar et al. 1998; Nathoo et al. 2005). 
Redundancy, however, also increases hardware and 
software complexity, which increases the fragility of 
the system overall and makes the design more costly 
(Korb et al. 2005).

28.4 
Robotic-Assisted Applications

28.4.1 
Historical Review

Derived mainly from experience in the industrial 
sector, the large technology base that exists in robotic 
research facilitated the transformation of industrial 
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robots into medical robots. Intracranial neurosurgi-
cal procedures were then the focus of the fi rst robotic 
systems since a high degree of spatial accuracy and 
precision targeting is required to reach the anatomy 
of interest while minimizing collateral damage. The 
cranial anatomy also provided relatively fi xed land-
marks (Fankhauser et al. 1994; Glauser et al. 1995; 
Hefti et al. 1998; Kall et al. 1985; Li et al. 2002; 
Nathoo et al. 2005; Young 1987). The fi rst robot-
assisted surgical intervention was performed in 1985, 
when Kwoh et al. (1988) used a modifi ed Puma 560 
industrial robot (Advance Research & Robotics, 
Oxford, CT) to defi ne the trajectory of a frame-based 
brain biopsy. Drake et al. (1991) used a modifi ed 
industrial robot to resect deep benign astrocytomas 
in a small series of patients. However, many questions 
about the effectiveness, safety, and cost remained 
open and their work was discontinued. The use of 
medical robots, however, continued to expand, not 
only in neurosurgery (Goto et al. 2003; Hongo et al. 
2002; Nathoo et al. 2005; Zimmermann et al. 2002), 
but also in other fi elds, and has also been applied in 

several other surgical disciplines (Carpentier et al. 
1999; Gutmann et al. 2002; Kelly 2000; Le Roux et 
al. 2001; Ruurda et al. 2003), including soft tissue 
surgery (Bale et al. 2002; Bowersox et al. 1996; 
Chapman et al. 2001, 2002; Davies 2000; Geis et al. 
1996; Harris et al. 1997; Katz et al. 2006; Mendez-

Torres et al. 2005), heart surgery (Autschbach et 
al. 2000; Boyd et al. 2000; Cadeddu et al. 1997; Kiaii 
et al. 2000; Kodera et al. 2001; Mohr et al. 2001; 
Reichenspurner et al. 1999), orthopedics (Bargar 
et al. 1998; Honl et al. 2003; Nogler et al. 2004; 
Stoianovici 2000; Taylor et al. 1999), and radio-
surgery (Adler et al. 1997). A list of several clinical 
areas where robotics has been applied for percutane-
ous procedures is shown in Table 28.2.

28.4.2 
Ultrasound-Guided Robotic Systems

Percutaneous procedures, such as biopsy, involve 
free-hand percutaneous ultrasound (US) in con-

Table 28.2. Interventional robotic systems as described in this chapter

System (reference) Institution Status Imaging modality

Robotized system for remote US
(Arbeille et al. 2004)

Medecine, Physiologie Spatiales, 
CHU Trousseau, Tours, France

Clinical tests US

Needle-insertion robot for percutane-
ous cholecystostomy
(Hong et al. 2004)

Department of Mechano-Informa-
tics, Graduate School of Informa-
tion Science and Technology, The 
University of Tokyo, Tokyo, Japan

Phantom and animal 
experiments

US

B-Rob I and II
(Kettenbach et al. 2005)

Austrian Research Centers GmbH 
(Seibersdorf, Austria)

Phantom studies Ultrasound and CT

Robot-assisted hepatic tumor ablation
(Boctor et al. 2004)

Johns Hopkins University 
(Baltimore, MD, USA)

Phantom studies Ultrasound

Robot-assisted prostate brachytherapy 
system (Taylor et al. 1995)

Johns Hopkins University 
(Baltimore, MD, USA)

Phantom and cadaver 
studies

Ultrasound

NeuroMate
(Varma et al. 2003)

Integrated Surgical Systems 
(Davis, CA, USA)

More than 1600 neuro-
surgical procedures

CT

AcuBot
(Cleary et al. 2006)

Johns Hopkins University/
Georgetown University (DC, USA) 

Cadaver studies 
Animal studies
Clinical trial done

Fluoroscopy and CT

Robot for percutaneous vertebroplasty
(Onogi et al. 2005)

Graduate School of Frontier 
Sciences, The University of Tokyo 
(Tokyo, Japan)

Phantom experiments CT, fl uoroscopy

INNOMOTION
(Cleary et al. 2006) 

Innomedic/FZK/ FH Ge (Germany) Animal studies
Clinical use started

CT and MRI

MRBot
(Muntener et al. 2006)

Johns Hopkins University 
(Baltimore, MD, USA) 

Phantom and animal 
studies

MRI (CT)

Robot for MR-guided transrectal pros-
tate intervention (Krieger et al. 2005)

Johns Hopkins University 
(Baltimore, MD, USA)

Clinical studies MRI



398 J. Kettenbach et al.

junction with manual tool positioning. Free-hand 
handling and aligning of a surgical tool to follow a 
planned trajectory is also a challenging task. This 
task requires manipulation of the tool, while at the 
same time observing the motion on a monitor. Even 
for the experienced physician, performance and reli-
ability are not guaranteed. Therefore, among several 
groups, there has been recent interest in US-guided, 
robotically assisted needle placement (Boctor et 
al. 2004; Fichtinger et al. 2006; Hong et al. 2004; 
 Kettenbach et al. 2005b). To improve the acces-
sibility of lesions, even in cases of limited space at 
the skin entry site or a diffi cult angulated access, 
a guiding system, such as a robot, might provide 
stable and precise access.

28.4.2.1 
Remote Ultrasonography

For diagnostic purposes, a master-slave robotized 
system was developed to enable a remote echo-
graphic diagnosis (Vilchis et al. 2003). While the 
expert moves a virtual probe placed on a haptic 
device, the real probe is placed on a lightweight 
and user-friendly slave robot and moved by it 
on the body of the patient located remotely. The 
contact force between the probe and the patient 
is fed back to the operator, allowing him/her to 
have a haptic virtual environment and to pre-
serve the medical expert proprioception in order 
to facilitate the hand-eye coordination necessary 
for echographic examination (Arbeille et al. 
2003, 2004; Vilchis et al. 2003). While this robot 
is not intended for intervention, the basic concept 
is important and might be adapted for remotely 
guided biopsy.

28.4.2.2 
Robot for Percutaneous Cholecystostomy

Hong et al. (2004) developed a real-time, ultra-
sound-guided, needle insertion robot for percu-
taneous cholecystostomy. To overcome organ or 
target displacement due to involuntary patient 
motion, their prototype robot used intraoperative 
US images and modifi ed the needle path automati-
cally in real-time by using a novel ultrasonic image 
segmentation technique. In phantom and volunteer 
experiments, the needle path updating time was 
130 and 301 ms per cycle, respectively, and animal 
experiments confi rmed accurate needle placement 
within the target.

28.4.2.3 
B-Rob I System

A 7-DOF prototype stand-alone robotic system 
(B-Rob I) for both US- and CT-guided biopsy was 
developed by Austrian Research Centers (ARC) (Sei-
bersdorf, Austria) (Kettenbach et al. 2005b). A 4-
DOF robotic arm with three linear and one rotational 
axis was used for gross positioning (Fig. 28.2a,b). 
Mounted at the end of the robotic arm, the 3-DOF 
needle positioning unit (NPU) was used for fi ne 
positioning, including a linear DOF drive with a 
limited stroke of 50 mm, which served to move 
the NPU to the patient’s skin (Fig. 28.2c). A remote 
center of motion (“pivot point”) for angulation of 
the needle was maintained by the kinematic struc-
ture of the NPU as another safety measure during 
the intervention. The robot system is controlled by 
two industrial PCs. One PC provides high-level con-
trol of the robot system, and a second PC handles 
the interface to the optical tracker system (Polaris, 
Northern Digital, Bakersfi eld, CA), as well as the 
planning and monitoring software. This PC also 
includes a video capture card (WinTV-PCI-FM 718, 
Hauppauge, NY, USA) for grabbing images from an 
ultrasound probe or the CT monitor to support plan-
ning of an intervention. After acquisition of images 
of the target region, the physician selects the desired 
skin entry point as well as the target point. With that 
information, the relevant data (angulation, distance 
to the target lesion) were calculated and automati-
cally sent to the robot controller via a TCP/IP socket 
connection. Using the graphical user interface (GUI) 
of the planning software, the virtual trajectory of 
the biopsy can be viewed to verify the intervention 
path. After planning the intervention, the robot can 
be moved toward its fi nal position by a coordinated 
motion of the axes. The performance of the complete 
system has been extensively evaluated in a series of 
in vitro tests using a needle-penetrable phantom 
(Kettenbach et al. 2005b,c). Peas (mean diameter 
59.4 ± 0.7 mm) were embedded as targets within a 
custom-made gel phantom. The mean duration of a 
robot-assisted in vitro biopsy procedure, including 
targeting, planning, biopsy, and retrieval of speci-
mens, was 2.6 ± 1.0 min (range, 1.5–6.0). The system 
showed suffi cient operational stability and accu-
racy for the procedures under consideration. The 
measured targeting accuracy (1.48 mm ± 0.62 mm) 
was better, compared to traditional techniques, by 
combining the advantages of needle guidance and 
the free-hand technique (Kettenbach et al. 2005a). 
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Integration of the complete system on a mobile rack 
allows short set-up time and easy installation of 
the system at different sites. On the other hand, the 
chosen approach leads to a very bulky system and 
to a very high grade of automation (Cleary et al. 
2006).

28.4.2.4 
Robotic System for 
Intraoperative US-Guided Hepatic Tumor Ablation

Free-hand US also may result in undefi ned gap dis-
tribution, anatomic deformation due to variable 
pressure from the sonographer’s hand, and severe 
diffi culty in maintaining an optimal scanning posi-
tion. In response to this limitation, Boctor and 
his group (2004) developed a dual-armed robotic 
system for intraoperative US-guided hepatic tumor 

ablation. Their system is based on a laparoscopic 
assistance robotic system (LARS) developed pre-
viously (Taylor et al. 1995), a commercial ultra-
sound scanner, a pulsed magnetic fi eld position 
and orientation measurement system (Kuszyk et al. 
2000) and an radiofrequency (RF) ablation probe 
(Fig. 28.3). The system managed both ultrasound 
manipulation and 5-DOF needle guidance to assist 
the surgeon in device manipulation and hand-eye 
coordination, so that more effort could be concen-
trated on planning and monitoring the procedure. 
Using the electro-magnetic tracking system rather 
than robot encoders, this approach permits quick 
reconfi guration of the set-up and simplifi es mod-
ular replacement of end-effectors. By this means, 
tool tips (US and needle) must be calibrated only to 
the tracker, and the motion of both robots is based 
entirely on the sensed tool location. Boctor et al. 

Fig. 28.2a–c. The 7-DOF prototype, B-Rob I system for both US- and CT-guided biopsy as developed by Austrian Research 
Centers (Seibersdorf, Austria). a A 4-DOF robotic arm with three linear and one rotational axis is used for gross positioning. 
b The schematic drawing demonstrates the different axes. c At the end of the robotic arm the kinematic structure of the 3-DOF 
needle positioning unit maintains a remote center of motion (“pivot point”) for angulation of the needle instrument

a

b c
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(2004). Thus, the robot does not need to be pre-
calibrated to tracker space. Furthermore, real-time 
tracking of the tool tip also allows for mimicking 
a remote center of motion (RCM) without actually 
using a precisely manufactured RCM mechanism. 
In Boctor et al. (2004), the authors used a 5-DOF 
robot in which the motion stages were not pre-cali-
brated relative to one another. The robot became 
self-calibrated through readings from the real-time 
tracker. The robot was able to perform a quasi-RCM 
motion from just 12 tracker readings. Unlike other 
robot systems (Hong et al. 2004; Stoianovici et 
al. 2003), the 5-DOF needle-insertion module is not 
powered and serves as a passive needle guide. The 
needle is driven manually to the predetermined 
depth, and monitored by the depth marker and in 
the real-time computer display. The reason for this 
choice was to retain the surgeon’s natural haptic 
feeling and thereby increase safety of the system. 
The average mismatch between real and planned 
insertion depths of the needle was about 3.0 mm. 
Using robotic needle insertion with robotic US data, 
the success rate in hitting an artifi cial target was 7 
of 7 (100%) trials. Using robotic insertion with free-
hand US data, the success rate was only 3 of 4 (75 %) 
trials. This could be attributed to: (1) the presence of 
gaps that degrade the planning accuracy; and/or (2) 
the synchronization inaccuracy due to the dynamic 
tracking of the free-hand system.

Fig. 28.3. Close-up of biopsy experiment; a robot (the IBM/
JHU LARS) holds the ultrasound probe and a second robot 
is used for positioning a needle guide. On both, an electro-
magnetic (EM) tracking system (Flock of Birds, model 6D 
FOB, Ascension Technology, Inc.) interfaces with the robot 
workstation. [Reprinted with permission from Boctor et al. 
(2004)]

Fig. 28.4. Close view of the robot for transurethral prostate 
biopsy. The principal components and motion stages (with 
indication to their degrees of freedom, or DOF) are labeled 
individually [Reproduced from Fichtinger et al. (2006) 
with permission]

28.4.2.5 
Robot-Assisted, Ultrasound-Guided 
Prostate Brachytherapy System

Preliminary experimental results of a phantom 
study obtained with a robot-assisted transrectal 
ultrasound (TRUS)-guided prostate brachytherapy 
system were published recently (Fichtinger et al. 
2006). The spatially co-registered needle-insertion 
robot received each entry/target coordinate pair of 
the implant plan, inserted a preloaded needle, and 
then the seeds were deposited (Fig. 28.4). The nee-
dles/sources were tracked in TRUS, thus allowing 
the plan to be updated as the procedure progressed. 
Based on TRUS, the average transverse placement 
error was 2 mm (worst case, 2.5 mm; 80% less than 
2 mm), and the average sagittal error was 2.5 mm 
(worst case, 5.0 mm; 70% less than 2.5 mm). Although 
the concept and technical viability of robot-assisted 
brachytherapy were demonstrated, and the overall 
performance was promising, the AcuBot (discussed 
in more depth later) system was bulky to mount 
and cumbersome to calibrate in a quick outpa-
tient procedure. The previously described B-Rob II 
device, however, appears to be an excellent needle 
positioning mechanism to replace the conventional 
needle guiding template on the transrectal ultra-
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sound stepper (see Fig. 28.7b,c), thereby creating 
a brachytherapy robot system without imparting 
major changes in the current clinical install base 
and workfl ow (Kennedy et al. 2006). Interestingly, 
the needle is inserted manually, in order to preserve 
natural haptic sensing in penetrating heterogeneous 
perineal tissues. Further optimization and studies 
are currently underway to confi rm the possibility 
of improved dosimetry.

28.4.3 
Computed Tomography-Guided Robotic Systems

CT fl uoroscopy offers many advantages for perform-
ance of interventional procedures. With CT fl uoros-
copy, the trajectory of a needle can be tracked in real-
time, which allows the physician to make adjustments 
as necessary. This advantage has made procedures 
signifi cantly faster, with equivalent or better success 
rates than those with standard intermittent CT imag-
ing (Gianfelice et al. 2000; Silverman et al. 1999; 
Solomon et al. 2002). The major limitation of CT 
fl uoroscopy is the relatively high radiation exposure 
to patient and physician (Nawfel et al. 2000). Oper-
ating a robot remotely may be used to limit radiation 
exposure in CT fl uoroscopy-guided interventional 
procedures (Solomon et al. 2002). The one limita-
tion of using the robot is the extra preparation time 
of at least 15 min needed to attach the robot to the CT 
table and for registration (Kettenbach et al. 2005c; 
Solomon et al. 2002). However, in the future, the 
robot could be mounted on the CT table and regis-
tration could be performed during installation and 
would not have to be repeated with each additional 
patient. Needle advancement, however, should still be 
done by the physician in order to avoid the need for 
complex haptic interfaces for force feedback (Barnes 
et al. 1997).

28.4.3.1 
Minerva

One of the earliest robotic systems developed for 
precise CT-guided stereotactic brain biopsy was the 
neurosurgical robot Minerva (Glauser et al. 1995). 
A 5-DOF robot with two linear axes (vertical and 
lateral), two rotary axes (moving in a horizontal and 
vertical plane), and a linear axis (to move the tool to 
and from the patient’s head) was designed to work 
within the CT scanner so that the surgeon could 
follow the position of the instruments on successive 

CT scans. The system was used for two operations 
on patients in 1993, but the project has since been 
discontinued.

28.4.3.2 
NeuroMate

The NeuroMate, a six-axis robot for neurosurgical 
applications, was the fi rst commercially available, 
image-guided, robotic-assisted system used for neu-
rosurgery, which evolved from the work of Benabid 
et al. (1987) at Grenoble University. Particular atten-
tion was paid to safety issues and the current version 
is a commercial, FDA-approved product that has 
been licensed by Integrated Surgical Systems (Davis, 
California, USA). Since 1989, the system has been 
used in more than 1600 procedures that include neu-
rosurgical tumor biopsies, stereoelectroencephalo-
graphic investigations of patients with epilepsy and 
stereotactic and functional neurosurgery (Li et al. 
2002; Varma et al. 2003).

28.4.3.3 
PAKY Robotic System

The PAKY system, a robot for percutaneous needle 
puncture, incorporates a 1-DOF PAKY (percutane-
ous access of the kidney) radiolucent needle driver, 
a 2-DOF RCM (remote center of motion) module 
capable of needle orientation, a 3-DOF XYZ Carte-
sian stage for translational positioning of the needle 
tip, and a passive 7-DOF positioning arm (S-arm) 
(Fichtinger et al. 2002; Su et al. 2002). The lower 
joints are positioned and locked manually, while the 
upper stages are motorized (Fig. 28.5).

28.4.3.3.1 

Clinical Trial for Percutaneous Biopsy and 

Tumor Ablation

Solomon et al. (2002) used the PAKY robotic system 
in 16 patients during CT-guided procedures. The 
accuracy in the phantom calibration test was 0.6  
angular and 1.65 mm linear. All 23 procedures (RF 
ablation, core needle biopsy, nephrostomy, and neob-
ladder access) were performed successfully without 
complication. However, in four cases, the target was 
not met adequately, and fi ne-tuning adjustment with 
joystick control was required to ultimately reach the 
target. In all cases, however, the study showed that 
the use of the robot reduced radiation exposure for 
the patient and medical personnel.
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28.4.3.3.2 

Clinical Trial for Nerve Blocks under Fluoroscopy

After cadaver studies were successfully completed 
using the PAKY robot to precisely position a needle 
in the lumbar spine (Cleary et al. 2002), a ran-
domized clinical trial of 20 patients undergoing 
nerve and facet blocks was performed. Using A/P 
fl uoroscopy to position and orient the needle, and 
lateral fl uoroscopy to monitor the depth of inser-
tion, the results to date show that it is feasible to 
use a joystick-controlled robot for nerve and facet 
blocks (Cleary et al. 2006). The mean accuracy in 
the robot (1.105 mm) and manual needle application 
mode (1.238 mm) is about the same. Therefore, the 
robot can be used for accurate needle placement in 
this application. While not enough data was gath-
ered for statistical signifi cance in this study, some 
general trends could be observed. As expected, the 
pain score post-treatment was signifi cantly less than 
the pain score pre-treatment in both the robot and 
manual arms. While this study was done under 
fl uoroscopy, the authors adapted the system using 
motion compensation for CT-guided robotic spinal 
needle placement (Xu et al. 2004). In this study, the 
average position error of targeting a moving organ 
was less than 1 mm (Xu et al. 2005, 2006).

28.4.3.3.3 

Preclinical Trial for Prostate Brachytherapy

Fichtinger et al. (2002) used a modifi ed 7-DOF 
PAKY-RCM robot for accurate and consistent place-
ment of transperineal needles into the prostate with 
intraoperative image guidance inside the gantry of 
a CT scanner. The robot was registered to the image 
space with a stereotactic adapter, thus did not need 
further calibration. In open air, the average accuracy 
was better than 1 mm at a 5–8 cm depth. In various 
phantoms, the average orientation error was 1.3 , and 
the average distance between the needle tip and the 
target was 2 mm.

28.4.3.3.4 

Clinical Trial for Nephrostomy

When comparing PAKY-RCM with standard manual 
nephrostomy techniques, the mean number of 
attempts was 2.2 ± 1.6 vs. 3.2 ± 2.5 (p = 0.14), time 
to access was 10.4 ± 6.5 min vs. 15.1 ± 8.8 min 
(p = 0.06), and the estimated blood loss score was 
1.3 ± 0.49 vs. 1.7 ± 0.66 (p = 0.14) (Su et al. 2002). 
The PAKY-RCM was successful in obtaining access 
in 87% (20 of 23) of cases. The other three patients 
(13%) required conversion to manual techniques.

28.4.3.4 
AcuBot Robot

The AcuBot robot is a modular robotic system that has 
been developed over the past 5 years in the URobotics 
Laboratory at Johns Hopkins Medical Institutions (Bal-
timore, MD, USA) (Cleary et al. 2006; Stoianovici et 
al. 2003). The AcuBot incorporates the original 1-DOF 
PAKY radiolucent needle driver, a 2-DOF RCM module 
capable of needle orientation, a 3-DOF XYZ Cartesian 
stage for translational positioning of the needle tip, 
and a passive 7-DOF positioning arm mounted onto 
a bridge frame mounted over the CT table (Fig. 28.6) 
(Cadeddu et al. 1997; Cleary et al. 2001, 2006; Howe 
and Matsuoka 1999). The arm can be positioned 
and rigidly locked from a single lever. The base of 
the arm is mounted in a 3-DOF Cartesian stage, the 
XYZ module (Tx, Ty, and Tz translations). The user 
interface consists of a 15” resistive touch screen, a two-
axis joystick, a switch panel, and an emergency Stop 
button ( Stoianovici et al. 2003). The robot system was 
used for needle registration studies, and showed an 
experimental accuracy of < 1 mm in-slice targets, and 
1.5 mm for out-of-slice targets (Cleary et al. 2006).

Fig. 28.5. Robot for percutaneous needle puncture proce-
dures (PAKY-RCM system). The lower joints are positioned 
and locked manually, while the upper stages are motor-
ized. The needle positioner at the tip is transparent to 
X-rays to enable radiographic guidance. [Reproduced from 
 Stoianovici et al. (1998) with permission]
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28.4.3.4.1 

Clinical Trials for 

CT-Fluoroscopy-Guided Biopsy and Tumor Ablation

Xu et al. (2004) used CT fl uoroscopy for roboti-
cally-assisted lung biopsy in a phantom and animal 
model using motion compensation. A non-invasive 
algorithm tracked the 3D position of the target 
lesion using 2D CT fl uoroscopy image sequences. 
A small region of the CT fl uoroscopy image is reg-
istered to a corresponding region in a pre-operative 
CT volume to infer the position of the target lesion 
with respect to the imaging plane. The registration 
is implemented in a coarse to fi ne fashion. The true 
transformation of each frame of the CT fl uoroscopy 
image is then incorporated into a Kalman fi lter to 
predict the lesion’s position for the next frame. In 
this study, the average positioning error for target-
ing a moving organ using the AcuBot system was 
under 1 mm (Xu et al. 2005, 2006) (Fig. 28.6). Clini-
cal cases of kidney and spine biopsy, RF ablation, 
and nephrostomy tube placement were successfully 
performed with no complications (Patriciu et al. 
2005; Solomon et al. 2006; Su et al. 2002). 

28.4.3.5 
Robot for Percutaneous Vertebroplasty

Percutaneous vertebroplasty is quite diffi cult 
because a narrow arcus vertebra is punctured with 
accuracy, and an operator’s hand is exposed to X-
ray continuously. Onogi et al. (2005) developed 
a 5-DOF needle insertion robot for percutaneous 
vertebroplasty that is compact in size (350 mm × D 

400 mm × H270 mm, weight: 15 kg) so that it can 
be inserted in the space between the C-arm and the 
patient on the operating table. The robot system 
is controlled by a dedicated surgical navigation 
system where the appropriate needle trajectory is 
planned based on pre-operative three-dimensional 
CT images. The needle holding part of the robot is 
X-ray lucent so that the needle insertion process can 
be monitored by fl uoroscopy. A safety mechanism 
called mechanical fuse released the needle-holding 
disk properly when excessive force was applied to 
the needle. In vitro evaluation of the system showed 
that average position and orientation errors were 
less than 1.0 mm and 1.0 , respectively.

28.4.3.6 
B-Rob II System

The fi rst in vitro trials of the aforementioned B-Rob I 
system, using a penetrable gel phantom (Fig. 28.2), 
showed that the chosen robot concept allows one 
to achieve a high accuracy for percutaneous needle 
placement, with a mean deviation of the needle tip 
from the center of the target of 1.2 ± 0.9 mm and 
0.6 ± 0.4 mm in the x- and z-axes, respectively 
( Kettenbach et al. 2005c), at the cost of a very com-
plex mechanical and control setup. The main goal 
for a new design was to slim down the very bulky 
B-Rob I system and to transfer the concepts demon-
strated from the B-Rob I prototype into a practical 
clinical set-up (Cleary et al. 2006). The major goals 
for the new development carried out by PROFACTOR 
Research and Solutions GmbH (Seibersdorf, Austria) 
were: a modular set-up for a broad variety of clini-
cal applications; a signifi cant reduction of technical 
complexity (compared to the previous prototype) to 
reach an acceptable cost/benefi t ratio for the entire 
system; and a “plug and play” philosophy (Kronreif 
et al. 2003, 2005). The mechanical architecture for the 
new design was based on the parallelogram mecha-
nism already in use for the NPU of the B-Rob I proto-
type (Fig. 28.7) (Kettenbach et al. 2005c). Planning 
of the intervention is based on US or CT imaging data 
sets acquired immediately before an intervention 
(Fichtinger et al 2007). The spatial relation between 
the imaging space and the targeting device is either 
established by means of a tracker system (optical 
or mechanical) or via robot registration based on 
a CT data set. The system is easy to use and does 
not appreciably interfere with the clinical workfl ow. 
A risk analysis of the complete system did not report 
any major risks (Korb et al. 2005).

Fig. 28.6. The AcuBot robot system, used for needle place-
ment in respiratory lung phantom during CT-fl uoroscopy
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28.4.3.7 
CT- and MR-compatible, Instrument-Guiding Robotic 
INNOMOTION

MR-guided percutaneous interventions have been 
clinically established, in particular, with open, low-
fi eld MR systems (Koenig et al. 2001; Lewin et al. 
1998; Silverman et al. 1995). However, the imag-
ing quality of closed-bore scanners is superior to 

open-fi eld systems. Because the access to the patient 
is limited in a closed MR system, a fully MR-com-
patible pneumatic assistance system, INNOMOTION 
(Innomedic, Herxheim & FZK, Karlsruhe Germany 
& TH Gelsenkirchen), was developed to provide pre-
cise and reproducible instrument positioning inside 
the magnet (Fig. 28.8) (Hempel et al. 2003; Melzer 
et al. 2003). The kinematics of the device, however, 
have been carefully optimized for use in both closed-

Fig. 30.7a–c. A detailed view of the needle positioning system 
of B-Rob II. a Two positioning modules provide 4-DOF and 
angulation of the two parallel fi ngers, which are connected 
to each other by means of spherical joints. The fi ngers, the 
polymer bearings and the needle guide can be disconnected 
from the needle positioning units by means of a rapid-change 

ba

c

bayonet connection (e.g. for easy sterilization or in case of an emergency). If the two modules are moved simultaneously 
(parallel mode) the needle is moved in xy-direction. For angulation both have to be moved differently (angulation mode). 
If the bottom module is fi xed and the top module moves, a pivoting movement at the level of the skin entry can be easily 
realized. b,c The B-Rob II robot mounted over the ultrasound probe in brachytherapy setup on in phantom experiment at 
the Johns Hopkins University. During the clinical procedure, the B-Rob II robot is situated over the abdomen
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bore MRI scanners and the CT gantry. Pneumatic 
cylinders, using slow-motion control, drive a 6-DOF 
robotic arm, attached to a 180° arch that is mounted 
to the patient table of the scanner, which can be pas-
sively pre-positioned on either side of the arch at 
0 , ± 35 , and ± 67  to the vertical, according to the 
region of interest (e.g., spine, liver, kidney, breast). 
The robot is referenced to the coordinate system of 
the MR scanner using a contrast-fi lled marker and 
the CT version comprises air-fi lled marker for auto-
mated registration. Suitable slices from CT or MRI are 
selected and sent via the network in DICOM format 
to the computer of the robotic-assisted system. The 
insertion site and a target point are selected on the 
graphic user interface, and the corresponding coor-
dinates are sent to the control unit. The drives are 
activated and the application module is moved with 
the tool center point at the insertion site on the skin. 
The cannula can then be inserted through a guiding 
sleeve or along an open angle. As determined with in 
vitro and in animal experiments, targeting precision 
of the insertion site in the axial plane was ± 1 mm 
(minimum of 0.5 mm and maximum of 3 mm). The 
angular deviation in the transverse plane of the can-
nulae was ± 1 , with a minimum of 0.5  and a maxi-
mum of 3  (Cleary et al. 2006). In phantom tests, 
Zangos et al. (2006) reported a mean deviation of 
the needle tip to the target of 0.35 mm and further 
demonstrated the feasibility of transgluteal puncture 
of the prostate gland in a cadaver study.

28.4.3.8 
MrBot: A Fully MRI- and CT-Compatible Robot for 
Prostate Image-Guided Interventions

A new robot, MrBot (http://urology.jhu.edu/urobot-
ics/projects/MrBot/), has been recently developed at 
Hopkins for fully automated, image-guided access 
to the prostate gland (Muntener et al. 2006). The 
robot is customized for transperineal needle inser-
tion and designed to be compatible with all known 
types of medical imaging equipment (Fig. 28.9). This 
includes uncompromised compatibility with MRI 
scanners (tested up to 7T) up to 7 T, size accessibil-
ity within closed-bore tunnel-shaped scanners, and 
clinical intervention safety. Precision tests in tissue 
mock-ups yielded a mean seed placement error of 
0.72 ± 0.36 mm (Stoianovici et al. 2007). The robot 
is electricity free, being operated with air pressure 
and light for feedback. A new type of motor, PneuS-
tep, was developed for full MRI compatibility, high 
precision of motion, and medical safety.

28.4.3.9 
MRI-Guided Transrectal Prostate Intervention Robot

Conventionally, robots like the previously described 
MrBot or INNOMOTION, depend on powered actua-
tors, joint encoders, and some form of registration of 
the device with regard to the MRI scanner. A pow-

Fig. 28.8. The CT- and MR-compatible pneumatic robotic 
instrument guiding system (Innomotion) provides 6-DOF 
guidance and optional remote biopsy needle insertion

Fig. 28.10. The MR-compatible robot device, developed for tran-
srectal prostate interventions, as assembled on the MRI table

Fig. 28.9. The MR compatible robot (MrBot) developed for pros-
tate brachytherapy at Johns Hopkins tested in an animal study
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erful alternative to this conventional approach was 
introduced at the Engineering Research Center of 
the Johns Hopkins University for robotic manip-
ulation during transrectal prostate interventions 
in closed high-fi eld MRI scanners (Krieger et al. 
2005), shown in Figure 28.10. The 3-DOF decoupled 
device is inserted into the rectum and then maps the 
workspace in oblique cylindrical coordinates. The 
end-effector contains three real-time active tracking 
coils that provide full 6-DOF positional feedback 
in MRI scanner coordinates with 20-Hz frequency 
(Derbyshire et al. 1998). At the same time, the 
desired speed of motion is slow and the required 
accuracy is in the millimeter range (the smallest size 
of clinically signifi cant tumors). Considering these 
favorable constraints and the powerful real-time 
tracking, the device can be visually moved toward 
the target by manually powered torsion cables from 
outside the MRI scanner. The resulting system is 
simple, inexpensive, robust, and safe. Its develop-
ment progressed rapidly from concept to multiple 
clinical trials within less than 2 years. To date, 37 
patients have been treated in prostate cancer biopsy 
and seed placement procedures (Krieger et al. 2005; 
Menard et al. 2005; Susil et al. 2006).

28.5 
Conclusions

As percutaneous, minimally invasive proce-
dures under image guidance continue to increase 
in number and importance, there will be more 
demand for technological assistance. It is our belief 
that robotic systems will be an important part of 
future interventions, but this role needs to be further 
demonstrated in randomized clinical trials. Robotic 
systems can enhance surgical and interventional 
procedures through improved precision, stability, 
and dexterity. Furthermore, a robot is resistant 
to radiation and infection. Thus, a robot-assisted 
procedure will be of great clinical value for several 
reasons: (1) it provides very stable instrument guid-
ance, even for angulated approaches; (2) it allows 
access to a target when the presence of an imag-
ing device (e.g., an US transducer) would limit the 
access for a biopsy needle (intercostal approach); 
(3) it assists the physician during the coaxial biopsy 
or during a US check from a different approach 
while advancing the needle; and (4) the integration 

of quantitative information from US, CT, or MRI, in 
particular, allows robots to actively compensate for 
motion, such as respiration. By compensating for 
patient motion, the target can be made to appear 
static. Robot-assisted biopsy may further expand the 
time window during which a lesion can be explored 
when using contrast agents, since more time can be 
spent to target a lesion (Nilsson and Krause 2003). 
Thereafter, a robot may guide the needle into the 
most promising region of the lesion without the need 
for a second contrast injection. To be accepted in 
clinical practice, however, the set-up of a robot must 
be easy and intuitive and should require only mini-
mal operator training. A robot-assisted procedure 
must be cost-effective and should not signifi cantly 
increase the length of a procedure. Robotic systems, 
however, are not meant to replace the physician, 
but rather to augment the capabilities of the physi-
cian. This will also facilitate the development of new 
procedures that could not previously be performed 
without the aid of robots. We hope that, in the future, 
this will improve the quality of patient care and 
that combining the general abilities of a robot and 
a surgeon will generate great synergy. In any case, 
this will require considerable interaction between 
multiple disciplines, including medicine, engineer-
ing, computer science, and physics.
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29.1 
Introduction

Liver tumors account for a considerable number 
of deaths every year (World Health Organiza-

tion, 2004). One of type of primary liver tumors is 
hepatocellular carcinoma, which arises frequently 
as a complication of liver cirrhosis. Additionally, 
almost any tumor can seed metastasis within the 
liver, colorectal cancer being at the top of the list.

For many patients suffering from liver tumors, 
surgery may represent the only curative approach; 
for others only palliative, interventional techniques 
are available for local tumor control (e.g., cryo-
therapy, chemoembolization, ethanol injection, and 
radio frequency ablation).
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Individual treatment plans are based on laboratory 
results and imaging modalities such as ultrasound, 
spiral computed tomography (SCT), magnetic reso-
nance imaging (MRI) and nuclear medicine studies. 
Meticulous interpretation of the available imaging 
modalities is necessary in order to assess all aspects of 
the disease. Unfortunately, liver tumors exhibit com-
plex patho-anatomical relationships to surrounding 
vessels and bile ducts. Additionally, the involved Couin-
ead segments are mandatory to know, but the  correct 
identification represents a difficult task (Fischer et al. 
2002; Rieker et al. 2000;  Strunk et al. 2003). Three-
dimensional (3D) reconstructions can help in this 
situation but hardly exhibit quantitative information. 
It has to be considered that whenever surgery is not 
deemed a suitable therapeutic approach, there will be 
no other curative treatment option available.

Therefore, an interdisciplinary team of radiolo-
gists, surgeons and engineers started the develop-
ment of a system that should enhance and augment 
the therapeutic decision process. Moreover, the 
system should not only allow one to use new visu-
alization technologies like augmented reality, but 
should also deliver quantitative data like the number 
of involved segments, total liver volume and tumor 
volume. This marked the advent of the Virtual Liver 
Surgery Planning System (VLSPS).

The goal of this chapter is to demonstrate the 
properties of the VLSPS and how the system can be 
used for clinical workup in liver cancer patients.

29.2 
System Description

29.2.1 
Workflow

Several steps are necessary to run the VLSPS: patient 
data acquisition, medical image analysis, 3D dis-
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play using an augmented reality system and inter-
disciplinary team decision-making as to the best 
therapeutic approach. Figure 29.1 demonstrates the 
workflow in more detail.

Patient data acquisition is based on spiral CT and 
the whole data processing part is optimized for it. 
MRI could be used instead of spiral CT, but is not 
implemented yet. For spiral CT, scanning multirow 
detector computed tomography is used; in the past 
the detector used was a GE Lightspeed QXI Scan-
ner (GE Systems, Milwaukee, WI, USA), but recently 
there was an opportunity to use a Siemens Somatom 
Sensation (Siemens Medical System Inc., Forchheim, 
Germany).

After data acquisition, images are transferred to 
the hospital’s PACS system as well as to a DICOM 
server, which is not part of the PACS system. Images 
are stored temporarily on the machine’s hard disk. 
At regular intervals a script checks if there are new 
data and, if so, the DICOM header information will 
be sent to a database, the images will be converted 
to the more common Analyze image format, made 
anonymous and finally transferred to the medical 

image analysis system (analyzedirect.com). All data 
transfers adher to current Austrian legal require-
ments.

The medical image analysis system performs the 
segmentation task (e.g. the liver surface, the portal 
venous system and the liver veins are segmented). 
Due to recently developed algorithms this task is 
mostly automated (Fig. 29.2) (Beichel et al. 2001; 
Beichel et al. 2002). Based on these calculations the 
boundaries of the individual liver segments, as well 
as their volume, can be estimated (Fig. 29.3) (Bornik 
et al. 2004). Moreover, tools were developed for easy 
3D editing of the image data when the automated 
segmentation process fails (Fig. 29.4) (Reitinger et 
al. 2004).

For visualization, an augmented reality system 
is used. Details and components are given in 
Figure 29.5. The head-mounted display consists of 
two “see through” monitors (800 × 600 pixels each). 
Both monitors act as part of the graphic system, 
which is fed by the corresponding computer with 
two stereoscopic images. These monitors are fixed 
on a helmet that also contains the tracking tar-

Fig. 29.1. VLSPS workflow. The lefthand stack of spiral CT images represent data acquisition; the pink part in the center of 
the figure outlines the different data processing steps. The blue part on lower right corner symbolizes the quantitative results 
generated by the VLSPS, and all parts together lead to a decision regarding the best-suited therapeutic approach
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gets. The cameras emit infrared flashes, which are 
reflected by the tracking targets. Based on the shape 
of the tracking targets, as well as the time needed 
for reflection of the infrared flashes, the system cal-
culates the operator’s position within the 3D space. 
These calculations are performed in real time, and 
after every change of the operator’s position the ste-
reoscopic images are updated and sent to the see 
through monitors. For system interaction the oper-
ator uses the so-called personal interaction panel 
(PIP). Depending which side of the panel is up, the 

Fig. 29.2. 3D representation of the automated segmented 
portal venous system. Different colors mark the portal bran-
ches belonging to different liver segments

Fig. 29.3. 3D reconstruction of the computer-calculated and 
generated liver segments

Fig. 29.4. Snapshot obtained during 3D editing displaying 
the sphere tool. In this particular example the complete liver 
contour was not detected automatically, therefore manual 
editing is necessary. The sphere tool represents a device that 
allows a person to select a particular area of the liver sur-
face (marked in red) and afterwards to “push” or “pull” the 
selected liver contour as long as it fits the desired one. This 
procedure allows fast and easy 3D editing

Fig. 29.5. Components of the augmented reality system. Ope-
rator wears a head-mounted display (HMD). Tracking tar-
gets are fixed to the top of the HMD. The tracking cameras 
(usually four) send infrared flashes, which are reflected by 
the tracking targets. This information forms the basis for 
calculating the operator’s position within the 3D space. The 
panel represents the interface to the system and covers two 
tasks, depending on its position (more details in Figs. 29.6, 
29.7). On one side it displays action buttons and sliders for 
the operator; if flipped it acts as a cutting device for display 
of surrounding spiral CT data. All actions are carried out 
using a virtual pencil
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action behavior is changed: a) action buttons and 
sliders, which are activated by the touch of a virtual 
pencil, allow the scene to change (e.g., opacity of 
objects, performing measurements and much more) 
(Fig. 29.6); and b) if the panel is flipped, it acts as a 
cutting plane in order to display the source image 
data (Fig. 29.7).

The therapeutic decision process is supported 
and augmented in several ways. First, precise 3D dis-
play of the underlying patho-anatomy is achieved by 
visualization using the augmented reality system. 
Second, the resection of a lesion can be simulated 
by displaying the onco-surgical safety margin 
(Fig. 29.8). Third, individual distance measure-
ments can be made in 3D; a “snap in” mechanism 

helps the operator choose the right distance between 
two objects, such as a tumor and surrounding ves-
sels. Fourth, various surgical scenarios can be simu-
lated and evaluated (Fig. 29.9). Quantitative results 
are displayed by clicking with the virtual pencil on 
the corresponding action button (Table 29.1).

Fig. 29.6. The action button side of the PIP is shown; the 
pencil is used to activate the different functions

Fig. 29.7. A 3D reconstruction of a liver, as well as the pencil, 
which has activated a part of the liver surface for editing, is 
shown. The source CT data are displayed as selected by the 
PIP cutting plane

Fig. 29.8. Snapshot of the simulation step. The portal venous 
vessels are displayed in red; the tumor in yellow and the the 
green structure represents the onco-surgical safety margin. 
Moreover, the PIP with action buttons and sliders, as well as 
the virtual pencil, is displayed

Table 29.1. Quantitative results of the simulation process in 
another patient. All relevant results are listed

Information about case xxx 

# of tumors 1 

Liver volume 1,376.00 ml 

Tumor volume 177.00 ml 

Proposed resected 
segments 

II 

Type of resection atypical 

Volume of resected 
tissue 

atypical resection: 325.00 ml 

anatomic resection: 397.00 ml

Volume of remaining 
liver tissue 

atypical resection: 1,051.00 ml 

anatomic resection: 979.00 ml

Relative volume of 
the resected tissue 

atypical resection: 29% 

anatomic resection: 23% 

Time required for 
planning 

15 min
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29.2.2 
Hardware and Software Setup

For image transfer from the spiral CT machine to a 
DICOM server, a hospital’s intranet is used. A Silicon 
Graphics Workstation Octane serves as the DICOM 
server (Silicon Graphics Inc., MountView, CA, USA; 
http://www.sgi.com) using the free available DICOM 
server software from the Electronic Radiology Labo-
ratory Mallinckrodt Institute of Radiology (http://
www.erl.wustl.edu/DICOM/ctn.html).

For data processing and display operations Linux-
based workstations (Debian GNU/Linux; http://
www.debian.org/) are used, which are equipped with 
AMD™ 64-bit Opteron processors (Advanced Micro 
Devices Inc., Sunnyvale, CA, USA; http://www.amd.
com) and up to 64 GB of RAM. To run the augmented 
reality system, two workstations are necessary: one 
is responsible for collecting and processing the data 
of the infrared cameras used for determining the 
operator’s position, whereas the other uses these 
data for recomputing the stereoscopic views of the 
new position and updating the HMD. All parts are 
connected by a segmented local 100,00 MBit TCP/IP 
network. Software for all steps of data processing, 
as well the augmented reality system, was developed 
at the Institute for Computer Graphics and Vision, 

University of Technology Graz, Austria. The aug-
mented reality system is based on an Austrian col-
laborative research project between the Universities 
of Technology, Graz and Vienna, called “Studier-
stube” (http://studierstube.icg.tu-graz.ac.at). The 
A.R.T. Dtrack 1 system was used for infrared and 
tracking cameras (http://www.ar-tracking.de). 

29.3 
System Evaluation

The VLSPS system has already been evaluated in 
different ways. First, there was interest as to whether 
there was any advantage of the 3D editing tools, 
such as the above-mentioned sphere tool. There-
fore, from seven spiral CT scenes the liver surface 
was segmented and a local deformation produced 
artificially. The original liver volume, as well as the 
volume of the deformed liver, were known. There-
fore, the volume error, as produced by the defor-
mation, was known (Table 29.2). Afterward, three 
observers edited these seven scenes with the help 
of 3D tools, and the relative volume deviation of 
the edited liver volume from the original one was 

Fig. 29.9. Another scene from the simu-
lation process. The different steps of a 
hemihepatectomy are depicted (liver, 
tumor, virtual pencil, PIP)
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calculated again (Figs. 29.4, 29.10). As depicted in 
Figure 29.11, after an average of only 10.8 min. the 
final deviation was well below 4%.

Another setting of scenes was targeted to the 
assessment of the accuracy of the augmented real-
ity system. Thirteen scenes were prepared in the fol-
lowing way: a patient’s liver surface was segmented 
from a spiral CT scan, and different shaped and sized 
geometrical bodies “transplanted” (one or more). 
These bodies should simulate tumors (Fig. 29.12). 
Since these “transplanted” tumors were inserted 
artificially, their volume, as well as the liver volume, 
was known.

These scenes were transformed to slices again 
and saved in the DICOM format (nema.org). A group 
of ten senior physicians (five radiologists, four sur-
geons, one internist – grouped as radiologists and 
non-radiologists) had to evaluate these scenes at 
three different display settings: a) 2D: slices and 
multiplanar reconstructions; b) 3D: shaded surface 
display; and c) using the VLSPS. For a) and b) the 
Tiani J-Vision 3.3.13 Software (Tiani Inc., Vienna, 
Austria; http://www.tiani.com) was used. All physi-
cians had to estimate the ratio between the trans-
planted tumors and the whole liver separately in 2D, 
3D and using the VLSPS. The time needed for each 
task was recorded. Afterward, an analysis of vari-
ance was calculated using the SAS statistical soft-
ware package (Statistical Analysis System, Cary, NC, 
USA).

As can be seem in Figure 29.13, there were consid-
erable differences between the used display systems. 
As it can expected, the error for ratio estimation 
decreases if transplanted tumors get bigger. More-
over, as can be seen from Figure 29.14, the relative 
error of ratio estimations, as well as the time needed, 
declines from 2D to 3D to the VLSPS. It is worth 

noting that by switching from 2D to 3D radiologists 
gain less performance than non-radiologists. This 
finding may be explained by the fact that radiolo-
gists are trained to interpret cross-sectional slices, 
and the added 3D display is less important than it 
is for a non-radiologist. But both groups, radiolo-
gists and non-radiologists, improved their accuracy 
using the VLSPS. At ANOVA for ratio estimations 
this trend can be confirmed, since a statistically 
significant effect for the type of display (p < 0.001) 
and a nested effect for the type of display and user 
(p = 0.0001) as well as a borderline effect for the size 
of the transplanted tumors (p = 0.0455). Details can 
be found in Table 29.3. Furthermore, similar results 
can be found for time requirements (Table 29.4).

Table 29.2. Volume error produced artificially for evaluation 
of 3D editing tools

Scene # Induced Error

1 15.2%

2 6.7%

3 9.2%

4 4.1%

5 64.2%

6 8.4%

7 38.9%

Fig. 29.10. Working view at 3D editing. Segmented liver sur-
face is represented by a mesh graft; additionally, the spiral 
CT source data, as well as the liver contour on the spiral CT 
data, can be seen. White arrows mark the area where the 
automated segmentation process failed to detect the liver 
contour

Fig. 29.11. Chart displaying the final volume deviation after 
3D editing of seven scenes. As can be seen, the final deviation 
is well below 4%. An average time of only 10.8 min for 3D 
editing was necessary
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Fig. 29.12. A 3D reconstruction (using shaded surface 
display) of an extracted liver surface with an trans-
planted tumor

Fig. 29.13. Performance as 
achieved by the different 
display systems. The trans-
planted tumors are ordered by 
size. As can be expected, the 
performance increases if the 
ratio between the transplanted 
tumor and the liver decreases. 
But for all sizes the VLSPS 
performs best
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Fig. 29.14a,b. Achieved evaluation performance regarding ratio estimation in dependence of display system for different 
users (a) as well as the needed operator’s time (b)
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In the past, the whole team was engaged in devel-
opment and in implementing improvements. Nev-
ertheless, the system was already applied to two 
patients, in whom surgical therapy was regarded 
to be borderline suitable. Both patients were evalu-
ated using the VLSPS, and a surgical approach was 
chosen. Intra-operative findings correlated well with 
the pre-operative VLSPS evaluation.

29.4 
Conclusion

Technical progress regarding imaging modalities, 
computer hardware and the availability of open 
source operation systems like Linux enables chal-
lenging new applications (linux.org). The speed 
of computing as well as the tracking hardware for 
augmented reality systems allows us to generate 
real time systems, which can be used interactively. 
Besides pioneering work (Fishman et al. 1996), 

only a few institutions have already faced these 
new possibilities (Sonka et al.). First, evaluation of 
the VLSPS was targeted to prove if there was any 
advantage to using such a display. Our results indi-
cate that the VLSPS augments the therapeutic deci-
sion making. Moreover, it is worth noting that the 
improved visualization of VLSPS narrows the gap 
between radiologists and clinical colleagues, thus 
indicating a better understanding between different 
medical specialties. Until recently clinical experi-
ence has been limited, but the system is now ready 
to run. Before using the VLSPS in the clinical rou-
tine a retrospective study will be carried out, and 
after successful completion of that study, and with 
permission of the ethics board, the VLSPS will be 
introduced into the daily routine.
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Table 29.4. ANOVA results for time requirement

Effect F-value p 

Type of display 95.92 <.0001 * 

User (radiologist/non-radiologist) 1.24 0.2663 

Display*user 1.86 0.1579 

User*scene 1.58 0.033 * 

Tumor size*user 0.29 0.5881 

bold face and * marks those effects that are statistically 
significant

Table 29.3. ANOVA results for ratio (transplanted tumors / 
total liver volume) estimates

Effect F-value p 

Type of display 58.22 <.0001 * 

User (radiologist/non-radiologist) 1.98 0.1596 

Tumor size 4.82 0.0455 * 

Display*user 1.57 0.2100 

Tumor size*display 569.13 0.0001 * 

Tumor size*user 0.29 0.5881 

bold face and * marks those effects that are statistically 
significant
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List of Acronyms

2D two-dimensional
2DFT two-dimensional Fourier transformation
3D three-dimensional
3D MR three-dimensional magnetic resonance
3DFT three-dimensional Fourier transformation

AAM active appearance model
AIP average intensity projection
AR augmented reality
ASM active shape model

BI-RADS breast imaging reporting and data system

CAD computer-aided detection
CAS computed-aided surgery
CASS computer-aided surgical simulation
CBD common bile duct
CCA connected component analysis
CE-MRA contrast enhancement magnetic resonance 
 angiography
CISS constructive interference steady state
CPR curved planar reconstructions
CRC colorectal cancer
CSF cerebral spinal fl uid 
CTA CT angiography
CTC CT colonography
CTDI computed tomography dose index
CTE CT enterography
CTU CT urography
CTVP CT virtual pancreatoscopy

DCBE double contrast barium enema 
DCIS ductal carcinoma in situ
DESS double echo steady state
DOF degrees-of-freedom
DSA digital subtraction angiography
DTI diffusion tensor imaging
DWI diffusion  weighted imaging

EBCT electron beam CT
EGC early gastric cancer
EM expectation-maximisation
EPI echo planar imaging
ERCP endoscopic retrograde cholangiopancreatography
ERP endoscopic retrograde pancreatography

FESS functional endoscopic sinus surgery
FFDM full fi eld digital detector arrays
FFE fast fi eld echo
FID free induction decay
FIESTA fast imaging employing steady state acquisition 
FISP fast imaging with steady state processing

FLASH fast low angle shot sequence
fMR functional magnetic resonance
FNH focal nodular hyperplasia
FOBT faecal occult blood testing
FOV fi eld of view

GRASS gradient refocused acquisition in a steady state
GRE gradient recalled echo
GUI graphical user interface
GVF gradient vector fl ow

HA hepatic artery
HASTE half-Fourier acquisition single-shot turbo spin 

echo
HCC hepatocellular carcinoma
HD hepatic duct
HMD head-mounted display

ICP iterative closest point
IORP intraoperative retrograde pancreatoscopy
IPMN intraductal papillary mucinous neoplasm

LARS laparoscopic assistance robotic systems
LAVA liver acquisition volume acceleration
LDA linear discriminating classifi er
LED light emitting diodes 
LHD left hepatic duct
LI linear interpolation
LUT look up table

MDCT multi-detector row computed tomography
MinIp minimum intensity projection
MIP maximum intensity projection
MPR multi planar reconstruction
MP-RAGE magnetization prepared rapid gradient echo
MPVR multi planar volume reconstruction
MRA MR angiography
MRC MR cholangiography 
MRCP magnetic resonance cholangiopancreatography
MRDCT multi-row detector computed tomography
MRU MR urography
MSD mean standard deviation

NES nasal endoscopy simulator
NPU needle positioning unit

PACS picture archiving communication systems
PC phase contrast
PD pancreatic duct
PET positron emission tomography
PIP personal interaction panel
PSC primary sclerosing cholangitis
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PSIF FISP sequence reversed in time
PTC percutaneous transhepatic cholangiography
PVR perspective volume rendering

QCA quantitative coronary assessment

RAM random accessible memory
RARE rapid aquisition relaxation enhancement
RCM remote center of motion
RF radiofrequency
RHD right hepatic duct
ROI region of interest

SCT spiral computed tomography 
SE spin echo
SGLD spatial grey level dependance
SNR signal-to-noise ratio
SPECT single photon emission tomography
SPGR spoiled gradient recalled

SR surface rendering
SSD shaded surface display
SSFP steady-state free precession
SSFSE single-shot fast spin echo
STM statistical trained models
STS-MIP sliding thin slab maximum intensity projection

TOF time-of-fl ight
TR repetition time
TRUS transrectal ultrasound
TSE turbo spin echo

VB virtual bronchoscopy
VE virtual endoscopy
VIBE volumetric interpolated breath hold examination
VLSPS virtual liver surgery planning system
VOI volume of interest
VR volume rendering
VRML virtual reality modelling language
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Subject Index

A

Abdominal aortic aneurysm 133, 217, 348
Acoustic neuroma 115
Acute abdominal pain 37
Acute subarachnoidal hemorrhage 347
Adenoma-carcinoma sequence 248 
Adenomatous polyps 20, 88, 127, 244, 267, 378 (see Polyps)
AIP, Average Intensity Projection 320
Airways (see Thorax) 199
Alzheimer’s disease 112, 119
American Cancer Society 257
Angiography
– Conventional 175, 283
– CTA (see CT Angiography)
– Digital subtraction 57, 209
– Rotational X-ray 102
Angioma 192, 348
Angioscopy 89, 226
Aneurysm 108
– Aorta (see Abdominal Aortic Aneurysm)
– Coiling 212
– Intracranial 209, 347
– Splenic artery 284
Antiperistaltic drug 226
Aorta thoracic 217
Aortic Dissection 89, 217, 348
AR, Augmented Reality 67, 130, 409
Array (see Transducer)
Arterial Injuries 349
Artifact 
– Amalgam 186
– Beam hardening 211, 224
– Blooming 219
– Hole 313
– Motion 18, 34, 185, 199, 384
– Partial volume effects 144, 201, 214
– Pulsation 193
– Stair-step 334, 336
– Swallowing 190
Atlas
– Brain (see Brain atlas) 
– Functional (also see fMR)
Atrophic brain disease 119
Augmented reality 67, 130, 410
Automated coregistration algorithms 119
Automated grey-level matching 108
Automatic path planning (see Fly through path)

B

Balanced sequences 16
Beam hardening (see Artifact)
Biliary (see Biliary tract) 303
Bladder (see Urinary tract) 317
Block paradigm (see fMR)
BOLD, Blood Oxygen Level Dependent 113
Bolus 27
– Timing 89
Bone algorithm
– Opaque 333
– Shaded 333
– Unshaded 332
Bormann classifi cation 230
Brain
– Atrophy 118
– Activation 113
– Endothelial permeability (see Permeability)
– Perfusion (see Cerebral perfusion)
– Volume 119
Brain atlas 117, 128 
Breast
– CAD in contrast enhanced MRI 365
– CAD in mammograms 127, 360
– CAD in ultrasound 364
– Cancer imaging 356
– Disease of female breast 355
– 3D Image Fusion 115
Breath-hold imaging 9, 18, 226
Brodmann’s areas 116
Bronchi (see Thorax) 199
Bronchoscopy 207

C

CAD, Computer-Aided Detection 96, 127, 375
– Accuracy of CAD colon 381
– Application 127
– Bowel Preparation 386
– Breast 359
– Clinical Benefi t 376
– Colorectal Masses 386
– CT Colonography 376
– Electronic Cleansing 386
– Mammography 363
– Pitfalls of CAD colon 379, 383, 385
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CAD, Computer-Aided Detection  (Continued)
– Principles of CAD colon 376 
– Thorax 128
– Ultrasound 364
Cardiac function CT 214
C-arm 410
Caroli disease 304
Carotid artery 142, 151, 209
Carotid siphon 157
Cartilage 338
– Larynx 186, 187
– Thyroid 186
– Thickness 340
– Volume 340
– Water excitation 340
CAS, Computer-Aided Surgery 132, 394
Catheter insertion 212, 391
– Larynx 195
– Paranasal sinuses 162
CBYON system 165
CCA, Connected Component Analysis 46 (see Threshold-

ing)
CE-MRA, Contrast Enhancement Magnetic Resonance Angi-

ography (see MRA)
Cerebral perfusion 113
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