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Preface

Over the years since NMR was first applied to solve problems in structural biology, it has
undergone dramatic developments in both NMR instrument hardware and methodology. While
it is established that NMR is one of the most powerful tools for understanding biological pro-
cesses at the atomic level, it has become increasingly difficult for authors and instructors to
make valid decisions concerning the content and level for a graduate course of NMR in struc-
tural biology. Because many of the details in practical NMR are not documented systematically,
students entering the field have to learn the experiments and methods through communication
with other experienced students or experts. Often such a learning process is incomplete and
unsystematic. This book is meant to be not only a textbook, but also a handbook for those
who routinely use NMR to study various biological systems. Thus, the book is organized with
experimentalists in mind, whether they are instructors or students. For those who have a little
or no background in NMR structural biology, it is hoped that this book will provide sufficient
perspective and insight. Those who are already experienced in NMR research may find new
information or different methods that are useful to their research.

Because understanding fundamental principles and concepts of NMR spectroscopy is
essential for the application of NMR methods to research projects, the book begins with an
introduction to basic NMR principles. While detailed mathematics and quantum mechanics
dealing with NMR theory have been addressed in several well-known NMR books, Chapter 1
illustrates some of the fundamental principles and concepts of NMR spectroscopy in a more
descriptive and straightforward manner. Such questions as, “How is the NMR signal generated?
How do nuclear spins behave during and after different RF pulses? What is the rotating frame?
And why do we need it?” are addressed in Chapter 1. Next, NMR instrumentation is discussed
starting with hardware components. Topics include magnetic field homogeneity and stability,
signal generation and detection, probe circuits, cryogenic probes, analog-to-digital conversion,
and test equipment. A typical specification for an NMR spectrometer is also included in the
chapter. There is also a chapter covering NMR sample preparation, a process that is often
the bottleneck for the success of the NMR projects. Several routine strategies for preparing
samples for macromolecules as well as complexes are dealt with in detail.

Chapter 4 discusses the practical aspects of NMR, including probe tuning, magnet
shimming and locking, instrument calibrations, pulse field gradients, solvent suppression,
data acquisition and processing, and some homonuclear two-dimensional experiments. In
Chapter 5, experiments that are routinely used in studying biological molecules are discussed.
Questions to be addressed include how the experiments are setup and what kind of information
we can obtain from the experiments.

xi
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The next chapter focuses on the application of NMR techniques for the study of biological
molecules. The use of NMR in studying small biological molecules such as ligands, drugs,
and amino acids involved in different biological pathways is covered. Then, applications in
studies of macromolecules such as proteins, protein–peptide, and protein–protein complexes
are discussed. The last chapter deals with dynamics of macromolecules, important information
that can be uniquely obtained by NMR methods.

I would like to thank my colleagues who have contributed both directly and indirectly to
this book. I am particularly grateful to Dr. Jun Qin for writing sections of Chapter 3 and 7,
and for numerous discussions, and Drs. Kristen Mayer, Weidong Hu, Steve Unger, Fang
Tian, John Glushka, and Chalet Tan for reviewing all or part of this manuscript and providing
corrections, valuable comments, and encouragement. I am also grateful to the authors and
publishers who have given permission to use their figures. Finally, I am indebted to the staff
at Kluwer Academic / Plenum Publishers, especially to Senior Editor Andrea Macaluso and
Production Editor Felix Fortnoy for their constant support and encouragement.

Quincy Teng
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Basic Principles of NMR

1.1. INTRODUCTION

Energy states and population distribution are the fundamental subjects of any spectro-
scopic technique. The energy difference between energy states gives rise to the frequency of the
spectra, whereas intensities of the spectral peaks are proportional to the population difference
of the states. Relaxation is another fundamental phenomenon in nuclear magnetic resonance
spectroscopy (NMR), which influences both line shapes and intensities of NMR signals. It
provides information about structure and dynamics of molecules. Hence, understanding these
aspects lays the foundation to understanding basic principles of NMR spectroscopy.

In principle, an NMR spectrometer is more or less like a radio. In a radio, audio signals
in the frequency range of kilohertz are the signals of interest, which one can hear. However,
the signals sent by broadcast stations are in the range of 100 MHz for FM and of up to
1 GHz for AM broadcasting. The kilohertz audio signals must be separated from the megahertz
transmission frequencies before they are sent to speakers. In NMR spectroscopy, nuclei have
an intrinsic megahertz frequency which is known as the Larmor frequency. For instance, in
a molecule, all protons have the same Larmor frequency. However, the signals of interest
are the chemical shifts generated by the electron density surrounding an individual proton,
which are in the kilohertz frequency range. Many of the protons in the molecule have different
chemical environments which give different signals in the kilohertz range. One must find a
way to eliminate the megahertz Larmor frequency in order to observe the kilohertz chemical
shifts (more details to follow).

1.2. NUCLEAR SPIN IN A STATIC MAGNETIC FIELD

1.2.1. Precession of Nuclear Spins in a Magnetic Field

As mentioned above, energy and population associated with energy states are the basis of
the frequency position and the intensity of spectral signals. In order to understand the principles
of NMR spectroscopy, it is necessary to know how the energy states of nuclei are generated
and what are the energy and population associated with the energy states.

Key questions to be addressed in this section include:

1. What causes nuclei to precess in the presence of a magnetic field?
2. What kind of nuclei will give NMR signals?
3. How do nuclear spins orient in the magnetic field?

1
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Not any kind of nucleus will give NMR signals. Nuclei with an even number of both
charge and mass have a spin quantum number of zero, for example, 12C. These kinds of nuclei
do not have nuclear angular momentum and will not give rise to an NMR signal; these are
called NMR inactive nuclei. For nuclei with a nonzero spin quantum number, energy states are
produced by the nuclear angular moment interacting with the applied magnetic field. Nuclei
with a nonzero spin quantum number possess nuclear angular momentum whose magnitude
is determined by:

P = �

√
I (I + 1) (1.1)

in which I is the nuclear spin quantum number and � is the Planck constant divided by 2π .
The value of I is dependent on the mass and charge of the nucleus and can be either an integral
or half integral number. The z component of the angular momentum Pz is given by:

Pz = �m (1.2)

in which the magnetic quantum number m has possible values of I , I −1, . . . , −I +1, −I , and
a total of 2I +1. This equation tells us that the projection of nuclear angular momentum on the
z axis is quantized in space and has a total of 2I +1 possible values. The orientations of nuclear
angular momentum are defined by the allowed m values. For example, for spin 1

2 nuclei, the
allowed m are 1

2 and − 1
2 . Thus, the angular momentum of spin 1

2 has two orientations; one is
pointing up (pointing to the z axis) and the other pointing down (pointing to the −z axis) with
an angle of 54.7◦ relative to the magnetic field (Figure 1.1).

The nuclei with a nonzero spin quantum number will rotate about the magnetic field
B0 due to the torque generated by the interaction of the nuclear angular momentum with the
magnetic field. The magnetic moment (or nuclear moment), μ, is either parallel or antiparallel
to their angular momentum:

μ = γP = γ �

√
I (I + 1) (1.3)

in which γ is the nuclear gyromagnetic ratio, which has a specific value for a given isotope.
Thus, γ is a characteristic constant for a specific nucleus. The angular momentum P is the
same for all nuclei with the same magnetic quantum number, whereas the angular moment μ

z

x

�z 2
1m =

2
1m −=

Figure 1.1. Orientation of nuclear angular moment μ with spin 1
2 and its z component, μz. The vectors

represent the angular moment μ rotating about the magnetic field whose direction is along the z axis of
the laboratory frame.
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is different for different nuclei. For instance, 13C and 1H have the same angular momentum
P because they have same spin quantum number of 1

2 , but have different angular moments μ

because they are different isotopes with different γ . Therefore, the nuclear angular moment μ

is used to characterize nuclear spins. The moment μ is parallel to the angular momentum if γ

is positive or antiparallel if γ is negative (e.g., 15N). Similar to the z component of the angular
momentum, Pz, the z component of angular moment μz is given by:

μz = γPz = γ �m (1.4)

The equation indicates that μz has a different value for different nuclei even if they may have
the same magnetic quantum number m. When nuclei with a nonzero spin quantum number
are placed in a magnetic field, they will precess about the magnetic field due to the torque
generated by the interaction of the magnetic field B0 with the nuclear moment μ. The angle
of μ relative to B0 is dependent on m. Nuclei with nonzero spin quantum numbers are also
called nuclear spins because their angular moments make them spin in the magnetic field.

In summary, the nuclear angular momentum is what causes the nucleus to rotate relative to
the magnetic field. Different nuclei have a characteristic nuclear moment because the moment
is dependent on the gyromagnetic ratio γ , whereas nuclei with the same spin quantum number
possess the same nuclear angular momentum. Nuclear moments have quantized orientations
defined by the value of the magnetic quantum number, m. The interaction of nuclei with
the magnetic field is utilized to generate an NMR signal. Because the energy and population
of nuclei are proportional to the magnetic field strength (more details discussed below), the
frequency and intensity of the NMR spectral signals are dependent on the field strength.

1.2.2. Energy States and Population

It has been illustrated in the previous section that nuclei with nonzero spin quantum
numbers orient along specific directions with respect to the magnetic field. They are rotating
continuously about the field direction due to the nuclear moment μ possessed by nuclei. For
each orientation state, also known as the Zeeman state or spin state, there is energy associated
with it, which is characterized by the frequency of the precession.

Key questions to be addressed in this section include:

1. What is the energy and population distribution of the Zeeman states?
2. What are the nuclear precession frequencies of the Zeeman states and the frequency

of the transition between the states, and how are they different?
3. How are energy and population related to measurable spectral quantities?

The intrinsic frequency of the precession is the Larmor frequency ω0. The energy of
the Zeeman state with magnetic quantum number m can be described in terms of the Larmor
frequency:

E = −μzB0 = −m�γB0 = m�ω0 (1.5)

in which B0 is the magnetic field strength in the unit of tesla, T, and ω0 = −γB0 is the Larmor
frequency. Therefore, the energy difference of the allowed transition (the selection rule is that
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only a single-quantum transition, that is, �m = ±1, is allowed), for instance, between the
m = − 1

2 and m = 1
2 Zeeman states, is given by:

�E = �γB0 (1.6)

Because �E = �ω, the frequency of the required electromagnetic radiation for the transition
has the form of:

ω = γB0 (1.7)

which has a linear dependence on the magnetic field strength. Commonly, the magnetic field
strength is described by the proton Larmor frequency at the specific field strength. A proton
resonance frequency of 100 MHz corresponds to the field strength of 2.35 T. For example, a
600 MHz magnet has a field strength of 14.1 T. While the angular frequency ω has a unit of
radians per second, the frequency can also be represented in hertz with the relationship of:

ν = ω

2π
(1.8)

As the magnetic field strength increases, the energy difference between two transition states
becomes larger, as does the frequency associated with the Zeeman transition. The intensity
of the NMR signal comes from the population difference between two Zeeman states of the
transition. The population of the energy state is governed by the Boltzmann distribution. For
a spin 1

2 nucleus with a positive γ such as 1H, or 13C, the lower energy state (ground state) is
defined as the α state for m = 1

2 , whereas the higher energy state (excited state) is labeled as
the β state for m = − 1

2 . For 15N, m = − 1
2 is the lower energy α state because of its negative γ .

The ratio of the populations in the states is quantitatively described by the Boltzmann equation:

Nβ

Nα

= e−�E/kT = e−�γB0/kT = 1

e�γB0/kT
(1.9)

in which Nα and Nβ are the population of the α and β states, respectively, T is the absolute
temperature and k is the Boltzmann constant. The equation states that both the energy difference
of the transition states and the population difference of the states increase with the magnetic
field strength. Furthermore, the population difference has a temperature dependence. If the
sample temperature reaches absolute zero, there is no population at the β state and all spins
will lie in the α state, whereas both states will have equal population if the temperature is
infinitely high. At T near room temperature, ∼300 K, �γB0 � kT . As a consequence, a
first-order Taylor expansion can be used to describe the population difference:

Nβ

Nα

≈ 1 − �γB0

kT
(1.10)

At room temperature, the population of the β state is slightly lower than that of the α state.
For instance, the population ratio for protons at 800 MHz field strength is 0.99987. This
indicates that only a small fraction of the spins will contribute to the signal intensity due
to the low energy difference and hence NMR spectroscopy intrinsically is a very insensitive
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spectroscopic technique. Therefore, a stronger magnetic field is necessary to obtain better
sensitivity, in addition to other advantages such as higher resolution and the TROSY effect
(transverse relaxation optimized spectroscopy).

1.2.3. Bulk Magnetization

Questions to be addressed in this section include:

1. What is the bulk magnetization and where is it located?
2. Why do no transverse components of bulk magnetization exist at equilibrium?

The observable NMR signals come from the assembly of nuclear spins in the presence
of the magnetic field. It is the bulk magnetization of a sample (or macroscopic mag-
netization) that gives the observable magnetization, which is the vector sum of all spin
moments (nuclear angular moments). Because nuclear spins precess about the magnetic
field along the z axis of the laboratory frame, an individual nuclear moment has equal
probability of being in any direction of the xy plane. Accordingly, the transverse com-
ponent of the bulk magnetization at the equilibrium state is averaged to zero and hence
is not observable (Figure 1.2). The bulk magnetization M0 results from the small popu-
lation difference between the α and β states. At equilibrium, this vector lies along the
z axis and is parallel to the magnetic field direction for nuclei with positive γ because
the spin population in the α state is larger than that in the β state. Although the bulk
magnetization is stationary along the z axis, the individual spin moments rotate about
the axis.

x

y

z

M0

�

�

B0

Figure 1.2. Bulk magnetization of spin 1
2 nuclei with positive γ . x, y, and z are the axes of the laboratory

frame. The thin arrows represent individual nuclear moments. The vector sum of the nuclear moments
on the xy plane is zero because an individual nuclear moment has equal probability of being in any
direction of the xy plane. The bulk magnetization M0, labeled as a thick arrow, is generated by the small
population difference between the α and β states, and is parallel to the direction of the static magnetic
field B0.
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1.3. ROTATING FRAME

The questions to be addressed in this section include:

1. What is the rotating frame and why is it needed?
2. What is the B1 field and why must it be an oscillating electromagnetic field?
3. How does the bulk magnetization M0 react when a B1 field is applied to it?
4. What is the relationship between radio frequency (RF) pulse power and pulse length?

The Larmor frequency of a nuclear isotope is the resonance frequency of the isotope in the
magnetic field. For example, 1H Larmor frequency will be 500 MHz for all protons of a sample
in a magnetic field of 11.75 T. If the Larmor frequency were the only observed NMR signal,
NMR spectroscopy would not be useful because there would be only one resonance signal for
all 1H. In fact, chemical shifts are the NMR signals of interest (details in section 1.7), which
have a frequency range of kilohertz, whereas the Larmor frequency of all nuclei is in the range
of megahertz. For instance, the observed signals of protons are normally in the range of several
kilohertz with a Larmor frequency of 600 MHz in a magnetic field of 14.1 T. How the Larmor
frequency is removed before NMR data are acquired, what the rotating frame is, why we need
it, and how the bulk magnetization changes upon applying an additional electromagnetic field
are the topics of this section.

Since the Larmor frequency will not be present in any NMR spectrum, it is necessary
to remove its effect when dealing with signals in the kilohertz frequency range. This can
be done by applying an electromagnetic field B1 on the xy plane of the laboratory frame,
which rotates at the Larmor frequency with respect to the z axis of the laboratory frame. This
magnetic field is used for the purposes of (a) removing the effect of the Larmor frequency and
hence simplifying the theoretical and practical consideration of the spin precession in NMR
experiments and (b) inducing the nuclear transition between two energy states by its interaction
with the nuclei in the sample according to the resonance condition that the transition occurs
when the frequency of the field equals the resonance frequency of the nuclei. This magnetic
field is turned on only when it is needed. Because the Larmor frequency is not observed in NMR
experiments, a new coordinate frame is introduced to eliminate the Larmor frequency from
consideration, called the rotating frame. In the rotating frame, the xy plane of the laboratory
frame is rotating at or near the Larmor frequency ω0 with respect to the z axis of the laboratory
frame. The transformation of the laboratory frame to the rotating frame can be illustrated by
taking a merry-go-round as an example. The merry-go-round observed by one standing on the
ground is rotating at a given speed. When one is riding on it, he is also rotating at the same
speed. However, he is stationary relative to others on the merry-go-round. If the ground is
considered as the laboratory frame, the merry-go-round is the rotating frame. When the person
on the ground steps onto the merry-go-round, it is transformed from the laboratory frame to the
rotating frame. The sole difference between the laboratory frame and the rotating frame is that
the rotating frame is rotating in the xy plane about the z axis relative to the laboratory frame.

By transforming from the laboratory frame to the rotating frame, the nuclear moments are
no longer spinning about the z axis, that is, they are stationary in the rotating frame. The term
“transforming” here means that everything in the laboratory frame will rotate at a frequency of
−ω0 about the z axis in the rotating frame. As a result, the bulk magnetization does not have
its Larmor frequency in the rotating frame. Since the applied B1 field is rotating at the Larmor
frequency in the laboratory frame, the transformation of this magnetic field to the rotating
frame results in a stationary B1 field along an axis on the xy plane in the rotating frame, for



Basic Principles of NMR 7

example the x axis. Therefore, when this B1 magnetic field is applied, its net effect on the
bulk magnetization is to rotate the bulk magnetization away from the z axis clockwise about
the axis of the applied field by the left-hand rule in the vector representation.

In practice, the rotation of the B1 field with respect to the z axis of the laboratory frame
is achieved by generating a linear oscillating electromagnetic field with the magnitude of 2B1
because it is easily produced by applying electric current through the probe coil (Figure 1.3).
The oscillating magnetic field has a frequency equal to or near the Larmor frequency of the
nuclei. As the current increases from zero to maximum, the field proportionally increases from
zero to the maximum field along the coil axis (2B1 in Figure 1.3). Reducing the current from
the maximum to zero and then to the minimum (negative maximum, −i) decreases the field
from 2B1 to −2B1. Finally, the field is back to zero from −2B1 as the current is increased
from the minimum to zero to finish one cycle. If the frequency of changing the current is
νrf , we can describe the oscillating frequency as ωrf (ω = 2πν). Mathematically, this linear
oscillating field (thick arrow in Figure 1.4) can be represented by two equal fields with half of
the magnitude, B1, rotating in the xy plane at the same angular frequency in opposite directions
to each other (thin arrows). When the field has the maximum strength at 2B1, each component
aligns on the y axis with a magnitude of B1. The vector sum of the two is 2B1 [Figure 1.4(a)].
When the current is zero, which gives zero in the field magnitude, each component still has
the same magnitude of B1 but aligns on the x and −x axes, respectively, which gives rise
to a vector sum of zero [Figure 1.4(c)]. As the current reduces, both components rotate into

i–i

2B1–2B1

Figure 1.3. The electromagnetic field generated by the current passing through the probe coil. The
magnitude of the field is modulated by changing the current between −i and +i. The electromagnetic
field is called the oscillating B1 field.

i i -i

x

y

-i

(a) (b) (c)–ωrf

ωrf

(d) (e)

Figure 1.4. Vector sum of the oscillating B1 field generated by passing current through a probe coil. The
magnitude of the field can be represented by two equal amplitude vectors rotating in opposite directions.
The angular frequency of the two vectors is the same as the oscillating frequency ωrf of the B1 field.
When ωrf = ω0, B1 is said to be on resonance. (a) When the current reaches the maximum, the two
vectors align on y axis. The sum of the two vectors is the same as the field produced in the coil. (b) As
the B1 field reduces, its magnitude equals the sum of the projections of two vectors on the y axis. (c)
When the two vectors are oppositely aligned on the x axis, the current in the coil is zero.
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x

y

M0

B1

�1

�0

Figure 1.5. B1 field in the laboratory frame. The bulk magnetization M0 is the vector sum of individual
nuclear moments which are precessing about the static magnetic field B0 at the Larmor frequency ω0.
When the angular frequency ωrf of the B1 field is equal to the Larmor frequency, that is, ωrf = ω0, the
B1 field is on resonance.

the −y region and the sum produces a negative magnitude [Figure 1.4(d)]. Finally, the two
components meet at the −y axis, which represents a field magnitude of −2B1 [Figure 1.4(e)].
At any given time the two decomposed components have the same magnitude of B1, the same
frequency of ωrf , and are mirror images of each other.

If the frequency of the rotating frame is set to ωrf , which is close to the Larmor frequency
ω0, the component of the B1 field which has ω1 in the laboratory frame has null frequency in the
rotating frame because of the transformation by −ωrf . The other with −ωrf in the laboratory
frame now has an angular frequency of −2ωrf after the transformation. Since the latter has
a frequency far away from the Larmor frequency it will not interfere with the NMR signals
which are in the range of kilohertz. Therefore, this component will be ignored throughout the
discussion unless specifically mentioned. The former component with null frequency in the
rotating frame is used to represent the B1 field. If we regulate the frequency of the current
oscillating into the coil as ω0, then setting ωrf equal to the Larmor frequency ω0, the B1 field
is said to be on resonance (Figure 1.5). Since in the rotating frame the Larmor frequency is
not present in the nuclei, the effect of B0 on nuclear spins is eliminated. The only field under
consideration is the B1 field. From the earlier discussion we know that nuclear magnetization
will rotate about the applied field direction upon its interaction with a magnetic field. Hence,
whenever B1 is turned on, the bulk magnetization will be rotated about the axis where B1 is
applied in the rotating frame. The frequency of the rotation is determined by:

ω1 = −γB1 (1.11)

This should not be misunderstood as ωrf of the B1 field since ωrf is the field oscillating
frequency determined by changing the direction of the current passing through the coil, which
is set to be the same as or near the Larmor frequency. Frequency ωrf is often called the carrier
frequency or the transmitter frequency. The frequency ω1 is determined by the amplitude of
the B1 field, that is, the maximum strength of the B1 field. By modulating the amplitude and
time during which B1 is turned on, the bulk magnetization can be rotated to anywhere in the
plane perpendicular to the axis of the applied B1 field in the rotating frame. If B1 is turned on
and then turned off when M0 moves from the z axis to the xy plane, this is called a 90◦ pulse.
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Figure 1.6. Vector representation of the bulk magnetization upon applying a 90◦ pulse and a 180◦ pulse
by B1 along the x axis in the rotating frame.

The corresponding time during which β1 is applied is called the 90◦ pulse length (or the 90◦
pulse width), and the field amplitude is called the pulse power. A 90◦ pulse length can be as
short as a few microseconds and as long as a fraction of a second. The pulse power for a hard
(short) 90◦ pulse is usually as high as half of a hundred watts for protons and several hundred
watts for heteronuclei (all nuclei except 1H). Because heteronuclei have lower gyromagnetic
ratios than protons, they have longer 90◦ pulse lengths at a given B1 field strength.

The 90◦ pulse length (pw90) is proportional to the B1 field strength:

ν1 = γB1

2π
= 1

4pw90
(1.12)

pw90 = π

2γB1
= 1

4ν1
(1.13)

in which ν1 is the field strength in the frequency unit of hertz. A higher B1 field produces a
shorter 90◦ pulse. A 90◦ pulse of 10 μs corresponds to a 25 kHz B1 field. Nuclei with smaller
gyromagnetic ratios will require a higher B1 to generate the same pw90 as that with larger
γ . When a receiver is placed on the transverse plane of the rotating frame, NMR signals are
observed from the transverse magnetization. The maximum signal is obtained when the bulk
magnetization is in the xy plane of the rotating frame, which is done by applying a 90◦ pulse.
No signal is observed when a 180◦ pulse is applied (Figure 1.6).

1.4. BLOCH EQUATIONS

As we now know, the nuclei inside the magnet produce nuclear moments which cause
them to spin about the magnetic field. In addition, the interaction of the nuclei with the magnetic
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field will rotate the magnetization toward the transverse plane when the electromagnetic B1
field is applied along a transverse axis in the rotating frame. After the pulse is turned off, the
magnetization is solely under the effect of the B0 field. How the magnetization changes with
time can be described by the Bloch equations, which are based on a simple vector model.

Questions to be addressed in the current section include:

1. What phenomena do the Bloch equations describe?
2. What is free induction decay (FID)?
3. What are the limitations of the Bloch equations?

In the presence of the magnetic field B0, the torque produced by B0 on spins with the
angular moment μ causes precession of the nuclear spins. Felix Bloch derived simple semi-
classical equations to describe the time-dependent phenomena of nuclear spins in the static
magnetic field (Bloch, 1946). The torque on the bulk magnetization, described by the change
of the angular momentum as a function of time, is given by:

T = dP

dt
= M × B (1.14)

in which M × B is the vector product of the bulk magnetization M (the sum of μ) with the
magnetic field B. Because M = γP (or P = M/γ ) according to Equation (1.3), the change
of magnetization with time is described by:

dM

dt
= γ (M × B) (1.15)

When B is the static magnetic field B0 which is along the z axis of the laboratory frame,
the change of magnetization along the x, y, and z axes with time can be obtained from the
determinant of the vector product:

dM

dt
= i

dMx

dt
+ j

dMy

dt
+ k

dMz

dt
= γ

∣∣∣∣∣∣
i j k

Mx My Mz

0 0 B0

∣∣∣∣∣∣ = iγMyB0 − jγMxB0 (1.16)

in which i, j , k are the unit vectors along the x, y, and z axes, respectively. Therefore,

dMx

dt
= γMyB0 (1.17)

dMy

dt
= −γMxB0 (1.18)

dMz

dt
= 0 (1.19)

The above Bloch equations describe the time dependence of the magnetization components
under the effect of the static magnetic field B0 produced by the magnet of an NMR spectrometer
without considering any relaxation effects. The z component of the bulk magnetization Mz

is independent of time, whereas the x and y components are decaying as a function of time
and the rate of decay is dependent on the field strength and nuclear gyromagnetic ratio. The
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Bloch equations can be represented in the rotating frame, which is related to their form in the
laboratory frame according to the following relationship:

(
dM

dt

)
rot

=
(

dM

dt

)
lab

+ M × ω = M × (γB + ω) = M × γBeff (1.20)

in which Beff = B + ω/γ and ω is the angular frequency of the rotating frame and is the
same as ωrf . The motion of magnetization in the rotating frame is the same as in the laboratory
frame, provided the field B is replaced by the effective field Beff . When ω = −γB = ω0,
the effective field disappears, resulting in time-independent magnetization in the rotating
frame. It is worth noting that −γB is the Larmor frequency of the magnetization according
to Equation (1.5), whereas γB is the transformation from the laboratory frame to the rotating
frame, −ωrf (section 1.3).

Since the bulk magnetization at equilibrium is independent of time, based on the Bloch
equations it is not an observable NMR signal. The observable NMR signals are the time-
dependent transverse magnetization. However, at equilibrium the net xy projections of the
magnetization (nuclear angular moments) are zero due to precession of the nuclear spins. The
simple solution to this is to bring the bulk magnetization to the xy plane by applying the
B1 electromagnetic field. The transverse magnetization generated by the B1 field (90◦ pulse)
will not stay in the transverse plane indefinitely, instead it decays under the interaction of the
static magnetic field B0 while precessing about the z axis and realigns along the magnetic
field direction or the z axis of the laboratory frame (Figure 1.7). The decay of the transverse
magnetization forms the observable NMR signals detected by the receiver in the xy plane in
the rotating frame, which is called the free induction decay, or FID.

The Bloch theory has its limitations in describing spin systems with nuclear interactions
other than chemical shift interactions, such as strong scalar coupling. In general, the Bloch
equations are applied to systems of noninteracting spin 1

2 nuclei. Nevertheless, it remains a
very useful tool to illustrate simple NMR experiments.

x

y

B0

MZ

(b)

y

x

B0

M0

B1

(a)

Figure 1.7. Vector model representation of a one-pulse experiment. (a) The equilibrium bulk magnetiz-
ation shown by the shaded arrow is brought to the y axis by a 90◦ pulse along the x axis. (b) After the
90◦ pulse, the transverse magnetization decays back to the initial state while precessing about the z axis.
An FID is observed by quadrature detection on the transverse plane.
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1.5. FOURIER TRANSFORMATION AND ITS APPLICATIONS IN NMR

The FID is the sum of many time domain signals with different frequencies, amplitudes
and phases. These time domain signals are detected and digitized during the signal acquis-
ition period. In order to separate the individual signals and display them in terms of their
frequencies (spectra), the time domain data (FID) are converted to frequency spectra by
applying Fourier transformation, named after its discovery by French mathematician Joseph
Fourier.

The questions to be addressed in this section include:

1. What are the properties of Fourier transformation useful for NMR?
2. What is the relationship between excitation bandwidth and pulse length in terms of

the Fourier transformation?
3. What is quadrature detection and why is it necessary?

1.5.1. Fourier Transformation and Its Properties Useful for NMR

The Fourier transformation describes the connection between two functions with depend-
ent variables such as time and frequency (ω = 2π/t), called a Fourier pair, by the relationship
(Bracewell, 1986):

F(ω) = Ft{f (t)} =
∫ ∞

−∞
f (t)e−iωt dt (1.21)

f (t) = Ft{F(ω)} =
∫ ∞

−∞
F(ω)eiωt dν (1.22)

Although there are many methods to perform Fourier transformation for the NMR data, the
Cooley–Tukey fast Fourier Transformation algorithm is commonly used to obtain NMR spectra
from FIDs combined with techniques such as maximum entropy (Sibisi et al., 1984; Mazzeo
et al., 1989; Stern and Hoch, 1992) and linear prediction (Zhu and Bax, 1990; Barkhuusen
et al., 1985). For NMR signals described as an exponential function (or sine and cosine pair)
with a decay constant 1/T , the Fourier pair is the FID and spectrum with the forms of:

f (t) = e(iω0−1/T )t (1.23)

F(ω) = Ft{f (t)} =
∫ ∞

−∞
e(iω0−1/T )te−iωtdt = i(ω0 − ω) + (1/T )

(ω0 − ω)2 + (1/T 2)
(1.24)

which indicate that the spectrum is obtained by Fourier transformation of the FID and the fre-
quency signal has a Lorentzian line shape. Some important properties of Fourier transformation
useful in NMR spectroscopy are discussed below (Harris and Stocker, 1998):

1. Linearity theorem. The Fourier transform of the sum of functions is the same as the
sum of Fourier transforms of the functions:

Ft{f (t) + g(t)} = Ft{f (t)} + Ft{g(t)} (1.25)
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This tells us that the sum of time domain data such as an FID will yield individual frequency
signals after Fourier transformation.

2. Translation theorem. The Fourier transform of a function shifted by time τ is equal
to the product of the Fourier transform of the unshifted function and the factor eiωτ :

Ft{f (t + τ)} = eiωτ Ft{f (t)} = ei2πφFt{f (t)} (1.26)

This states that a delay in the time function introduces a frequency-dependent phase shift in
the frequency function. A delay in the acquisition of the FID will cause a first-order phase
shift in the corresponding spectrum (frequency-dependent phase shift, see section 4.96). This
also allows the phase of a spectrum to be adjusted after acquisition without altering the signal
information contained in the time domain data f (t) (FID). The magnitude representation of
the spectrum is unchanged because integration of | exp(iωτ)| over all possible ω yields unity.
Similarly,

Ft{f (ω − ω0)} = eiω0τ f (t) (1.27)

A frequency shift in a spectrum is equivalent to an oscillation in the time domain with the
same frequency. This allows the spectral frequency to be calibrated after acquisition.

3. Convolution theorem. The Fourier transform of the convolution of functions f1 and
f2 is equal to the product of the Fourier transforms of f1 and f2:

Ft{f1(t) ∗ f2(t)} = Ft[f1(t)] ∗ Ft[f2(t)] (1.28)

in which the convolution of two functions is defined as the time integral over the product of
one function and the other shifted function:

f1(t) ∗ f2(t) =
∫ ∞

−∞
f1(τ ) f2(t − τ) dτ (1.29)

Based on this theorem, desirable line shapes of frequency signals can be obtained simply by
applying a time function to the acquired FID prior to Fourier transformation to change the line
shape of the spectral peaks, known as apodization of the FID.

4. Scaling theorem. The Fourier transform of a function with which a scaling trans-
formation is carried out (t → t/c) is equal to the Fourier transform of the original function
with the transformation ω → cω multiplied by the absolute value of factor c:

Ft{f (t/c)} = |c|F(cω) (1.30)

According to this theorem, the narrowing of the time domain function by a factor of c causes
the broadening of its Fourier transformed function in frequency domain by the same factor,
and vice versa. This theorem is also known as similarity theorem.

5. Parseval’s theorem.∫ ∞

−∞
|f (t)|2 dt =

∫ ∞

−∞
|F(ν)|2 dν =

∫ ∞

−∞
|F(ω)|2 dω (1.31)
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This theorem indicates that the information possessed by the signals in both time domain and
frequency domain is identical.

1.5.2. Excitation Bandwidth

In order to excite the transitions covering all possible frequencies, the excitation band-
width is required to be sufficiently large. This requirement is achieved by applying short RF
pulses. In certain other situations, the excitation bandwidth is required to be considerably
narrow to excite a narrow range of resonance frequencies such as in selective excitation. The
following relationships of Fourier transform pairs are helpful in understanding the process.

A Dirac delta function δ(t − τ) in the time domain at t = τ gives rise to a spectrum with
an infinitely wide frequency range and uniform intensity:

Ft{δ(t − τ)} =
∫ ∞

−∞
δ(t − τ)e−iωt dt = e−iωτ (1.32)

which produces a frequency domain function with a perfectly flat magnitude at all frequencies
because |e−iωτ | = 1. The δ function can be considered as an infinitely short pulse centered at τ .
This infinitely short pulse excites an infinitely wide frequency range. When τ equals zero, each
frequency has the same phase. Equation (1.32) means that in order to excite a wide frequency
range, the RF pulse must be sufficiently short. Alternatively, for selective excitation, a narrow
range of frequency is excited when a long RF pulse is used. A δ function in the frequency
domain representing a resonance at frequency ω0 with a unit magnitude has a flat constant
magnitude in the time domain lasting infinitely long in time:

Ft{eiω0t } =
∫ ∞

−∞
eiω0te−iωt dt = 2πδ(ω − ω0) (1.33)

For a single resonance excitation, the RF pulse is required to be infinitely long. In practice,
the short pulses are a few microseconds, which are usually called hard pulses, whereas the
long pulses may last a few seconds, and are called selective pulses. Shown in Figure 1.8 are
the Fourier transforms of the short and long pulses. The bandwidth of the short pulse may
cover several kilohertz and the selectivity of a long pulse can be as narrow as several hertz. A
Gaussian function is the only function whose Fourier transformation gives another same-type
(Gaussian) function [Figure 1.8(d) and (h)]:

Ft{e−t2/σ 2} =
∫ ∞

−∞
e−t2/σ 2

e−iωt dt = −σ
√

πe−(ω2σ 2)/4 (1.34)

A Gaussian shaped pulse will selectively excite a narrow frequency range. The value of
σ determines the selectivity of the pulse. The broadening of a Gaussian pulse results in
narrowing in the frequency domain. More details on selective shaped pulses will be discussed
in Chapter 4.
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Figure 1.8. RF pulses and their Fourier transforms. Long and short rectangular pulses (a)–(c) and
corresponding Fourier transforms (e)–(g), Gaussian shaped pulse (d) and its Fourier transform (h).

1.5.3. Quadrature Detection

Two important time domain functions in NMR are the cosine and sine functions. The
Fourier transformations of the two functions are as follows:

Ft{cos(ω0t)} =
∫ ∞

−∞
1

2

(
eiωt + e−iωt

)
e−iωt dt = 1

2
[δ(ν − ν0) + δ(ν + ν0)] (1.35)

Ft{sin(ω0t)} =
∫ ∞

−∞
1

2i

(
eiωt − e−iωt

)
e−iωt dt = 1

2i
[δ(ν − ν0) − δ(ν + ν0)] (1.36)

The time domain signal may be considered as a cosine function. If an FID is detected by a
single detector in the xy plane in the rotating frame during acquisition after a 90◦ pulse, the
Fourier transformation of the cosine function gives rise to two frequency resonances located
at ν0 and −ν0, as described by the δ functions in Equation (1.35). This indicates that the time
domain signal detected by a single detector does not have information on the sign of the signal.
As a result, each resonance will have a pair of peaks in the frequency domain. In order to
preserve the information on the sign of the resonance, a second detector must be used, which
is placed perpendicular to the first one in the xy plane. The signal detected by the second
detector is a sine function (a time function which is 90◦ out of phase relative to the cosine
function). The combined signal detected by the quadrature detector is a complex sinusoidal
function, eiω0t , which produces a resonance at ω0 or ν0:

Ft{eiω0t } =
∫ ∞

−∞
eiω0te−iω0t dt = 2πδ(ω − ω0) = δ(ν − ν0) (1.37)
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Therefore, quadrature detection (two detectors aligned perpendicularly) is required to detect
NMR signals with a distinguishable sign in the frequency domain.

1.6. NYQUIST THEOREM AND DIGITAL FILTERS

Questions to be addressed in the current section include:

1. What is the Nyquist theorem and how does it affect NMR signal detection?
2. What is the relationship between the spectral window (SW) and the sampling rate of

detection?
3. What is digital filtering and its application to NMR?

In the analog-to-digital conversion of the NMR signal, the analog signal is sampled
with a certain sampling rate by the ADC (analog-to-digital converter, Chapter 2). The Nyquist
theorem (Bracewell, 1986) states that for the frequency to be accurately represented the
sampling rate is required to be at least twice the frequency. In other words, the highest fre-
quency which can be accurately sampled is half of the sampling rate. This frequency is called
the Nyquist frequency, which is defined as the spectral width, or the spectral window (SW). As
a result, two time points must be recorded per period of a sinusoidal signal. The time interval
of sampling is called the dwell time (DW) and 1/DW is the sampling rate, which based on the
Nyquist theorem has the relationship with SW:

fn = SW = 1

2DW
(1.38)

If a signal frequency, ν, is higher than the Nyquist frequency, it will appear at a different
frequency in the spectrum, called an aliasing frequency:

νa = ν − kfn (1.39)

in which ν is the frequency of the signal, fn is the Nyquist frequency, νa is the aliased frequency
and k is an integer. For example, if the spectral width is set to 8 kHz, a signal with frequency
9 kHz will appear at 1 kHz. A signal with a frequency outside the SW can also be folded
into the spectrum, called the folded frequency. For an fn of 8 kHz, for instance, a signal with
frequency 9 kHz will be folded at 7 kHz. Usually, a folded peak in an NMR spectrum shows
a different phase than the unfolded peaks. In order to remove the aliased or folded signals,
analog filters can be utilized before the signal is digitized. However, frequencies beyond the
pass band (including noise) can still appear in the spectrum as the folded or aliased frequencies
because the transition band between the pass band and stop band of analog filters is rather large
(see Figure 1.9 for the definition of the transition band, pass band, and stop band of a filter).
The real solution to avoid folding-in of signals and noise is to utilize digital filters combined
with oversampling (Winder, 1997; Moskau, 2001).

Oversampling denotes that the time domain signal is acquired using a larger spectral width
and a larger number of data points than necessary. Because the spectral width is determined by
the sampling rate (Nyquist theorem), 10-fold oversampling increases both the spectral width
and the number of data points by 10 times (whereas the acquisition time is not changed).
The role of the oversampling is to reduce the “quantization noise” produced by the ADC in



Basic Principles of NMR 17

Stop band Stop band

Passband

Transition band

Frequency � →

A
m

pl
itu

de
  V

→

Figure 1.9. Characterization of a bandpass filter. The signals with frequencies inside the pass band of the
filter pass through the filter, while those with frequencies in the stop band are filtered out. The amplitudes
of the signals with frequencies inside the transition band are attenuated (Winder, 1997).

the case that the receiver gain has to be set to a high value, by spreading the noise over the
larger spectral width. As a result, the dynamic range as well as the signal-to-noise ratio can be
increased. In addition, application of oversampling causes a flatter baseline of the spectrum.
A significantly larger number of data points is generated by the oversampling, which requires
much disk storage space. For example, 20-fold oversampling of 32 k data points will generate
640 k data points (k is equivalent to multiplying the number by 1024). To avoid the unnecessary
larger data sets a real-time digital filter is used to reduce the spectral width to that of interest
by removing the frequency range outside the desired spectral width before the data are stored
on disk. The digital filtering is achieved by a digital signal processor integrated with the ADC
circuits (real-time) before time averaging, or by software (post-acquisition) after the acquired
FID is transferred from the console to the host computer prior to storage on disk.

Similar to analog filters, a digital filter is characterized by the pass band (SW of interest)
and the shape of the stop band, which describes the steepness of the cutoffs of the filters (the stop
band is the region to be filtered out, Figure 1.9). For post-acquisition filters, the steepness of
the cutoff is determined by the number of coefficients. A larger number of coefficients defines
a filter with sharper cutoffs and flatter pass band (brick-wall type with narrower transition
band), whereas a smaller number of coefficients characterizes filters with slower cutoffs (wider
transition band). The real-time digital filters can be characterized as two types: brick-wall type
with sharpest cutoffs and analog-like with gradual cutoffs.

1.7. CHEMICAL SHIFT

From the previous sections, we know how a detectable magnetization is generated and
how an FID is acquired with quadrature detection. Now, we would like to know what kind of
signals we are going to observe and how the information can be used.

In the current section, questions will be addressed such as:

1. What is chemical shift?
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2. Where does chemical shift originate?
3. What are the references and units of chemical shift?

All nuclear spins of the same isotope would have the same resonance frequency if there
were no other kinds of interaction in addition to the Zeeman interaction. In fact, for a given
isotope, dispersion of the NMR signals of nuclei is caused by the difference in the environ-
ment surrounding the nuclei. One of the factors causing the difference in frequency is the
electronic shielding. The torque generated by the magnetic field also causes a precession of
electrons around the magnetic field direction. The directional electronic precession produces
a local magnetic field with a magnitude proportional to B0, which shields some portion of the
static field from the nuclei. This electronic precession is different from the random motion of
electrons. The net effect can be described using a quality called the shielding constant σ by:

ν = γ

2π
B0(1 − σ) (1.40)

The shielding constant is always less than 1 because the induced local magnetic field will not
be larger than the applied magnetic field.

The absolute zero of chemical shift is the one obtained for a bare nucleus without electrons.
Although the absolute value of the chemical shift may be obtained for bare nuclei such as
protons, it is convenient to use a specific compound as a reference, whose resonance frequency
is set to the chemical shift value of zero. The chemical shifts of other resonances are expressed
as the difference in electron shielding to the reference nucleus:

δ = ν − νref

νref
106 (1.41)

in which ν and νref are the resonance frequencies of the nucleus under study and the reference
nucleus in units of megahertz, respectively, and δ is the chemical shift in units of ppm (parts
per million) of the nucleus with frequency ν. Chemical shift δ is independent of magnetic field
strength, that is, the resonances in ppm present in a spectrum remain the same when obtained
at different magnets with different field strengths. The reference compound is required to
have the following properties: (a) stability in a variety of solvents, (b) an unchanged chemical
shift value over a wide range of temperature and pH values, and (c) ease of handling. Two
compounds are commonly used for 1H NMR reference: tetramethylsilane (TMS), which is the
standard reference adopted by the IUPAC (International Union of Pure and Applied Chemistry)
and 2,2-dimethyl-2-silapentane-5-sulfonic acid (DSS), which is a secondary IUPAC reference
(Harris et al., 2001). Either of the reference compounds can be added into an NMR sample
as an internal reference or used alone as an external reference. For internal referencing, the
reference compound is dissolved with the sample, which clearly has limitations such as solu-
bility, miscibility, or reaction with the sample. For external referencing, a reference compound
is dissolved alone in a specific solvent and the chemical shift is measured for the reference
either in its own NMR tube or in a capillary insert tube inside the sample NMR tube. The
zero frequency is set to the resonance frequency of the reference nucleus, which is used for
all other experiments with the same isotope. Because of the high stability and homogeneity
of NMR spectrometers, the external reference is of practical use for biological samples. In
fact, once the chemical shift reference is calibrated on a spectrometer, the reference frequency
will not change unless the 2H lock frequency is adjusted. The gradual drift of the magnetic
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field is corrected by the z0 current of the shimming assembly (see shimming and locking in
Chapter 4).

TMS is commonly used as the reference in 1H and 13C spectra for samples in organic
solvents. Chemical shifts for all isotopes should include two decimal digits. DSS is commonly
chosen as 1H and 13C external references for biological samples, which is dissolved in water
in a pH range of 2–11 and used at 25◦C. The chemical shift of water or HDO has a temperature
dependence that can be expressed as referenced to DSS over a wide temperature range:

δH2O (ppm) = 4.76 − (T − 25)0.01 (1.42)

For 31P NMR, 85% H3PO4 is the IUPAC standard reference which can be used externally (with
a capillary insert). The chemical shift reference for 15N is complicated and sometimes very
confusing. Because there is no compound similar to DSS or TMS available for 15N referencing
as in the case of 1H or 13C, a variety of reference systems have been used to define 0.00 ppm
for 15N. Although CH3NO2 is the IUPAC 15N reference, liquid NH3 is the most popular
15N reference for biological NMR. The disadvantage is the difficult handling of the sample.
Indirect reference compounds are usually used such as 15N urea in dimethyl sulfoxide (DMSO)
and saturated ammonium chloride in water. 15N urea in DMSO is a convenient sample as an
indirect reference and has an 15N chemical shift of 78.98 ppm relative to liquid ammonium. It
should be noted that an 15N urea reference sample must be locked at the frequency of 2H2O.
A simple method to achieve this is to place a capillary tube with 2H2O inside the NMR tube
of the urea sample. An alternative way to obtain the correct reference frequency using the 15N
urea sample is to acquire the spectrum without 2H locking. After the lock frequency is set to be
on the resonance of 2H2O using a 2H2O sample, the 15N urea sample is placed into the probe
without altering the lock frequency. Shimming can be done with 2H gradient shimming. After
setting the resonance frequency of 15N urea to 78.98 ppm, the frequency at 0.00 ppm is the
reference frequency for 15N experiments in aqueous solutions.

Recently a more convenient referencing system has been introduced that uses the 1H
reference for heteronuclei through the frequency ratio � of the standard reference sample to
DSS (or TMS):

�

%
= 100

νX

νDSS
(1.43)

in which νDSS and νX are the observed 1H frequency of DSS and the observed frequency of
X nucleus of the reference sample. The values of � for different isotope reference samples
are listed in Table 1.1. The reference frequency for X nuclei can be calculated from the 1H
reference frequency on the spectrometer according to:

νX
ref = �ref νDSS = (�ref /%)νDSS

100
(1.44)

For example, if liquid NH3 is used as the 15N reference sample, the 15N reference frequency
is given by:

ν
15N
ref = 10.1329118νDSS

100
(1.45)
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TABLE 1.1
Frequency Ratio � of Heteronuclear References

Nucleus
Reference
compound

Sample
condition �/% Literature

1H DSS internal 100.000000 by definition
2H DSS internal 15.3506088 Markley et al., 1998
13C DSS internal 25.1449530 Wishart et al., 1995
15N Liquid NH3 external 10.1329118 Wishart et al., 1995
31P (CH3O)3PO internal 40.4808636 Markley et al., 1998
31P H3PO4 external 40.4807420 Harris et al., 2001

To set the reference frequency for heteronuclei, the 1H reference frequencyνDSS is first obtained
for an aqueous sample containing DSS (1 mM). The chemical shift reference for heteronuclei
is defined through the ratio � according to Equation (1.44).

The reference frequency does not change if the spectrometer frequency is unchanged.
Frequently, the spectrometer frequency is defined based on the deuterium lock frequency.
Therefore, the lock frequency is kept unchanged during normal operation of the spectro-
meter. The calibrated reference is recorded corresponding to a lock frequency. It is good practice
to keep a record of the spectrometer deuterium lock frequency when calibrating chemical shift
references.

The shielding constant, σ , is dependent on the distribution of electron density surrounding
the nucleus. Because the distribution generally is spherically asymmetrical, σ usually has an
anisotropic value (chemical shift anisotropy, or CSA) with an orientational dependence. An
NMR spectrum of a solid sample looks like the one shown in Figure 1.10 with a broad line
width due to the orientation distribution of molecules in the sample. The broad chemical
shift powder pattern can be averaged to its isotropic value, σiso, which is the trace of the
three components of its chemical shift tensor, by mechanically rotating the sample about the
direction along the magic angle, 54.7◦, at a rate larger than the anisotropic line width, for
example, 10 kHz:

σiso = σxx + σyy + σzz

3
(1.46)

The technique is well known as magic angle spinning, or in short, MAS. In solution,
however, rapid molecular tumbling averages out the chemical shift anisotropy that the nuclei
possess, resulting in sharp peaks at the isotropic resonances. If the molecular tumbling motion
is slowed down, the anisotropic property can be restored in a solution sample, which contains
rich information on molecular structures. Chemical shift anisotropy has been used in structure
determination of proteins in both solid and solution samples.

Several factors can contribute to the shielding constant, one of which originates from
a spherical electronic distribution (s orbital electrons) called diamagnetic shielding, σdia
(Friebolin, 1993). The term diamagnetic indicates that the induced field has an opposite dir-
ection to the external static field, B0. The shielding effect from a nonspherical electronic
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(a)

(b)

Figure 1.10. (a) 1H decoupled 13C powder pattern and (b) Magic-Angle-Spinning spectra of
13C2Glycine.

distribution (electron orbitals other than the s orbital), in which the induced local field has the
same direction as B0, is called paramagnetic shielding, σpara:

σ = σdia + σpara (1.47)

It should be noted that the term paramagnetic shielding has nothing to do with the effect
of unpaired electrons, referred to as paramagnetic NMR spectroscopy. It is named for its
opposite sign to the diamagnetic shielding. Because σdia and σpara have opposite contributions
to the shielding constant, some of the effects are canceled out. The contribution of σpara is
proportional to (m2�E)−1 (the mass of the nucleus, m, and excitation energy to the lowest
excited molecular orbital, �E) and the asymmetry of electronic distribution, whereas σdia
is proportional to m−1 and the symmetry of electronic distribution. For protons, because
the energy gap is large, the paramagnetic shielding is very small even when bonding causes
distortion of the spherical distribution, resulting in a small shift range, normally 10 ppm. For
13C, the σpara becomes an important contribution to the shielding because �E is small. The
distortion of the spherical electronic distribution induced by the bonding environment near the
nuclei can significantly affect the value of the nuclear chemical shift. Hence, 13C has a wider
range of chemical shifts (approximately 300 ppm) compared to 1H (Tables 1.2 and 1.3). The
net effect of electronic precession produces a local magnetic field in the opposite direction
to magnetic field B0. Paramagnetic contributions usually have a dominant effect over the
diamagnetic term in heteronuclei, which is responsible for the fact that the chemical shift
range for heteronuclei is usually much larger than that of 1H (Table 1.2)

The other factor that contributes to the shielding constant is called the ring current effect
(Lazzeretti, 2000), which arises from the delocalized electrons of the p orbital moving between
bonded atoms in an aromatic ring. A classical example of the ring current is that the 1H chemical
shift of benzene has a higher frequency (downfield shift) at 7.27 ppm compared to the resonance
frequency of ethylene at 5.28 ppm. The π electrons of benzene circulating above and below the
aromatic ring, when placed in a magnetic field, produce an additional magnetic field whose



22 Chapter 1

TABLE 1.2
Chemical Shift Range in Proteins and Peptides

Nucleus NHbackbone NHsidechain CHaromatic CαH C′ CβH

1H 8−10 6.5−8 6.5−8 3.5−5 1−4
13C 110−140 40−65 170−185 20−75
15N 110−140

Note: 1H and 13C chemical shifts in parts per million are referenced to DSS, 15N in parts per million
is referenced to liquid NH3 through its frequency ratio �.

TABLE 1.3
Average Chemical Shifts in Proteins and Peptides

Residue 1HN 15N 13C′ 13Cα 1Hα 1Hβ 1Hother

Ala 8.15 122.5 177.6 52.2 4.33 1.39
Arg 8.27 120.8 176.6 56.0 4.35 1.89, 1.79 γ CH21.70, δCH23.32, NH 7.17, 6.62
Asn 8.38 119.5 175.6 52.7 4.74 2.83, 2.75 γ NH2 7.59, 6.91
Asp 8.37 120.6 176.8 53.9 4.71 2.84, 2.75
Cys 8.23 118.0 174.6 56.8 4.54 3.28, 2.96
Gln 8.27 120.3 175.6 56.0 4.33 2.13, 2.01 γ CH22.38, δNH26.87, 7.59
Glu 8.36 121.3 176.6 56.3 4.33 2.09, 1.97 γ CH22.31, 2.28
Gly 8.29 108.9 173.6 45.0 3.96
His 8.28 119.1 174.9 55.5 4.60 3.26, 3.20 2H 8.12, 4H 7.14
Ile 8.21 123.2 176.5 61.2 4.17 1.90 γ CH21.48, 1.19, γ CH30.95, δCH30.89
Leu 8.23 121.8 176.9 55.0 4.32 1.65 γ H1.64, δCH30.94, 0.90
Lys 8.25 121.5 176.5 56.4 4.33 1.85, 1.76 γ CH21.45, δCH21.70, εCH23.02, εNH+

3 7.52
Met 8.29 120.5 176.3 55.2 4.48 2.15, 2.01 γ CH22.64, εCH32.13
Phe 8.30 120.9 175.9 57.9 4.63 3.22, 2.99 2,6H 7.30, 3,5H 7.39, 4H 7.34
Pro — 128.1 176.0 63.0 4.42 2.28, 2.02 γ CH22.03, δCH23.68, 3.65
Ser 8.31 116.7 174.4 58.1 4.47 3.88
Thr 8.24 114.2 174.8 62.0 4.35 4.22 γ CH31.23
Trp 8.18 120.5 173.6 57.6 4.66 3.32, 3.19 2H 7.24, 4H 7.65, 5H 7.17,

6H 7.24, 7H 7.50, NH 10.22
Tyr 8.28 122.0 175.9 58.0 4.55 3.13, 2.92 2,6H 7.15, 3,5H 6.86
Val 8.19 121.1 176.0 62.2 4.12 2.13 γ CH30.97, 0.94

Note: The chemical shifts of 1H, 13C and 15N are in parts per million, and referenced to DSS, DSS, and liquid NH3, respectively.
The 1HN, 1Hα , 15N, and 13C′ are from Wishart et al. (1991), 13Cα are from Spera and Bax (1991), 1Hβ and 1Hother are from
Wüthrich (1986).

direction is opposite to the external static magnetic field at the center of the aromatic ring
and along the external field at the outside edge of the ring. As a result, the field at the center
of the ring has been reduced (more shielding), whereas the protons directly attached to the
ring experience a field larger than the external field due to the addition of the induced field
(deshielding). This phenomenon is called the ring current effect. The ring current has less effect
on the 13C chemical shifts of aromatic compounds. This has been explained by considering the
fact that carbon nuclei are located approximately where the induced field changes direction
between shielding and deshielding, that is, the induced field is close to zero.
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1.8. NUCLEAR COUPLING

Electronic shielding is one of the nuclear interactions contributing to the resonance fre-
quency of nuclei. Interactions other than chemical shift are entirely independent of magnetic
field strength. These interactions provide information on the structures and dynamics of
biological molecules.

Questions to be addressed in the current section include:

1. What is scalar coupling and where does it originate?
2. What is its magnitude range and how can it be measured?
3. How does scalar coupling provide information on molecular structure?
4. What is the nuclear dipolar interaction and where does it originate?
5. How is its magnitude characterized?
6. Where does the nuclear Overhauser effect (NOE) come from and how is it generated?
7. How does NOE provide information on molecular structure?
8. What is the residual dipolar interaction and why does it exist in a solution sample?

1.8.1. Scalar Coupling

Scalar (J , indirect, or spin–spin) coupling is the effect on nuclear spin A caused by the
local magnetic field of its neighbor spin B. The orientation of spin B in the magnetic field
produces a small polarization of the electrons mostly in the s orbital surrounding spin B.
This polarization affects the electron density distribution of spin A directly bonded to spin
B. Because the interaction depends on the s orbital electron density at the pair of nuclei, the
electron density of the nuclei must be correlated, that is, in Fermi contact. Consequently, J

coupling propagates only along chemical bonds.
Although J coupling is anisotropic due to the asymmetric environment surrounding the

nuclear spin, the interaction is averaged to an isotropic value in solution by the rapid molecular
tumbling motion. The magnitude of J coupling reduces significantly as the number of bonds
separating the nuclei increases. Two-bond and three-bond couplings are at least one magnitude
smaller than one-bond J couplings. Couplings longer than three bonds are close to zero, with
an exception that long-range coupling beyond three bonds is observable in double-bonded
compounds. Listed in Table 1.4 is the range of J couplings in different molecular bonds.
When the frequency difference �ν in chemical shifts of spin I and S is much larger than the
J coupling (weak coupling approximation, �ν � J ), all peaks have equal intensity. This
gives rise to a first-order spectrum. When the frequencies of two coupled nuclei are closer in
magnitude to the J coupling (�ν/J ≤ 10), second-order character will appear in the spectrum,
which complicates the spectrum and produces uneven spectral intensities.

Homonuclear J coupling comes from interaction between nuclei with the same gyromag-
netic ratio, γ , whereas heteronuclear J coupling comes from those with different γ . According
to the Dirac vector model, the low energy state is that in which the magnetic moments of nuclei
A and B are in antiparallel configuration to the magnetic moments of their bonding electrons
(Figure 1.11). Since A and B are bonded, the electron of spin B in the bonding pair is also
in antiparallel configuration with the electron of spin A. As a result, the nuclear spins A and
B are antiparallel in the low energy state. If both A and B have positive gyromagnetic ratios
such as in a CH bond, the effect of the coupling in which nuclei A and B are in antiparallel
configuration stabilizes the low energy state, resulting in positive J . Another example is J
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TABLE 1.4
Range of J Coupling Constants

JHH JCH JCC JNC JNH

1J 276 120–250 30–80 <20 60–95
2J −30 to 0 −10 to 30 <20 <10
3J <20 <10 <5 <1

High energy state

1H
1H

e-e-

Low energy state

1H
1H

e-e-

Figure 1.11. Dirac model for one-bond J coupling (two-spin system). When both nuclei A and B have
the same sign of gyromagnetic ratio γ , the effect of the coupling in which nuclei A and B are in antiparallel
configuration stabilizes the low energy state, resulting in positive J .

High energy state

1H 1H

13C

e-e- e-

Low energy state

1H 1H

13C

e-e- e-

Figure 1.12. Dirac model for J coupling of geminal protons. Arrows represent nuclei or electrons as
labeled. For homonuclear J coupling, the effect of the coupling in which two protons in the low energy
state are in parallel configuration destabilizes the low energy state, resulting in negative J .

coupling between geminal protons as shown in Figure 1.12. The two geminal protons bond
to a common carbon. In order to form a covalent bond, the electrons of two protons must be
in antiparallel configuration with the electron of the carbon. The energy state in which both
protons have antiparallel configuration with their own electron has low energy. Since the two
protons in the low energy state have a parallel configuration to each other, the coupling of the
two protons destabilizes the low energy state, leading to a negative J coupling.

Since only s orbital electrons at the pair of nuclei contribute to the J coupling according
to the Fermi contact mechanism, one-bond scalar couplings depend on the fraction of s orbital
electrons involved in the bonding. For instance, the one-bond J coupling constants between
1H and 13C or between 13C carbons are different for carbons with sp3, sp2, and sp orbitals.
Because an sp carbon has a 50% s fraction and an sp3 carbon has a 25% s fraction, ethyne has
1JCH and 1JCC couplings twice and 4-fold as large as those of methane, respectively (Table 1.5).

Heteronuclear coupling constants between two nuclear isotopes I and S will be indicated
by subscripts as JIS, for example, JCH for the J coupling constant between 13C and 1H. For
homonuclei, subscripts are used to indicate the position of coupled protons. 3J23 denotes the
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TABLE 1.5
Correlation of J Coupling with the Contribution of s Orbital Electrons

Bond s Fraction in CH bond 1JCH s Fraction in CC bond 1JCC

CH3−−CH3 25% × 100% 125 25% × 25% 35
CH2==CH2 33% × 100% 156 33% × 33% 67
CH≡≡CH 50% × 100% 249 50% × 50% 171

vicinal coupling constant between protons at positions 2 and 3. The number of bonds between
the coupled nuclei is indicated by a superscript number before J , for example, 2JHH for the J

coupling constant between two geminal protons and 3JHH for a vicinal H–H coupling (three-
bond). Sometimes the number is ignored in one-bond coupling constants such as JCH or JNH.
Since there is no one-bond coupling between protons in proteins and polypeptides, the coupling
between protons is much weaker than the one-bond coupling of protons with carbon, nitrogen,
or other nuclear isotopes.

Three-bond H–H coupling constants 3JHH contain information on the relative orientation
of the coupled protons. Numerous studies have been performed to understand the relationship
of coupling constants with dihedral angles. Karplus (1959) has theoretically described the
dependence of the vicinal coupling constant 3JHH on the dihedral angle formed by the vicinal
protons:

3JHH = 8.5 cos2 φ when 0◦ ≤ φ ≤ 90◦ (1.48)

3JHH = 9.5 cos2 φ when 90◦ ≤ φ ≤ 180◦ (1.49)

The general Karplus equation can be written as:

3J = A cos2 θ + B cos θ + C (1.50)

in which A, B, and C are the constants which depend on the specific coupled nuclei and θ is
the dihedral angle (Karplus, 1963). Semiempirical methods have been used to obtain values
of constants A, B, and C by studying the correlations of observed 3J values to the dihedral
angles in known protein structures. The relationship of 3JHNHα to the dihedral angle φ has
been derived from the structure of Ubiquitin (Wang and Bax, 1996):

3J = 6.98 cos2 θ − 1.38 cos θ + 1.72 (1.51)

in which θ = φ − 60. It should be noted that as many as four possible dihedral values can be
derived from the above equation, which is clearly visible in the corresponding Karplus curve
in Figure 7.2 (Chapter 7). This ambiguity needs to be taken into account in the application of
dihedral angle restraints in structure determination.
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1.8.2. Spin Systems

The spin system refers to a group of nuclei that are coupled through J coupling. If a
spin couples to one neighboring nucleus with a large chemical shift separation (weak coupling
approximation, �ν � J ), the two-spin system is said to be an AX system. In contrast, when
the frequencies of the two nuclei are on the same order of magnitude as J coupling (�ν ≈ J ),
the spin system is called an AB spin system, which has close chemical shifts. In the absence
of J coupling, the frequencies of the transitions for an AX spin system formed by spin I and
spin S as shown in Figure 1.13(a) are:

ν12 = νS; ν34 = νS
ν13 = νI; ν24 = νI

In the presence of J coupling [Figure 1.13(b)], the frequencies become:

ν12 = νS − 1
2JIS; ν34 = νS + 1

2JIS

ν13 = νI − 1
2JIS; ν24 = νI + 1

2JIS

Each of the two chemical shift resonances now is split into two lines with the same intensity
separated by J Hz, producing four lines in the spectrum. In molecules, there will often be
protons coupling to two or more equivalent vicinal protons through three bonds. For a proton
weakly coupled to n equivalent protons, the spin system is denoted as AXn. In an AXn spin
system, the number of split peaks and their relative intensities follow Pascal’s triangle rule:

1 n = 0
1 1 n = 1

1 2 1 n = 2
1 3 3 1 n = 3

1 4 6 4 1 n = 4

in which each number represents a split peak and the value of the number indicates the relative
intensity of the signal peak.

(a)

�12

3

2 ½ J
1

(b)

� I �S � I �S

1

2

3

4

�13

�24

�34

4

�12

�24

�34

�13

�24 �13 �34 �12

Figure 1.13. Standard energy diagrams and spectra of AX spin systems (a) without and (b) with J

coupling. Frequencies ν13 and ν24 are the transitions of spin I, whereas ν12 and ν34 are those of spin S.
The dashed lines in (b) represent the energy levels or frequency positions without J coupling.
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1.8.3. Dipolar Interaction

Dipolar interaction plays an important role in structural and dynamic studies by NMR
spectroscopy because of its dependence on the orientation and distance between dipole-coupled
nuclei. In this section, the following questions will be addressed:

1. What is nuclear dipolar interaction?
2. How is the interaction described in equation form?
3. Where does NOE originate?
4. Under what conditions can the dipolar interaction be observed by solution NMR

spectroscopy?

For weakly coupled spins, the dipolar contribution to the observed resonance in the high
field limit is given by a simple orientation and distance dependence:

νD = ν‖
(3 cos2 θ − 1)

2
(1.52)

in which θ is the angle between the dipolar vector and the magnetic field (Figure 1.14) and ν‖
is the magnitude of the dipolar vector, or dipolar coupling constant, which is given by:

ν‖ = − γ1γ2h

4π2r3 (1.53)

where h is Planck’s constant, and r is the distance between spins 1 and 2 which have the
gyromagnetic ratios of γ1 and γ2, respectively. In the spectrum, νD is the frequency shift
caused by the dipolar coupling, whereas ν‖ is the dipolar coupling when the dipolar vector
is parallel to the magnetic field. The dipolar interaction between two nuclear spins occurs
through space rather than through a molecular bond as in J coupling. The magnitude of the
dipolar coupling for two protons separated by 3 Å is about 4.5 kHz, which is much larger
than that of a J coupling. The dipolar coupling constant decreases rapidly with an increase
of the dipole–dipole (DD) distance as a function of r−3. In solution, dipolar splitting is not
observable because the orientational term of the dipolar interaction with respect to the magnetic
field direction is averaged to zero by rapid molecular tumbling. However, the effect of dipolar

z

x

y

θ

�y rAB

B0

Figure 1.14. Relative orientation of the internuclear vector and magnetic field B0 in the laboratory
frame. B0 is parallel to the z axis of the laboratory frame.
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interaction on molecular relaxation still exists at any instant, which is the origin of the NOE. The
DD interaction is the most important contribution to spin relaxation of molecules in solution.

1.8.4. Residual Dipolar Coupling

Questions to be answered in this section include:

1. What is residual dipolar coupling (RDC) and how is it generated?
2. Why can RDC exist and how is it characterized?
3. How is the order of an alignment medium transferred to the macromolecules dissolved

in the medium?
4. What are the requirements of the alignment media used to generate RDCs?

In a typical solution, the nuclear dipolar coupling is averaged to zero owing to rapid
molecular tumbling. In the past several years, approaches have been developed to align macro-
molecules in solution with anisotropic media to regain the dipolar coupling (Tjandra and
Bax, 1997; Prestegard et al., 2000; de Alba and Tjandra, 2002; Lipstitz and Tjandra, 2004).
Partial alignment of the macromolecules in media such as liquid crystals (Figure 1.15) leads
to incomplete cancellation of the dipolar coupling, called residual dipolar coupling (RDC),
which is the time or ensemble average of the dipolar coupling:

νD = ν‖
〈3 cos2 � − 1〉

2
= ν‖〈P2(cos �)〉 (1.54)

in which angular brackets refer to averaging due to the molecular reorientations and internal
motions, P2(x) = (3x2 − 1)/2 is the second Legendre polynomial, and other parameters are
defined as in Equations (1.52) and (1.53).

Since the dipolar interaction between heteronuclei is along the molecular bond, the sole
unknown variable is the averaged molecular orientation, �, of the dipolar interaction with
respect to the laboratory frame and the magnetic field direction B0. When the molecules are
partially aligned in the magnetic field, the relative orientation of the dipolar interaction in
the laboratory frame can be obtained by transforming the internuclear vector to an arbitrary
molecular frame by angles αx , αy , and αz between the x, y, and z axes of the molecular
frame and the vector. Then, the vector is further transformed from this molecular frame into
the laboratory frame by a set of angles βx , βy , and βz between the x, y, and z axes of
the molecular frame and the magnetic field direction (the z axis of the laboratory frame,
Figure 1.16). The angular dependence of the RDC can be represented by the two sets of angles
as (Bax et al., 2001):

〈P2(cos �)〉 = 3

2
〈(cos αx cos βx + cos αy cos βy + cos αz cos βz)

2〉 − 1

2

= 3

2
〈(cos2 αx cos2 βx + cos2 αy cos2 βy + cos2 αz cos2 βz

+ 2 cos αx cos αy cos βx cos βy + 2 cos αx cos αz cos βx cos βz

+ 2 cos αy cos αz cos βy cos βz)〉 − 1

2
(1.55)
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If cij = cos αi cos αj and Cij = cos βi cos βj with i, j = (x, y, z), Equation (1.55) can be
rewritten as:

〈P2(cos �)〉 = 3

2

∑
i,j=(x,y,z)

〈Cij cij 〉 − 1

2
(1.56)

The variable Cij is affected by the molecular tumbling, whereas cij is influenced by the
internal motions. When the molecule is rigid, cij is not changed by the internal motions and
then 〈Cij cij 〉 = 〈Cij 〉cij . The equation of 〈P2(cos �)〉 becomes:

〈P2(cos �)〉 =
∑

i,j=(x,y,z)

Sij cij (1.57)

The 3 × 3 matrix S is referred to as the Saupe order matrix, Saupe order tensor, or order tensor
which is defined as:

Sij = 3

2
〈Cij 〉 − 1

2
δij (1.58)

in which δij is the Kronecker delta function. The Saupe order matrix is symmetric since
〈Cij 〉 = 〈Cji〉, and traceless (Sxx + Syy + Szz = 0) because

∑〈Cii〉 = 1. The symmetric
condition eliminates three variables and the traceless condition reduces the final number of
independent variables to five. In principle, if the molecular structure is known and hence cij

is known, the five independent elements in the matrix can be obtained using the RDC for at
least five internuclear vectors in the molecule, provided they are not parallel to the magnetic
field. In practice, the number of measured dipolar couplings is much more than five.

More frequently, the orientational information contained in the equation is solved in a
molecular axis system in which the order matrix is diagonal. This molecular axis system is
called the principal axis system, in which the RDC is given by:

νD(αx , αy , αz) = ν‖
∑

i=(x,y,z)

Siicii (1.59)

Now matrix S is a measurable quantity in the principal axis system because it is diagonal.
Sii also represents the probability of finding the ith axis along the magnetic field direction,
which has the maximum value of 1 when the axis aligns with the magnetic field. The above
equation tells us that the order information is contained in the order matrix and once the three
elements of the order matrix in the principal axis system are known for a rigid molecule, the
molecular structure may be determined by the RDC of the macromolecule. Equation (1.59)
can also be represented in polar coordinates by using the relationships of cxx = sin2 θ cos2 φ,
cyy = sin2 θ sin2 φ and czz = cos2 θ (Figure 1.16):

νD(θ , φ) = ν‖(Sxx sin2 θ cos2 φ + Syy sin2 θ sin2 φ + Szz cos2 θ) (1.60)

in which θ is the angle between the internuclear vector and the z axis of the molecular frame or
the principal axis frame (Figure 1.16), which should not be confused with θ in Equation (1.52)
that defines the orientation of the nuclear vector with respect to B0 (Figure 1.14). In the
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B0

(b)(a)

Figure 1.15. Alignment of biomolecules in two liquid crystal media (reproduced with permission from
Tjandra, Structure 7, R205, 1999. Copyright © 1999 Elsevier). (a) Bicelles are believed to be disc-shaped
pieces of lipid bilayers aligning with their bilayer normal perpendicular to the applied magnetic field B0.
(b) Rod-like particles represent filamentous phage aligning with their long axis parallel to B0.
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� y
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B0

Figure 1.16. The relative orientations of the internuclear vector rAB and B0 with respect to the x, y,
and z axes of the molecular frame. The orientation of the internuclear vector rAB with respect to the
molecular frame is defined by the α angles, whereas the orientation of B0 with respect to the molecular
frame is defined by the β angles.

principal axis system, only the differences in the principal values Skk contribute to the RDC
and the order tensor remains traceless (−Szz = Sxx + Syy) with the most ordered axis |Szz| >

|Syy | > |Sxx |. After rearranging the equation using the relationship of cos2 φ = 1
2 (1+cos 2φ),

and sin2 φ = 1
2 (1 − cos 2φ), the RDC is described as:

νD(θ , φ) = ν‖
[
SxxP2(cos θ) + 1

2
(Sxx − Syy) sin2 θ cos 2φ)

]
(1.61)
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By defining the principal alignment tensor A with an axial component Aa = Szz and a rhombic
component Ar = 2

3 (Sxx − Syy), the RDC is rewritten as:

νD(θ , φ) = ν‖
[
AaP2(cos θ) + 3

4
Ar sin2 θ cos 2φ

]
(1.62)

In dilute liquid crystal media, the observed RDC is in the range of several hertz to several
tens of hertz (0.1% of the dipolar coupling constant), meaning that the values of Aa are on
the order of 10−3. The observed residual dipolar splitting is the difference of the two dipolar
shifts, which is therefore given by:

�νD(θ , φ) = Da

[
(3 cos2 θ − 1) + 3

2
R sin2 θ cos 2φ

]
(1.63)

in which Da = Aaν‖ is the magnitude of the dipolar coupling normalized to the N–H dipolar
coupling, and R = Ar/Aa is the rhombicity of the dipolar coupling. The residual dipolar
splitting is sometimes written as:

�νD(θ , φ) = Da
[
(3 cos2 θ − 1) + η sin2 θ cos 2φ

]
(1.64)

in which η is the asymmetric parameter defined as η = (Sxx − Syy)/Szz or η = 3
2R. The

residual dipolar splitting can be described according to Equation (1.60):

�νD(θ , φ) = Dxx sin2 θ cos2 φ + Dyy sin2 θ sin2 φ + Dzz cos2 θ (1.65)

in which Dkk = 2ν‖Skk are the principal components of the RDC. The above equation
resembles a powder pattern with three principal axes. It should be noted that the tensor D is
also traceless, that is, Dxx +Dyy +Dzz = 0. They are related to Da and R by the relationship:

Dzz = 2Da (obtained when θ = 0◦, φ = 0◦) (1.66a)

Dxx = −Da

(
1 − 3

2
R

)
(when θ = 90◦, φ = 0◦) (1.66b)

Dyy = −Da

(
1 + 3

2
R

)
(when θ = 90◦, φ = 90◦) (1.66c)

When the molecular structure is known, the principal components Aa and Ar of the alignment
tensor can be determined from the measured RDCs. However, when the molecular structure
is not available, these components are estimated from the distribution of the observed RDCs
(Figure 1.17). Because the magnitudes of the dipolar couplings are different for different types
of internuclear bonds, it is necessary to normalize the observed residual couplings to the N–H
dipolar coupling by scaling the observed dipolar coupling between nuclei i and j by a factor
defined as γNγHr3

ij /γiγj r
3
NH in order to take into account all dipolar couplings together. The

distribution of the observed dipolar couplings can be obtained by plotting the histograms of
all normalized dipolar couplings as shown in Figure 1.17. For macromolecules, the histogram
displays the powder pattern corresponding to that described by Equation (1.65). Therefore,
the alignment tensor elements Aa and R can be estimated from the singularities of residual
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Figure 1.17. Histograms of normalized residual dipolar couplings (RDCs) of (a) 1DNH, (b) 1DCαHα , (c)
1DC′N, (d) 1DNH. Because of the insufficient number of dipolar couplings, none of the individual types
of dipolar couplings provides a powder pattern. (e) The addition of all the normalized dipolar couplings
resembles a good powder pattern distribution (reproduced with permission from Baber et al., J. Mol.
Biol. 289, 949, 1999. Copyright © 1999 Elsevier).

dipolar splittings shown in the histogram. The estimated values are further optimized during the
structural calculation by grid-searching the dipolar energy force as a function of the alignment
tensor elements Aa and R.

From Equation (1.63) it is clear that each observed RDC produces two or more oppositely
oriented cones of possible internuclear vector orientations. For an asymmetric alignment tensor,
possible bond orientations on as many as eight sets of cones can be obtained from each dipolar
coupling. This ambiguity makes it very difficult to determine the unique internuclear vector
orientation without additional structural information. The degeneracy of the vector orientations
can be reduced when two or more alignment tensors are obtained in different alignment media.
A different alignment medium provides a different principal axis system, resulting in a different
alignment tensor and thus resulting in a different set of orientation cones for a given dipolar
coupling. The angle at the interception between two cones defined by the two alignment tensors
yields the orientation of the internuclear vector.

1.9. NUCLEAR OVERHAUSER EFFECT

When the resonance of a spin in an NMR spectrum is perturbed by saturation or inversion
of the magnetization, it may cause the spectral intensities of other resonances in the spectrum
to change. This phenomenon is called the nuclear Overhauser effect or NOE. The intensity
change caused by NOE originates from the population changes of the Zeeman states of coupled
spins after perturbation through the dipolar interaction. The origin of a steady-state NOE
can be clearly illustrated for a two-spin- 1

2 system, in which the two spins are coupled by
dipolar interaction but there is no J coupling between the spins (Solomon, 1955). Because the
populations of spin states are changed by NOE, it is necessary to look at the process of change
in population in order to understand the effect.
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The energy diagram for the two-spin system contains four energy states as shown in
Figure 1.18. The two spins are coupled via a dipolar interaction. For simplicity, the J coupling
of the two spins is assumed to be zero. The resonance frequency of spin S is saturated by
continuous radiation, which is denoted by transitions S of energy states αα → αβ and βα →
ββ. The energy states are labeled in such a way that the first state represents that for spin S
and the second for spin I. For example, αβ indicates that spin S is in state α and spin I in state
β. To simplify the notation, the four energy levels are denoted as 1 to 4 with the lowest energy
level being named as 1. Therefore, there are two S (1 → 2, 3 → 4) and two I transitions
(1 → 3, 2 → 4). Because J coupling is absent between the two spins, the two transitions for
spin I have the same resonance frequency, yielding a singlet in the NMR spectrum, as do the
two transitions of spin S. Since in general the chemical shifts are different for the two spins in
either homonuclear or heteronuclear system, the resonances of spins I and S do not overlap.

Upon saturating transitions of spin S, the population of level 1 is equal to that of 2 and
levels 3 and 4 have equal populations. As a result, levels 1 and 3 are less populated compared
to the equilibrium whereas the populations at levels 2 and 4 are increased by saturation of the
spin S resonance. After the irradiation, the system will try to restore equilibrium through all
allowable relaxation processes. The normal spin-lattice relaxation (see section 1.10.2), labeled
as w1, does not alter the population difference for spin S because the two transitions have the
same relaxation rate, resulting in no change in population difference between the spin states.
Therefore, the relaxation w1 cannot change the intensity of spin I. However, in addition to
spin-lattice relaxation via the above single-quantum transition there exist two other relaxation
processes: w0 via a zero-quantum transition with �m = 0 and w2 via a double-quantum
transition with �m = 2. Although these transitions are not directly observable in the NMR
spectrum since both are forbidden according to the selection rule (see section 1.2.2), they
are allowed pathways for spin relaxations, known as cross-relaxation, which is the relaxation
caused by an exchange of magnetization between spins. The system perturbed by saturation
will try to relax via these relaxation pathways to get back to equilibrium. These relaxations are
governed primarily by nuclear DD interaction. In order words, they exist only when the two
spins are close to each other and coupled by the dipolar interaction. Either of the two relaxation
processes changes the intensity of spin I. Whether the intensity is enhanced or reduced after
saturation depends on which relaxation mechanism is dominant.

Assuming that the equilibrium populations are 1, 0, 0, and −1 at energy levels
1–4, respectively, the populations are changed by the saturation to 1

2 , 1
2 , − 1

2 , and − 1
2

[Figure 1.18(b)]. The fractions represent the relative populations to those at level 2 or 3 at
equilibrium state, which are set to zero for simplicity. When the perturbed system relaxes back
to equilibrium via w0 alone, the populations at levels 2 and 3 eventually reach their equilibrium
number, yielding the population distribution of 1

2 , 0, 0, − 1
2 . If it is observed and measured now,

the intensity of spin I is reduced because the population difference for transitions 1 → 3 and
2 → 4 is decreased to 1

2 from 1 at the initial equilibrium state. As a consequence, the intensity
of spin I corresponding to the transitions is reduced by w0 relaxation. On the other hand, if the
system tries to relax via the w2 relaxation pathway the final populations at level 1 and 4 reach
their equilibrium value but those of levels 2 and 3 do not relax, resulting in populations of 1,
1
2 , − 1

2 , −1 for levels 1–4, respectively. Now the population difference for transitions 1 → 3
and 2 → 4 is increased to 1 1

2 from the equilibrium value of 1. Hence, the enhanced intensity
by NOE can be observed.

Which of the cross-relaxation pathways is favorable in a system depends on the rate of
molecular motion in solution, or the correlation time of molecules. For the dipolar interaction
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Figure 1.18. Standard energy diagram for a two-spin system with JIS = 0. (a) The four states are
labeled as 1 to 4 corresponding to αα, βα, αβ, and ββ, respectively. The two S transitions of 1 → 2
and 3 → 4 have equal frequencies, as do the I transitions of 1 → 3 and 2 → 4. The S transitions
are saturated by continuous RF irradiation at the resonance frequency of spin S. (b) The probabilities
for zero-, single-, and double-quantum transitions are represented by w0, w1, and w2, respectively. The
numbers in parentheses indicate the relative initial populations of energy levels, whereas the fractions
are the populations after the saturation.

to cause cross-relaxations, the local field produced by the dipolar interaction must fluctuate
at a rate in the same scale as the frequency corresponding to the transition to be relaxed. It is
easy to see from the energy diagram in [Figure 1.18(b)] that the frequency corresponding to w2
relaxation is in the megahertz range of the Larmor frequency, whereas that corresponding to w0
is in the range of hertz to kilohertz because of the small energy gap for the transition. For small
molecules which are tumbling fast at the frequency range of megahertz, w2 is the dominant
relaxation, resulting in observed intensity enhancement—positive NOE. On the other hand,
large biological molecules tumbling slowly produce a local field fluctuating at the frequency
range of hertz to kilohertz and hence favor w0 relaxation, causing intensity reduction, that is,
negative NOE. For medium sized molecules, the two relaxation pathways are competing in the
system. When they are compatible, causing crossover between regimes such as for molecules
with molecular weights of 1,000–3,000, the NOE is very weak, if not zero.

The NOE enhancement factor is limited by the ratio of the cross-relaxation rate to the
total relaxation rate of spin I:

η = γS

γI

w2 − w0

2w1 + w2 + w0
(1.67)

in which γS and γI are the gyromagnetic ratios of spin S and spin I, respectively, the term
(w1+w2+w0) describes the total relaxation rate or dipolar spin-lattice relaxation, and (w2−w0)
is the cross-relaxation rate. The enhancement factor η can also be described by the intensities
of spin I in the absence of the saturation, I0, and in the presence of the saturation, I :

η = I − I0

I0
(1.68)

and the enhanced intensity is given by:

I = I0(1 + η) (1.69)
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For small molecules with short correlation times (extremely narrowing limit), w0 = 0, (see
section 1.10.1), the maximum enhancement factor, ηmax, can be expressed in terms of the
gyromagnetic ratios of the two spins (Neuhaus and Williamson, 1989):

ηmax = γS

2γI
(1.70)

Based on the above equation the maximum NOE enhancement obtained for small molecules
in a homonuclear system is a factor of 0.5. For heteronuclear NOEs, the maximum factor is
1.99 for 13C–1H(I = 13C, S = 1H) and 2.24 for 31P. For 15N observation, the sign of the NOE
enhancement is reversed compared to 13C and 31P, due to the negative gyromagnetic ratio,
which generates an enhancement factor of −4.94. On the other hand, for large molecules with
long correlation times (spin diffusion limit), ηmax is limited by:

ηmax = −γS

γI
(1.71)

Therefore, in large molecules, nuclei with positive gyromagnetic ratios give rise to negative
NOEs. For instance, homonuclear NOE enhancement in large molecules is −1.0, and het-
eronuclear 13C–1H and 31P–1H have twice the magnitude relative to small molecules, −3.98
and −4.48, respectively. The 15N–1H NOE enhancement in biomolecules is nearly 10-fold,
at 9.88.

1.10. RELAXATION

The macroscopic magnetization M0 along the z axis of the rotating frame is rotated onto
the y axis after a 90◦

x pulse. The transverse magnetization will find ways to return to the z axis,
which is its equilibrium state in the presence of the static magnetic field, B0. In this section,
the questions to be addressed are regarding such issues in spin relaxations as:

1. What is the correlation time and how is it related to spin relaxation?
2. What are the autocorrelation function and the spectral density function, and their

relationship?
3. What are T1 and T2 relaxations and where do they originate?
4. How can they be characterized?
5. How can they be determined experimentally?

The nuclear relaxation from excited states back to the ground states in the presence of
a magnetic field undergoes different mechanisms than emission relaxation in optical spectro-
scopy because the spontaneous and stimulated emissions for the nuclear system are much less
efficient relaxations, in that the resonance frequencies are several orders of magnitude smaller
compared to those in optical spectroscopy. The magnetization perturbed by RF pulses relaxes
back to thermal equilibrium magnetization via two types of processes: T1 relaxation along
the static magnetic field direction and T2 relaxation in the transverse plane perpendicular to
the field direction (Abragam, 1961). The former is a result of nuclear coupling to the sur-
roundings, which is characterized by spin-lattice or longitudinal relaxation time, whereas the
latter is due to coupling between nuclei, which is characterized by the spin–spin or transverse
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relaxation time. During T1 relaxation, the nuclei exchange energy with their surrounding or
lattice, whereas there is no energy exchange with the lattice during T2 relaxation. Compared
to the electrons, nuclear relaxation is very slow, which is on the order of milliseconds to hours.

1.10.1. Correlation Time and Spectral Density Function

Although the DD interaction is averaged to zero in solution, the field of the DD interaction
is not zero at any given instant. The nuclear relaxations are essentially caused by fluctuating
interactions. The strength of the fluctuating field is measured by the autocorrelation function
G(τ), which is the time average of the correlation between a field measured at time t and the
same field measured at time (t + τ) (Neuhaus and Williamson, 1989):

G(τ) = f (t)f (t + τ) (1.72)

in which the bar represents time averaging. G(τ) rapidly decays to zero as τ increases. For
isotropic rotational diffusion of a rigid rod with a spherical top, the decay is frequently assumed
to be exponential with a time constant τc. With this assumption, the autocorrelation function
is reduced to:

G(τ) = e(−τ/τc)

5
(1.73)

in which τc is the decay time constant of the autocorrelation function, called the correlation
time, that is defined as the mean time between reorientation or repositioning of a molecule.
The correlation time is used to describe the rate of random motions and is expressed as the
average time between collisions for translational motions or the time for a molecule to rotate
one radian in rotational motion. Frequently, expressing the fluctuation of the field as a function
of frequency is of interest. Then, Fourier transformation of the autocorrelation function gives
the correlation as a function of frequency known as the spectral density function:

J (ω) =
∫ ∞

−∞
G(τ)dτ =

∫ ∞

−∞
e(−τ/τc)

5
e−iωτ dτ = 2

5

τc(
1 + ω2τ 2

c

) (1.74)

which is a Lorentzian function. As shown in Figure 1.19, J (ω) is unchanged when τcω � 1 and
decreases rapidly when τcω ≈ 1. The relationship between the autocorrelation function and
the spectral density function is similar to that between an FID consisting of a single exponential
decay and its Fourier transformed spectrum. Similar to autocorrelation function G(τ), J (ω)

measures the strength of the fluctuating field in the frequency domain.

1.10.2. Spin-Lattice Relaxation

The nuclear relaxations are essentially caused by fluctuating interactions. The spin-lattice
relaxation time T1 describes the recovery of z magnetization to its thermal equilibrium at
which populations of the energy states reach the Boltzmann distribution. During T1 relax-
ation, exchange of energy with the environment (“lattice”) occurs due to various intra- and
intermolecular interactions, including DD relaxation (T DD

1 ), chemical shift anisotropy (T CSA
1 ),
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Figure 1.19. Spectral density functions for an isotropic rotor with τc values of 2 ns (dotted line) and 8 ns
(solid line) using Equation (1.74).

spin-rotation relaxation (T SR
1 ), scalar coupling (T SC

1 ), electric quadrupolar relaxation (T EQ
1 ),

interactions with unpaired electrons in paramagnetic compounds, etc., which are summarized
in the term:

1

T1
= 1

T DD
1

+ 1

T CSA
1

+ 1

T SR
1

+ 1

T SC
1

+ 1

T
EQ
1

+ 1

T UE
1

+ · · · (1.75)

The DD interaction is a dominant contribution to T1 relaxation and causes the most efficient
relaxation of protons in molecules in solution. Nuclear spins at the excited state can transit to
ground states via energy exchange with surroundings or between nuclei. The energy exchanged
to the lattice may be transformed into motions of translation, rotations, and vibrations. The pro-
cess of energy exchange is caused by the time-dependent fluctuation of magnetic (or electric)
fields at or near the Larmor frequency. The fluctuating fields may be produced by vibrational,
rotational, or translational motions of other surrounding nuclei, changes in chemical shielding,
or unpaired electrons. In order for these time-dependent fluctuating fields to have significant
effects on the nuclear relaxation, the random molecular motions or chemical shielding must
have the same timescale as that of NMR, that is, close to the Larmor frequency. Consequently,
molecular rotation and diffusion are the most efficient causes of nuclear relaxation in solu-
tion. For an aqueous solution of normal viscosity, T1 relaxation is inversely proportional to
correlation time τc:

1

T1
∝ τc (1.76)

It indicates that slower random motions are responsible for a shorter T1 relaxation time. Because
the molecular random motions are influenced by the size of molecules, the magnitude of the
correlation time is significantly dependent on the molecular weight. For small molecules with
molecular weights less than 100, τc is in the range of 10−12–10−13 s, whereas macromolecules
may have a τc as large as 10−8 s. Calculation of correlation time is a very complicated procedure
in which many factors such as the shape of the molecule and different kinds of molecular
motions must be taken into account. In general, τc is best estimated experimentally. One of the
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methods to estimate τc from experimental data is to make use of the spectral density functions
(section 1.10.1 and Chapter 8).

The time dependence of the process at which the initial macroscopic magnetization recov-
ers through spin-lattice relaxation is characterized by the T1 relaxation time, which is described
by the Bloch equation:

dMz

dt
= Mz − M0

T1
(1.77)

The equation describes T1 relaxation for a system without spin coupling between the nuclei.
The solution for the above Bloch equation is readily obtained by integrating the equation:

dMz

Mz − M0
= dt

T1
(1.78)

∫ Mz

0

d(Mz − M0)

Mz − M0
=
∫ t

0

dt

T1
(1.79)

ln M0 − ln(Mz − M0) = t

T1
(1.80)

Mz = M0(1 − e−t/T1) (1.81)

Because Mz is not observable directly, T1 is experimentally determined by the following pulse
sequence:

�predelay

180ºx 90ºx

A pulse sequence is a train of pulses used to manipulate the magnetization of nuclei in a static
magnetic field to produce time domain signals (FID). In a pulse sequence, the x axis represents
the time events, whereas the y axis describes the amplitude of the pulses. The 180◦ pulse of
the T1 experiment rotates the magnetization M0 to the −z axis. Since there exists no transverse
magnetization after the 180◦ pulse, the recovery of Mz comes only via T1 relaxation (along the
z axis). As a result, there is no contribution from T2 transverse relaxation (Figure 1.20). After
a delay τ , a 90◦ pulse along the x axis rotates the magnetization remaining on the −z axis
into the transverse plane, where it is detected. By arraying parameter τ , the signal intensities
of the resonances change from negative to positive. When τ is set to be longer than T1, the
intensities reach maximum, which corresponds to full recovery of M0. The T1 constant can be
calculated using the intensities at different τ values according to the following equations.

By integrating the Bloch equation for Mz, the time dependence of Mz is given by:

M0 − Mz = Ae−t/T1 (1.82)

www.ebook3000.com
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Figure 1.20. Vector representation of T1 relaxation time measurement.

Time parameter t is the same as the delay τ in the inverse experiment and Mz is the transverse
magnetization (signal intensity) created by the 90◦ pulse. When t = 0, Mz = −M0. Therefore,
A = 2M0. By substituting A with 2M0 and taking logarithms on both sides of the equation,
we obtain:

ln(M0 − Mz) = ln 2M0 − t

T1
(1.83a)

ln(I0 − I ) = ln 2I0 − t

T1
(1.83b)

in which I and I0 are the peak volumes or intensities at t = τ and at t = ∞, respectively. In
practice, I0 is obtained with a τ value long enough (30 to 60 s) to allow the magnetization to
fully relax back to the equilibrium state. When t ≡ τnull = T1 ln 2, Mz = 0 and thus I0 = 0
(τnull is the value of the delay τ at which Mz is zero). Therefore, T1 can be determined by:

T1 = τnull

ln 2
= 1.443τnull (1.84)

T1 can be calculated using Equation (1.84) for all peaks in the spectrum.

1.10.3. T2 Relaxation

T2 relaxation (also known as spin–spin or transverse relaxation) describes the decay of
transverse magnetization characterized by the Bloch equation:

dMx

dt
= −Mx

T2
(1.85)

or

dMy

dt
= −My

T2
(1.86)

in which the time constant T2 is called the spin–spin or transverse relaxation time, which
describes how fast transverse magnetization Mx or My decays to zero. Because transverse
magnetizations Mx and My are observable signals, T2 relaxation time determines the decay rate
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of an FID, e−t/T2 , which corresponds to the signal line width in frequency domain, �ν1/2 =
1/πT2, and �ν1/2 is defined as the line width at half height of the signal amplitude.

T2 relaxation does not cause population changes in the energy states and the energy
of the system is not affected by the relaxation. The process is adiabatic. In the presence
of fluctuating spin–spin interactions, energy is exchanged between nuclei. During spin–spin
relaxation, transition of one nucleus from a high energy state to a lower one causes another
nucleus to move simultaneously from the lower state to the higher one. There is no energy
exchange with the environment and hence no gain or loss in energy of the nuclear system. As
a result, the phase coherence of the spins generated by the B1 field is lost.

In practice, magnetic field inhomogeneity is the dominant contribution to the transverse
relaxation. Each nucleus across the sample volume experiences a slightly different B0 field
caused by the inhomogeneity. Conversely, some of the chemically equivalent nuclei process
faster and some slower. This results in the fanning-out of individual magnetization vectors. The
net effect is a loss in phase coherence similar to that caused by fluctuating spin interactions.
By taking into account the effect of B0 inhomogeneity, the transverse relaxation is described
by the effective transverse relaxation time T ∗

2 :

My = M0e
− t

T ∗
2 (1.87)

and

�ν1/2 = 1

πT ∗
2

= 1

πT2
+ γ�B0 (1.88)

Equation (1.87) tells us that T ∗
2 is the time when the amplitude of an FID has decayed by a factor

of 1/e (Figure 1.21). The first term in Equation (1.88) represents the natural line width caused
by spin–spin relaxation whereas the second term is the contribution of field inhomogeneity
to the spectral line width. When molecules in nonviscous liquids are moving very rapidly,
T1 = T2 for nuclei with spin 1

2 , which is called the extreme-narrowing limit. Therefore, T2 is
so long that the line widths are normally narrower than 0.1 Hz. T2 can be estimated from the
determined T1 relaxation time. For macromolecules or solid-state samples, T1 > T2, in which
case the line width is broad.

When the system is not in the extreme-narrowing limit, T2 is determined experimentally by
the spin echo method, which eliminates the effect of field inhomogeneity. The T1ρ experiment

A

e
A

T2
*

Figure 1.21. Effective transverse relaxation time T ∗
2 of an FID.
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(section 8.2.2) utilizes the spin lock technique to lock the magnetization on a transverse axis,
resulting in measurement of the T2 relaxation time.

For proteins and nucleic acids, T2 relaxation is dominated by the chemical shift anisotropy
interaction and DD interaction with other spins (Brutscher, 2000). A single spin interaction
causes autocorrelated relaxation, whereas the interference between different nuclear inter-
actions, such as between CSA and DD or between DD and DD interactions, gives rise to
cross-correlated relaxation. Both autocorrelated and cross-correlated relaxations refer to the
relaxation mechanism, which differs from cross-relaxation, which refers to the relaxation
pathway. In a weakly coupled two-spin- 1

2 system, the contribution to T2 relaxation from
the cross-correlated relaxations by CSA and DD interactions leads to different relaxation
rates for individual multiplet components in the spectrum. The CSA has the same effect on
the T2 relaxation of both components of the doublet. However, the influence of DD coup-
ling on the T2 relaxation of the doublet components is antisymmetric: the effect on the α

transitions (ω13
I and ω12

S , Figure 1.22) is the same as for the CSA, whereas the influence

(a) (b)

(c)
αβ    2

I S

(αα)   1
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Figure 1.22. (a) Standard energy diagram, (b) and (c) schematic spectra of IS spin system. The doublets
(c) of spin S with a negative gyromagnetic ratio are reversed relative to those with a positive gyromagnetic
ratio in (b).

ωS
α( α↔β)

ωS
β( α↔β)

ωI
( α↔β)βωI

( α↔β)α

Figure 1.23. Schematic representation of a two-dimensional correlation spectrum of a coupled IS spin
system in the presence of cross-correlated relaxation of CSA and DD coupling. The line shape of the
cross peak corresponding to the two β transitions is not broadened by the cross-correlated relaxation
due to cancellation of their opposite effects on T2 relaxation when CSA and DD coupling are aligned
collinearly with comparable magnitude.
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of DD coupling on the β transitions (ω24
I and ω34

S ) is opposite to that of CSA. When CSA
and DD coupling are comparable in magnitude and the CSA principal symmetry axis is
aligned collinearly to the vector of DD coupling, the line shapes of the resonances at ω24

I
and ω34

S are narrowed because the effects on T2 relaxation from CSA and DD coupling
cancel each other at the resonances (Figure 1.23). This property of cross-correlated relax-
ation has been used to reduce transverse relaxation of large proteins by TROSY experiments
(Chapter 5).

1.11. SELECTION OF COHERENCE TRANSFER PATHWAYS

Coherence is a term representing transverse magnetization. In a coupled two-spin system,
single-quantum coherence involves one spin changing its spin state (α → β, or β → α),
whereas double-quantum coherence arises from a transition in which two spins alter their
states at the same time (αα → ββ, or ββ → αα). Zero quantum coherence is referred to as a
transition of �m = 0 with two spins changing their states in opposite directions (αβ → βα,
or βα → αβ). The transition rule governs such that only a transition with �m = ±1 between
the spins is allowed, meaning that single-quantum coherence is the only directly observable
coherence. The type of transition, that is, the value of �m, is known as coherence order, p. A
coherence order of p = ±1 represents single-quantum coherence, whereas a coherence order
of p = 0 is zero-quantum coherence or z magnetization.

Because coherence order corresponds to a transition between spins, only RF pulses cause a
change in coherence order from one level to another, which is referred to as coherence transfer.
Delays without an RF pulse conserve the coherence orders. A diagram is used to describe the
coherence transfer at the different stages of a pulse sequence, called the coherence transfer
pathway (Bain, 1984; Bodenhausen et al., 1984). In order to use the diagram for coherence
selection, the pathway must originate at the equilibrium state in which the magnetization is
along the magnetic field direction (z magnetization) possessing a coherence order of zero,
p = 0. The first 90◦ pulse applied on the equilibrium z magnetization only generates single-
quantum coherence, p = ±1, whereas the last pulse in a pulse sequence must bring the
coherence to the coherence level of p = −1 for the use of quadrature detection to observe the
complex signals (Sørensen et al., 1983). A noninitial 90◦ pulse (a 90◦ pulse other than the first
one) generates higher order coherence along with single quantum coherence.

1.12. APPROACHES TO UNDERSTANDING NMR EXPERIMENTS

During an NMR pulse sequence, the equilibrium magnetization is manipulated to generate
detectable signals. Several formalisms have been developed to describe the behavior of nuclear
magnetization during a pulse sequence. In this section, three theoretical treatments (vector
model, product operator formalism, and density matrix) used to describe how magnetization is
transferred during NMR experiments are briefly discussed. Simple pulse sequences are used
as examples to help understand the approaches.

Questions to be addressed include:

1. What are the advantages and limitations of each approach?
2. How are the approaches used to describe how experiments work?
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1.12.1. Vector Model

For a variety of experiments [such as the one-pulse experiment (Figure 1.7), T1 measure-
ment, spin echoes, polarization transfer experiments, and composite pulses] the vector model
remains a useful approach for analysis of the experiments because of its visualization and
simplicity. However, the vector model is inadequate to analyze certain experiments such as
DEPT (distortionless enhancement by polarization transfer, Doddrell et al., 1982; Bendall and
Pegg, 1983) because it is unable to describe multiple quantum coherence.

Shown in Figure 1.24 is the vector representation of magnetization during the pulse
sequence of INEPT (insensitive nuclei enhanced by polarization transfer, Morris and Freeman,
1979), which is used to transfer magnetization from one nucleus (usually 1H) to a heteronucleus
through J coupling. It is the most utilized building block of many heteronuclear NMR pulse
sequences. The first 90◦ 1H pulse rotates the 1H magnetization onto the y axis at point a. After
the first 1/(4JCH) delay, each of the doublets caused by the JCH coupling is 45◦ away from
the y axis. The simultaneous 180◦ pulses on both 1H and 13C refocus the chemical shift but
allow the coupled 1H vectors to continue to diverge. This can be understood by considering
the effect of 1H and 13C 180◦ pulses individually. After the 1H 180◦ pulse flips the doublets
about the x axis, the 13C 180◦ inverts the population of 13C states of the coupled doublets but
has no effect on uncoupled chemical shift. Consequently, the magnetization in the 13C α state
becomes that in the β state, and vice versa. It is represented in the vector diagram at point c
that the slower and faster vectors exchange places, resulting in the vectors rotating in the other
direction (c). After the second 1/(4JCH) delay, the two vectors are 180◦ out of phase and aligned
on the x axis (d). The following 1H 90◦ pulse rotates the 1H magnetization components back
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Figure 1.24. Vector representation of an INEPT experiment. The narrow and wide bars are 90◦ and 180◦
pulses, respectively. All pulses are x phase except the last 1H 90◦

y . After a 90◦
x pulse (point a), the 1H

magnetization is on the y axis. During the delay period of 1/(4JCH), the two coupled spins process with
different frequencies in the rotating frame: one is slower than the rotating frame frequency and the other
faster, assuming that the carrier frequency (rotating frame frequency) is set to the center of the J coupled
peaks.
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to the z and −z axes (e), and the 13C 90◦ pulse brings the coupled magnetization components
back to the xy plane, which results in detectable anti-phase magnetization (f).

1.12.2. Product Operator Description of Building Blocks in a Pulse Sequence

Product operator formalism has become a popular approach for the theoretical description
of NMR experiments because it combines the simplicity and visualization of vector represent-
ation with quantum mechanics. The approach utilizes a linear combination of base operators
to express the density matrix. Shorthand notation can be used to describe the operator matrices
(Sørensen et al., 1983). Therefore, it does not require an understanding of quantum mechanics
to utilize the formalism. The standard notation of the product operators for a two-spin system
with their physical interpretation is explained in Appendix A.

1.12.2.1. Spin-Echo of Uncoupled Spins
The spin echo experiment consists of two delays separated by a 180◦ pulse after the

transverse magnetization is produced (Carr and Purcell, 1954):

90ºx

��

180ºx

predelay

Spin echo

For an isolated spin, the magnetization starting at the equilibrium state proportional to Iz will
undergo a series of changes during the spin echo sequence. Upon the application of the first
90◦

x pulse [denoted by (π/2)Ix], the equilibrium magnetization Iz is converted to −Iy :

Iz
(π/2)Ix−−−−→ −Iy (1.89)

During the first period τ of free precession of the spin echo, the magnetization evolves to:

−Iy
�iIzτ−−−→ −Iy cos(�iτ ) + Ix sin(�iτ ) (1.90)

The 180◦
x pulse inverts Iy magnetization, but does not have any effect on Ix magnetization:

−Iy cos(�iτ ) + Ix sin(�iτ )
πIx−−→ Iy cos(�iτ ) + Ix sin(�iτ ) (1.91)

In the final delay of the spin echo sequence, the free precession yields

Iy cos(�iτ ) + Ix sin(�iτ )
�iIzτ−−−→[

Iy cos2(�iτ ) − Ix sin(�iτ ) cos(�iτ )
]

+ [Ix sin(�iτ ) cos(�iτ ) + Iy sin2(�iτ )] (1.92)
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Because cos2 θ + sin2 θ = 1, Equation (1.92) reduces to

Iy cos(�iτ ) + Ix sin(�iτ )
�iIzτ−−−→ Iy (1.93)

Therefore, the net effect of a spin echo sequence on uncoupled spins is to change the sign of
the transverse magnetization:

−Iy
τ→πIx→τ−−−−−−→ Iy (1.94)

There is no net evolution of the chemical shift during the spin echo sequence because evolution
of the chemical shift is refocused upon completion of the spin echo sequence.

1.12.2.2. Spin-Echo of Coupled Spins
For two coupled spins, the spin-echo sequence can be applied to homonuclear spins or

the following pulse sequence can be used for coupled heteronuclear spins:

180ºx

� �
180ºx

Spin S

Spin I

90ºx

Spin echo

The two 180◦ pulses on the heteronuclear spins will have the same effect as a nonselective
homonuclear 180◦ pulse on the coupled homonuclear spins. During the evolution period, scalar
coupling is the only interaction to be considered because evolution under the chemical shift
interaction will be refocused by the spin echo sequence as described for the uncoupled spin.
For heteronuclear magnetization after a 90◦

x pulse on the S spin, the evolution during the first τ
period under the scalar coupling JIS converts the in-phase magnetization of −Sy to orthogonal
anti-phase magnetization, which is represented by the product operators:

−Sy
πJISτ−−−→ −Sy cos(πJISτ) + 2IzSx sin(πJISτ) (1.95)

A 180◦ pulse on the S spin does not have any effect on the I spin and vice versa. Therefore,
the 180◦ pulse on S spin changes the sign of Sy whereas the 180◦ pulse on the I spin inverts Iz:

−Sy cos(πJISτ) + 2IzSx sin(πJISτ)
πSx−−→ Sy cos(πJISτ) + 2IzSx sin(πJISτ)

πIx−−→ Sy cos(πJISτ) − 2IzSx sin(πJISτ) (1.96)

The conversion of the magnetization during the second evolution is described by:

Sy cos(πJISτ) − 2IzSx sin(πJISτ)
πJISτ−−−→ [Sy cos2(πJISτ) − 2IzSx cos(πJISτ) sin(πJISτ)]

+ [−2IzSx sin(πJISτ) cos(πJISτ) − Sy sin2(πJISτ)] (1.97)
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Using cos2 θ − sin2 θ = cos 2θ and 2 cos θ sin θ = sin 2θ , the equation is simplified to:

Sy cos(πJISτ) − 2IzSx sin(πJISτ)
πJISτ−−−→ Sy cos(2πJISτ) − 2IzSx sin(2πJISτ) (1.98)

Therefore,

−Sy
τ→π(Ix+Sx)→τ−−−−−−−−−−→ Sy cos(2πJISτ) − 2IzSx sin(2πJISτ) (1.99)

If τ is set to 1/(2JIS), then

−Sy
τ→π(Ix+Sx)→τ−−−−−−−−−−→ Sy (1.100)

which gives inverted in-phase magnetization. When τ is set to 1/(4JIS), anti-phase coherence
is generated:

−Sy
τ→π(Ix+Sx)→τ−−−−−−−−−−→ −2IzSx (1.101)

For initial magnetization from spin I, −Iy , the result can be obtained by interchanging the I
and S operators in the equations for the magnetization initiated at −Sy :

−Iy
τ→π(Ix+Sx)→τ−−−−−−−−−−→ −2IxSz (1.102)

The above result is for the real part of the FID. If considering the complex data observed by
quadrature detection, the operator of Ix in Equation (1.101) or (1.102) is replaced by raising
operator I+and lowering operator I−

I+ = Ix + iIy (1.103)

I− = Ix − iIy

in which Iy is the observable imaginary magnetization.

1.12.2.3. Insensitive Nuclei Enhanced by Polarization Transfer
The pulse sequence (Figure 1.24) in INEPT before the final two 90◦ pulses is the same as

the heteronuclear echo sequence. Hence, the anti-phase magnetization of −2IxSz is generated
when τ = 1/(4JIS). In the next step of INEPT, a 90◦

y pulse is applied to spin I and a 90◦
x pulse

to spin S simultaneously, which produces an anti-phase observable S magnetization given by:

−2IxSz

(π/2)(Iy+Sx)−−−−−−−−→ −2IzSy (1.104)

or

−Iy
INEPT−−−→ −2IzSy
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−2IzSy Sx
(a) (b)

Figure 1.25. The doublets of spin S corresponding to the product operator of (a) anti-phase and (b)
in-phase coherence.

The sensitivity of spin S in the INEPT is enhanced by spin I for a factor of γI/γS. In the
anti-phase signal, one component of the doublet has negative intensity, whereas the other
is positive. The INEPT sequence is used in multidimensional heteronuclear experiments to
transfer magnetization through scalar coupling between heteronuclei.

Because of the anti-phase character of the magnetization after INEPT, 1H decoupling,
which is used to increase sensitivity, cannot be applied during acquisition. A refocused INEPT
sequence is used to convert anti-phase magnetization in the INEPT sequence into in-phase
coherence by appending an additional echo sequence after the INEPT:

−2IzSy
πJISτ−−−→ −2IzSy cos(πJISτ) + Sx sin(πJISτ)

π(Ix+Sx)−−−−−→ −2IzSy cos(πJISτ) + Sx sin(πJISτ)

πJISτ−−−→ −2IzSy cos(2πJISτ) + Sx sin(2πJISτ) (1.105)

When τ = 1/(4JIS), the cosine term equals zero. Hence, the magnetization after the last echo
sequence is given by:

−2IzSy
τ→π(Ix+Sx)→τ−−−−−−−−−−→ Sx (1.106)

which is an observable in-phase magnetization. Therefore, for the refocused INEPT, decoup-
ling can be applied during acquisition to increase sensitivity by collapsing the I–S coupling
doublet [Figure 1.25(b)].

1.12.3. Introduction to Density Matrix

The density matrix approach (Fano, 1957; Howarth et al., 1986; Hore et al., 2001) is used
to treat a more complicated case involving two or more spins by solving density matrices for
the operators involved in NMR experiments. For a system consisting of uncoupled spins of 1

2 ,
the energy E of the two states for the Schrödinger equation is given by:

H(t)�(t) = E�(t) (1.107)

The equation describes how the time-dependent Hamiltonian operator H(t) governs the time
dependence of the system wave function �(t). The system wave function can be represented
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in Dirac notation (Dirac, 1967) by a linear combination of the basis functions φ1 = |α〉 and
φ2 = |β〉 for a single spin 1

2 system:

�(t) = C1|α〉 + C2|β〉 (1.108)

H = −γB0�Îz = �ω0Îz (1.109)

in which ω0 = −γB0 is the Larmor frequency, and

H|α〉 = 1

2
|α〉, H|β〉 = −1

2
|β〉 (1.110)

in which the eigenvalues are represented in units of �ω0 for simplicity. Populations of the
energy states are given by:

Nα = e(−E1/kT )∑2
i=1 e(−Ei/kT )

= 1

2
− E1

2kT
= 1

2

(
1 − �ω0

2kT

)
(1.111)

Nβ = e(−E1/kT )∑2
i=1 e(−Ei/kT )

= 1

2
− E2

2kT
= 1

2

(
1 + �ω0

2kT

)
(1.112)

The eigenvalues (energy) can be used to represent the operator Îz in terms of a matrix:

Iz =
( 1

2 0
0 − 1

2

)
(1.113)

The operators of the transverse x and y components interconvert |α〉 and |β〉 because |α〉 and
|β〉 are not the eigenstates of the operators:

Îx |α〉 = 1

2
|β〉, Îx |β〉 = 1

2
|α〉 (1.114)

Îy |α〉 = 1

2
i|β〉, Îy |β〉 = −1

2
i|α〉 (1.115)

which can be understood by the raise and lower operators Î+ and Î−:

Îx |α〉 = 1

2
(Î+ + Î−)|α〉 = 1

2
(0 + |β〉) = 1

2
|β〉 (1.116)

Îy |β〉 = i

2
(Î− − Î+)|β〉 = i

2
(0 − |α〉) = − i

2
|α〉 (1.117)

The corresponding matrices for the operators are given by:

Ix =
(

0 1
2

1
2 0

)
= 1

2

(
0 1
1 0

)
= 1

2
σ x (1.118)

Iy =
(

0 − 1
2 i

1
2 i 0

)
= 1

2

(
0 −i
i 0

)
= 1

2
σ y (1.119)
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in which σx , σy , and σz are the Pauli matrices with the property of σ 2
r = σ 0 for r = x, y, z:

σ z =
(

1 0
0 −1

)
(1.120)

σ 0 =
(

1 0
0 1

)
(1.121)

The bras and kets are represented by vectors:

〈α| = (1 0
)

; 〈β| = (0 1
)

(1.122)

|α〉 =
(

1
0

)
; |β〉 =

(
0
1

)
(1.123)

By combining the matrices Ix and Iy the matrices for the raise and lower operators can be
obtained:

I+ = Ix + iIy =
(

0 1
0 0

)
(1.124)

I− = Ix − iIy =
(

0 0
1 0

)
(1.125)

Matrices Ix , Iy , and Iz represent the magnetization along the x, y, and z axes, respectively.
Quantum mechanics states that the expectation value of an operator Â depends on the products
of coefficients, which is given by:

〈Â〉 = 〈�(t)|Â|�(t)〉 =
∑
k, l

C∗
k Cl〈k|Â|l〉 =

∑
k, l

C∗
k ClAkl (1.126)

in which Ck , Cl are defined in Equation (1.108) for a single spin 1
2 system. Therefore, it is

useful to define a density matrix ρ(t) with an individual matrix element in the term of:

ρlk = 〈k|ρ|l〉 = C∗
k Cl (1.127)

The density matrix for a single spin 1
2 system at equilibrium state is given by

ρ =
(

ρ11 ρ12
ρ21 ρ22

)
=
(

Nα 0
0 Nβ

)
= 1

2

(
1 0
0 1

)
+ 1

2

(
δ 0
0 −δ

)
= 1

2
σ 0 + δIz (1.128)

in which δ = −�ω0/2kT . The unit matrix σ 0 is not of NMR interest because it does not
evolve during any Hamiltonian. The δ is a scaling factor. Thus σ 0 and δ are often omitted.
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The expectation value of Â is thus represented by the trace of the product ρ and A:

〈Â〉 =
∑
k,l

C∗
k ClAkl =

∑
k,l

ρlkAkl =
∑

l

(ρA)ll = Tr(ρA) (1.129)

Tr( ) is the trace of a matrix defined as the sum of the diagonal elements of the matrix (here,
the product of the matrices). By solving the Liouville-von Neumann equation

i
dρ̂

dt
= [H, ρ̂] (1.130)

the time-dependent density matrix can be described in terms of operator exponentials:

ρ(t) = e−iHtρ(0)eiHt (1.131)

For RF pulses in the rotating frame, the Hamiltonian is given by:

H = ω1Îx or H = ω1Îy (1.132)

The matrices for the Hamiltonian of x and y pulses and free precession can be obtained by
using expansion of the exponential:

e±iaA = σ0 cos a ± iA sin a (1.133)

e±iφÎx = σ0 cos
φ

2
± i2Ix sin

φ

2
=
(

cos φ
2 ±i sin φ

2
±i sin φ

2 cos φ
2

)
φ=π/2====⇒ 1√

2

(
1 ±i
±i 1

)
(1.134)

e±iφÎy =
(

cos φ
2 ± sin φ

2
∓ sin φ

2 cos φ
2

)
φ=π/2====⇒ 1√

2

(
1 ±1

∓1 1

)
(1.135)

e±iωt Îz =
(

e±iωt/2 0
0 e∓iωt/2

)
(1.136)

in which φ = ω1t is the pulse angle rotated by the RF field with strength B1 = �ω1, and ω

is the resonance frequency of the spin in the rotating frame. When on-resonance, ω = 0. For
a one-pulse experiment with a 90◦

x pulse applied to the initial magnetization Iz, the density
matrix after the 90◦ pulse is given by:

ρ(t) = e−i(π/2)Îx ρ(0)ei(π/2)Îx (1.137)

= e−i(π/2)Îx Izei(π/2)Îx = 1

2

(
0 i
−i 0

)
= −Iy (1.138)
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We now define a transform matrix as:

UHρ(0) = e−iHtρ(0)eiHt (1.139)

ρ(t) = U π
2 xIz = e−i π

2 Îx Izei π
2 2Îx = −Iy (1.140)

The above equation for ρ(t) is equivalent to the product operator representation of:

Iz
(π/2)Ix−−−−→ −Iy (1.141)

The density matrix for the observed magnetization changing with time is given by:

ρ(t) = UHR
(−Iy) = 1

2

(
e−iωt/2 0

0 eiωt/2

)(
0 i
−i 0

)(
eiωt/2 0

0 e−iωt/2

)

= 1

2

(
0 ie−iωt

−ieiωt 0

)
(1.142)

The observable magnetization is obtained by the trace of the product of the density matrix with
the raise operator:

M(t) = Tr(ρ(t)I+) = −1

2
ieiωt = 1

2
(sin ωt − i cos ωt) (1.143)

By now we have seen all of the basic concepts necessary to predict the behavior of an isolated
spin system in the absence of relaxation.

QUESTIONS

1.1. In an inversion-recovery experiment, signal A has zero intensity when τ = 380 ms.
Estimate the spin-lattice relaxation time T1 for the signal.

1.2. Assuming that a signal has an intensity of 100 observed using a 90◦ pulse, what is the
intensity of the signal if a 45◦ pulse is used?

1.3. What is the longest dwell time one could use to collect 1H data for a spectrum with 10 ppm
on a 600 MHz spectrometer and the carrier frequency in the center of the spectrum?

1.4. What is the frequency of 13C in the laboratory frame on a 500 MHz instrument? And
what is its frequency in the rotating frame (on resonance)?

1.5. Assuming that we have a 100% 13C enriched sample and we have obtained 1H and 13C
spectra with one transient, what is the intensity of 13C likely to be relative to the 1H
spectrum?



52 Chapter 1

1.6. Assuming that the DSS signal has a resonance frequency of 600.0123456 MHz, what
is the reference frequency for 13C and 15N if 13C and 15N are chosen according to the
ratio of their gyromagnetic ratios to that of 1H (listed in Table 1.1)?

1.7. What is the frequency for 170 ppm and 58 ppm of 13C, and for 118 ppm of 15N using
the reference frequencies in question 1.6?

1.8. Assuming that the 3JHNHα coupling constant of a residue in a protein is about 10 Hz,
what is likely the value of torsion angle φ?

1.9. Where is the magnetization after applying a spin echo pulse sequence 90◦
x −τ −180◦

x −
τ?

1.10. When is a high power rectangular RF pulse used? What three parameters are needed to
be specified?

APPENDIX A: PRODUCT OPERATORS

A1. Uncoupled Spins

For an uncoupled spin system, the product operators can be applied to individual spins.
For a spin- 1

2 nucleus, there are three basic operators used to describe the spin magnetization
during NMR experiments, Ix , Iy , and Iz, which are the x, y, and z components of spin I
magnetization. The transformations of these operators after a 90◦(π/2) pulse are given by:

Ix
(π/2)Ix−−−−→ Ix Ix

(π/2)Iy−−−−→ −Iz

Iy
(π/2)Ix−−−−→ Iz Iy

(π/2)Iy−−−−→ Iy

Iz
(π/2)Ix−−−−→ −Iy Iz

(π/2)Iy−−−−→ Ix

(A1.1)

in which (π/2)Ix and (π/2)Iy are the 90◦ pulses applied along the x and y axes, respectively.
For a free precession during time t at resonance �, the transformations of the three operators
are given by:

Ix
�t−→ Ix cos �t + Iy sin �t (A1.2)

Iy
�t−→ Iy cos �t − Ix sin �t (A1.3)

Iz
�t−→ Iz (A1.4)

The sign of the above rotations are shown in Figure A1.1. An example of applying the
product operators to describe the spin echo experiment of uncouple spins is discussed in
section 1.12.2.1.
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–Iy

–Ix

Ix

Iy

Ωt

(c) Iz

–Ix

Ix

–Iz

Iz

y2 Iπ

(b)

–Iy

x2 Iπ

Iy

Iz

–Iz

(a)

Figure A1.1. The transformations of the product operators for uncoupled spin I (a) after a 90◦
x pulse,

(b) after a 90◦
y pulse and (c) during free precession �t . (Ziessow, D., Concept Magn. Reson. 2, 81

(1990); Hore et al. NMR: The Toolkit, Oxford University Press, Oxford (2001).)

TABLE A1.1
Product Operators for a Coupled

Two-Spin IS System

Sx Sy Sz

Ix 2IxSx 2IxSy 2IxSz
Iy 2IySx 2IySy 2IySz
Iz 2IzSx 2IzSy 2IzSz

Note: The product operators in bold are the in-
phase magnetization, the four product operators
(2IxSx , 2IxSy , 2IySx and 2IySy ) are the multiple-
quantum coherences, and the rest are the anti-phase
magnetization.

Ix

(Sx)

x

y

x

y

x

y

Iy

(Sy)
Iz

(Sz)

2Ix Sz

(2Sx Iz)

x

y

x

y

x

y

2Iy Sz

(2Sy Iz)
2Iz Sz

Figure A1.2. Vector representation of product operators for in-phase and anti-phase magnetization for
spin I (or spin S) in a coupled two-spin system.
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πJISτ πJISτ Ωt

–Ix

Ix

(a) 2IzSz

–2IySz 2IySz –Iy Iy

(b) 2IzSz

–2IxSz

2IxSz

(c) 2IzSz

–2IySz 2IySz

–2IxSz

2IxSz

Figure A1.3. The transformations of the product operators for a two coupled spin IS system by scalar
coupling JIS (a) and (b) during evolution under the influence of JIS coupling for a period τ , and (c)
during free precession �t .

A2. Two Coupled Spins

The spin system of two coupled spins I and S may be either homonuclear or heteronuclear
spin systems. For a homonuclear spin system, nonselective RF pulses act on both spins,
whereas the RF pulses rotate only the specific spin because the Larmor frequencies of the
heteronuclei are several tens of megahertz off-resonance to each other. In addition to the six
operators for the x, y, and z components of individual spin (i.e., Ix , Iy , and Iz for spin I,
and Sx , Sy , and Sz for spin S), nine product operators represent the coupling between the two
spins, which are summarized in Table A1.1, of which five product operators for the anti-phase
magnetization are illustrated in Figure A1.2 in vector representation. The transformations of
the product operators during evolution under the influence of JIS coupling for a period τ are
given by:

Ix
πJISτ−−−→ Ix cos πJISτ + 2IySz sin πJISτ (A1.5)

Iy
πJISτ−−−→ Iy cos πJISτ − 2IxSz sin πJISτ (A1.6)

Iz
πJISτ−−−→ Iz (A1.7)

2IxSz
πJISτ−−−→ 2IxSz cos πJISτ + Iy sin πJISτ (A1.8)

2IySz
πJISτ−−−→ 2IySz cos πJISτ − Ix sin πJISτ (A1.9)

2IzSz
πJISτ−−−→ 2IzSz (A1.10)

The product operators for spin S can be obtained similarly by interchanging I and S in Equa-
tions A1.5–A1.10. The above rules for the transformations of product operators are summarized
in Figure A1.3.
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2
Instrumentation

2.1. SYSTEM OVERVIEW

Questions to be answered in this section include:

1. What are the basic components in an NMR spectrometer?
2. What are their functions?

The basic components of an NMR spectrometer are shown in Figure 2.1(a), and include
three major elements: a magnet, console, and host computer. The working function of an
NMR spectrometer is basically similar to a radio system. Some of the components are called
by the terms used in a radio system, such as transmitter, synthesizer, and receiver. The magnet
of an NMR spectrometer produces a stable static magnetic field which is used to generate
bulk magnetization in an NMR sample. The linear oscillating electromagnetic field, B1, (see
Chapter 1), is induced by a transmitter with a desirable B1 field strength to interact with nuclei
under study. The NMR signal, known as free induction decay (FID), generated in the probe
coil after irradiation by radio frequency (RF) pulses is first amplified by a preamplifier, then
detected by a receiver. This detected signal is digitized by an analog-to-digital converter (ADC)
for data processing and display, which is done on a host computer.

2.2. MAGNET

In this section such questions about an NMR magnet will be addressed as:

1. What is the structure inside a magnet?
2. How is the magnetic field generated and how is the stability of the field maintained?
3. Why does the magnet need to be periodically filled with liquid nitrogen and liquid

helium?
4. What homogeneity of the field is required for NMR and how can it be obtained?
5. How is the sensitivity increased as the field strength increases?

Almost all high field NMR magnets are made of superconducting (SC) solenoids. In order
to achieve superconductivity, an SC solenoid is enclosed in a liquid helium vessel (Figure 2.2).
Liquid nitrogen stored in a vessel outside the liquid helium vessel is used to minimize the loss
of liquid helium because the cost of liquid nitrogen is about 10 times less than liquid helium. In
addition, insulation of heat transfer between the vessels and the shell of the magnet is achieved
by the use of high vacuum chambers. Vacuum is the most effective method of heat insulation,
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Figure 2.1. Block diagram of NMR spectrometer.
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Figure 2.2. Cutaway of a superconducting (SC) magnet. The magnet solenoid is in a liquid helium
vessel, and contains approximately 12 miles of SC wire. The liquid nitrogen vessel is between the inner
and outer vacuum chambers. The insulation in the outer vacuum chamber reflects heat radiation from
the room temperature surface. The inner 20 K (Kelvin) radiation shield is used to prevent infrared heat
radiation transfer from the liquid nitrogen vessel into the liquid helium vessel. The elimination of heat
radiation reduces the liquid helium boil-off rate. Both radiation shields are made of aluminum foils.
(Courtesy of JEOL USA, Inc.)
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Figure 2.3. Superconducting (SC) switch. When a heater switch is on, the SC wire inside the heater (the
dotted circle) becomes a resistor due to the loss of superconductivity as the temperature is raised. The
current flows from the power supply to the SC coil. After the heater is turned off, the current remains in
the closed coil loops.

which prevents two of the three heat transfer processes: conduction and convection. The third
process of heat transfer, radiation, is prevented through the use of reflective shields which
are made of aluminum foil and surrounded by the high vacuum. Because of the efficient heat
insulation, an NMR sample can be placed in the probe at room temperature or at any other
desired temperature and insulated from the liquid helium at 4.2 K just a few inches away.
Liquid helium loss can be less than a liter per day for a modern 600 MHz NMR. Low helium
loss magnets have a helium holding time longer than 1 year.

Once it is cooled down to operational temperature at or below that of liquid helium,
the magnet is energized slowly by conducting DC current into the solenoid over a period of
several hours to a few days. (For ultrahigh fields such as 800 MHz and 900 MHz, the magnet
solenoid is kept below the temperature of liquid helium.) When the magnetic field produced
by the current reaches operational field strength, the two terminals of the solenoid are closed
by an SC switch such as the one shown in Figure 2.3. The SC switch is open during the entire
energization process by turning on the heater nearby the SC wire in the SC switch. The heat
causes the SC switch to lose superconductivity. Thus, the current passes through the magnet
solenoid from the charging power supply. When the magnet reaches operational field strength,
the SC switch is closed by turning off the heater. As a result, the current passes through the loop
formed by the SC switch and the solenoid, and stays inside the solenoid. Normally, an NMR
magnetic field drifts less than 10 Hz h−1. Quite frequently, a few months after installation, the
field drifts less than 1 Hz h−1.

High homogeneity of the magnetic field is an essential requirement for any NMR magnet.
It is achieved with a set of SC shim coils, called cryogenic shims (or cryoshims), located just
outside the magnet solenoid. The field homogeneity is shimmed by a method called field
mapping in which a tiny amount of sample (e.g., a drop of water) is used to obtain signal at
different physical locations inside the magnet bore. The sample is moved spirochetically in
the bore through the solenoid axis to record the magnetic field gradient. Then, cyroshims are
adjusted according to a computer fitting for better field homogeneity. Figure 2.4 shows an
example of field mapping results for an Oxford magnet during magnet installation. The results
indicate that a field homogeneity of better than 1 ppm is obtained over 4 cm by cyroshims.
During normal operation of the magnet, cyroshims need not be changed. For NMR experiments,
a field homogeneity of 1 ppb or better is obtained by using a room temperature (RT) shim set
which consists of as many as 40 shim gradients located in the area inside the magnet bore but
outside the probe.
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Figure 2.4. Magnetic field mapping results of cryogenic shims for a 500 MHz magnet. High homogeneity
of the magnetic field is obtained across a length of over 4 cm (∼1.6 inches, indicated by the arrows).
The deviation of the magnetic field across the 4 cm length is about 500 Hz, which is equivalent to 1 ppm
(500Hz / 500MHz). The center of the probe coil is placed at the center of the field.

High resolution NMR experiments require stability of the magnetic field in addition to
field homogeneity. The fluctuation of the static magnetic field is corrected by a locking field
frequency using a mini spectrometer, or lock system. The lock system has a lock transmitter
(including a lock frequency synthesizer), a lock receiver, and a lock channel on the probe. It
continuously observes the deuterium frequency of the NMR sample. The current of the z0 coil
of the RT shim coil assembly residing in the magnet bore is automatically adjusted to maintain
the lock frequency at the correct value if the frequency changes. For this purpose, any NMR
sample should be made from pure or partially deuterated solvent. 2H2O is the most common
deuterated solvent used in biological samples. More details are discussed in Chapter 3, Sample
Preparation.

Sensitivity and resolution of NMR signals are the fundamental reasons for the requirement
of higher magnetic field strengths. Resolution of NMR spectra at a constant line width in hertz
improves linearly with magnetic field strength (B0). The sensitivity of an NMR signal is
proportional to the population difference between two nuclear transition states. Because the
energy gap of the two states is small (in the RF range), the population difference determined
by Boltzmann distribution is small. An increase in field strength will increase the population
difference, and thus increase sensitivity (more details in Chapter 1). As a result, the sensitivity
of the NMR signal increases in proportion to B3/2

0 as the field strength increases and hence the
time required to obtain the same signal-to-noise ratio is reduced in proportion to B3

0.

2.3. TRANSMITTER

Questions to be addressed about the transmitter include:

1. What is the function of the transmitter and what does it consist of ?
2. How does a transmitter produce RF pulses with the desired pulse width and desired

frequency (the carrier frequency)?



Instrumentation 61

carrier
RF Signal
Generation

Transmitter
Controller

RF pulse 
at carrier 
frequency

Linear
Amplifier

RF pulse

to probeLO output
to receiver

carrier+IF

Frequency
Synthesizer

IF

Figure 2.5. Components of an NMR transmitter—block diagram.

3. How can the amplitude of the pulses be attenuated?
4. What is the relationship between attenuated RF power and pulse length?

The function of a transmitter is to provide RF pulses to irradiate the samples with a desired
pulse length (or pulse width) and frequency at the correct phase and power level. The transmitter
channel consists of a frequency synthesizer, an RF signal generator, a transmitter controller,
and an RF amplifier (Figure 2.5). It provides RF pulses and quadrature phase generation. A
frequency synthesizer provides a stable source of signal with the required frequencies using a
standard reference frequency. The RF signal is gated by an RF controller to form pulses at a
low amplitude level. A transmitter controller is used to create modulated phase, pulse power,
and pulse gating (on and off). After it is routed through a computer-controlled attenuator to
set the desired amplitude level, the RF signal then goes to the linear power amplifier to obtain
the pulse power needed. The pulse from the amplifier is delivered to a probe where the NMR
sample is irradiated. The output of the transmitter is highly monochromic. Because the output
power of an amplifier is attenuated linearly, the pulse width for a fixed pulse angle (for instance,
a 90◦ pulse angle) is increased proportional to the power attenuation. The attenuation of the
output amplitude is measured in a logarithmic unit, decibel or dB, which is a tenth of one Bel.
By definition, the decibel of two signals in comparison is

dB = 20 log
V2

V1
(2.1)

in which V1 and V2 are two signal amplitudes, or voltage. A signal with twice the amplitude
of the other is a 6 dB increase, whereas a signal of one half the amplitude is −6 dB (or a
6 dB attenuation). Twenty decibels represents a 10-fold increase in signal amplitude. A signal
amplitude V increased by N dB has a value given by:

N(dB)V = 1.122NV (2.2)
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Frequently, the ratio of two signals is measured in terms of power levels:

dB = 10 log
P2

P1
(2.3)

in which P1 and P2 are the power levels of the signals and P = V 2/R (R is resistance).
In NMR, pulse “power” refers to the amplitude of the transmitter RF field in frequency units,
rather than power in watts, because pulse width or pulse angle is proportional to γB1, in which
γ is the gyromagnetic ratio and B1 is the amplitude of the transmitter RF field. Therefore, the
pulse width will increase to twice as long when attenuation is −6 dB.

One transmitter is required for each channel on an NMR spectrometer. Typically, a triple-
resonance experiment requires separated proton, carbon, and nitrogen transmitter channels in
addition to a lock channel. A four-channel NMR spectrometer may use the fourth channel for
deuterium decoupling or for irradiation on other nuclei. Because of the low gyromagnetic ratios
of heteronuclei, a heteronuclear channel has a longer pulse width for the same amplifier output
power. A typical amplifier for high resolution NMR has an output power of a few hundred
watts on each heteronuclear RF channel (see section 2.8, Instrument Specifications).

The local oscillator (LO) output of a transmitter which is used by a receiver to record the
NMR signal (see discussion for receivers) is created by combining an intermediate frequency
(IF) signal with the carrier frequency using the technique called single sideband (SSB) selection
[Figure 2.1(b) and Figure 2.6]. The IF is much lower than the carrier frequency, usually a few
tens of MHz, and is usually obtained from a fixed-frequency source. When the carrier and IF
signals are mixed at a balanced mixer (BM, also called a phase sensitive detector, PSD), which is
a device with two or more signal inputs that produces one signal output, the carrier multiplies
the IF resulting in a pair of frequencies, carrier − IF and carrier + IF, known as a double
sideband band suppressed carrier (DSBSC, Figure 2.7). In order to convert a DSBSC to an SSB
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Figure 2.6. Generation of LO frequency by a transmitter via SSB (single sideband) selection. When
mixed at a balanced mixer (BM), two input frequencies are multiplied to produce a pair of sideband
frequencies. The phase of the output is also dependent on the phases of the input signals. The output of
a balanced mixer contains neither the carrier frequency nor the modulated intermediate frequency (IF)
but only the sidebands.
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Figure 2.7. Double sideband suppressed carrier frequency pair. The sidebands above and below the
carrier frequency are called the upper and lower sidebands, respectively.

frequency, BMs are used to phase the signals. Quadrature IF and carrier frequencies (quadrature
means that two components of a signal differ in phase by 90◦) are met at two BMs whose output
contains neither the carrier frequency nor the modulated IF but only the sidebands, resulting in
two pairs of mixed IF with the carrier signals: a 90◦ phase shifted pair in one path and a non-
phase-shifted pair in the other. The output of a BM is a double sideband signal consisting of the
sum and difference of the IF and the carrier frequencies produced by multiplying the two signal
inputs:

cos ω0t cos ωRt = 1
2 [cos(ω0 + ωR)t + cos(ω0 − ωR)t]

sin ω0t sin ωRt = 1
2 [− cos(ω0 + ωR)t + cos(ω0 − ωR)t]

in which ω0 and ωR are the carrier frequency and intermediate frequency, respectively. Then,
the double-band outputs of the mixers are combined at the combiner, where one sideband is
enhanced and the other is cancelled. The combination produces a single frequency output,
an LO output, which usually is the frequency of the carrier + IF (it can also be designed to
produce the frequency of the carrier − IF).

An alternative way to produce an LO is to use a synthesizer to generate an LO frequency.
In this case, the carrier frequency of the transmitter is produced from combination of the LO
and IF (Figure 2.8). IF and LO quadrature frequency signals are mixed to produce the carrier
frequency for RF pulses. The advantage of this configuration is that the LO frequency to be
used by the receiver is less noisy than the transmitter configuration represented in Figure 2.6,
and hence it potentially gives better sensitivity.

Since the transmitter provides the energy source for irradiating an NMR sample, it is
wise to measure the output of the transmitter when the NMR spectrometer has problems such
that the NMR signal cannot be observed. The convenient way to do this is to connect the
transmitter output to an oscilloscope at the point just before the probe. The oscilloscope is set
to measure voltage and appropriate attenuation should be used to protect the oscilloscope from
damage by the high power of the transmitter amplifier (refer to section 2.9 for operation of an
oscilloscope). Attenuation can be done either by setting a transmitter attenuation parameter or
by using an attenuator (e.g., 20 dB) between the oscilloscope and the transmitter output.

The dB value describes the relative power levels or amplitudes of two signals. Frequently,
the amplitude of a signal is described relative to a reference power level. For instance, the term
dBm means dB relative to 1 mW into a given load impedance of a device, which is 50 �

for an NMR instrument (we will assume that impedance is 50 � throughout this book unless
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Figure 2.8. An NMR transmitter using an LO to produce the carrier frequency (see text).

specified), and dBW to 1 W:

1 mW = 0.2236Vrms = 0 dBm (2.4)

dBm = 10 log Pmw (2.5)

Pmw = 10dBm/10 (2.6)

in which Pmw is the power in mW. A signal into a 50 � impedance with 0 dBm amplitude
has a voltage of 0.2236Vrms(V = (PR)1/2 = (10−3 × 50)1/2). The electric signal is also
characterized by a peak-to-peak amplitude (Vpp which is twice the amplitude) and a root-mean-
square amplitude (Vrms). For a sinusoidal signal, Vrms and Vpp have a relationship given by:

Vrms = A√
2

= Vpp

2
√

2
= Vpp

2.828
(2.7)

Pmw = 2.5V 2
pp (2.8)
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in which A is the signal amplitude and Vpp is the peak-to-peak amplitude that corresponds to
the voltage difference between the most positive and most negative points of a signal waveform
(Figure 2.22). It is two times the amplitude of a sine wave signal. A sine wave signal of 1 Vpp
has a dBm value of 3.98, using one of the equations:

dBm = 3.98 + 20 log Vpp

= 13.01 + 20 log Vrms

= 30 + 10 log Prms

(2.9)

in which Prms is the power of the signal in watts. The value of Vpp for a given dBm value can
be calculated by:

Vpp = 10(dBm − 3.98)/20 (2.10)

When troubleshooting, it is convenient to have a table of Vpp vs dBm although it can be
calculated by Equation (2.10).

2.4. RECEIVER

Questions about the receiver are addressed in this section, including:

1. What kind of signal is detected by the receiver and how is it detected?
2. How is the signal separated from the carrier frequency by the receiver?
3. How is quadrature detection achieved?

A receiver is used to detect the NMR signal generated at the probe and amplify the signal
to a level suitable for digitization. Detection is the process of demodulating the NMR signal
(in audio frequency, kHz range) from the carrier frequency (in RF, MHz range), and measures
not only the amplitude, or voltage, of the signal, but also the phase modulation. Because the
RF signal is very weak coming from the probe, it is amplified first by a preamplifier which
is located near or inside the magnet to reduce the loss of signal, before it is transferred to the
receiver inside the console. The process of signal detection includes preamplification, several
stages of RF signal amplification, quadrature detection (separation of the NMR signal from
the carrier frequency), and amplification of the NMR (audio) signals.

In the simplest method, several stages of tuned RF amplification are used, followed by a
detector. The frequencies of all amplification stages are tuned to a narrow range near the carrier
frequency in order to amplify RF signals for detection. When signals pass through the amplifier,
noise is also amplified along with the input signals which have very low amplitude. To reduce
the effect of noise it is necessary to filter noise outside the signal frequency bandwidth and to
only allow signals and noise with the same bandwidth as the signals to come through. For this
reason, a bandpass filter is used with the center frequency tunable over a desired frequency
range. Furthermore, all stages of amplification must have amplitude linearity over the full
band frequency range. This configuration of the receiver is undesirable because it is difficult
to construct amplifiers with linear response and accurate selectivity at all stages over the
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range of several hundred MHz. The tunable filters usually lack passband flatness over a wide
frequency range. As a result, the resolution of the tuned receiver is dependent on frequency.
This causes problems such as a lack of sensitivity and resolution, and signal distortion.

The solution to the problem is the superheterodyne receiver (narrowband receiver). It
differs from the tuned receiver in that the RF signals are adjusted to pass through fixed passband
amplifiers and filters instead of tuning the amplifiers and filters for the RF signals. Unlike the
transmitter which must use Larmor frequency RF pulses to irradiate sample in order to generate
NMR signals, the receiver may be set to a fixed frequency to detect the signals. The incoming
signals are amplified by a preamplifier (single stage tuned amplification), then mixed with
an LO frequency to produce signals at a fixed IF. After the preamplifier, the signal at IF passes
through a set of IF amplifiers and filters in the receiver. Finally, IF RF signals are terminated at a
quadrature detector that subtracts the IF from the NMR signals using the reference IF, and NMR
signals with audio frequency (kHz) are amplified by an audio amplifier for digitization. Tuning
the IF receiver for different carrier frequencies is achieved by alternating the LO frequency
so that an input carrier frequency gets mixed down to the IF frequency. Receivers which have
one mixing stage are called single conversion receivers, whereas they are called multiple-
conversion receivers if mixed in more than one stage. The single-conversion superheterodyne
receiver has become very popular for modern NMR spectrometers. It offers higher sensitivity
and better performance in the presence of interfering signals.

Detection of NMR signals is done by a quadrature detector, involving a phase detector,
shown in Figure 2.9. The phase detector is a circuit that compares the frequencies of two input
signals, and then generates an output. The output is the measure of the phase and frequency
differences of the input signals. The internal circuitry of a phase detector is actually a BM.
When two signals with the same frequency are mixed at a phase detector, the output is the
measure of the phase difference of the two inputs. The RF signal coming out of the IF amplifier
is divided at a splitter. The two split signals are fed into separate phase detectors where they
are mixed with quadrature IF reference signals generated by a phase shifter. Finally the output
of each phase detector is amplified by an audio amplifier and digitized at the ADC (see the
section on ADCs) as real and imaginary components of an FID.

Audio
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to ADC

IF reference

Phase 
sensitive 
detector

Phase
sensitive
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90°

RF signal from 
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Figure 2.9. Quadrature detection using two phase sensitive detectors (PSDs).
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Figure 2.10. Quadrature detection by (a) the simultaneous acquisition method and (b) the sequential
method. The open circles represent the data points detected by the zero-phased detector (PSD) and the
filled circles represent those detected by the 90◦-phased detector in Figure 2.9. The data points multiplied
by −1 are indicated by the minus sign below the circles in (b). The receiver phases are shown above or
below the data points.

Practically, quadrature detection in the observed dimension can be done either by two
ADCs or by a single ADC (Figure 2.10). The first method (known as simultaneous acquisition)
uses one ADC for each PSD to simultaneously sample the data from two channels with one
ADC acquiring the real part of the FID and the other recording the imaginary part of the data.
Fourier transformation of the complex data produces a spectrum with the carrier in the center
of the spectral window. The second method (known as sequential acquisition or the Redfield
method) uses a single ADC to sample the data from the two PSDs one after the other with
the same time intervals set by the dwell time. The ADC digitizes the signal at a sample
rate twice as fast as normal. The ADC switches between the two PSDs after sampling each
point. Therefore, the odd number data points come from the first PSD and the even number
from the second PSD, which is 90◦ out of phase to the first one. Additionally, every second
pair of data points is multiplied by −1. The net result is that the phases of all the points
are increased sequentially by 90◦ ( = 1

4 cycle), which is known as a time-proportional phase
increment (TPPI). If a real Fourier transform is applied to the data, the sign of the frequency
(the direction of the magnetization rotation) cannot be distinguished (−SW to SW), because
the data does not contain an imaginary part. Since the sampling rate is twice as fast as in
the simultaneous method, the spectral window now is from − 1

2 SW to + 1
2 SW (real Fourier

transformation produces a spectral window with 2SW from −SW to +SW and the 1
2 factor is

caused by the doubled sampling rate). In addition, the effect of TPPI on the time domain is
to increase the frequency by + 1

2 SW. This can be understood by considering that the spectral
width is doubled because the real Fourier Transformation cannot distinguish the sign of the
spectrum, the 90◦ phase increment introduces a factor of 1

4 because 90◦/360◦ = 1
4 , and hence

2SW × 1
4 = 1

2 SW. Considering all of the factors, the spectral window of the sequentially
acquired data ranges from 0 to SW after real Fourier Transformation with the carrier in the
center of the spectrum and the correct sign for all frequencies. The results obtained from the two
methods are essentially identical. Some spectrometers (such as some Bruker systems) allow
users to use either of the acquisition methods, whereas others acquire the data simultaneously
using two ADCs (such as Varian or JEOL).
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2.5. PROBE

Probe circuits are usually characterized by three quantities: resonance frequency, total
impedance at resonance, and the Q factor of the circuits. In the current section, simple circuits
are discussed to illustrate the function of an NMR probe. Questions to be addressed include:

1. What are the electronic components inside a probe?
2. What are the inductor–capacitor (LC) parallel and series circuits and what are their

resonance frequencies and impedance?
3. How is the quality factor or Q factor of the probe defined and what are the Q factors

of the circuits?
4. What do probe tuning and matching mean and why must a probe be tuned before

setting up experiments?
5. How are probe tuning and matching achieved?
6. What is a cryogenic probe and how is high sensitivity of a cryogenic probe obtained?
7. Why can a moderate salt concentration degrade the performance of cryogenic probes?
8. What is the radiation damping effect and what causes it?

NMR probes are basically resonant circuits (frequency dependent) in which capacitors and
inductors are combined (Figure 2.11). The sample coil in the probe circuit is used to generate
a B1 electromagnetic field to interact with the nuclei of the sample. Used with RF pulses,
the probe circuit must have its impedance matched to the specific impedance of the cables,
meaning that the impedance of the cable terminated at the probe equals the characteristic
impedance of the cable (50 �). This allows the RF pulses to be transferred to the probe
without reflection so that all the power of the pulses is used by the probe without loss. In
order to understand the function and working principle of probes, it is necessary to review
the relationship between voltage and current, which are the two quantities characterized in
electronic circuits. An important characteristic of capacitors and inductors is their frequency
dependence. A device made from these components will produce an output waveform which
is also frequency dependent, but maintains linearity in the amplitude of waveforms. The
generalized Ohm’s law is well used in analyzing inductor–capacitor (LC) devices:

I = V

Z
(2.11)

V = IZ (2.12)

in which Z is impedance in complex form, considered as a generalized resistor of a circuit, I is
current, and V is voltage. The capacitor with capacitance C and the probe coil with inductance
L have impedances in the following terms:

Capacitor: ZC = − j

ωC
= 1

jωC
(2.13)

Inductor: ZL = jωL (2.14)

Resistor: ZR = R (2.15)
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Figure 2.11. Parallel and series LC circuits. C is the capacitance of the circuit and L is the inductance
with resistance R.

in which ω is the angular frequency of the waveform (ω = 2πν) and j is the imaginary unit,√−1. Like resistors, impedance in parallel and series circuits has the formulas:

Zp = 1

(1/Z1) + (1/Z2) + (1/Z3) + · · · (2.16)

Zs = Z1 + Z2 + Z3 + · · · (2.17)

The simplest LC circuits are parallel and series LC circuits in which an inductor is combined
with a capacitor in parallel and series, respectively (Figure 2.11). Since the LC circuits are
connected to the input in series where the current is the same for the input and the output at
the junction and ground, the output voltage is proportional to the total impedance of the LC
circuit. For a parallel LC, the impedance is given by:

Z = 1

(1/ZL) + (1/ZC)
= 1

(1/(jωL + R)) + jωC

= jωL + R

1 − ω2LC + jωRC
(2.18)

By multiplying both the numerator and denominator of Equation (2.18) by R − jωL, the total
impedance is

Z = ω2L2 + R2

R − jωL(1 − ω2CL − R2C/L)
(2.19)

At resonance frequency ω0 the circuit has real impedance

1 − ω2
0CL − R2C/L = 0 (2.20)

Because R is always much smaller than L in the circuit, then

ω0 ≈ 1/
√

LC (2.21)

www.ebook3000.com

http://www.ebook3000.org


70 Chapter 2

in

out

V

V

�
LC

1
0 =�

1.0

0.7 dB3�Δ

R/L

Q

0

dB3

0

�=

�Δ
�=

Figure 2.12. Output voltage curve in a parallel LC circuit as a function of frequency. The maximum is
at the resonance frequency ω0 and is dependent on the capacitance and inductance of the circuit.

The impedance Z at resonance approximately equals

Z = ω2L2

R
(2.22)

producing a sharp peak of output voltage as shown in Figure 2.12.
The resonance condition is phase-resonance, meaning that the capacitance and inductance

of the circuit are equal. The frequency function of the voltage ratio in Figure 2.12 shows that
the output voltage of the parallel LC circuit is the same as the input voltage at the resonance
frequency. Practically, the ratio is less than 1 due to imperfections in the electronic components.

The circuit is characterized by the quality factor of the circuit, Q, which is dependent on
the resonance frequency:

Q = ω0L/R (2.23)

The practical significance of Q represents that the smaller the value of R, the greater the value
of Q, resulting in a sharper resonance peak. In addition, the higher Q is, the more sensitive the
probe. Changing C and L will alter the impedance of the circuit while tuning to the desired
resonance frequency.

Another type of LC resonance circuit is the series LC circuit as shown in Figure 2.11,
which has impedance in the terms of

Z = ZL + ZC = R + jωL + 1

jωC
= ωCR + j(ω2LC − 1)

ωC
(2.24)

By applying the resonance condition that the imaginary term of the impedance is zero, the
resonance frequency has the same formula as that of a parallel circuit, ω0 = 1/

√
LC. The

series resonance circuit is different than the parallel in that it is a trap circuit which holds
the input at the resonance frequency (Figure 2.13). There is no voltage through the circuit at
the resonance condition, as if it is a short circuit. However, the individual components have
voltage across them. In fact, the capacitor and inductor have the same amplitude and opposite
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Figure 2.13. Output voltage curve in a series LC circuit as a function of frequency. It becomes a short
circuit at the resonance frequency ω0.

voltages. In addition, they are larger than the input voltage and 90◦ out of phase with the input.
The circuit has a Q factor of ω0L/R and the resonance impedance of the circuit equals the
resistance R of the conductor (probe coil).

For the above circuits, to achieve the highest Q factor, L is chosen to be as large as possible
and R as small as possible. The desired resonance frequency can be obtained by changing C

for the given L. However, the impedance cannot be set to a desired value once L, C, and
R are selected for a resonance frequency and Q factor. As a result, matching impedance is
impractical for these kinds of circuits. The solution to the problem is to integrate an additional
adjustable capacitor as shown in Figure 2.14. For the series–parallel circuit the total impedance
can be approximated to

ZLC = 1(
1/ZL + 1/ZCt

) + ZCm = 1

(1/jωL + jωCt)
+ 1

jωCm

= j(ω2LCt + ω2LCm − 1)

(1 − ω2LCt)ωCm
(2.25)

ω2
0L(Ct + Cm) − 1 = 0 (2.26)

ω2
0 = 1√

LC
(2.27)

in which C = Ct +Cm. To obtain the Q factor and total impedance at resonance, the resistance
R should be considered as treated earlier [refer to Equation (2.18)]. Q is the same at resonance
as previously obtained for the resonance circuit, Q = ωL/R. The impedance at resonance
is close to QωL/a, which is the same as the parallel circuit except it is scaled by a factor
of a = (1 + Cm/Ct)

2. Therefore, for a probe circuit with high Q obtained by large L, the
impedance is brought down to 50 � by increasing Cm and simultaneously decreasing Ct to
also maintain the resonance frequency.

For a parallel–series circuit, the modification is obtained by adding a parallel capa-
citor to the series circuit. Using a similar treatment, the resonance frequency is proved to
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Figure 2.14. Examples of probe circuits: parallel–series and series–parallel LC circuits. Ct and Cm are
the adjustable capacitors for tuning and matching, R is the resistance of the probe coil, and 50 � is the
impedance of the cable connected to the probe at the dot point.

be approximately equal to (LCt)
−1/2 for the situation of Cm � Ct , whereas the impedance at

resonance is given by QωLC2
t /(Ct + Cm)2. When such a circuit is used for an NMR probe,

the resonance frequency is achieved by high L and small Ct to obtain high Q and to meet
the condition of Cm � Ct . For such a probe, the matching capacitor has little effect on the
tuning of the resonance frequency and 50 � matching is achieved by adjusting the matching
capacitor after the probe is tuned to ω0.

Tuning the probe means adjusting the circuit capacitance and inductance to be on res-
onance at a desired frequency. For probe tuning, it is difficult and expensive to change the
inductance of the probe circuit. Therefore, the frequency and impedance adjustment of a probe
is achieved by changing the capacitance as described above. During the probe tuning, the
impedance of the probe circuit is also adjusted to match the impedance of the cable connected
to the probe at 50 �. The probe acts as a load of the cable. In the case of mismatch, when the
impedance of the probe circuit is not 50 �, the cable produces a reflected wave when an RF
pulse is applied to the probe, and thus reflects a portion of the RF power delivered to the probe.
The ratio of reflected power to the applied power (power loss due to the mismatch) is dependent
on the impedance of the probe, ZL, and the characteristic impedance of the cable, Z0:

ρ = ZL − Z0

ZL + Z0
(2.28)

A probe with an impedance smaller than 50 � produces a reflected wave with opposite polarity,
whereas the reflected wave is not inverted if ZL is larger than 50 �. At the matching condition
(ZL = Z0), there is no power loss and hence all applied power remains in the probe, which in
turn produces the shortest 90◦ pulse length.

As mentioned in Chapter 1, NMR spectroscopy is an insensitive technique owing to the
small energy gap between the transition energy states. This insensitivity limits the application
of NMR to samples with high concentration. Much effort has been carried out to develop more
sensitive probes in parallel with the development of higher field magnets. The sensitivity of the
probe is proportional to its Q factor, meaning that the higher Q is, the higher the sensitivity:

S

N
∝
√

ηQ

T
(2.29)
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Figure 2.15. Diagram example of a cryogenic NMR probe. (Courtesy of Varian Inc.)
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Figure 2.16. HNCA TROSY slices of 2.3 mM 13C, 15N, 2H DAGK (Oxenoid, et al., 2004) obtained at
600 MHz field strength using a conventional triple-resonance probe (left) and a cryogenic probe (right).
(Courtesy of Varian Inc.)

in which η is the filling factor of the probe coil and T is temperature in K. As discussed
previously, the Q factor is inversely proportional to the resistance of the probe coil. Reduction
in the resistance will significantly increase the Q value of the probe. Using high temperature
SC material for the probe coil is an effective way to reduce the resistance. It has also been
recognized that thermal noise generated at the probe coil limits the sensitivity of the probe.
Cooling the probe coil made from the normal conductor and preamplifer to 25 K can signi-
ficantly reduce the noise contribution and improve the sensitivity. For a cryogenic probe, the
Q factor can be as high as 20,000 compared to 250 of conventional probes. In addition, a
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considerable amount of thermal noise in the probe is eliminated at the low temperature, which
in turn increases the sensitivity of the probe. For this same reason, preamplifier circuits are
integrated inside the cryogenic probe and cooled to the cryogenic temperature. An example
diagram of a cryogenic probe for high resolution NMR is shown in Figure 2.15. With the
use of cryogenic probes, the sensitivity can be improved dramatically by a factor of 3–4-fold
compared to a conventional probe as evidenced by the comparison of HNCA TROSY slices
shown in Figure 2.16. This leads to a reduction in experiment time of 9–16-fold or the ability
to obtain data for more dilute samples.

Because of its high sensitivity, the performance of the cryogenic probe is more vulnerable
to the salt concentration of the NMR sample. The sensitivity of a probe has a dependence on
the conductivity of a sample according to the following relationship:

S

N
∝ rs

√
ησω0 (2.30)

in which rs is the radius of a cylindrical sample with conductivity σ , η is the filling factor of
the probe coil, and ω0 is the resonance frequency. The high Q value of cryogenic probes is
dramatically diminished by the increased resistance due to the presence of salts in the solution,
whereas the function of a conventional probe is stable over a relatively wide range of salt
concentrations. Even a moderate dielectric loss by a salt concentration of about 100 mM may
substantially weaken the advantage of cryogenic probes. Therefore, careful attention must be
paid when the sample is prepared with a buffer solution containing salts.

At high magnetic fields (>500 MHz), the radiation damping effect from the water signal
of an aqueous sample causes problems and artifacts such as artifacts and spurious harmonics
in multidimensional spectra and distorted line shapes in T1 and T2 relaxation measurements. It
has long been recognized that radiation dumping is not signal dissipation but a process in which
transverse magnetization is transformed to the longitudinal magnetization due to the coupling
of water magnetization to the probe coil. The effect can be explained by considering the
oscillating magnetic field produced by the water transverse magnetization. After an RF pulse,
the water magnetization near the carrier frequency precesses in the xy plane of the laboratory
frame (Augustine, 2002). This rotating magnetization produces an oscillating magnetic field
which induces an electromotive force (EMF) or a current flowing in the probe coil according
to Faraday’s law. The current will in turn produce an RF magnetic field inside the probe coil
with the same frequency that rotates the water magnetization back to the z axis. The rate at
which the water transverse magnetization generated by a 90◦ pulse returns to the z axis by the
oscillating RF magnetic field can be described in terms of the radiation damping time constant
TRD (Bloembergen and Pound, 1954), which is given by:

RRD = 1

TRD
= 2πM0γQη (2.31)

in which γ is the gyromagnetic ratio, and Q and η are defined as in Equation (2.29). For
a high-Q NMR probe (specially a cryogenic probe), the water transverse magnetization can
be transformed to longitudinal magnetization by the radiation damping effect on the order
of million seconds, compared to the water 1H T1 relaxation times on the order of seconds
(Lippens et al., 1995). Larger TRD gives a slower rate (or a smaller RRD).

Radiation damping can cause problems such as line width broadening, rapid sample
repolarization, and solute signal distortion. Many methods have been developed to remove
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the radiation damping effects by either pulse sequences or probe hardware design. The active
feedback-suppression method (Szoke and Meiboom, 1959; Broekaert and Jeener, 1995) uses
hardware to feed the signal generated by the radiation damping back to the sample after the
signal is phase shifted by 180◦. As a result, the oscillating current in the probe coil is cancelled
in real time. Other methods include the overcoupling method, which uses overcoupled probe
circuits (Picard et al., 1996) and hence increases TRD and decreases the radiation damping
rate, and the Q-switching method which uses high Q during RF pulsing and switches to low
Q during acquisition. As a result, TRD is increased by decreasing the Q value.

The radiation damping effect has also been utilized to obtain information on the
water/solute interactions and to achieve solvent suppression. For instance, radiation damping
was used to study the hydration of the protein BPTI without feedback (Bockmann and Guittet,
1995), to generate a selective inversion pulse using feedback to investigate the water/solute
interaction (Abergel et al., 1996), and to suppress solvent signals in the measurement of the
self-diffusion coefficients of biomolecules (Krishnan et al., 1999).

2.6. QUARTER-WAVELENGTH CABLE

Questions to be addressed in the present section include:

1. What is a quarter-wavelength cable?
2. What are the functions of a quarter-wavelength cable?
3. What can it be used for?

If the load of a cable matches the characteristic impedance of the cable, all applied
power goes into the load and no power is reflected. This is true regardless of cable length or
wavelength. However, when the cable is mismatched, for a given cable length, the portion of
the signal reflected back at the input terminal has a phase shift with respect to the input signal
and the phase depends on the frequency of the input signal (Parker et al., 1984). Consequently,
the impedance at the input terminal will contain the reflected component and depends on the
load impedance of the cable, the characteristic impedance, cable length � and the wavelength
λ corresponding to the applied frequency. The wavelength is 0.66 times the wavelength of
light at a given frequency for a typical coaxial cable using solid dielectric spacing material
(polyethylene). For a cable with length �, characteristic impedance Z0, and load impedance
ZL (Figure 2.17), the input impedance is given by:

Zin = Z0
ZL cos(2π�/λ) + jZ0 sin(2π�/λ)

Z0 cos(2π�/λ) + jZL sin(2π�/λ)
(2.32)

The equation describes the dependence of the impedance transformation on the cable length.
If the cable length equals an odd number of quarter-wavelength:

� = n
λ

4
(n = 1, 3, 5, 7, . . .)

then, the input impedance experienced by the cable is

Zin = Z2
0

ZL
(2.33)
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Figure 2.17. (a) Quarter-wave coaxial cable whose input impedance is determined by Equation (2.33)
and (b) its application in a T/R (transmitter/receiver) switch.

For a short-circuited 1
4 -wavelength cable which has zero load impedance (ZL = 0) such as by

grounding, the input impedance becomes infinitely large according to Equation (2.33), meaning
that the cable becomes open for its corresponding frequency. Thus, no signal with the frequency
of the quarter-wavelength cable can pass through, whereas a signal with a different frequency
will be attenuated by passing through the cable. This can be understood by considering that a
shorted 1

4 -wavelength line must always have zero voltage and maximum current at the shorted
end because ZL = 0. At the input end which is a quarter-wavelength away from the shorted
end, the voltage is maximum and the current zero. Therefore, it looks like an open circuit for
the signal with the corresponding frequency. This property of the quarter-wavelength cable
(sometimes called a quarter wave cable) is applied in a T/R (transmitter/receiver) switch
to isolate the probe line from the preamplifier during the transmitter pulse so that the RF
power does not go into the preamplifier. A quarter-wavelength cable with actively shut diodes
is connected to the receiver part of the T/R switch. When an RF pulse is applied by the
transmitter, the diodes become one-way conductors [because of the high voltage of the pulse,
Figure 2.17(b)]. The quarter-wavelength cable is shorted by the closed diode connected to it,
becomes an open line for the specific frequency RF pulse, and hence separates the receiver from
the transmitter during pulsing. Conversely, for an open-circuited 1

4 -wavelength cable, the input
impedance becomes zero because of the infinite load impedance [according to Equation (2.33)],
and hence the line looks like a shorted circuit, resulting in attenuation of the signal with
a frequency corresponding to that of the quarter-wavelength cable.

2.7. ANALOG/DIGITAL CONVERTERS

Questions to be answered related to the topics of this section include:

1. What are ADCs and digital-to-analog converters (DACs)?
2. What are the basic principles used to make the devices?
3. What are their functions and applications to NMR instrumentation?
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The signals generated at the probe coil and detected by the receiver are in continuous, or
analog form, meaning that their amplitudes change smoothly, such as in a sine wave. However,
the signals to be processed by computers and other electronic devices in the NMR spectrometer
are a digital or discrete type, meaning that their amplitudes can only exist in certain levels
or ranges, such as binary digits. On the other hand, the output controlled by the computer
needs to be converted to analog form; for example, numbers for gradient pulse levels and RT
shims must be converted to analog currents into the gradient or RT shim coils. Therefore, for
modern NMR spectrometers it is necessary to accurately convert an analog signal to a digital
number proportional to its amplitude (ADC), and vice versa (DAC). These conversions are
essential in a wide variety of processes in which the analog information is converted (ADC)
for data processing and display such as Fourier transformation of the time domain data, and the
digital information is converted to analog (DAC) for a computer controlling the experimental
setup such as shimming, gradient pulse amplitude, or waveform generation. The conversions
are also necessary for measurement instruments such as signal generators as well as digital
oscilloscopes. An ADC is a device that converts the information obtained in analog form such
as the amplitude of the input signal to the information described in numerical values with
respect to a reference signal, whereas the DAC is a device for the reverse conversion. They are
integrated circuits with resolutions higher than 16 bit and conversion rates faster than 50 MHz.

The ADC process includes quantizing and encoding. The analog input signal is first
partitioned by a comparator unit during quantization and then the partitioned signal is assigned
to a unique digital code corresponding to the input signal during the encoding process. Usually,
the binary number system is used in the conversion. For an n-bit converter, there are 2n digital
codes (numbers), resulting in a dynamic range of 2n−1 −1 (which represents numbers between

4-bit
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start conv
busy or conv done

serial output
MSB 1 (5V)

1 (5V)
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Figure 2.18. (a) Block diagram of a 4-bit ADC converting an input signal with an amplitude of 11 to
a parallel and serial output of 1011. The reference voltage is often produced within the converter. The
ADC usually has two control lines to receive “start conversion” input and send status “busy” (conversion
in progress) or “conversion done” output. The serial output is in the form of a pulse train with the MSB
first, whereas the parallel output is done simultaneously via four separate output lines. MSB and LSB
mean most significant bit and least significant bit, respectively. (b) Successive-approximation ADC.
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Figure 2.19. Dual-slope integration conversion. (a) Block diagram of the ADC, (b) conversion cycle.
The voltage of the reference is proportional to the input voltage, Vin, and hence the time to discharge the
capacitor, �t , is proportional to Vin. Because the current for discharging the capacitor is constant, the
slope of the reference integration is unchanged for all Vin, while �t is different for different Vin.

−2n−1 to 2n−1 − 1). The code is a set of n physical two-value levels (i.e., bits, 0 or 1).
For example, a signal with a scale of 11 will be coded as 1011 by a 4-bit ADC as shown in
Figure 2.18(a). Frequently, the signal is digitized by converting the electric voltage of the input
signal into a set of coded binary electrical levels such as +5 V or 0 V and the digitized signal is
output in parallel (simultaneous) form or in series (pulse-train) form with the most significant
bit first (MSB), and sometimes both.

There are many basic techniques for analog-to-digital conversion, among which
successive-approximation and dual-slope ADC remain popular because of their conversion
speed and accuracy (Figure 2.19; Sheingold, 1977; Dooley, 1980). Dual-slope integration
converters provide excellent accuracy with high sensitivity and resolution (Figure 2.19). During
the conversion, the input signal is integrated for a fixed time interval by charging a capacitor
with a current accurately proportional to the input signal amplitude. The final value of the
signal integral becomes the initial condition for integration of the reference in the reverse
process, which is achieved by discharging the capacitor with a constant current. When the net
integral is zero, as indicated by the voltage of the capacitor reaching zero again, integration of
the reference stops. The time of reference integration (to discharge the capacitor) is counted by
a counter driven from a clock, which is proportional to the input signal amplitude. Therefore,
the result of the time count is a digital output proportional to the input signal amplitude. The
drawback of dual-slope integration conversion is the slow conversion rate.

Successive approximation conversion (SAC) is a popular high speed technique used
primarily in data acquisition. The conversion is achieved by comparing the input signal with a
reference set produced by a DAC, resulting in various output codes [Figure 2.18(b)]. Initially,
all bits of output are set to zero. Then, each bit is compared to the DAC output, starting with
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the MSB. If the input signal voltage is larger than or equal to the DAC output, the register is set
to 1; otherwise, it is set to 0. It is a binary search starting from the middle of the full scale. The
MSB is tried by the DAC output of 1

2 full scale. The MSB code is set to 1 or 0, respectively, if
the input signal is at least equal to or does not exceed the DAC output. Then, the second bit is
tried with 1

4 full scale and assigned to 1 or 0 accordingly. The process continues until the least
significant bit (LSB) is compared. An n-bit ADC has an n-step process. The maximum output
is always 2n − 1, in which all bits are set to 1. The final digital output is usually provided in
both the parallel form of all bits at once on n separated output terminals and the series form of n

sequential output bits with the MSB first on one single output terminal. For NMR applications,
the current typical conversion time is 500 kHz with a dynamic range of 16 bits.

The DAC is a device to convert an input signal representing binary numbers (or binary-
coded decimals, BCDs) to information in the form of current or voltage proportional to the
input signal. There are a variety of conversion methods, in all of which the reference voltage
source, resistor network, and digital switches are the essential elements (Sheingold, 1977;
Dooley, 1980). The reference voltage source and the resistor network are used to generate
binary scaled currents, whereas digital switches are turned to the output terminal or to ground
under the control of the digital input code. The output signal voltage V (or current) is given by:

V = Vref

n∑
i=1

δi

2n
(2.34)

in which Vref is the voltage of the reference source, δi is the input digital code which is
equal to 0 or 1, and n is the bit of the converter. The maximum output voltage is limited to
Vref (2n − 1)/2n because the maximum digital input is 2n − 1. For instance, if a digital input
of 1011 is converted by a 4-bit DAC, the output has a voltage given by:

Vout = Vref

(
8

16
+ 0

16
+ 2

16
+ 1

16

)
= 11

16
Vref (2.35)

2.8. INSTRUMENT SPECIFICATIONS

In the current section, the typical specifications of an NMR instrument are discussed
which are useful to describe a desired NMR spectrometer. When purchasing an NMR spec-
trometer, there are certain specifications which must be considered and specified. The typical
specifications to be discussed below are categorized based on the basic components of an NMR
spectrometer.

The specifications for the NMR magnet include bore size, number of shims, actively vs
passively shield, days between refills for liquid nitrogen and liquid helium, field drift rate and
warranty period. NMR magnets are made with either a standard bore size (51 mm diameter)
or a wide bore (69 mm). The wide bore magnets are usually used for micro imaging or solid-
state NMR because there is more space inside the bore, but they cost much more than the
standard bore magnets due to the usage of more SC material. In recent probe development,
solid-state probes have been built to fit in a standard bore magnet for solid-state NMR research.
The standard bore magnet may have as many as 40 room temperature (RT) shims for a field
strength higher than 500 MHz, whereas the wide bore type does not need more than 30 RT shims
because of the large volume inside the magnet. An actively shielded magnet has a much shorter
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5 Gauss line diameter than an unshielded magnet, which saves lab space. (A 5 Gauss line is the
circle from the magnet center, where the fringe magnetic field strength outside the circle is
less than 5 Gauss.) The time between refills should be >14 days for liquid nitrogen and >120
days for liquid helium. Although the drift rate is usually specified to <10 Hz h−1, in most
cases, the drift rate is in the range of 0.5–3 Hz for magnets of 600 MHz or lower. For magnets
of 500 MHz or higher, a set of antivibration posts should be included in the specifications.
Homogeneity of the magnetic field is usually <1 ppm after cryogenic shimming.

Specifications for the console are more complicated than those for magnets, and are
categorized based on the components of the console: RF channels (transmitter, amplifier,
synthesizer, receiver, and digitizer), a lock channel, and probes. The number of RF channels
defines the spectrometer’s capability of simultaneously delivering RF pulses to different nuclei.
For consoles of 400 MHz or lower, the standard configuration has two RF channels with one
full band and one low band frequency synthesizer, whereas three or four channel configuration
with two full band and one low band synthesizers is the typical choice for 500 MHz or higher.
An RF channel with a 1H only frequency synthesizer is not a wise choice although it costs less
than a full band RF channel. Full band is defined as the frequency range from 15N resonance
(or lower) up to 1H resonance frequency and low band covers the frequency range from 15N
resonance up to 31P resonance. Amplifier output power is >50 watts for the frequency range of
±50 MHz about the 1H resonance (∼100 watts for solid-state NMR) and ∼300 watts for the
heteronuclear frequency range. The additional specifications for transmitter include <500 ns
event timing, >4,000 steps amplitude control over at least a 60 dB range, <50 ns time constant
for phase and amplitude change, and 0.1 Hz frequency resolution. The console should have
at least two waveform generators with <50 ns pulse time resolution, and <200 ns minimum
event time, and >1,000 linear steps. The lock channel should have the capability of automatic
switching for 2H gradient shimming and for 2H decoupling. The frequency range of the lock
is ∼±5 MHz about the 2H resonance frequency, which is necessary to adjust spectrometer
frequency when needed (such as in the case of z0 out of range due to field drift). An active T/R
switch with <1.5 μs timing, a 16-bit ADC with 500 kHz speed and digital signal processing
capability are the standard features of NMR spectrometers.

Specifications for the probe include signal-to-noise ratio, line shape, gradient profile,
gradient recovery time, 90◦ pulse lengths, and RF homogeneity. For a triple-resonance probe
with a z-axis gradient, a typical 90◦ pulse width at 3 dB lower than the maximum pulse power
is <7 μs for 1H, <15 μs for 13C, <40 μs for 15N and <40 μs for 31P. The gradient coil should
be shielded with a strength >50 G cm−1 (>20 G cm−1 for 400 MHz or lower instruments) and
a recovery time <0.1 ms. The sensitivity of a conventional triple-resonance probe is >1,000 : 1
for 500, >1,300 : 1 for 600 and>1,800 : 1 for 800 MHz using the standard 1H sensitivity sample
(0.1% EtB), whereas cryogenic probes have a sensitivity 3–4-fold higher. For instance, the
cryogenic probe of a 600 MHz instrument should have a sensitivity of >4,500 : 1. RF homogen-
eity is >80% for 1H 450◦/90◦ (which means that the intensity of the peak obtained by the 450◦
pulse is greater than 80% the intensity obtained by the 90◦ pulse), >70% for 1H 450◦/90◦, 70%
for a 13C decoupler 360◦/0◦, and 55% for a 13C decoupler 360◦/0◦. A typical 1H nonspin-
ning line width should be narrower than 1/10/15 Hz at 50%/0.55%/0.11% of peak amplitude
using a 5 mm standard line shape sample for a RT probe and 1/10/20 Hz for a cryogenic probe.
Spinning sidebands should be less than 1% at a spin rate of 25 Hz. The variable temperature
(VT) range is typically over −60–100◦C for a conventional probe and 0–40◦C for a cryogenic
probe.

Additional specifications include quadrature image with 1 scan <0.4%, with 4 scans
<0.04%, phase cycling cancellation (4 scans) <0.25%, and pulse turn-on time <0.05 μs.
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2.9. TEST OR MEASUREMENT EQUIPMENT

The test equipment to be discussed in the present section include those routinely used in
instrument setup or troubleshooting, including the reflection bridge, oscilloscope, and spectral
analyzer. Questions to be addressed about the test equipment are:

1. What is the test equipment needed for?
2. How is it operated?
3. What is the noise figure of a system?
4. How can it be measured?

2.9.1. Reflection Bridge

Although a reflection bridge (also known as a duplexer or magic T, Parker et al., 1984)
is not exactly a test instrument, it is a broadband device with four ports that is useful in tuning
an NMR probe (Figure 2.20). There is complete isolation (infinite impedance) between A and
C or between B and D, but no isolation between the two terminals of any other combination.
An RF signal fed into any port is equally split into two output signals at the closest ports with
a specific phase shift (usually 0◦ or 180◦). If the impedances of the two output ports (B and
D) are mismatched (unequally loaded), the reflected power is directed into the isolated port,
resulting in an output at port C from port A. By monitoring the output RF signal, a probe can
be tuned for a desired resonance frequency at the desired impedance (50 �).

2.9.2. Oscilloscope

The two time-dependent physics quantities from electronic circuits we want to measure
are current and voltage. An oscilloscope (Oliver and Cage 1971; Parker et al., 1984), or scope,
is an essential and very useful test instrument because it measures the voltages or current

C

D

A

B

Reflection Bridge 
(Magic T)

RF input

NMR probe

Output

50 Ω
terminator

Spectrum Analyzer

RF out RF in

Figure 2.20. Reflection bridge used for NMR probe tuning.
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Figure 2.21. Block diagram of an oscilloscope.

(sometimes) in a circuit as a function of time and displays waveforms of the measured signals
(Figure 2.21). It is an electronic instrument which produces a graphical plot on its screen
showing the relationship of two or more independent variables such as voltage vs time. It can
be adjusted for amplitude measurement or time measurement. For amplitude measurement,
the scope measures vertical deflection such as peak-to-peak voltage (Vpp) displayed on the
oscilloscope screen (Figure 2.22). If the effective voltage (Vrms) is needed to measure a sinus-
oidal signal, Vpp can be converted to Vrms according to Equation (2.7). For time measurement,
the time base setting is adjusted to observe the time-dependent properties of the circuit, such
as the frequency of the signal, the pulse rise time of the voltage step, or the phase difference
of two signals.

Oscilloscopes usually have two input channels. Each channel has an input attenuation
control knob labeled as VOLTS/DIVISION for vertical amplitude measurement (Figure 2.21).
Turning the knob increases or decreases the intensity of the measured signal in a calibrated
condition. The knob is automatically rendered inactive if the channel related to it is set to ground
input mode, GD, which lets the user observe the position of zero voltage on the scope screen. In
ground mode, the signal is cut off from the scope input. The input of the scope is grounded, but
the signal is not shorted to ground. There is also a VARIABLE control knob for each channel
allowing the user to set the desired number of divisions. Turning the VAR knob adjusts the
magnitude of a given signal, and the vertical deflection becomes uncalibrated as indicated on
screen. The attenuation must be in the calibrated condition (VAR knob is not activated) when
making an accurate measurement of signal voltage such as for the output of an amplifier.

There are other controls for vertical display, including input modes (DUAL, ADD, and
XY mode), Y POSITION control and an INVERT switch. Y POSITION (vertical position)
allows us to change the vertical trace position. When there is no signal applied at the input,



Instrumentation 83

1.0

0

.707

V rmsVpp

Figure 2.22. Relationship between rms voltage, Vrms, and peak-to-peak voltage, Vpp.

the vertical trace represents 0 V. The invert function is used to invert the signal display by
180◦. This function is useful when looking at the difference of two signals in ADD mode. If
the input mode is switched to DUAL mode, vertical signals from both channels are displayed
on the screen either in ALTERNATE mode whereby the scope internally switches over from
one channel to the other after each time base sweep or CHOPPED mode in which channel
switching occurs constantly during each sweep. In XY mode, one channel is used for vertical
(Y) deflection whereas the other causes horizontal (X) deflection (the amplitude change is
displayed horizontally), which is useful for certain measurements such as frequency and phase
comparisons of two signals. What is displayed on the screen is one signal vs another (X–Y)
rather than against time. The time unit controls the z axis and can be triggered internally from
the vertical portion of the X–Y display.

Time related amplitude changes on an input signal are displayed in vertical mode as dis-
cussed above, deflecting the beam up and down whereas the time base generator moves the
beam from left to right on the screen (time deflection). This gives a display of voltage vs time.
Similar to vertical attenuation control, calibrated TIME/DIV and VAR controls are used to
change time deflection. Because test signals to be displayed are repetitive waveforms, the time
base must accordingly repeat the time deflection periodically. To produce a stable display, the
time base is triggered only if LEVEL and SLOPE (+ or −) on a waveform match with the
previous time base. The slope is relative to the rising or falling edge of the test signal. Trig-
gering can be performed by measuring the signal itself (internal triggering) or by an external
supplied but synchronous voltage. In AUTO trigger mode, the sweep is free running without
regard to trigger signals. A baseline will not disappear from the screen even if no signal is
present. This is the best mode to use for all uncomplicated measuring tasks. The NORMAL
trigger mode produces a waveform display by manually adjusting the trigger LEVEL control.
When the trigger LEVEL is mismatched or the signal is weak, no waveform is displayed and
the screen is completely blanked.

Sometimes it is hard to get a signal to show on the screen. The following are tips for a
quick start. Start by connecting the input to channel 1, setting the triggering on AUTO, DC,
CH1, and setting time (horizontal) deflection at calibrated 1 ms per div with the X-magnifier
off (1×). Next, ground the input signal by setting the input mode to ground input mode, GND,
and adjust the display intensity and vertical position controls until the reference horizontal line
appears. Now apply the signal to the scope by ungrounding the input and adjust the time base
switch TIME/DIV accordingly.

The peak-to-peak voltage of a signal can be directly measured by counting the amplitude
scales on the scope. If Vrms is needed, Vpp can be converted according to the relationship
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Figure 2.23. Measurement of phase shift using (a) the Lissajous figure and (b) alternate mode methods.

shown in Figure 2.22. The frequency of a sinusoidal signal may be measured by reading the
time necessary for one full cycle and inverting the reading result. The relative phase of two
waveforms is usually measured by means of a Lissajous figure as shown in Figure 2.23a. Each
of two signals is applied to each individual channel of the scope in XY mode. The phase angle
can be determined from the dimensions of the ellipse according to the relationship:

sin θ = ±B

A
(2.36)

in which the minus sign is for an ellipse 90◦ rotated from the one in Figure 2.23a. A more
convenient method is to display both of the signals in alternate mode. After the full cycles of
the waveforms are obtained by setting the appropriate timescale, the phase shift is determined
by the quantities t and T :

θ = 360
t

T
(2.37)

2.9.3. Spectrum Analyzer

A spectrum analyzer is another frequently used test instrument, particularly in tuning
an NMR probe. A scope observes signal voltage as a function of time, whereas a spectrum
analyzer allows one to look at the signal voltage in the frequency domain, the graphical repres-
entation of signal amplitude as a function of frequency (Coombs, 1972; Parker et al., 1984).
The time domain is used to view the relative timing and phase information of a characterized
circuit. However, not all circuits can be appropriately characterized by time domain informa-
tion. Circuit elements such as NMR probes, amplifiers, filters, receivers, and mixers are best
characterized by their frequency dependent information. In the time domain, all frequency
components of a signal are overlapped together, whereas in the frequency domain they are sep-
arated in frequency axis and voltage level at each frequency displayed. Therefore, a spectrum
analyzer is useful in measuring resonance frequency, low level distortion, and noise, etc.

There are two basic varieties of spectrum analyzers: swept-tuned (ST) and real-time (RT).
ST analyzers are the most common type and they tuned by a sweeping LO of a superheterodyne
receiver over its range of frequencies (Figure 2.24). The LO is mixed with the input signal to
produce an IF which can be detected and displayed on the analyzer screen. The signal frequency
whose difference with the LO frequency is equal to an IF can pass through the IF amplifier and
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filter, and consequently is detected and displayed. As the LO is swept through its frequency
range, different input frequencies are successfully mixed to be observed. High sensitivity is
obtained for this type of spectrum analyzer due to the use of IF amplifiers and filters, and it can
be tuned up to a few gigahertz bandwidth. Since the input frequencies are sampled sequentially
in time, only a small portion of the input signal is used at a given time. It is impossible to
display transient responses on an ST analyzer. RT analyzers have lots of flexibility in terms of
sweep range, center frequency, filter bandwidth, display scale, etc. The instruments are able
to simultaneously display the amplitudes of all signals in a wide frequency range. This pre-
serves the time-dependent relationship among signals, which allows one to analyze the phase
change of signal vs frequency. An RT analyzer can display transient events as well as random
and periodic signals. A digital analyzer is an RT analyzer which makes use of digital Fourier
transformation. After the detection and filtering processes, it converts an analog input signal
to digital using an ADC, and then generates a digital spectrum using Fourier transformation.
It is particularly useful for low frequency signals because the sweep rate of the swept analyzer
is slow for practical use at low frequency.

Usually a tracking generator is used either in conjunction with a spectrum analyzer or
as an integrated part of the spectrum analyzer. This is a special signal source whose RF
output frequency tracks (checks) the analyzer signal with itself. It produces a signal with
frequency precisely tracking the spectrum analyzer tuning. Precision tracking means that at
any instant of time the tracking generator frequency is in the center of the spectrum analyzer
passband. Certain analyzers have a tracking generator installed, whereas others require an
external tracking source for accurate measurement.

Similar to an oscilloscope but with fewer controls, a spectrum analyzer has vertical
(amplitude) and horizontal (frequency) controls. Attenuation control (dB/DIV) sets vertical
scale unit per division, whereas SPAN/DIV adjusts the displayed spectral width of the signal.
The center frequency is tuned by the dial “FREQUENCY.” The tuning rate is dependent on the
selected SPAN/DIV setting. The sweep rate is selected by TIME/DIV. For general operation,
after turning the analyzer on, set attenuation to 0 dB, TIME/DIV to AUTO, SPAN/DIV to
max, and adjust the center FREQUENCY control. Once the input signal is displayed, adjust
SPAN/DIV to the desired spectral window. Figure 2.20 shows the connection of the probe to
a spectrum analyzer using a reflection bridge for probe tuning.

2.9.4. System Noise Measurement

By definition, noise is the electrical interference which causes reduction of the signal
being measured. Instrument sensitivity is affected by both the noise coming with the signal
and the noise generated internally within the instrument. Generally, system noise is described
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by the amount of noise in dB, or the noise figure, which numerically equals the logarithm of
the ratio of the signal-to-noise ratios at the input and output of a system (Mazda, 1987):

F = 10 log
SNin

SNout
(2.38)

in which F is in dB, SN is the input or output signal-to-noise ratio of the system. If the noise
source of the system has excess power E, the noise figure is determined by the noise power
Nc with noise source off (cold) and Nw with noise source on (warm):

F = 10 log E − 10 log
(

Nw

Nc
− 1
)

(2.39)

The noise figure can also be expressed in terms of noise temperature:

F = 10 log
[(

Tw

290
− 1
)

Nc

Nw
+
(

1 − Tc

290

)]
− 10 log

(
1 − Nc

Nw

)
(2.40)

in which Nc and Nw are the noise measured at the cold Tc and warm Tw temperature, respect-
ively. If the warm noise is measured at 290 K and cold noise measured in liquid nitrogen, the
noise figure can be obtained by:

F = −1.279 − 10 log
(

1 − Nc

Nw

)
(2.41)

In practice, the noise is measured as a Vrms value and hence N = V 2
rms. For an NMR system,

the system noise figure should be less than 2 dB.
There are two methods to measure the noise figure based on Equations (2.39) and (2.41),

respectively. The cold/warm method measures the rms noise using a noise source in liquid
nitrogen and at about 20◦C (Figure 2.25a). Because the impedance of the NMR system is 50 �,
the noise source for the cold measurement is constructed using a coaxial cable terminated
with a 50 � resistor. After disconnecting the probe from the preamplifier, the noise source is
connected to the preamplifier. The noise is measured with a pulse length of 0, a 1H SW of
50 ppm, maximum receiver gain and single scan. Nc is equal to the square of the rms noise
calculated after the Fourier transformation without any line broadening. Nw is measured in the
same way except the noise source is warmed to 20◦C. Finally, the noise figure is calculated
using Equation (2.41).

The second method, called twice-power measurement (Figure 2.25b), is to make the noise
ratio equal to 2 so that the noise figure is solely dependent on the first term of Equation (2.39).
The noise is first measured without the probe and the 3 dB attenuation using a pulse length
of 0, an SW of 50 ppm, maximum receiver gain, and a single scan, which is Nc because
switching off the noise source is equivalent to the cold condition. The probe is then connected
to the preamplifier to allow the measurement of Nw with −3 dB attenuation. The −3 dB
attenuation can be achieved by decreasing the receiver gain according to the linear response of
the instrument receiver gain. The next step is to adjust the inline attenuator to obtain the rms
noise (Nw) at about the same level as the first measurement. In this condition, Nw has a value
twice that of Nc because of the −3 dB attenuation, resulting in cancellation of the second
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Figure 2.25. Methods of noise figure measurement. (a) Cold/warm method separately measures the
rms noise by placing the noise source at liquid nitrogen temperature and 20◦C. (b) Twice power method
measures the rms noise with 3 dB attenuator and a probe, and without them.

term in Equation (2.39). Therefore, the noise figure of the system is determined solely by
the value of the first term of the equation which is equal to the value of the inline attenuator.
This method does not require making noise sources but needs an adjustable attenuator. In
addition, it may introduce error when using instrument receiver gain to attenuate the noise for
Nw measurement. The error of the twice-power measurement is in the range of 0.1–0.5 dB
greater than that of the cold/warm method.

QUESTIONS

2.1. Which part of an NMR instrument generates NMR signals and which part detects?
Where are they located?

2.2. How much are the sensitivity and resolution of NMR signals on a 900 MHz instrument
increased compared to a 500 MHz instrument? Assuming that the 900 MHz instrument
has a cryogenic probe which has a gain in sensitivity by 3.5-fold, how much is the
sensitivity increased compared to a 500 MHz with conventional probe? If the 500 NMR
has a cryogenic probe, what field strength with a conventional probe is the sensitivity
of the cryogenic probe on 500 MHz NMR equivalent to?

2.3. What is the function of 1
4 -wavelength cables? Where are they used in an NMR spec-

trometer? What could happen if the wrong 1
4 -wavelength cable is used during an

experiment?

2.4. What is a T/R switch? Why does an NMR spectrometer have it?

2.5. What is the function of an IF? And what is the value on an instrument you have used?

2.6. What part of an NMR spectrometer generates frequency? And what are the frequency
ranges of the RF channels on an NMR spectrometer you have used?

2.7. If a 90◦ 1H pulse length is much longer than the normal one (e.g., twice longer), what
are the three things you should check before you conclude something is wrong with the
instrument?
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2.8. Why does a magnet still have a magnetic field when the power is off?

2.9. If a 90◦ 1H pulse length is 6.2 μs, what are the 90◦ 1H pulse lengths after the RF field
strength generated by a linear amplifier is reduced by 3 dB and 6 dB?

2.10. Why must the probe be tuned before the setup of an experiment? If a probe is tuned with
the filters or without, which method gives the correct pulse length? Explain why.

2.11. What is the dynamic range (ratio of the largest to smallest signals) of a 16-bit ADC?

2.12. Where is a preamplifier located and what is its primary function?

2.13. Why is the 13C sensitivity of a triple-resonance probe on a 600 MHz NMR spectrometer
much lower than that of a broadband probe on a 400 MHz instrument?

2.14. Why can a cryogenic probe be used to directly observe 13C?

2.15. Why is it necessary to fill two different cryogens in an SC magnet?

2.16. How is the heat insulation achieved in an SC magnet?

2.17. What is the function of an LO in a NMR console?

2.18. How can a spectrum analyzer be used to tune a probe?
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3
NMR Sample Preparation

3.1. INTRODUCTION

On many occasions, while carrying out interesting NMR projects, researchers have
found that protein sample preparation is the bottleneck and most time-consuming stage
of the planned studies. A similar situation occurs in crystallographic studies, however,
a difference is that NMR samples usually require isotope labeling. Because the cost of
13C, 15N, or 2H source compounds is significantly higher than natural abundant sources,
the isotopic labeling of the proteins is usually done in minimal growth media using
bacterial expression systems. This chapter will describe the common steps of protein
sample preparation for NMR studies. Most of these steps are common for regular protein
preparation by molecular biologists and biochemists. Some steps are especially NMR-
oriented and will be emphasized in more detail. Some tips for sample preparation are also
provided. It should be noted that there is often a great deal of flexibility in the applic-
ation of protocols. Hence, it is often possible to alter or adapt a technique to specific
needs.

Questions to be addressed in the present chapter include:

1. How do you choose bacterial expression systems for high expression of target
proteins?

2. How are protein expression and solubility optimized?
3. What are minimal media?
4. How much 13C and 15N source compounds are needed to obtain sufficient isotope-

labeled samples for heteronuclear NMR experiments?
5. What are the brief steps in protein purification for NMR samples?
6. What buffers, protein concentration, pH, and temperature are suitable for NMR

samples?
7. What is a typical procedure for NMR sample preparation?
8. How are alignment media prepared for residual dipolar coupling measurement?
9. How is a protein–peptide complex sample prepared?

10. How is a protein–protein complex sample prepared?
11. Examples of NMR sample preparation (complete protocol).

89
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3.2. EXPRESSION SYSTEMS

3.2.1. Escherichia coli Expression Systems

NMR samples normally require large quantities of isotope-labeled proteins or protein
complexes at millimolar concentrations (can be less if a cryogenic probe or higher field spec-
trometers, such as 800 or 900 MHz spectrometers, are used; see Chapter 2 on Instrumentation).
However, certain proteins or domains prepared using bacterial expression systems may have
the following problems: (a) low expression level; (b) insolubility at high concentration; (c) low
stability. These problems require large efforts of exploration and optimization of various con-
ditions. The first step is typically to develop good expression systems using recombinant
genetic techniques. The recombinant technology can yield substantially high levels of target
proteins compared to the low level of proteins from the natural source. Moreover, recombinant
expression systems can be manipulated to produce protein domains or to attach tags for easy
purification. The former is particularly important for NMR studies since many NMR projects
focus on the structures and dynamics of protein domains or domain–domain complexes. The
common steps for protein subcloning can be found in many molecular biology books (such as
Short Protocols in Molecular Biology by Ausubel et al., 1997) and will not be detailed here.
What we will focus on here are the steps in choosing the expression vectors for subcloning.

Compared to insect or mammalian cell expression systems, the prokaryotic E. coli expres-
sion systems are most commonly used to produce isotope-labeled proteins for NMR studies.
One can start with many commercial E. coli expression vectors available, such as the pET sys-
tem from Novagen, Inc., the Impact system from New England Biolabs, etc. (Table 3.1), which
are routinely used in most NMR laboratories. Because individual proteins may behave differ-
ently in different expression systems, it is frequently difficult to predict the best expression
vector for a particular protein. For initial investigation, one usually starts with vectors encod-
ing protease-cleavable N-terminal or C-terminal fusions such as His-tag, GST, etc., which
allows easy purification using an affinity column (see section 3.4). A His-tag is a flexible
linker containing only 6–20 residues. Hence, it is usually uncleaved after affinity purification
since its short size imposes minimal complication of the NMR spectra of fogged proteins.
For example, Figure 3.1 (see color insert after Chapter 8) shows the two-dimensional 1H-15N
HSQC of a fragment from the cytoskeletal protein talin with and without a His-tag. One can

TABLE 3.1
Common Expression Vectors

Fusion
Vector name partner Source Features

pET vectors His-tag
or none

Novagen, Inc. Short His-tag allows quick NMR screening of
uncleaved protein

pGEX vectors GST Novagen, Inc. Easy for purification but GST is a dimer that
may interfere with target protein folding

pMal vectors MBP New England
Biolabs, Inc.

Highly soluble MBP promotes expression and
solubility of the target proteins but MBP has
a low affinity for the resin, which reduces the
yield

pTYB11 vectors Intein New England
Biolabs, Inc.

Protein purified without fusion attached
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immediately conclude that the fragment is folded and the signals are well dispersed, which
means that the protein is suitable for further investigation. It is clear that although the spectrum
has an improved resolution after cleavage, the signals of those unstructured His-tag residues
do not detract from the feasibility of the project.

3.2.2. Fusion Proteins in the Expression Vectors

In many cases, different fusion proteins lead to substantially different expression levels
and solubility of the target proteins. Thioredoxin, protein B G1 domain, and maltose-binding
protein (MBP) are known to promote high expression as well as high solubility of the target
proteins. Protein B G1 domain is small (∼56 residues) and does not cause severe complication
of spectral analysis and, hence, can be used as a sample solubility enhancer of the target proteins
or protein complexes. However, caution must be paid since fusion proteins may prevent folding
or induce misfolding of the target proteins, particularly when the N-terminal regions of the
proteins are important interior components of protein structures. In these cases, proteins are
usually found in insoluble inclusion bodies or look unfolded as judged from the NMR spectra.
To avoid this problem, vectors without fusions such as pET3a (Table 3.1) can be exploited.

3.2.3. Optimization of Protein Expression

When proteins or domains have low expression level and low solubility, a number
of expression vectors need to be explored for systematic and sometimes time-consuming
optimization. The first thing to do to increase protein expression is to choose appropriate
cell lines. The most common cell lines (strains) for bacterial protein expression are BL21(DE3),
BL21(DE3) pLYS, HMS, etc., which are commercially available. The cDNA containing the
target protein is usually transformed into the above strains on Day 1. The next day, one colony
is picked from each transformation and grown in a 5 ml culture for each strain. Cell density
(OD600nm) is checked after a few hours and 1 mM IPTG (isopropyl-1-thio-β-D-galactoside)
is added (typical for the first time but can be varied, see below) when the OD is approxim-
ately 0.6 to induce protein expression (1 ml of culture is sampled before addition of IPTG).
The cells are harvested after 3–4 hr and spun down at 10,000 g. The pellets are lysed by
sonication using a standard PBS (Phosphate-Buffered Saline) buffer (100 μl). To check the
protein expression, 2 μl of the lysate from each pellet (before and after IPTG) are run on
an SDS PAGE gel. This will give some idea of which strain gives the highest expression.
The next step is to check protein solubility by spinning down the lysate containing IPTG
and taking the supernatant to check if there is soluble protein. Hence, contained in the SDS
PAGE will normally be three lanes for each strain: Lane 1, uninduced lysate; Lane 2, lysate
induced with IPTG; Lane 3, supernatant for the induced lysate. If proteins are expressed in
inclusion bodies, refolding protocols may be used (see section 3.4) but many proteins cannot
undergo the reversible unfolding/refolding process. To maximize protein expression and to
increase the soluble fraction in bacterial lysates, one usually needs to vary a series of expression
conditions:

1. Prepare a cell culture growth curve to decide the best induction point. Each cell line
may have a different growth curve. The growth curve can be made by measuring cell
density at 600 nm as a function of time in hours.
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2. Induce protein expression at the middle of the log-phase derived from step 1 with
different IPTG concentrations typically from 0.1 mM to 2 mM.

3. Vary the induction time between 1 hr and overnight at different temperatures. Lower
temperatures such as 16◦C are often useful to produce more soluble proteins than
higher temperatures such as 37◦C.

Sometimes, protein solubility is still low after the above procedures due to inappropri-
ate conditions for protein folding in bacteria. In such a case, insect and mammalian cell
expression systems may be used to assist the native folding of the proteins, although
the cost of isotope labeling will be extremely expensive. These methods are not detailed
here.

3.3. OVEREXPRESSION OF ISOTOPE-LABELED PROTEINS

After optimization of protein expression, the next step is to overexpress in large scale
isotope-labeled proteins for NMR studies. Heteronuclear multidimensional NMR experiments
for structure determination of medium-sized protein requires that the target proteins or domains
be uniformly 15N and/or 13C-labeled. This is done by growing cell cultures in minimal media
in which 15NH4Cl and/or 13C glucose are the only sources for nitrogen and carbon atoms. The
standard recipe for the minimal media is shown in Table 3.2 and the recipe for Trace Element
Solution in Table 3.3. The most common cell lines for protein expression in minimal media
are BL21(DE3), BL21(DE3) pLYS, HMS, etc., which are commercially available. Note that
protein expression levels are usually lower in minimal media as compared to rich LB media.
Hence, it is recommended that different cell lines be used to explore optimum expression. Due
to the expensive cost of 13C glucose, it is recommended to optimize glucose usage at small
scale by measuring the growth curve as a function of different amounts of unlabeled glucose.
Protein expression levels should be checked and compared on SDS PAGE by taking 1 ml of
culture before and after the IPTG induction. Although a typical induction time for protein

TABLE 3.2
Recipe for Minimal Mediaa

Compound Amount Comments

K2HPO4 10.0 g/L
KH2PO4 13.0 g/L
Na2HPO4 9.0 g/L
K2SO4 2.4 g/L
15NH4Cl 1–2 g/L ∼$40/g
13C Glucose 2–5 g/L Amount variable and needs to be

optimized to reduce the cost
(∼$130/g)

Trace element solutionb 10 ml/L See Table 3.3
1 M MgCl2 6H2O 10 ml/L
Thiamine (Vitamin B1) 5 mg/ml
Antibiotics ∼0.1 mg/L

a
The media have to be sterilized.

b
The trace element solution is a combination of trace elements shown in Table 3.3.
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TABLE 3.3
Recipe for Trace Element Solutiona

Compound Grams/100 mlb

CaCl22H2O 0.600
FeSO47H2O 0.600
MnCl24H2O 0.115
CoCl26H2O 0.080
ZnSO47H2O 0.070
CuCl22H2O 0.030
H3BO3 0.002
(NH4)6Mo7O244H2O 0.025
EDTA 0.500

a
Add ingredients one at a time, waiting 5–10 min before
they fully dissolve. After adding EDTA and stirring for a
few hours, the color of the solution should be golden brown
(if it is greenish, then leave stirring overnight). Sterilize
afterwards by filtering through a 0.2 μM filter.

b
A fresh stock of 100–200 ml is usually made.

expression is 2–4 h, induction time is 2–3 times longer when the proteins are expressed in
partial/full 2H2O due to the slow growth rate. Growing cultures in 2H2O is required to prepare
deuterium labeled proteins for NMR studies when the proteins are relatively large (>20 kDa).

3.4. PURIFICATION OF ISOTOPE-LABELED PROTEINS

Purification of isotope-labeled proteins is a key step and probably the most time-
consuming step for NMR sample preparation. The procedures and tips for purifying the
isotope-labeled proteins are the same as for non-labeled proteins described in many textbooks
and the literature. If the labeled proteins contain fusions, fusion-targeted affinity columns will
be the first step for purification followed by protease cleavage and gel filtration. This pro-
cedure typically works if the protein behaves during the process; however, protease cleavage
sometimes can be a tricky process. Excess amounts of protease or over-digestion by protease
can lead to non-specific cleavage and hence optimization is usually required. When proteins
are not fused, the chemical structure and physical properties of the proteins are the two key
parameters used to develop the most efficient purification protocols. Isoelectric point ( pI),
pH stability, and charge density are important properties to be exploited during purification.
Several steps of different ion-exchange and hydrophobic chromatography are often used for
large scale purification of non-fused proteins followed by a final step of gel-filtration. Note
that 90% pure proteins are usually sufficient for heteronuclear NMR studies if the proteins are
stable in the presence of the impurities. Some important tips for purification are summarized
below:

1. A French press is often better than sonication in lysing the cells by producing more
soluble fractions of proteins.

2. A cocktail of protease inhibitors (Table 3.4) is recommended in the cell lysis buffer.
A typical lysis buffer for soluble proteins consists of 20–50 mM phosphate, pH 7.4,
or 0.1 M Tris-HCl, pH 7.4, 0.1 M NaCl, 1–5 mM EDTA (assuming the protein of
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TABLE 3.4
Cocktail of Protease Inhibitors

Inhibitor Target protease Final concentration (μg/ml)

Leupeptin Broad spectrum 0.5–10
EDTA-Na2 Metalloproteases 5–10
Pepstatin A Acidic proteases 0.7–10
Aprotinin Serine proteases 50
PMSF Serine proteases 0.2–2
Benzamidine HCl Serine proteases 100
Soybean Trypsin-like trypsin inhibitor 100

interest has no metal), 5–20 mM β-mercaptoethanol (assuming the protein of interest
has no disulfide bonds), sucrose and the cocktail of protease inhibitors. Note that
the conditions of lysis buffer vary significantly depending on the properties of the
proteins. For example, low salt or no salt is used for Tris buffer if the protein or domain
of interest behaves poorly in the presence of salt. The yield can differ by 2–10-fold
between two different buffer conditions.

3. Try different purification protocols to optimize the yield. To develop the best puri-
fication protocol, one should always try different protocols for initial screening. For
example, if most of the proteins go into inclusion bodies, it may be beneficial to
try a refolding protocol. As mentioned above, some proteins are not reversible in
folding/unfolding, but some proteins may be refoldable.

3.5. NMR SAMPLE PREPARATION

3.5.1. General Considerations

The last step for NMR sample purification is to choose a good buffer in which the protein
is concentrated to approximately 1 mM. Phosphate buffer at pH 5–7 (20–50 mM) with or
without salt (e.g., KCl, NaCl) is often used for many NMR samples. It is recommended to
try a series of conditions in small scales and then decide which condition is the best. Quite
frequently, a protein/domain itself is not very stable in the buffer but becomes very stable after
mixing with the target protein/peptide. High quality NMR tubes with appreciate specifications
should be used for protein samples, which are usually tubes 5 mm in diameter containing
0.5 ml 95% H2O/5% 2H2O for aqueous samples. If the volume of the sample is limited, micro
tubes for which the susceptibility matches that of 2H2O are chosen for a total sample volume of
approximately 200 μl, such as Shigemi micro tubes (Shigemi Inc., Allison Park, PA). Because
of the small sample volume, the buffer contains 7% 2H2O used for 2H lock. In addition, the
samples are usually required to be degassed by blowing high purity argon or nitrogen gas into
them to remove oxygen—the paramagnetic property of which will broaden the line shapes of
protein resonances.

3.5.2. Preparation of Protein–Peptide Complexes

The contact surface contributing to the interactions of high affinity and specificity often
involves 30 or less amino acid residues from each protein of the complex (de Vos et al., 1992;
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Song and Ni, 1998). Often this contact surface is located in a single continuous fragment of
one of the proteins, which can be identified by mutation and deletion experiments. Therefore,
fragments can be chemically synthesized in large amounts and studied by two-dimensional 1H
NMR experiments due to their small molecular size (Wüthrich, 1986). Samples for protein–
peptide complexes are commonly prepared from isotopically labeled protein and unlabeled
peptide according to the following procedure, since the availability of labeled peptide is often
prohibited by the expense of chemical synthesis from labeled amino acids and the difficulty
of biosynthesis due to peptide instability during its expression and purification (Huth et al.,
1997; Newlon et al., 1997).

Preparation of the complexes is done by titrating synthetic peptide (unlabeled) into the
isotope-labeled target protein (Breeze, 2000; Qin et al., 2001). The stoichiometry of association
can be best determined by monitoring a 1H-15N HSQC spectrum of the target protein in different
protein/peptide ratios. Because of the high sensitivity of the 1H-15N HSQC experiment, only a
low concentration of 15N labeled protein (0.1–0.2 mM) is needed for the titration experiments.
Once the stoichiometry is determined, the labeled protein is preferably mixed with unlabeled
peptide at dilute concentration and then concentrated to 0.5–1 mM, required for most NMR
experiments. A higher field magnet or high sensitivity probe such as a cryogenic probe makes
it possible to study dilute samples if aggregation occurs at high concentrations. The pH of the
samples is preferably kept below 7.0 to reduce the amide exchange rate. Further purification of
the tightly associated complex by gel-filtration may be necessary to improve the sample quality.

3.5.3. Preparation of Protein–Protein Complexes

Protein–protein interactions play an essential role at various levels in information flow
associated with various biological processes, such as gene transcription and translation, cell
growth and differentiation, neurotransmission, and immune response. The interactions fre-
quently lead to changes in the shape or dynamics as well as the chemical or physical properties
of proteins involved. Solution NMR spectroscopy provides a powerful tool to characterize
these interactions at the atomic level and at near physiological conditions. With the use of
isotopic labeling, the structures of many protein complexes in the 40 kDa total molecular mass
regime have to be determined (Clore and Gronenborn, 1998). The development of novel NMR
techniques and sample preparation has been further increasing the mass size available for the
structural determination of protein complexes. Furthermore, NMR has been utilized to quickly
identify the binding sites of the complexes based on the results of chemical shift mapping or
hydrogen-bonding experiments. Because it is particularly difficult and sometimes impossible
to crystallize weakly bound protein complexes (Kd > 10−6), the chemical mapping method is
uniquely suitable to characterize such complexes. The binding surfaces of small to medium
sized isotopically labeled proteins with molecular mass less than 30 kDa to large target pro-
teins (unlabeled, up to 100 kDa) can be identified by solution NMR (Mastsuo et al., 1999;
Takahashi et al., 2000). As discussed in Chapter 6, the structure of small ligands weakly bound
to the proteins can be determined by transferred NOE experiments (Clore and Gronenborn,
1982, 1983). The structures of the peptides or small protein domains of weakly bound protein
complexes can also be characterized by the NMR technique, which may be beneficial to the
discovery and design of new drugs with high affinity. In addition to the structural investigation
of protein complexes, NMR is a unique and powerful technique to study the molecular dynam-
ics involved in protein–protein reorganization (Kay et al., 1998; Feher and Cavanagh, 1999).
Furthermore, protein binding sites often contain residues from different parts of the protein
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or domain. Structure determination of protein–protein (domain) complexes is necessary for
understanding specificity.

Preparation of protein–protein complexes (Breeze, 2000; Qin et al., 2001): for a complex
A–B, the A and B components are separately expressed and purified. The isotope-labeled A is
mixed with unlabeled B or vice versa to simplify the NMR spectra. Because of the large sizes
of complexes, partial or full deuteration may be necessary to reduce the line widths of signals.
Isolated domains are sometimes unfolded or partially folded and may also undergo aggregation,
which makes purification difficult. Purification can be performed in the denatured condition
and the unfolded domains can be refolded in the presence of target proteins. Fusion proteins are
often needed to help for solubilization of domains for purification. Fusion proteins are cleaved
after the domain is mixed with the target protein for stabilization. The complex is further
purified by gel-filtration that removes impurities including the fusion protein and protease.

3.5.4. Preparation of Alignment Media for Residual
Dipolar Coupling Measurement

Various media are available for moderately aligning macromolecules in solution in the
magnetic field, of which two liquid crystalline media are most commonly used at the present
time: DMPC/DHPC bicelles and filamentous phage. It is the interaction of the magnetic field
with the anisotropic susceptibility of liquid crystalline media that aligns these particles in the
magnetic field. When particles with a nonspherical shape, such as discs or rods dissolved in
solution, are placed in the magnetic field, the anisotropic distribution of the electron density
leads to an orientational dependence of this interaction. If the anisotropic interaction is large
enough to overcome the thermal energy of the particles, the degree of orientation order of the
media in the magnetic field becomes significant enough to be measurable, which is usually in
the range of 0.5–0.85. As discussed previously (section 1.8.4 on Residual Dipolar Coupling),
the order for macromolecules described by the magnitude of the alignment tensor is in the
range of 10−3, meaning that the interaction between aligned particles and macromolecules
must be very weak. The weakness of the interaction is necessary so that it does not perturb the
native structure of macromolecules under study or broaden the resonance line shape due to a
high degree of order or a change of relaxation properties.

Disc-shaped bicelles (bilayered micelles) were the first liquid crystalline medium used
to achieve weak alignment of macromolecules (Tjandra and Bax, 1997), and were origin-
ally developed by Prestegard, Sanders, and coworkers (Sanders and Prestegard, 1990, 1991;
Sanders et al., 1994). The medium contains a mixture of the saturated lipids dimyristoylphos-
phatidylcholine (DMPC) and dihexanoylphosphatidylcholine (DHPC) in low concentration to
form planar bicelles in which DMPC constitutes the planar bilayer region and DHPC stabilizes
the rim of the bicelles. The bicelles of the medium align in the presence of a magnetic field at
35◦C whereas they are isotropic at 25◦C.

The order of alignment media is transferred to macromolecules by rapid random collisions
and electrostatic interaction between medium particles and the molecules dissolved in the
medium. The formation of liquid crystals by the DMPC/DHPC mixture depends on a number
of factors including the temperature, concentration, and molar ratio of the mixture, and ionic
strength. The presence of other charged amphiphilic compounds can also influence the phase
transition from isotropic to liquid crystalline phase. To maintain the weak interaction, the liquid
crystalline medium is limited to a very dilute concentration, typically about 10% w/v. In such
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dilute lipid concentration, the molar ratio of DMPC/DHPC plays an important role in the
formation of bicelles. If the ratio is too low, the lipids form small size discs that are too small
to generate measurable alignment. On the other hand, a high ratio causes the oversized bicelles
to collapse to form spherical micelles by DMPC. The upper limit of the ratio at which stable
planar bicelles can be formed is 5. Usually, the ratio is maintained in the range of 3.0–3.5,
which corresponds to bicelle diameters of 200–250 Å with a thickness of approximately 40 Å.

At the low concentration, the DMPC/DHPC bicelles are unstable in the lower range
(25–30◦C) of liquid crystalline phase temperature (25–45◦C). The stability of the bicelles
can be improved by adding a small amount of charged amphiphile (Losonczi and Prestegard,
1998), such as cetyl (hexadecyl) trimethyl ammonium bromide (CTAB, positively charged)
or sodium dodecyl sulfate (SDS, negatively charged). Best results are obtained with a molar
ratio of 0.01–0.003 relative to DMPC (e.g., DMPC : DHPC : CTAB = 3.5 : 1.0 : 0.005). The
addition of these detergents widens the temperature range of liquid crystalline media, resulting
in stabilizing the bicelles in the above original temperature range. Charging the bicelles with
the detergents also produces an electrostatic potential that attracts and repels groups with
opposite and like charges, respectively, resulting in a change in orientation and magnitude of
the alignment tensor. This change is often enough to yield an independent alignment tensor
and reduce the ambiguity of orientation mentioned early.

The procedure for the preparation of bicelle samples includes a number of straightforward
steps (Ramirez et al., 2000). It starts with weighing the appropriate amount of dry powder
DMPC and DHPC according to the desired molar ratio, typically 3.5 : 1. The weighing should
be done in a dry box to obtain an accurate amount of the material due to the hygroscopic
property of DHPC. The buffer is prepared with the required amount of salt and sodium azide
at a concentration greater than or equal to 1 mM as an antibacterial agent, which is then added
into DHPC. Dry powder DMPC is then added into the sample. In order to completely dissolve
DMPC, cooling and heating cycles are repeated until the solution becomes clear by freezing
the solution in liquid nitrogen and thawing it while vortexing at 35◦C. An alternative method is
to leave the mixture solution at 20◦C for a few days to let it turn into a clear solution. It should
be noted that a protein sample cannot be recovered from the liquid crystalline medium once it
is dissolved in it. The alignment media may be frozen or lyophilized (Bax et al., 2001).

Filamentous phage is also utilized to achieve weak alignment of macromolecules in the
magnetic field (Clore et al., 1998; Hansen et al., 1998a,b) and is commercially available
(Asla Labs). Because of their rod shape (1–2 μm long, 6.5 nm diameter), filamentous phage
with a certain concentration in solution (as low as a few mg/ml) can form liquid crystals.
When the sample is placed in the magnetic field, the particles are aligned with their long
axis parallel to the field direction due to their very anisotropic nature. In order to obtain
the liquid crystalline phase, the solution should be prepared at a pH higher than neutral to
maintain a negatively charged environment so as to prevent glutamate and aspartyl side chains
of the phage-coated protein from protonating. In addition, a high salt concentration should be
avoided at low phage concentration, because it can prevent alignment. Because of the relatively
strong electrostatic interactions between phage and macromolecules relative to those between
micelles and macromolecules, phage liquid crystallines generate different alignment tensors
than in micelle media, resulting in additional alignment tensors for application to the reduction
of orientational degeneracy. Phage samples are easily prepared by dissolving 3–10 mg/ml pf1
(or pd) phage in the buffer solution. The liquid crystalline phase is formed over a wide range of
temperatures (5–50◦C). However, the phage medium cannot be frozen or lyophilized. Protein
in the sample is usually recovered by precipitating the phage through centrifugation.
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3.6. EXAMPLES OF PROTOCOLS FOR PREPARING 15N/13C
LABELED PROTEINS

3.6.1. Example 1: Sample Preparation of an LIM Domain Using Protease Cleavage

3.6.1.1. Background
PINCH LIM1 domain is a double zinc finger involved in cell adhesion. The protein was

subcloned into several expression vectors including pET3a, pGEX-4T, and pMAL-C2X. Only
pMAL-C2X gives good expression and, hence, was used for sample preparation.

3.6.1.2. Protein Expression
Expression plasmid pMAL-C2X, encoding an MBP fused to the N-terminus of residues

1–70 of human PINCH protein via a Factor Xa (FXa) cleavable linker, was used for preparation
of the NMR sample. Residues 1–70 contain the entire LIM1 domain. Due to cloning artifacts,
the C-terminus of LIM1 had three additional residues (WIL), whereas the N-terminus con-
tained four (ISEF). BL21 (DE3) cells harboring plasmid were grown in LB medium or in M9
minimal medium (Table 3.2) in the presence of 100 μg/ml ampicillin. For isotope labeling,
M9 contained 1.1 g/L 15N-NH4Cl and unlabeled or 3 g/L 13C-labeled glucose. Three liters of
culture were induced at OD600nm approximately equal to 0.5 for 4 hr at 37◦C with 1 mM IPTG.

3.6.1.3. Protein Purification and Sample Preparation
Cells were lysed with a French press and the cleared lysates were fractionated on

a DEAE-sepharose column (50 mM Tris-HCl, pH = 8.0, gradient of NaCl 0.0–0.8 M).
MBP-LIM1-containing fractions were concentrated, the buffer was exchanged into that optimal
for cleavage (50 mM Tris-HCl, 100 mM NaCl, 3.5 mM CaCl2, pH = 8.0) and subjected to FXa
treatment. Cleaved LIM1 was further purified on a Superdex 75 gel-filtration column. Frac-
tions containing LIM1 were pooled and concentrated to approximately 0.5 mM with a buffer
at pH = 7.5 containing 50 mM Na2HPO4, 100 mM NaCl, 0.5 mM β-mercaptoethanol.

3.6.2. Example 2: Sample Preparation Using a
Denaturation–Renaturation Method

3.6.2.1. Background
The double-stranded RNA (dsRNA) activated protein kinase (PKR) contains a dsRNA

binding domain (dsRBD), which was subcloned into pET15b vector with a thrombin-cleavable
His-tag linker. However, the protein is expressed in inclusion bodies and, hence, the refolding
method was used for protein purification.

3.6.2.2. Protein Expression
Four liters of E. coli BL21(DE3) pLYS cells transformed with pET15b encoding the

dsRBD of human PKR were grown at 37◦C in minimal media containing 0.4% glucose/0.1%
15NH4Cl or 0.4% [13C6] glucose/0.1% 15NH4Cl in order to obtain 15N- and 15N/13C-labeled
proteins, respectively. Cells were grown in log phase to OD600nm = 0.6–0.8 in the presence
of 50 μg/ml carbenicillin, and protein expression was induced for 4 hr with 1 mM IPTG.
The cells were harvested by centrifugation for 20 min at 6000×g at 4◦C, and the pellets were
drained and stored at −80◦C.
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3.6.2.3. Protein Purification
The pellets were resuspended in ice-cold lysis buffer (6 M guanidine HCl and 50 mM Tris-

HCl, pH 8.0), sonicated 4×30 s at full power, and centrifuged at 20, 000× g for 20 min at 4◦C.
The supernatant was passed over an Ni2+-agarose metal affinity column, and the histidine-
tagged protein was eluted according to the manufacturer’s instructions. The denatured dsRBD
was further purified by gel filtration chromatography on a Superdex-75 column and refolded
by dialysis against 50 mM phosphate buffer at 4◦C, pH 6.5, and 1 mM DTT. The refolded
dsRBD binds to dsRNA with the same affinity as wild type PKR and was concentrated by a
Centriplus-10 ultrafiltration device (Amicon). The dsRBD is mostly monomeric (>90%) as
judged by gel-filtration column, and its purity and concentration were determined by SDS-
PAGE with Coomassie staining and UV spectrometry. The final 15N-labeled or 15N/13C-
labeled protein was purged with argon and adjusted to 7% 2H2O, and transferred to 250 μl
microcell NMR tubes (Shigemi Inc., Allison Park, PA) for NMR experiments.

QUESTIONS

3.1. Why are proteins needed in isotopic labeling for structure and dynamics studies?

3.2. Why are minimum media used to isotope label the proteins and what are the differences
between minimum media and rich media?

3.3. What is His-tag and can it affect the quality of the NMR spectrum?

3.4. When is a micro NMR tube needed for NMR sample preparation?

3.5. What are the temperature ranges of the alignment media prepared using bicelles and
filamentous phage?

3.6. For what purpose is a charged amphiphile such as CTAB added to the bicelles?
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4
Practical Aspects

The quality of NMR spectra is critically dependent on numerous factors, among which are the
condition of the instrument at the time the data are collected, the homogeneity of the magnetic
field, the type of experiments chosen, how the data are acquired and subsequently processed,
etc. In this chapter, practical aspects related to the experiments will be discussed in detail.

Key questions to be addressed in the current chapter include:

1. How is a probe tuned correctly?
2. What is a simple and correct way to do shimming?
3. How are transmitter (or observe) hard pulses calibrated?
4. How are decoupler (non-observe) hard pulses calibrated?
5. How are the pulse lengths of decoupling calibrated?
6. What is the procedure to calibrate selective pulses?
7. How are the offset frequencies of the transmitter and decoupler calibrated and how

frequently are they calibrated?
8. How can off-resonance pulses (13C′, 13Cα , 13Cα,β ) be calibrated?
9. How is the temperature calibration of a probe obtained?

10. What is the decoupling efficiency of different decoupling methods?
11. How is pulse field gradient used to remove unwanted magnetization?
12. What are coherence and coherence transfer?
13. What is the coherence transfer pathway?
14. How are they selected by phase cycling or gradient methods?
15. What are the common water suppression techniques?
16. What are the advantages and disadvantages of the techniques?
17. How are the water suppression experiments set up?
18. How is a two-dimensional (or three-, four-dimensional) experiment formed and

what is the intrinsic difference between one-dimensional and multidimensional
experiments?

19. What are the typical procedures used to set up an experiment?
20. What is the typical procedure for processing data?

4.1. TUNING THE PROBE

The general procedure for setting up routine NMR experiments is described in the flow-
chart of Figure 4.1. The tuning probe is the initial step before NMR data can be acquired.
As discussed in Chapter 1, in order to move the equilibrium magnetization away from the
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Figure 4.1. Flowchart of a typical procedure for NMR experiment setup. The instrument must be properly
calibrated before the experiment can be performed (see text for details). Each of the steps is discussed in
the current chapter except sample preparation (previous chapter) and setup of 3D experiments (following
chapter).

magnetic field direction, an oscillating magnetic field B1, which is generated by an RF pulse
during NMR experiments, is needed to interact with the nuclei at the Larmor frequency. In
order to efficiently use the RF energy, the probe must be tuned to the carrier frequency (center
frequency of the spectrum) for the sample to be measured and the impedance of the probe must
be matched to the instrument impedance of 50 � at resonance to optimize the sensitivity of
detecting NMR signals (Chapter 2). Incorrect tuning or matching of the probe will cause an
increased 90◦ pulse length and decreased sensitivity of detection.

Probe tuning and matching are carried out by adjusting the capacitors of the coil circuits
in the probe. Probe tuning refers to the adjustment of both the probe resonance frequency to
the carrier frequency, and the probe impedance to match 50 �. A common triple-resonance
solution-NMR probe consists of two coils, of which the inner is double-tuned to 1H and 2H
and the outer to 13C and 15N for an HCN probe or to 13C and other nuclei over a wide range for
an HCX probe, in which X represents a heteronucleus in the broadband range. Usually, each
channel has a pair of adjustable capacitors, one for tuning and the other for matching. Some
of the probes have auto-matched 15N and 13C channels, in which only tuning capacitors need
to be adjusted. There are no adjustable matching capacitors for heteronuclear channels in this
kind of probe. A typical procedure for tuning the probe involves turning the rods (or sliding
bars) of the two adjustable capacitors and detecting the change of probe resonance frequency
and impedance after setting up the carrier frequency for each channel being tuned.

Tuning should always be performed first for the nuclei with the lowest Larmor frequency,
then for those with higher resonance frequency because the higher frequency is more sensitive
to small changes in capacitance of the probe circuits, which can be caused by tuning neighboring
channels. For instance, the 15N channel is tuned first, then 13C, and the 1H channel is tuned
last. In high field spectrometers, the dielectric field of sample solvents is sufficiently high to
influence the capacitance of probe circuits, resulting in a shift of probe resonance frequency
when changing samples. Therefore, the probe must be tuned every time a sample is placed in
the magnet. Since the circuits are temperature dependent, the probe must also be tuned after it
reaches the selected temperature when variable temperature (VT) is regulated.

There are two common methods used in probe tuning and matching: detecting the reflec-
tion power or detecting the resonance frequency of the probe during tuning and matching.
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Both methods are standard capabilities of NMR spectrometers. The reflection power method
observes the RF power reflected by the probe and is more frequently used in routine tuning.
When the spectrometer is in the tuning mode, RF pulses at the carrier frequency of the nuclei
being tuned are delivered to the probe channel. This tuning method aims to minimize the
amount of power being reflected by the probe. At the resonance condition with the input RF
pulses, the probe circuit holds most of the power it receives. Thus, when a probe is well-
tuned, it reflects a minimum portion of the power being delivered to it and uses the RF power
more efficiently. Consequently, a 90◦ pulse length is shorter for a given amount of RF power,
compared to a mistuned probe.

The reflection power tuning method uses a directional coupler and a voltage meter to
display the portion of the RF power reflected by the probe after an RF pulse with a fixed
frequency is sent to the probe. The RF pulses are set to the carrier frequency of the nuclei
being tuned. Usually, the repetition rate is short, which is about five 20 μs pulses per second.
The receiver does not need to be on during probe tuning (use a large number of scans for steady
state or dummy scans). Practically, the capacitance of the probe circuits is adjusted by first
turning the tuning capacitor (or sliding a bar) in a direction to reduce the amount of reflected
RF power, until the reflection reaches a minimum. Keep turning the capacitor in the same
direction, which makes the reflected power pass the minimum and increase by just a small
amount. The next step is to adjust the matching capacitor in a direction so that the reflected
power is back to a new minimum. If the new minimum is smaller than the previous one, keep
turning the matching capacitor to pass the minimum by a small amount. If the new minimum
is higher than the previous one, start with the adjustment of the tuning capacitor again but in
the opposite direction so that a lower minimum can be found. Then, the above procedure is
repeated by alternatively adjusting tuning and matching capacitors until the reflection power
is best minimized. Usually, the 1H channel of the probe can be tuned so well that the reading
of power reflected from the probe is zero. Frequently, the reflection power reading for the
heteronuclear channel is a little higher but the 90◦ pulse lengths are still in the range of normal
requirement (<40 μs for 15N, <15 μs for 13C).

Tuning using a spectral analyzer and an RF bridge to display the resonance frequency of
the probe is another common method, referred as the wobbler method. The majority of NMR
spectrometers have the capability to do wobbler tuning as a standard feature (for instance,
“qtune” on Varian instruments and “wobb” on Bruker instruments). The basic procedure is the
same as the reflection method except that the resonance frequency of the probe is monitored
when adjusting the capacitors. The first step is to adjust the tuning capacitor so that the dip
on the display moves from one side of the setup frequency to the other, approximately by
50 kHz. Adjusting the matching capacitor then makes the dip pass the setup frequency back
to the original side. If the dip of the signal is lower, repeat the above process until it reaches
a minimum. If the dip is higher than the initial value, change the direction. The depth of the
dip indicates how well the impedance of the probe circuit matches to 50 �. The best tuning
position is indicated by the lowest dip of the probe resonance frequency at the setup frequency.

The probe should be tuned every time the sample is changed, as mentioned earlier,
especially for those with different solvents or salt concentrations because the dielectric property
of the solvents affects the capacitance of probe circuits. However, the tuning of heteronuclear
channels is not sensitive to different samples provided the sample does not contain a large
amount of salts because the probe coil for heteronuclear channels is the outer coil. Thus, the
tuning of 15N and 13C channels does not change much from sample to sample. It should also
be noted that the correct way to tune the probe is without any filters attached because probe
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tuning aims to tune the resonance frequency of the probe. Filters are not integrated parts of the
probe circuits and have their own resonance frequencies, which may alter the power fed into
them. Therefore, the measurement of the reflected power should be performed directly at the
probe output, rather than at any later stage.

4.2. SHIMMING AND LOCKING

Because superior homogeneity of the magnetic field across the sample volume is necessary
in order to obtain a sharp line shape in NMR spectra, the static magnetic field, B0, must
be perfected by adjusting the current to a series of coils inside the magnet (more details
in Chapter 2). The process is called “shimming” and the coils called shimming coils. The
number of the coils can be as many as 40 sets, which produce a magnetic field across the
sample volume. Manually shimming the magnet is a rather complicated process and very
time-consuming. It is almost impossible to manually shim higher order z shims (z shims only
alter the magnetic field along the z direction and are also called spinning shims), such as z4,
z5, or z6 because they are dependent on each other, meaning that a change in one of them
alters the others. Shimming nonspinning shims (xy shims that only change the field in the xy

plane) is relatively easy because most of them are independent of the others. Luckily, gradient
technology has been used in magnet shimming, called gradient shimming, and greatly reduces
the amount of work in shimming. Gradient shimming of spinning shims requires a z gradient
capability of the instrument whereas gradient shimming of nonspinning or xy shims requires
x and y gradients. Usually, solution NMR instruments do not have x, y pulsed field gradients,
and, hence, gradient shimming normally applies only on z shims.

Under normal operating conditions, all NMR magnets have a constantly fluctuating field
strength due to the environment. The magnetic field is stabilized by a mini spectrometer
operated usually at the 2H frequency, which continuously observes the 2H signal frequency
through the dedicated lock channel to maintain a stable magnetic field. If the observed 2H
frequency deviates from the set value, the spectrometer changes the magnetic field strength
in the opposite way through a coil inside the magnet to compensate for the fluctuation. This
process is called “lock” and is carried out in real time. Four parameters are important to have
correct operation of locking: a lock field (also known as z0 field), which is the 2H resonance
frequency of the solvent (or the offset of the 2H lock frequency); lock power, which controls
the 2H RF power used to generate the 2H signal; lock gain, which is used to amplify the signal
received by the lock receiver; and lock phase, which sets the correct dispersion phase of the 2H
signal used to monitor the deviation of the 2H lock frequency caused by the B0 magnetic field.
They should all be optimized for lock. The common procedure is to adjust z0 first to be on
resonance for the 2H solvent. After locking on the 2H, the lock power is adjusted to the highest
possible level without saturating the lock signal. Saturation is the point at which the lock level
is decreased when lock power increases. Then, the lock power is slightly reduced to surely
avoid saturation (e.g., by 10%). The lock gain is adjusted to bring the lock level to 80%, which
is the most sensitive level. Finally, the lock phase is optimized to maximize the lock level.

The lock level is monitored during manual shimming, which is observation of the 2H
signal. The better the homogeneity of the field, the higher the lock level, provided the lock
phase is correctly adjusted. The FID of water may also be used to monitor the quality of
shimming. When using the lock level for shimming, the lock phase must be properly adjusted
because a poorly phased lock signal distorts the maximum intensity of the signal, which is
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used to monitor the homogeneity of the magnetic field. A distorted lock intensity (lock level)
may not represent the field homogeneity linearly.

If the shimming is off significantly after changing samples, it is important to first adjust
the z shims while spinning the sample. If z gradient auto shimming will be used, only z1, z2,
and z3 need to be shimmed manually. The usual procedure is to adjust z1 and z2 alternatively
to obtain a high as possible lock level. Then, z3 needs to be optimized before z1 and z2 are
revisited. The above procedure is repeated until the maximum lock level is reached. After
initial adjustment on the z shims, the nonspinning shims must be shimmed without spinning
the sample. The procedure usually is in the following order:

x, xz

y, yz

other nonspin 
shims

where x and xz are shimmed first, then y and yz to optimize the lock level. The steps are
repeated until the lock level does not increase. The rest of the nonspinning shims are checked
one by one. If any one of them change the lock level, shims x, xz, y, and yz need to be checked
again.

Gradient shimming, which provides rapid automatic optimization of room-temperature
shims, is one of the profound applications of pulsed field gradients (PFGs). It not only provides
reliable shimming results on high-order z shims (and nonspinning shims) within a minute,
which otherwise would take many hours if shimming manually, but also allows one to shim
on nuclei besides 2H, such as 1H. It is critically useful for samples without 2H solvent. For
instance, a methanol sample is commonly used for calibration of variable temperature control.
Without 1H gradient shimming, it is impossible to shim on the sample because it does not
contain 2H solvent. It is usually done by shimming a deuterated methanol sample with the
same volume as the calibration sample. By using 1H gradient shimming, one can shim on the
actual calibration sample (more in the temperature calibration section). Gradient shimming
requires PFG capability (PFG amplifier and probe), which is a standard feature of NMR
instruments for biological research, although it can be done by a homospoil gradient through
the z1 room-temperature shim coil. It is a standard practice to always apply z gradient shimming
on all NMR samples. It involves generating a gradient shim map first (an example is shown
in Figure 4.2, see color insert after Chapter 8), shimming z1–z4 using the map and then z1–z6.
The shim map can be repeatedly used for different samples with the same probe provided the
sample volume is approximately the same as the sample used to generate the map. Nonspinning
shims must be optimized before the shim map is generated. By no means is what has been
described above the only way to perform shimming. There are different shimming methods
available in different laboratories. However, in our hands, the above procedure has not failed.

“Deuterium lock frequency” and “lock field” are two terms that are sometimes easily con-
fused. The lock frequency is the instrument’s 2H frequency at the magnetic field, whereas the
lock field—as mentioned earlier—is the 2H resonance frequency of the solvent. The function
of the z0 field is two-fold. Different solvents have different 2H resonance frequencies. The
slightly different 2H frequencies are adjusted by changing the z0 field. The other situation that
requires changing z0 is when the magnetic field drifts. On the other hand, the lock frequency is
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unchanged as long as z0 is adjustable, that is, z0 is not out of range. Therefore, even if the mag-
netic field drifts (field strength decreases due to loss of current in the superconductor solenoid
of the magnet), a constant field strength is maintained by changing the value of the z0 field. In
other words, the offset frequencies (see below), the chemical shift reference, and other field
dependent qualities are unchanged when the instrument lock frequency is unchanged even if
the magnetic field strength drifts as the magnet ages, because the drifted field is compensated
for through the adjustment of z0.

4.3. INSTRUMENT CALIBRATIONS

4.3.1. Calibration of Variable Temperature

For each probe, the actual temperature vs the setting value must be calibrated before data
are collected for real samples. A typical method for temperature calibration over the range of
−20 to 50◦C is to observe the chemical shift difference (�δ in ppm) between the two peaks
of 100% methanol. The empirical expression in the relationship of the observed �δ with
temperature is given by:

T (◦C) = 130.00 − 29.53�δ − 23.87�δ2 (4.1)

For the calibration over 50◦C, 100% ethylene glycol is used, whose chemical shift difference
of the two peaks has a temperature dependence given by:

T (◦C) = 193.0 − 101.6�δ (4.2)

Spectrometer software may be used to calculate the temperature after �δ is measured. Since
the accuracy of the measurement is greatly dependent on the line shape of the peaks, the
sample should be well-shimmed before the calibration. It is impossible to shim using the
2H lock level by the conventional shimming method because the calibration samples do not
contain any portion of deuterated solvents. Gradient shimming on 1H is the best way to do the
z shimmings. A sample containing about 1 : 1 methanol–d4 in methanol, which has the same
volume as the calibration sample, is first used for shimming purposes. After well-shimming the
methanol–d4 sample, especially the nonspinning shims, the 100% methanol sample is placed
in the probe and 1H auto-gradient shimming z1–z6 is applied. Now the sample is ready for
temperature calibration. Change the temperature to the lowest point to be calibrated. It takes
about 10 min for the temperature to reach equilibrium. Collect data with a single transient and
calculate the temperature according to the above equation or by using the appropriate command
in the instrument’s software. Repeat the experiment and average the two calculated values of
the calibrated temperature. Figure 4.3 shows a plot of the set temperature vs the calibrated
ones. A good VT control unit always has a linear relationship for all probes although the slope
for individual probes may be different.

4.3.2. Calibration of Chemical Shift References

Tetramethylsilane (TMS) is the IUPAC standard compound used for 1H and 13C refer-
ences for samples in organic solution (see Chapter 1). However, its insolubility in aqueous
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Figure 4.3. Plot of set temperature vs calibrated temperature (◦C) using a methanol sample.

solutions makes it a poor reference sample for protein samples. For aqueous samples, DSS
(2,2-dimethyl-2-silapentane-5-sulfonic acid) in 90% H2O/10% 2H2O is a better standard
sample for a 1H chemical shift reference because of its properties of high water solubility,
far-upfield resonance, and insensitivity to pH and temperature. The water resonance is some-
times also used as a secondary (or indirect) 1H reference. Although it is a convenient standard,
the dependences of temperature and pH as well as the relatively broad line shape of water
make it a controversial reference. The chemical shift of water at neutral pH is obtained by its
temperature dependence in the range of 10–45◦C:

δH2O(ppm) = 4.76 − (T − 25)0.01 (4.3)

in which temperature T is in ◦C. Before calibration is performed using any reference sample,
the 2H signal of 2H2O is adjusted to be on-resonance. The chemical shift of DSS is set to zero
frequency. For heteronuclei, such as 13C and 15N, the best method to obtain chemical shifts is
to indirectly reference to DSS 1H frequency via the frequency ratio � at 25◦C (Table 1.1) rather
than using universal reference standards. There is a small temperature dependence �� in the
range of 5–50◦C, which can be added to � according to the relationships:

��N(T ) = (T − 25◦C)2.74 × 10−10 (4.4)

��C(T ) = (T − 25◦C)1.04 × 10−9 (4.5)

As the equations indicate, the effect of temperature on the chemical shift for solution samples
is extremely small. Therefore, it is generally ignored for most chemical and biological solu-
tion samples (Harris et al., 2001). If one prefers to use individual standard samples for a
heteronuclear chemical shift reference, the calibration can be done using DSS for 13C and
liquid ammonia for 15N. The 13C signal of DSS is directly observed and set to zero frequency.
However, it is difficult to observe the 15N signal of liquid ammonia because the sample is not
in a liquid state at laboratory conditions of ambient temperature and pressure. Consequently,
15N urea is commonly used as a secondary 15N reference standard, whose chemical shift is
referenced to liquid ammonia. One mole concentration of 15N urea in DMSO gives a 15N peak
at 77.6 ppm relative to liquid ammonia. Although the urea sample is in DMSO, the calibration
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TABLE 4.1
Common Pulses Used for 500 and 600 MHz Instrumentsa

500 MHz 600 MHz
On/off

Pulses resonance Pulse lengthb Est. pwr attc Pulse lengthb Est. pwr attc

1H
1H hard 90◦ On 7 7
TOCSY spin lock On 28 12 28 12
WALTZ dec On 40 15 40 15

13C
All 13C 90◦ hard On 15 15
13C GARP On 70 14 70 14
DIPSI-3 spin lock On 30 6 30 6
Cα,β90◦, C′ null On 58.4 11–12 48.6 10
Cα90◦, C′ null On 64.7 12–13 53.9 11

C′90◦, Cα null On 64.7 12–13 53.9 11
C′90, Cα null Off 64.7 12–13 53.9 11

Cα/β180◦, C′ null On 53.0 10–11 44.3 9
Cα180◦, C′ null On 57.9 11–12 48.3 10

C′180◦, Cα nulld Off 57.9 + 0.8 11–12 48.3 + 0.8 10
Cα90◦ SEDUCEe On 310.5 20 310.5 20

Cα90◦ SEDUCEe Off 310.5 20 ↑ 6 310.5 20 ↑ 6
C′90◦ SEDUCEe Off 310.5 20 ↑ 6 310.5 20 ↑ 6
C′180◦ SEDUCEf Off 200 + 4 16 ↑ 6 200 + 4 16 ↑ 6

15N
All 15N hard 90◦ On 40 40
15N GARP dec On 250 15 250 15
15N Waltz16 dec On 200 14 200 14

a
The pulse lengths listed in the table are used as starting values. Actual pulse lengths and powers should be
calibrated accurately for the instruments.

b
The pulse lengths are calculated according to Equations (4.14) and (4.17) using Cα/β = 45 ppm, Cα = 58 ppm,
and C′ = 177 ppm, and 13C frequencies of 125.68 and 150.86 MHz.

c
The power attenuation for the 90◦ pulse calibration is the decreased power in dB from the power for the hard
pulse (increase the power setting value for Bruker, or decrease the power setting value for Varian instruments).
“↑ 6” means increase the power by 6dB (decrease the power value by 6 for Bruker instrument). It is estimated
relative to a hard 90◦ of 15 μs, assuming linearity of the amplifier. The reduction of power by 1 dB increases
the pulse length by a factor of 1.122.

d
After the calibration, 0.8 μs is added to the off-resonance 180◦ pulse length.

e
The SEDUCE 90◦ pulses must be divisible by 50 ns and 45◦. For off-resonance SEDUCE decoupling pulses:
after the calibration, the power is increased by 6 dB (decrease the power setting by 6 for Bruker instrument)
because the off-resonance SEDUCE decoupling covers a double bandwidth.

f
After the calibration, 4 μs is added to the pulse length of the off-resonance 180◦ SEDUCE and the power is
increased by 6 dB (decrease the power setting by 6 for Bruker instrument).

must be done with the lock field on 2H2O resonance. First, the lock field is adjusted to the
2H2O resonance with a water sample in the probe because the real sample is in aqueous solu-
tion. Nonspinning shims should be checked before changing to the urea sample. After gradient
shimming with z1–z6 gradients, the 15N spectrum is acquired without changing the lock field.
It is crucial to make sure that the lock field is on resonance for 2H2O in order to obtain accurate
15N calibration.
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The chemical shift reference is calibrated only periodically unless the magnetic field drift
is substantial (which requires changing the lock frequency to correct for loss of magnetic field).
How frequently the calibration needs to be performed depends on the stability of the instrument
and magnet. Usually it is repeated twice annually if the lock frequency has not been changed.

4.3.3. Calibration of Transmitter Pulse Length

Once probe tuning and shimming have been completed, it is necessary to calibrate the
pulse angle produced by a given amount of transmitter RF power, which is achieved by
calibrating the 90◦ pulse length. The 1H observe 90◦ pulse length should be calibrated for
every sample. There are many different methods to calibrate the observe pulse length. The
easiest one is to calibrate a 180◦ pulse using a water or solvent signal. Because the maximum
intensity of the observed signal by the 90◦ pulse is relatively insensitive to deviations of the
pulse angle around 90◦, the null intensity produced by a 180◦ pulse is commonly used to
calibrate the 90◦ pulse length.

The calibration is performed using a one-pulse sequence with a relaxation delay longer
than 5T1 and a single transient. The carrier frequency is set about 100 Hz from the water
resonance to avoid interference of the carrier with the water peak. The pulse length is arrayed
by 2 μs for 15 or more FIDs to values sufficiently long to include the estimated 180◦ pulse
length. After the first FID is transformed and phased, all FIDs are then transformed using the
same phase correction. The next step is to fine array the range of pulse lengths that give signal
intensity near the null value. Because of the inhomogeneity of the B1 RF field generated at
the probe coil, the signal is not completely nulled by a 180◦ pulse. Instead, a dispersive signal
with similar amplitude of positive and negative peaks symmetric about the null position will be
observed at the 180◦ condition (Figure 4.4b). Sometimes, a broad hump at the water resonance

(b)

(a)

90º

180º

270º

360º

Figure 4.4. Calibration of transmitter pulse length and offset frequency. (a) The offset frequency is
arrayed with an increment of 1 Hz using the PRESAT sequence. The minimum is obtained when the
offset is on water resonance. (b) The pulse length is arrayed and the first minimum corresponds to a 180◦
pulse length.
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appears in the 180◦ pulse spectrum, which is caused by the signal from the sample outside
the probe coil. In the above “array” method, one is able to visualize the relationship of signal
intensity with pulse length. The intensity increases with the pulse length and decreases after
the pulse angle passes 90◦. It passes through a null at 180◦ and reaches a negative maximum
at 270◦. With an appropriate power, a 90◦ pulse should have a pulse length shorter than 7μs
(Table 4.1). This calibration can also provide information on RF field homogeneity, which is
generally specified by the ratios of signal intensities at 450◦/90◦, and 810◦/90◦. However,
this takes a longer time to finish.

For a quick calibration, a different method is used, which “targets” the pulse length in the
range close to a previously calibrated 180◦ pulse. Acquire a pair of FIDs with pulse lengths
of 5 μs and 14 μs, and the estimated 180◦. After Fourier transformation followed by phase
correction, the second FID is transformed with the same phase correction. A positive intensity
of the water signal indicates that the pulse angle is less than 180◦, whereas a negative intensity
is caused by a pulse length greater than 180◦. Change the pulse length accordingly to get
an evenly distributed dispersive signal obtained using the same phase correction. It is good
practice to check the phase correction parameters compared to the first spectrum when the
calibrated 180◦ pulse length is unusually long or short. Similarly, a 360◦ pulse length can
be used to calibrate the 90◦ pulse length by the above procedure. The 180◦ pulse should be
checked after the 360◦ is calibrated, to avoid mistaking the 180◦ as the 360◦.

An alternative way to calibrate the 90◦ pulse is to observe real signals of an aqueous sample
rather than the water signal, using a PRESAT sequence (see solvent suppression). Because the
concentration of the sample is usually very low, this method needs multiple transients, and thus
takes a longer time but gives a more accurate calibration. The normal setup includes setting the
saturation frequency on water resonance, the number of transients to 8, steady-state transients
(or dummy scans) to 4, presaturation time to 5 s or longer, and acquisition time to 500 ms.
Because a full range array will take a considerably longer time, the target method is more
practical to utilize. Once the 180◦ pulse length is determined, the pulse calibration is checked
again with a longer presaturation delay to ensure the accuracy of the calibration because signal
accumulation with an insufficient delay can cause an incorrect measurement of intensity.

1H pulses for spin locking in TOCSY and ROESY and decoupling from 15N should be
applied with a longer pulse length, usually approximately 25–30 μs for TOCSY and 40 μs
for ROESY and the decoupling (Table 4.1). Therefore, it is necessary to calibrate these pulses
with a lower power. As mentioned previously, reduction of the power level by 6 dB results
in a pulse length that is twice as long. Therefore, if the pulse length for the hard 90◦ pulse
is approximately 7 μs, the power needs to be attenuated by 12 dB for the TOCSY spin lock
pulses and by 15 dB for 40 μs pulses. The calibration can be done with any aqueous sample
by arraying every 1 μs in the range near the desired pulse length.

4.3.4. Calibration of Offset Frequencies

The offset frequency (νoffset) has the following relationship with the carrier frequency
νcarr:

νcarr = νinst + νoffset (4.6)

in which νinst is the base frequency of the instrument for the nucleus, which is the fixed
frequency for a specific nucleus. For instance, in a 600 MHz instrument, vinst for 1H, 13C, and
15N is 599.5200497 MHz, 150.7747596 MHz, and 60.7557335 MHz, respectively.
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4.3.4.1. Calibration of Transmitter Offset Frequency
Because common biological samples are in aqueous solution, the transmitter νoffset (e.g.,

o1 on a Bruker instrument and tof on a Varian instrument) is required to be set on the water
resonance for experiments with water suppression. If the transmitter νoffset is off by even
1 Hz, it will significantly affect the result of water suppression experiments. Therefore, νtof
calibration is performed for each individual sample. It is first estimated from the water peak
using a one-pulse sequence by setting it on the center of the water peak. It is then arrayed
by 0.5 Hz in the range of ±3 Hz of the setting value using a PRESAT sequence (see solvent
suppression) with 2 transients for steady state and 8 transients per FID. The correct νtof gives
the lowest intensity of the water peak (Figure 4.4a). If the 2H signal of 2H2O is adjusted to be
on-resonance prior to 2H locking, νtof should be within the range of a few hertz for different
samples at a given temperature. It may have very different values if the lock is not adjusted to
be on-resonance prior to the calibration.

4.3.4.2. Calibration of Decoupler Offset Frequency
The correct decoupler offset frequency (e.g., o2, o3 on a Bruker instrument or dof, dof 2

on a Varian instrument) needs to be known before pulse calibration for the decoupler channel.
A simple one-pulse experiment with continuous wave (CW) heteronuclear decoupling is used
for this purpose. The power of the CW decoupling is set very low so that only a narrow
frequency range (a few tens of hertz) is decoupled in order to accurately determine the value
of νdof . Arraying the decoupler νoffset in the experiment provides a series of spectra with
modulated signal intensity (Figure 4.5). As theνoffset becomes closer to the resonance frequency
of the heteronuclear signal, the doublets become closer, resulting in an intensity increase of
the peak. The maximum intensity is obtained when the νoffset is on or near resonance. The
lower the CW power, the narrower the frequency bandwidth it decouples. The spectra shown
in Figure 4.5 were obtained with a CW RF field strength of 70 Hz. The maximum pulse power
of a 300 watt heteronuclear amplifier was attenuated by −42 dB, which cuts down the pulse
power by a factor of 128 (or 27). (As a reminder, attenuation by −6 dB decreases RF field
strength by a factor of 2.) If the bandwidth of the CW decoupling is wider than the increment
of the decoupler νoffset array, there will be several spectra with the same maximum intensity
as the peak. The average value of the νoffset in the spectra with the same maximum intensity
should be taken to get the calibrated decoupler offset frequency.

Figure 4.5. Arrayed spectra for calibrating decoupler offset frequency using 15N urea in DMSO. The
decoupler offset frequency is arrayed with increments of 1 Hz as stated in the text. The spectrum labeled
with an * has the offset frequency on urea 15N resonance.
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4.3.5. Calibration of Decoupler Pulse Length

Decoupler pulse length is calibrated periodically because it usually does not change from
sample to sample. The calibration is performed indirectly, meaning that the effect of the
decoupler pulse on the observed nuclei is calibrated. In principle, any sample enriched with
15N and/or 13C can be used for 15N and 13C decoupler pulse calibration. Samples used for the
calibration include 15N, 13C-NAcGly in 90% H2O/10% 2H2O, 1 M 15N Urea in DMSO-d6
(Dimethyl Sulfoxide-d6), 0.1% 13C methanol in 99% 2H2O/1% H2O (Varian autotest sample),
or other samples for indirect calibration. The pulse sequence shown in Figure 4.6 is one of
those commonly used to calibrate 15N and 13C decoupler pulses. A delay τ is set to 1/(2JHX)

for calibrating the decoupler pulse of nucleus X. 1JHX is measured by the frequency difference
between the doublets. It is important to use the correct 1H 90◦ pulse length and the decoupler
offset frequency must be set on the center frequency of the heteronuclear doublets in order to
get an accurate calibration at low decoupler power.

To calibrate the decoupler pulse length, the decoupler offset frequency is set to the calib-
rated value that is in the center of the coupled doublets. When the angle of the heteronuclear
X pulse is zero, a doublet is observed. Similar to the 1H pulse calibration, the phase parameters
of the first spectrum will be used for the subsequent spectra acquired by arraying the X pulse
length. The 90◦ X pulse will give a null intensity of the doublet. The pulse length at high
power is usually calibrated first, and is relatively insensitive to the deviation of decoupler off-
set frequency. Typical high power 90◦ pulse lengths for 13C are approximately 15 μs whereas
those for 15N can be as long as 40 μs. When calibrating the high power X pulses, although
the maximum allowed B1 RF field strength ( pulse power) can be used, a pulse power which
is 3 dB less than the maximum RF power is commonly chosen because it is in the linear range
of the amplifier. However, a properly chosen pulse power is that which gives the above short
pulse length.

The 90◦ pulses for heteronuclear decoupling use much less power and, hence, have a
longer pulse length. For instance, the desired 13C 90◦ pulse is 70 μs for GARP decoupling,
and 300 μs for SEDUCE decoupling, and 15N 90◦ decoupling pulses are 200–250 μs for
WALTZ-16 and GARP. Therefore, the decoupling pulses are calibrated with a lower decoupler
power. The linearity of the amplifier can be used to estimate the power for the desired pulse
length, based on the relationship given by:

dB = 20 log10(pw1/pw2) (4.7)

in which pw1 and pw2 are the pulse lengths for the hard 90◦ pulse and the 90◦ decoupling
pulse, respectively. If pulse power is decreased by one dB, the pulse length is increased by

τ τ

1H

X

Figure 4.6. Pulse sequence for calibrating the pulse length of the heteronuclear decoupler. The delay τ

is set to 1/(2JHX). When the X pulse is 90◦, the doublet has minimum intensity.
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90º

Figure 4.7. Arrayed spectra for decoupler 90◦ pulse calibration. The 90◦ pulse gives minimal intensity
(reproduced with permission from Kupče, Meth. Enzymol. 338, 82, 2001. Copyright © 2001 Elsevier).

a factor of 1.122 linearly:

1 dB = 101/20 ≈ 1.122 (4.8)

Therefore, N dB reduction in pulse power lengthens the pulse by a factor of (1.122)N. This
equation is equivalent to Equation (2.2) in Chapter 2 (instrumentation) because the pulse
length is proportional to the B1 field strength, or the voltage. Specification test data and
previous calibration are also reasonable references to estimate the decoupler power setting.
For the calibration of low power decoupling pulses, the pulse length is set to the desired value,
for example, 70 μs for 13C or 250 μs for 15N (Table 4.1). Then the decoupler power is arrayed
by 1 dB from lower power to higher in a range of 10 dB (lower power means a small value
of the power setting for a Varian spectrometer and a larger value for a Bruker spectrometer).
When the power is lower, the selected pulse length is less than that of a 90◦ pulse, resulting in
a positive phase doublet. Phase the first spectrum obtained at the lowest power so that it has
a doublet with correct phase. Then all FIDs are transformed using the same phase parameters
as the first one. The intensity of the doublet will decrease as the power increases. The power
corresponding to the intensity closest to null is used to calibrate the pulse length. The next
step is to array the pulse length with the calibrated power in the range of 70 ± 10 μs by a step
of 1 μs for 13C, or 250 ± 50 μs by a step of 4 μs for 15N, to get the 90◦ pulse length at the
calibrated power. When calibrating the pulses, the relaxation delay must be sufficiently long
and the decoupler νoffset must be calibrated to be in the center of the doublet. Figure 4.7 shows
the spectra obtained with correct delay and νoffset.

4.3.6. Calibration of Decoupler Pulse Length with Off-Resonance Null

In certain triple resonance experiments, it is desirable to excite one region of 13C reson-
ances but not others. The range of resonances is usually centered at 58 ppm for Cα , 177 ppm
for carbonyl carbon C′, and 45 ppm for Cα/β . In an HNCO experiment (see the following
chapter), for instance, the carrier of the 13C is set on C′. A 90◦ pulse on C′ with null at Cα has
a pulse length given by:

τ90,null(μs) = 0.96825

�
× 106 (4.9)
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in which � is the frequency difference in hertz between the center of C′ and Cα:

� = νC′ − νCα = (δC′ − δCα )νcarr (4.10)

in which νC′ and νCα are the center frequencies of C′ and Cα in hertz, respectively; δC′ and δCα

are the spectral centers in ppm; and νcarr is the carrier frequency of the 13C channel in MHz.
Assuming that a 600 MHz spectrometer has a νcarr of 150.86 MHz, � = (177−58)∗150.86 ≈
17, 950 Hz which gives a pulse length of 53.9 μs.

The effect of a hard 90◦ pulse on the spins is different when on-resonance and off-
resonance. If on-resonance, the 90◦ pulse length is solely produced by the B1 field because
nuclear spins experience only the B1 field:

γB1pw90 = π

2
(4.11)

in which pw is the pulse length, and γB1 = ω1, which is the frequency of B1 field. As the
resonance frequency moves away from the carrier, the effective field is the vector sum of B1
and the field along the z direction with the field strength 2π�/γ as a function of the frequency
difference � and nuclear gyromagnetic ratio γ :

γBeff =
√

(γB1)2 +
(

γ
2π�

γ

)2

(4.12)

The simplest way for an on-resonance 90◦ pulse to be a null pulse at � Hz off-resonance is to
generate a 360◦ (or 2π ) pulse at the off-resonance frequency. Under this condition, pw must
satisfy the following relationship in the same way as the on-resonance pulse does:

√
(γB1)2 + (2π�)2pw90 = 2π (4.13)

in which γB1 = π/(2 pw90) according to Equation (4.11) and pw90 is the 90◦ pulse length.
By substituting γB1 with π/(2 pw90) and rearranging the equation, the pulse length that gives
90◦ on-resonance and null (360◦) off-resonance has a value determined by:

pw90 =
√

15

4�
(4.14)

For the case when the frequency difference � between C′ and Cα is 17950 Hz, pw90 is 53.9 μs.
Similarly, a 180◦ pulse is generated by the B1 field on resonance:

γB1pw180 = π (4.15)

When the 180◦ pulse is needed to give a 360◦ pulse angle at � Hz off-resonance it must satisfy
the following condition:

√(
π

τ180

)2

+ (2π�)2pw180 = 2π (4.16)
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After the equation is rearranged, the pw180 can be determined by:

τ180 =
√

3

2�
(4.17)

With a � of 17950 Hz, pw180 is 48.3 μs. In practice, if pw180 is used for off-resonance
excitation, it is set to be 0.8 μs longer than the calibrated value, which is 49.1 μs.

The 90◦ and 180◦ hard pulses mentioned above are used to flip the magnetization at
the frequencies on-resonance and do not change the magnetization (360◦ rotation) at the off-
resonance region � Hz away from the carrier. In the cases when perturbation of the off-
resonance frequencies is desired, which generates 90◦ or 180◦ rotation of the magnetization
at off-resonance frequencies without exciting the region at the carrier frequency, shaped hard
pulses are used, which are generated using the calibrated pw90 or pw180 (see section 4.4). The
desired pulse lengths for decoupler off-resonance pulses are calibrated by arraying the pulse
power using the pulse sequence for decoupler pulse calibration. In most cases, it is necessary
to calibrate fine attenuation of the decoupler power in order to obtain the desired pulse length.

4.4. SELECTIVE EXCITATION WITH NARROW BAND AND
OFF-RESONANCE SHAPE PULSES

In many experiments, a certain frequency region must be excited without disturbing the
magnetization at other frequencies. Selective pulses that have a narrow excitation range are
utilized to selectively excite a group of nuclei, such as protons of water molecules or a kind
of carbons of proteins. They are frequently referred to as soft pulses as opposed to hard pulses
that have a wide excitation range and cover all the nuclei of the same isotope, such as 1H, 13C,
and 15N. Examples of applications of selective pulses include improving solvent suppression,
reducing spectral width so as to increase digital resolution in multidimensional experiments,
and selectively exciting frequency regions of different spins such as C′ and Cα . A nonselective
pulse, or hard pulse, is generated by a high power for a short time. The shorter the hard pulse,
the wider the excited frequency range. As an approximation, the bandwidth of a pulse can be
considered as the frequency range of its Fourier transformation, and it is inversely proportional
to the pulse length. The Fourier transformation of an infinitely long time function gives a delta
function in the frequency domain. Therefore, a narrow excitation bandwidth can be achieved
by reducing the pulse power and increasing pulse length. Such a selective pulse is utilized
in solvent suppression by presaturation to saturate the transition of water spins. However, a
desirable selective pulse should have such properties as a relatively short pulse length, a narrow
excitation region covering the desired frequency, a uniform excitation band, and linear phase
dependence of transverse magnetization on the frequency offset. Amplitude-modulated and/or
phase-modulated pulses, called shaped pulses, are used to generate selective pulses with the
desired characteristics.

Although the pulse shape cannot be directly determined from the desired excitation pro-
file due to the nonlinearity of the NMR response governed by the Bloch equations, Fourier
transformation is a convenient method to design the pulse shape based on the desired excita-
tion profile (Emsley, 1994). The Gaussian function has a unique characteristic that the Fourier
transformation of a Gaussian is also a Gaussian. It is for this reason that the Gaussian has
been used as a shaped pulse for selective excitation (Bauer et al., 1984). Another example is
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a sinc (sine x/x) function that has a semi-rectangular frequency response, which is another
application of the Fourier similarity theorem. A 90◦ Gaussian shaped pulse can be used to flip
the magnetization by 90◦ within the excitation bandwidth of the shaped pulse. However, the
off-resonance magnetization gradually dephases during the pulse, which produces a signific-
ant phase difference between the on- and off-resonance magnetizations. When a Gaussian 90◦
pulse is used for selective excitation of solvent magnetization, the phase error does not cause
any problem because the bandwidth of the pulse is narrow and the solvent magnetization is
not desired to be observed. The problem arises if the Gaussian 90◦ is used to selectively excite
a region of particular spin magnetization (e.g., C′ or Cα).

A simple solution to the phase error is to use a 270◦ Gaussian pulse, which rotates the
magnetization by 270◦ rather than 90◦ (Emsley and Bodenhausen, 1989). The 270◦ pulse
improves the phase response significantly compared to the 90◦. The improvement can be
understood as the following. When applying a 90◦ Gaussian pulse on the y axis, the on-
resonance magnetization is flipped onto the x axis whereas the magnetization at an offset from
the resonance lands near the y axis, resulting in a nearly 90◦ phase difference between the
magnetizations of on- and off-resonance. On the other hand, if the on-resonance magnetization
is rotated by a 270◦ Gaussian pulse to pass the x axis, the −z axis, and reach on the −x axis,
the off-resonance magnetization is, through a different route, flipped to a position very close
to the −x axis. The net result is that both the on- and off-resonance magnetizations are rotated
to the −x axis and phase error is reduced. Thus, a 270◦ Gaussian pulse produces an approximate
in-phase excitation, which is sufficient for common applications in NMR spectroscopy of
biological macromolecules. Other popular selective shaped pulses that provide improved in-
phase excitations include half Gaussian (Friedrich et al., 1987; Xu et al., 1992), e-BURP-2
(Geen and Freeman, 1991), and G4 Cascade (a sum of Gaussians; Emsley and Bodenhausen,
1990). The functions require a number of variable parameters to be defined, as many as 12
or more. The parameters can be optimized by software using pulse power and pulse length to
produce the desired shaped pulse with the desired excitation bandwidth and offset.

In order for NMR spectrometer hardware to utilize the shaped pulse function, the shaped
pulse consists of a series of short rectangular pulses (a few microseconds) with different
amplitudes. The duration of the shaped pulse is the sum of the pulse lengths of the element
pulses. The shape is approximated by the amplitudes of the element pulses. A typical textfile
of a shaped pulse profile lists sequentially the individual width and power for each element
pulse.

Like other pulses, the shaped pulse must be calibrated every time the sample is placed
in the magnet if it is a transmitter pulse or periodically if it is a decoupler pulse. If the pulse
length changes, the shaped pulse needs to be regenerated using the correct pulse length. This
means that the transmitter shaped pulse will be regenerated more frequently than we prefer.
One way to avoid regeneration of the shaped pulse is to calibrate the pulse power for the fixed
pulse length used by the shape function so that the existing shaped pulse function can be used.
If the pulse length used in the existing shaped pulse is known, the conventional method is to
calibrate the pulse power for the desired duration of the rectangular pulse. If the pulse length
used to generate the shaped pulse is unknown, the shaped pulse itself must be used for the
calibration.

For calibration of the shaped pulse, the pulse length and pulse power used to generate the
shaped pulse profile would be good reference values. For a 180◦ shaped pulse, the calibration
can be performed using a one-pulse sequence in which the shaped pulse is defined as the same
shaped pulse profile to be used in the experiment. The correct pulse power for the desired pulse
length is determined by arraying the fine power attenuation, which gives a dispersive residual
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signal. In general, a 90◦ shaped pulse cannot be obtained by dividing the calibrated 180◦ shaped
pulse length or by doubling the power. A pulse sequence containing one hard 90◦ pulse and
one shaped pulse (or two identical 90◦ shaped pulses) with the same phase is used for the 90◦
shaped pulse calibration. The sequence achieves 180◦ rotation of the magnetization around
the axis. Arraying the pulse power using the same procedure in the 180◦ pulse calibration is
performed to determine the power for the 90◦ shaped pulse.

4.5. COMPOSITE PULSES

RF pulses are used to rotate magnetization at a desired angle, frequency, and duration.
For certain applications, pulses are combined together to form a pulse train with or without
delay in between pulses to accomplish specific functions. The pulse trains are called composite
pulses. The applications of composite pulses range from improving imperfections of single
pulses, spin lock for magnetization transfer to off-resonance excitation, and spin decoupling.

4.5.1. Composite Excitation Pulses

To compensate for the effects of off-resonance and RF field inhomogeneity, and to produce
effective magnetization rotation by a specified angle, numerous composite pulses have been
developed. Among them, the composite pulses for 90◦ and 180◦ excitation are more frequently
utilized in biological NMR spectroscopy. The most commonly used composite pulses consist
of a few 90◦ and/or 180◦ pulses varying in phase. The pulse sequence 90◦

x90◦
y90◦−x90◦−y

is a popular version of a composite 90◦ pulse used as a read out pulse (last pulse in the
sequence) in certain NMR experiments with solvent suppression. The composite 180◦ pulse
containing a sequence of 90◦

x180y90x is frequently used to improve performance in inversion
of z magnetization in a pulse sequence.

4.5.2. Composite Pulses for Isotropic Mixing

The Hartmann–Hahn matching condition (Hartmann and Hahn, 1962) is required to be
satisfied during the coherence transfer between spins by isotopic mixing in TOCSY experi-
ments (see TOCSY for detail). When the scalar coupled spins have different frequency offset
from the B1 carrier frequency, the efficiency of the magnetization transfer produced by the
continuous RF field is extremely low. The required power of the RF field to cover a frequency
range to satisfy the Hartmann–Hahn matching condition would produce a tremendous amount
of heat during the period of mixing, which would overheat the probe and damage the NMR
samples. Several pulse sequences for Hartmann–Hahn mixing have been developed to achieve
effective coherence transfer. MLEV17 (Bax and Davis, 1985a,b) and WALTZ16 (Shaka et al.,
1983a,b) are the early versions, which utilize phase-modulated pulses. WALTZ16 combines
basic elements of the sequences into supercycles to improve the transfer efficiency. Later,
delays were added into the MLEV17 sequence in clean-TOCSY experiments to improve per-
formance. It has been found that the clean-TOCSY mixing scheme produces more heat during
the mixing period and can cause overheating problem, which is not suitable for experiments
with a long mixing time.

The mixing sequences commonly used in multidimensional NMR spectroscopy are DIPSI
sequences that consist of pulses with different pulse angles (Shaka et al., 1988; Rucker and
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Shaka, 1989). The DIPSI-2 and DIPSI-3 sequences provide much better efficiency of coherence
transfer than phase-modulated sequences, MLEV17 and WALTZ16. For all of the composite
pulse sequences, only the 90◦ pulse length needs to be calibrated. The sequences take the
90◦ pulse length and convert it into other pulse angles if necessary. A pulse length of the 90◦
pulse in the range of 25–30 μs is sufficient for the majority of applications to homonuclear
magnetization transfer in multidimensional NMR spectroscopy.

4.5.3. Composite Pulses for Spin Decoupling

Nuclear scalar coupling can be removed by applying continuous RF irradiation. This
technique is commonly used in a one-dimensional 1H homonuclear decoupling experiment.
However, because of the off-resonance effect, it requires very high power to obtain effective
decoupling over the broadband of heteronuclear frequencies using a continuous RF field. The
decoupling efficiency of a continuous RF field is described in terms of the scaling factor λ as:

λ = 2π�√
(γB1)2 + (2π�)2

(4.18)

in which � is the offset frequency in Hz from the carrier frequency, γB1 is the frequency of
the B1 field. The value of λ = 0 represents complete decoupling whereas λ = 1 provides no
decoupling effect. In order to obtain complete decoupling using a continuous wave RF field,
the field must be set on resonance, that is, � = 0. The decoupling power of the CW is required
to be higher to decouple a frequency range, which is offset � from the carrier. Only a small
portion of the scalar coupling is decoupled when the offset is about the same amplitude as the
applied field (λ = 0.77 when 2π� = γB1).

One of the major applications of composite pulses is to perform spin decoupling. The
spin decoupling is achieved by inversion of spin magnetization, based on the assumption of
instant flip approximation that the spin magnetization being decoupled is inverted instantly
when the frequency of the RF pulse matches its Larmor frequency. To minimize the RF
power and increase the decoupling bandwidth, composite pulse sequences including some of
the sequences used for isotropic mixing are utilized for heteronuclear decoupling, of which
WALTZ16, GARP (Shaka et al., 1985), SEDUCE (Coy and Mueller, 1993), and DIPSI-3 are
the most popular decoupling sequences. All of them use supercycles to improve the decoupling
efficiency. Often the decoupling efficiency of the sequences is described by the factor of the
decoupling bandwidth � (in units of hertz) to the strength of the applied field:

fd = 2π�

γB1
= �

1/(4pw90)
(4.19)

in which pw90 is the 90◦ pulse length at the field strength 1/(4pw90) (in hetrz) and fd is
the decoupling efficiency. It has theoretically been demonstrated that GARP increases the
decoupling bandwidth by a factor of 2.5 over the field power it uses whereas WALTZ16 gives
the same bandwidth as the field power. The decoupling profiles of the sequences observed
experimentally are shown in Figure 4.8. In multidimensional NMR spectroscopy, GARP is
usually used for 13C or 15N broadband decoupling, and SEDUCE for selective decoupling,
such as Cα decoupling during the experiment whereas WALTZ16 is used for 15N decoupling.
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(a)

(b)

Δ ~ 3.2 kHz~

Δ ~ 1.1 kHz~

Figure 4.8. Bandwidth of (a) GARP and (b) WALTZ16 decoupling. The 1H–15N doublets of 15N urea
in DMSO were observed using 51 decoupler offset frequencies with an increment of 100 Hz. (a) The
decoupler 90◦ pulse length of 198 μs used in the experiments, which gives a B1 field strength of
1.26 kHz. (b) 275 μs was used for the decoupler 90◦ pulse length, which corresponds to a B1 field
strength of 0.9 kHz. The observed decoupling bandwidths are indicated below the spectra. WALTZ16
has a decoupling efficiency of 1.2, whereas the observed bandwidth of GARP indicates a decoupling
efficiency of 2.5.

4.6. ADIABATIC PULSES

The above composite pulses are regarded as linearly polarized waveforms which are
phase-modulated RF pulses. There is another type of RF pulses whose waveforms are described
as circularly polarized, referred to as adiabatic pulses. They are much more efficient for inver-
sion of spin magnetization than the phase-modulated pulses. The advantages of adiabatic pulses
are their wider bandwidth with a minimum power and their insensitivity to inhomogeneity of
the B1 field. The basic idea behind them is that if the change in the orientation of the effective
field with time is sufficiently slow, the tilt angle θ of the magnetization with respect to the
moving direction of the effective field is very small, with the duration of the pulses shorter
than any relaxation process of the system (Abragam, 1961; Kupče, 2001):

1

T ∗
2

� ∂θ

∂t
� ωeff (4.20)

This means that the change in direction of the B1 field must be sufficiently slower than the
rotation of magnetization around the effective field. Initially, the B1 field is turned on with a
frequency far away from the resonance; the effective field Beff is virtually parallel to B0 and
the magnetization is along the effective field. The frequency of the B1 field is then changed
to approach the resonance at a rate sufficiently slow so that the magnetization changes its
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Figure 4.9. Magnetization trajectories when RF pulses are applied (From Kupče, 2001). (a) When the
RF pulse is applied suddenly, the magnetization is rotated around Beff (arrow). (b) When the RF field is
turned on adiabatically, the magnetization follows Beff , stays locked along Beff for most of the time and
then is returned back to equilibrium. (c) When the RF field is swept through the resonance frequency
adiabatically, the magnetization follows Beff to the −z axis and becomes inverted.

direction to follow the direction of Beff (Figure 4.9). A dimensionless factor Q, called the
adiabaticity factor, has been introduced to quantitatively describe the adiabatic condition
(Baum et al., 1985):

Q = ωeff

θ̇
(4.21)

which can be rewritten in terms of pulse field strength ω1 and frequency offset �:

Q = (ω2
1 + �2)3/2

ω1�̇ + ω̇1�
(4.22)

in which the dot represents the rate of change. Therefore, the adiabatic condition requires
Q � 1.

Numerous adiabatic pulses whose amplitudes, phases, or both can be modulated have
been developed for application to spin decoupling, magnetization inversion, refocusing, and
selective excitation. For instance, WURST (wideband uniform rate and smooth truncation,
Kupče and Freeman, 1995a) is an adiabatic pulse generated by adiabatically modulating the
amplitude waveform of the B1 field with the frequency offset swept linearly, according to the
relationship:

B1(t) = Bmax
1

[
1 − | sin(βt)|n] − π

2
< βt <

π

2
(4.23)

The higher the value of n, the higher the bandwidth. WURST-20 has an n value of 20, and has
been used for the inversion of magnetization to yield a uniform profile over a wide frequency
range. On the other hand, both the amplitude and frequency sweep can be modulated in a coher-
ent fashion, such as in hyperbolic secant (or sech) pulses (Kupče and Freeman, 1995b; Tannus
and Garwood, 1996). The amplitude waveform and frequency sweep of B1 are modulated in
a hyperbolic secant pulse with the forms of:

B1(t) = Bmax
1 sech(βt) − π

2
< βt <

π

2

�ω(t) = −μβ tanh(βt)

(4.24)

The excitation profile and bandwidth (�ωBW = 2μβ) of the pulse is determined by the
parameter μ in combination with β. As the value of μ increases, both the shape and bandwidth
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μ = 1052

3000 2000 1000 0 1000 2000 3000

Figure 4.10. Inversion profiles of hyperbolic secant pulses with different values of parameter μ as
indicated. Higher μ generates wider bandwidth and flatter profile (reproduced with permission from
Norris, Concepts Magn. Reson. 14, 89, 2002. Copyright © 2002 Wiley Publishers).

of the excitation are improved significantly (Figure 4.10). The advantage of the adiabatic pulse
for spin inversion is that the inversion is insensitive to the B1 field strength and can have much
more tolerance to missetting of the B1 field strength. Consequently, it is not affected by the
inhomogeneity of either the B1 or the B0 fields during the experiment. Therefore, adiabatic
pulses have found many applications in heteronuclear experiments in which inversion of the
heteronuclei is needed, such as HSQC and HMQC (see Chapter 5). They will become more
and more popular in biological NMR spectroscopy in the future.

4.7. PULSED FIELD GRADIENTS

In NMR experiments, RF pulses are utilized to rotate the magnetization and create coher-
ence transfers. Different coherence transfer pathways can be produced in the same pulse
sequence. In order to extract a specific type of information, certain pathways must be sep-
arated from others. Phase cycling is a method used to select the desired coherence transfer
pathway, in which the phases of pulses are systematically altered from one FID to another so
that the unwanted pathway will be removed by the end of phase cycling at acquisition. The
method can be incorporated in a majority of experiments and provides satisfactory results (see
section 4.10.3). However, in this method, all types of magnetization (wanted and unwanted)
must be collected first and then the unwanted coherence is removed via differentiation of the
data. In order to achieve this, the instrument is required to be perfect in stability and dynamic
range.

In recent years, pulsed field gradients have been chosen as an alternative method to select
a desired coherence transfer pathway in NMR experiments. They provide several advantages
over the phase cycling method in that only the desired magnetization is observed during data
acquisition in each experiment, resulting in an increase in acquisition dynamic range, reducing
artifacts caused by instrument instability, and shortening experimental time. Gradients also
provide new methods for solvent suppression, sensitivity enhancement, and diffusion study.

When a gradient varying linearly, for instance on the z axis, is applied, it causes spa-
tial inhomogeneity of the magnetic field along the axis. The spins in different z locations
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experience different magnetic field strengths, which causes the spin to precess at different
frequencies for chemically equivalent spins. This means that the transverse magnetization
of the spins will have different precession frequencies for different physical locations along
the z axis in the sample volume. Some will precess faster, and some slower than the reson-
ance frequency. The transverse magnetization of the spins across the sample volume will be
decreased with the duration of the gradient irradiation, because a portion of the magnetization
will be canceled out due to dephasing of the magnetization. At some time during the gradient
irradiation, the transverse magnetization becomes zero. Therefore, the field inhomogeneity
created by the gradient eliminates the magnetization on the plane (xy plane) perpendicular
to the gradient axis. The process may be reversed to recover the dephased magnetization by
applying the gradient with an opposite direction, or negative to the previous gradient with
the same duration. When the gradient reverses the direction of the gradient field, the spins
precessing slower under the previous gradient field will now precess faster whereas those that
were faster will now precess slower. After the same duration, which caused the magnetization
to disappear, the magnetization will regain its original amplitude, ignoring relaxation effects.
The former process is called dephasing while the latter is called refocusing.

If the z gradient in a one-pulse experiment is applied during acquisition of signal from a
single resonance, the observed FID is a sinc-type function. The pulse sequence is utilized by
the gradient shimming method. After Fourier transformation, a spectrum with a flat step shape
is obtained (Figure 4.11). The frequency range is symmetric about the resonance frequency
in the absence of the gradient (the center of the spectrum) because the origin of the gradient
field is in the center of the probe coil. The magnetic field, Bg, across the sample created by
a gradient pulse on the z axis is a linear function of the position along the z direction (Keeler
et al., 1994):

Bg = zG (4.25)

in which G is the gradient field strength in units of Gauss per centimeter, G cm−1, or tesla
per meter, Tm−1. The convenient and commonly used unit is G cm−1 because gradient coils
in NMR probes are a few centimeters in length. During the experiments, the field strength of

3000 2000 1000 0 –1000 –2000 –3000 Hz

(a)(b)

Figure 4.11. 1H spectra of water (a) without and (b) with gradients during acquisition. The intensities
of the two spectra are not proportional. When the gradient is turned on, water across the sample “sees”
different magnetic field strengths due to the linear z gradient. Therefore, the chemical shifts are different
as a function of the z position of the sample [see equation (4.30)]. The center of the sample has zero
frequency shift.
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the gradients is defined in terms of digital units such as DAC (digital-to-analog conversion).
In order to set the gradient to a specific strength in units of G cm−1, the maximum gradient
strength corresponding to the maximum DAC unit must be known. For instance, if the max-
imum gradient strength of a probe is 70 G cm−1 and the setting range of the gradient is from
32 k DAC to −32 k DAC, 8000 DAC represents a gradient strength of 17 Gcm−1. The field
strength at a given position z of the sample is described by:

B = B0 + Bg (4.26)

Because B0 will contribute evenly over the sample, we will drop the term and only consider in
the rotating frame the effect of the gradient on the sample at different positions. The precession
frequency of spins at any specific sample position z under the interaction of the gradient field
is given by:

ωg = γBg = γ zG (4.27)

in which ωg is the precession frequency of the spins in the presence of Bg. The phase of the
precession at the sample position z after the gradient field G is applied for a period of time t

is determined by:

φ(z) = γ zGt (4.28)

Considering the above example in which a single peak is present in the spectrum, x mag-
netization of spins at any specific sample position z evolves after applying a z gradient for
time t :

Mx(z)
γ zGt−−−→ cos(γ zGt)Mx(z) + sin(γ zGt)My(z) (4.29)

Mx(z) is the transverse x magnetization at sample position z, which is dependent on the gradient
strength and pulse time t . The appearing x magnetization comes from all of the sample slices
along the z direction, and is the average over all sample slices. Because the origin of the
gradient field is at the center of the sample, the integration (summation) of the Mx(z) is from
− 1

2 rmax to 1
2 rmax for a length of rmax (Figure 4.12):

Mx = 1

rmax

∫ 1
2 rmax

−1
2 rmax

cos(γ zGt) dz =
2sin

(
1
2 rmaxγGt

)
rmaxγGt

= sinc
(

1
2 rmaxγGt

)
(4.30)

If the gradient pulse is applied during the entire acquisition time, the observed FID is a sinc
function as described in Equation (4.30). Fourier transformation of the sinc FID gives a spec-
trum with a broad range of frequencies caused by the gradient (spectrum b in Figure 4.11).
The width of the frequency band depends on the strength of the gradient. Because the origin
of the gradient is at the center of the sample, the frequency distribution is symmetric about the
resonance frequency as shown in the spectrum.
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Figure 4.12. The z gradient field strength across the sample volume. The origin of the gradient field
is in the center of the sample (precisely, in the center of the probe coil). The field strength is a linear
dependence of the z positions of the sample volume, and the total length along the z axis is rmax. (a)
The field strength distribution when a G gradient is applied. (b) The gradient field strength when a −G
gradient is applied. The sign of the gradients is relative.
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Figure 4.13. Elimination via gradient pulses of artifacts due to imperfect 180◦ pulses. (a) Gradient-
enhanced spin inversion sequence in which the artifacts are removed by a pair of z gradient pulses with
opposite sign. The gradient pulses sufficiently dephase transverse magnetization while the longitudinal
magnetization is not disturbed by the z gradient pulses. The opposite sign of the second gradient pulse is
used to avoid refocusing any transverse magnetization dephased by the first one. (b) Gradient-enhanced
spin echo sequence using gradient pulses to select the coherence echo so that the artifacts from the
imperfect 180◦ pulse are removed. The gradient pulses are applied with the same strength and duration
(G1τ1 = G2τ2) to accomplish the selection of the coherence with order of −p. Any coherence of order
other than −1 generated by the 180◦ pulse is removed after the second gradient pulse.

In multipulse experiments, a 180◦ pulse is frequently used to invert z magnetization
Mz → −Mz (for instance, a 180◦ decoupling pulse) or to generate a spin echo, that is, change
the sign of the coherence order, p → −p (see section 4.10.3). An imperfect 180◦ refocusing
pulse is a noticeable source of pulse artifacts that can be removed by the phase cycling method
EXORCYCLE (Bodenhausen et al., 1977). Gradient pulses can also be used to eliminate
artifacts from the 180◦ refocus pulses. For a 180◦ inversion pulse, the first gradient pulse is
applied before the 180◦ pulse to dephase the transverse magnetization (Figure 4.13a), whereas
the longitudinal magnetization is not influenced by z gradient pulses. After the 180◦ pulse, the
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second gradient pulse with opposite sign is applied to dephase any transverse magnetization
produced by an imperfect 180◦ excitation. The opposite sign is used to avoid refocusing the
transverse magnetization dephased by the first gradient pulse so that it is continuously dephased
during the second gradient. To remove artifacts during the inversion of coherence order by
an imperfect 180◦ refocusing pulse, the coherence of order p is selected by a pair of gradient
pulses (Figure 4.13b). The 180◦ pulse inverts the order of the coherence after the first gradient
pulse dephases the coherence. The second gradient pulse is applied to refocus the coherence
according to the coherence selection rule:

G1τ1p + G2τ2(−p) = 0 (4.31)

G1τ1 = G2τ2 (4.32)

that is, the second gradient pulse is applied with the same strength, duration, and sign as
the first one. Any coherence with order other than −p will sufficiently be removed during
the second gradient pulse. For both methods, the artifacts are effectively eliminated by a
single transient without any phase cycling. The reduction of phase cycling translates to faster
data acquisition or higher digital resolution through collection of more time increments in the
indirect dimensions. The selection of coherence transfer pathways by gradients is discussed
in more detail in section 4.10.3.

4.8. SOLVENT SUPPRESSION

In order to observe amide protons, which contain rich structure information, it is necessary
to dissolve protein samples in aqueous buffer solution containing only approximately 5% 2H2O
for 2H lock. It is difficult to observe the signals from the solute in the presence of the intense
signal from water protons since water protons in 95% aqueous solution with a concentration
of approximately 105 M have bulk magnetization approximately 104 times greater than that
from a single proton of a macromolecule. Therefore, the first task to do before acquiring data
is to remove the solvent signal by a solvent suppression sequence. In the current section, some
commonly used water suppression techniques will be discussed.

4.8.1. Presaturation

There are various methods for water suppression, of which presaturation is the most basic
and classical technique and is simple to use. A long and low power selective rectangular pulse
is applied to saturate the water signal during the relaxation time (or predelay time) in the
PRESAT pulse sequence shown in Figure 4.14a. Because the quality of the water saturation
experiment depends greatly on the homogeneity of the magnetic field, the quality of shimming
will substantially influence the result of water suppression. In the experiment, the frequency of
the long pulse is set at the water resonance to saturate the water–proton population. Because the
chemical shift of water is near the center of the 1H chemical shift range, the carrier frequency
is also placed at the water resonance though it can be set to any frequency within the spectrum.
The pulse is set to longer than 3 sec for a one-dimensional experiment or to the longest time
allowed for two-dimensional experiments (usually 1.0–1.5 sec). The pulse power must be set
sufficiently low for important reasons, one of which is because the lower the power, the better
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Figure 4.14. Water suppression experiments. (a) PRESAT. The water saturation pulse is usually approx-
imately 3 sec. (b) WATERGATE. The 90◦ water selective pulses in gray can be shaped pulses (e.g., 3 ms
sinc shape) or 1.7 ms rectangular pulses. (c) Water-flip-back. The initial 90◦ water selective pulse is used
to bring water magnetization to the z axis after the hard 90◦ pulse to avoid radiation damping, and can be
a 3 ms sinc or a 7.5 ms eburp1 shaped pulse. The two gradient pulses dephase and then refocus the solute
magnetization while the magnetization of residual water is continuously dephased by the gradient pulses
because the pulse train formed by the two selective pulses sandwiching the hard 90◦ pulse keeps the
water coherence order unchanged. The gradient strength is approximately 20 Gcm−1. (d) Jump-return.
The delay τ is set to 1/(4�) in which � is the frequency difference between the water resonance and the
center frequency of the interested region.

the selectivity of the excitation. A high power will saturate signals in the region close to the
water resonance. Additionally, for such a long pulse, the probe could be damaged if the pulse
power were not sufficiently low. Usually, the pulse power is set in the range of 100–150 Hz,
approximately 2 ms for the 90◦ pulse. For instance, the correct setting of the power should be
attenuated about −48 dB from the power for a hard 90◦ pulse length of approximately 7 μs,
which is typically in the range of −59 to −55 dB lower than the maximum pulse power of
a 50 watt 1H amplifier (e.g. 4–8 or 55–59 for Varian or Bruker instruments, respectively).
A typical setup procedure includes calibration of the 90◦ pulse, setting the carrier on the water
resonance frequency, and adjustment of the receiver gain. The hard pulse is calibrated first
using a one-pulse sequence according to the procedure described in the calibration section.
The transmitter frequency offset is set to the water peak as described previously. After the
receiver gain is adjusted using a single transient, the data is collected with the proper number
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of transients for the desired signal-to-noise ratio. Occasionally, a composite 90◦ pulse is used
to replace the 90◦ pulse so as to minimize the effect of radiation damping (Chapter 2). It has
also been noted that solvent signals originating outside the main sample volume (outside the
probe coil) degrade solvent suppression.

4.8.2. Watergate

PRESAT is a simple method and is easy to set up. However, it reduces or partially saturates
signals from exchangeable protons (amide protons) due to the rapid chemical exchange and
spin diffusion between amide protons and saturated water protons and from protons resonating
near the water resonance (α protons), causing partial saturation of HN spins and reducing the
intensity of amide protons (saturation transfer). The exchange rate of amide protons with water
protons linearly increases with the pH value of the solution over a pH range of 3–9 (Connelly
et al., 1992). To overcome this drawback, more sophisticated methods have been developed
to perform water suppression without saturating the water magnetization.

The WATERGATE sequence (Piotto et al., 1992) shown in Figure 4.14b is a popular
technique used for water suppression of aqueous samples. It uses gradient pulses to dephase
magnetization of both water and solute, and then to refocus only the signals from the solute and
further dephase the water magnetization. After the first hard 90◦ pulse brings the magnetization
of all protons to the transverse plane, a 1 ms gradient pulse with an amplitude of approximately
20 G cm−1 is applied to dephase the magnetization. The two 90◦ water selective pulses, which
are either shaped or rectangular, are set on the water resonance. The net effect of the hard 180◦
pulse sandwiched by the two 90◦ water selective pulses is to keep the coherence order of water
magnetization unchanged. Consequently, not only is the water magnetization dephased by the
first gradient not refocused by the second, but the second gradient also further dephases the
water magnetization. On the other hand, the second gradient refocuses the solute magnetiza-
tion and produces a gradient echo because the hard 180◦ pulse changes the coherence order
of the solute magnetization. The gradient echo used to dephase the water magnetization can
sufficiently suppress water signal intensity compared to the presaturation method. However,
it may still reduce the sensitivity of water exchangeable protons due to the partial saturation
of water magnetization. Since the water magnetization is along the transverse plane at the
time when acquisition starts, it needs much more time to completely relax back to its equi-
librium state than do protein resonances due to its long T1 relaxation time. Thus, the water
will not fully relax back during the predelay time and will be partially saturated. The partial
saturation will be transferred to the exchangeable protons by saturation transfer, resulting in
partial saturation of the HN protons as reflected in a reduction of sensitivity for the desired
resonances.

4.8.3. Water-Flip-Back

An alternative version of Watergate, called water-flip-back (Grzesiek and Bax, 1993),
uses a selective pulse at the water resonance before the Watergate sequence (Figure 4.14c).
The combination of the selective 90◦ and hard 90◦ brings the water magnetization back to the z

axis before the first gradient pulse in the Watergate sequence. Because of the inhomogeneity
of the 180◦ pulse, some magnetization from residual water is left on the transverse plane. The
water-flip-back sequence will suppress the magnetization from the residual water, whereas



128 Chapter 4

the majority of water magnetization stays on the z axis and is not disturbed to avoid radiation
damping (Redfield et al., 1975). Consequently, the sensitivity for the exchangeable amide
protons is increased because of the reduction of saturation transfer and because the amplitude
of the required gradient pulses is considerably reduced to approximately 5 G cm−1 for the
gradient echo, which also increases the sensitivity of the experiment due to the reduced effect
of gradient pulses on the solute magnetization. In order to maximize the suppression of the
water magnetization, the selective pulses must be well-calibrated. To simplify the experimental
setup, the flip-back selective pulse has a different shape and pulse length than the two Watergate
selective pulses. For instance, the first selective 90◦ pulse is a 90◦ eburp-1 pulse of 7.5 ms
whereas the last two can be either 1.7 ms rectangular 90◦ pulse or 3 ms sinc 90◦ pulses. The
selective pulses are calibrated using the sequence described in the calibration section and the
flip-back selective pulse is retuned in the water-flip-back sequence by adjusting the fine power
attenuation of the pulse.

In some experiments, distortion of the baseline occurs due to the fact that a substantial
fraction of the FID is lost during the waiting time between the last pulse and acquisition
(called the dead time). The time period is needed for the RF power of the high power pulse
to go below the observable amplitude of the FID so the receiver is not saturated. A spin-echo
sequence can be incorporated into any pulse sequence to prevent the FID from substantial loss
during dead time. The idea is to start the acquisition at the top of the first FID echo so that
the full FID information can be retained. A typical value for the echo delays is 500 μs in the
water suppression sequences whereas the last delay is adjusted within 500 ± 50 μs to correct
any phase errors in the spectrum.

4.8.4. Jump-Return

Although they provide sufficient water suppression, the gradient-based water suppression
techniques and spin echo sequence may not produce an observable signal for dilute samples
because of partial loss in sensitivity during the experiment. For such samples, a better result
can be achieved using the jump-return sequence shown in Figure 4.14d (Plateau and Guéron,
1982). The sequence is rather simple: a two-pulse sequence with two 90◦ pulses is separated
by a delay. Like all other water suppression techniques, the carrier frequency is placed on the
water resonance. The time of the delay is dependent on the spectral region of interest, which
is determined by the frequency difference between the center of the region and the water
resonance according to:

τ = 1

4(νc − νw)
(4.33)

in which νc is the center frequency of the region of interest and νw is the water resonance. For
example, the signals in the region of 7–10 ppm are expected to be observed. With the delay
set to 111 μs for a 600 MHz spectrometer, the resonance at 8.5 ppm will precess 90◦ out of
phase from the water resonance after the delay whereas the water is on resonance. After the
second 90◦ pulse, which has a 180◦ phase shift from the first 90◦ pulse, the water is back to
the z axis, whereas resonances in the region are detected with scaled intensity about the center
frequency, νc. Frequently, the second 90◦ pulse length is required to be optimized to achieve
the best solvent suppression.
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4.9. NMR DATA PROCESSING

For data analysis, an FID recorded during data acquisition is Fourier transformed to
generate a spectrum. Prior to and post FT, the data are manipulated through a series of data
processing steps to optimize sensitivity or resolution. A typical data processing includes DC
offset correction, application of a solvent suppression filter, linear prediction, apodization,
Fourier transformation, phase correction, and spectral baseline correction (if necessary).

4.9.1. Drift Correction

An FID collected by quadrature detection contains DC (drift correction) offset error
originating from the receiver. A DC offset in the time domain data produces a spike at the
carrier frequency after Fourier transformation. The DC correction is automatically applied by
NMR data processing programs without the user’s attention.

4.9.2. Solvent Suppression Filter

Although the water signal is suppressed during experiments, the suppression does not
completely eliminate the unwanted water peak and sometimes the residual water signal is
sufficiently high to interfere with nearby resonances. Digital filtering the FID will further
suppress the water peak. There are two types of popular methods for solvent suppression by
digital filtering, namely low frequency suppression and zero frequency suppression. In the
low frequency method, a low passband digital filter with the desired bandwidth and resonance
frequency on the water frequency is applied to the acquired FID (Marion et al., 1989). The filter
only allows the water signal and signals within the bandwidth of the filter to pass through.
This filtered FID is subsequently subtracted from the original FID. Fourier transformation
of the treated FID gives the water suppressed spectrum. The suppression filtering leaves a
flat line in the bandwidth region if the profile of the digital filter fits the water line shape.
Three parameters need to be specified for the filtering: the bandwidth in hertz (50–200 Hz),
the resonance frequency position offset (in hertz) from the carrier frequency (the center of
the spectrum), and the number of coefficients for the digital filter, which define the passband
profile of the filter. More coefficients produce a digital filter with a steeper passband (brick
wall type).

The zero frequency method first filters the FID using digital filtering the same as in
the low frequency method. Then, the filtered FID is fit with a polynomial function using a
specified order. The polynomial fit FID is subtracted from the original FID to eliminate the
water contribution to the FID. This method only subtracts the water signal residing exactly
on resonance. The water peak is missing from the spectrum after Fourier transformation. In
addition to the parameters used in low frequency water suppression, the polynomial order needs
to be specified, usually around seven. A brick wall type digital filter (with a higher number of
coefficients) should be avoided in order to obtain reasonable fitting by the polynomial.

4.9.3. Linear Prediction

The first few points of the acquired time domain data are almost always distorted due to
the imperfect condition of the hardware, such as tailing of RF pulses. Fourier transformation
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of the FID causes problems in the frequency domain such as baseline distortion. In addition,
multidimensional data are always recorded with fewer points in the indirectly observed dimen-
sions due to the long experimental time required. Collecting fewer data points in the indirectly
observed dimension and more scans in the acquired dimension translates to a higher S/N for a
given time. However, Fourier transformation of the truncated time domain data will severely
distort the spectrum and reduce both sensitivity and resolution. Linear prediction is utilized
to repair both types of FID distortions (Barkhuijsen et al., 1985). The algorithm analyzes the
FID using the correct data points of the FID to obtain information on the frequencies present
in the FID. Based on the analysis, it extrapolates more data points in the forward direction
(forward prediction) to eliminate the truncation problem, or in the backward direction (back
prediction) to replace the distorted initial points (in the observe dimension) or to extend a data
point (in the indirect dimension). Mirror image linear prediction (Zhu and Bax, 1990) uses
the observed positive-time points to extrapolate negative-time points using the relationship of
f (−t) = f ∗(t), in which ∗ represents complex conjugation, resulting in doubling of the size
of the time-domain data points.

For the acquired dimension, it may not be necessary to extend the data because it does
not take long time to acquire the desired number of data points. However, backward prediction
is frequently used to correct the first few points which are influenced by the power of the last
pulse. Forward predictions are always used for indirect dimensions because this provides more
data points without actually acquiring the data so as to save experimental time (a more effective
way to acquire NMR data). The data points are usually doubled by the prediction (two-fold
prediction) because overextended data may introduce artifacts after Fourier transformation.
The maximum number of points that can be used is the acquired data points for extending data
points in either direction and the total data points minus the number of predicted points (usually
the first one or two points) for replacing the distorted points in the backward predication.

4.9.4. Apodization

It is often necessary to manipulate time-domain data (without altering frequencies) to
improve the sensitivity or resolution of the spectrum. This can be achieved by the application of
weighting functions. The basic idea is that according to the FT similarity theorem, multiplying
an FID by a function results in changing the shape of the spectrum, but not the frequency:

F ′(ω) = H(ω)F(ω)

F ′(ω) = F t{h(t)f (t)} = F t{f ′(t)} (4.34)

in which h(t) is a weighting function (or window function). The process used to change the
appearance of the data is called data apodization. Because the FID tends to decay to zero, the
S/N ratio (amplitude of FID to noise level) in the tail part of the FID is much lower than that
at the beginning. By applying a weighting function, which smooths the tail region of the FID,
the noise level can be zeroed out so that the sensitivity of the spectrum can be improved. The
signals in the region, if any, will also be reduced to zero. An exponential function is used to
serve this purpose:

h(t) = e−t/a (4.35)



Practical Aspects 131

applying to the FID f (t):

f (t) = e−t/T2 (4.36)

results in new time-domain data f ′(t):

f ′(t) = h(t)f (t) = (e−t/a)(e−t/T2) = e−t/(T ′
2) (4.37)

in which the apparent T ′
2 is given by:

1

T ′
2

= 1

a
+ 1

T2
(4.38)

This states that after Fourier transformation the line shape is broadened by the application
of the exponential function with the line width increased by a factor of 2 (i.e., T ′

2 = T2/2)
when a = T2. Therefore, the exponential function decreases the resolution of the spectrum but
increases sensitivity by removing the noise level at the tail of the FID. On the other hand, the
sensitivity enhancement of the exponential function is hence reduced when the line broadening
parameter a becomes larger. Exponential function is usually applied as a matched filter with
a = T2, which has a decay profile matched to the FID. Alternatively, if the exponential function
can be applied with negative a, the line width should be reduced as the reverse effect to the
line broadening. The line shape of the spectral peak can be narrowed by a factor of 2 (i.e.,
T ′

2 = 2T2) when a = −2T2. However, as its profile indicates, the function with a less than
zero amplifies the noise level at the end part of the FID and reduces the signal amplitude at the
beginning part of the FID, resulting in a significant loss in sensitivity. Resolution enhancement
by applying these types of weighting functions will certainly degrade the sensitivity of the
spectrum because the functions reduce the amplitude of the FID at the beginning. On the
other hand, to increase sensitivity by smoothing the end part of the FID, both the signal and
noise levels are reduced and the apparent T ′

2 decreased. As a consequence, the resolution of the
spectrum is sacrificed. In general, the sensitivity and resolution of an NMR spectrum cannot
be improved simultaneously by means of applying a weighting function (or window function).
Enhancement in one of the aspects has to be achieved at the expense of the other.

A usual solution to the problem is to combine the negative exponential function with
another sensitivity enhancement function, such as a Gaussian function:

h(t) = e−t/ae−t2/b (4.39)

Compared to the natural line shape of NMR spectral peaks (Lorentzian line shape) with the same
half height width, a Gaussian function has a much sharper line shape. While negative a gives
resolution enhancement, b (always positive) provides sensitivity enhancement to compensate
for the loss of sensitivity caused by a being less than zero. The optimization of parameters a and
b of the Lorentz–Gauss function can increase resolution with a minimum loss of sensitivity
and transform the Lorentzian line shape to a narrow Gaussian line shape.

The Lorentz–Gauss function has a profile shown in Figure 4.15 with the maximum in the
middle of the function. This leads to the application of other functions with a similar profile but
less reduction to the beginning of the FID. Among them, the phase shifted sine-bell function
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Figure 4.15. Common weighting functions for apodization. (a) Lorentz–Gauss function with the para-
meters a = −0.5, b = 1.5, and (b) its Fourier transformation. (c) Squared 90◦ shifted sine-bell function
and (e) squared sine-bell function, and their Fourier transformations (d) and (f ), respectively.

and squared phase shifted sine-bell function are commonly used for multidimensional data to
achieve the desired sensitivity or resolution enhancement. Application of weighting functions
such as the Lorentz–Gauss, phase shifted sine-bell or squared phase shifted sine-bell function
(Figure 4.15) increases the amplitude of the middle part, reduces the beginning, and smooths
the tail of the FID, producing an FID with longer decay (flatter FID). The corresponding
spectral peak has a narrow line shape and hence the spectral resolution is increased. For
one-dimensional data, Lorentz–Gauss is commonly used if resolution needs to be improved;
otherwise, an exponential function with a = T2 is applied. For multidimensional data, an
unshifted sine-bell or squared unshifted sine-bell function is utilized in the COSY to gain
resolution enhancement, whereas the shifted weighting functions are used for all other two-,
three-, and four-dimensional data to improve the sensitivity. A 90◦-shifted function provides
maximum sensitivity enhancement.

4.9.5. Zero Filling

Data points collected in an FID are necessarily limited to just enough points to cover
the FID to avoid collecting noise. However, a spectrum needs more data points to be able
to characterize the individual peaks with the correct digital resolution. Digital resolution in
the frequency domain is defined as SW/fn in which SW is the spectral window in hertz and
fn is the number of frequency domain points (a spectrum consists of fn data points in the
real part and fn data points in the imaginary part). Additionally, fn = np/2, in which np is
the number of time domain points. By adding more points with zero amplitude to the end
of the FID after data are collected (called zero-filling), the digital resolution is improved
because np becomes larger after the zero-filling. The digital resolution without zero-filling is
SW/( 1

2 np) = 1/(DW × np) = 1/at, in which at is acquisition time and DW is dwell time.
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Exchanging the order between apodization and zero-filling (i.e., the data are zero-filled
first and then apodization is applied) does not affect the result of the data processing because
the amplitudes of the zero-filled data points are still zero after the apodization. However,
apodization after the zero-filling takes more computing time. Although this extra computing
time is unnoticeable in one- and two-dimensional data processing, it may be substantial during
three-and four-dimensional data processing. Therefore, apodization is usually applied before
zero-filling.

4.9.6. Phase Correction

Fourier transformation of an FID gives a spectrum, which can be represented by:

F(ω) = R(ω) cos(θ) + I (ω) sin(θ) (4.40)

in which R and I are the real and imaginary parts of the spectrum F(ω), respectively, and θ

is the phase error of the spectrum. Ideally, θ = 0, that is, the real part is pure absorption and
the imaginary part is pure dispersion. In practice, θ �= 0 for most cases, because the FID does
not start with the maximum amplitude. There are many factors causing the problem, one of
which is that quadrature detection has a phase error and does not acquire the pure cosine and
sine components of the FID. This causes an equal amount of phase error on all resonances of
the spectrum and is called zero order phase error (Figure 4.16a). The other type is first order
phase error typically introduced by the delay between the end of the last pulse and the start of
acquisition (dead time, or receiver gating time). This delay is unavoidable because of problem
of tailing of the RF pulse. During the dead time, the amplitudes of time domain signals with
different frequencies are reduced by different fractions, leading to a frequency-dependent phase
error (Figure 4.16b). The total phase error is the linear combination of the two types of phase
errors:

θ(ω) = φ0 + (ω − ω0)φ1 (4.41)

in which φ0 and φ1 are the zero order and first order phase error, respectively, and can be
corrected by the phase correction function of a data processing program.

It should be noted that an experiment can be set up in such a way that the FID is acquired
without any phase error (both φ0 and φ1 are zero). Adjusting the dead time to ensure all signals
start at a maximum amplitude eliminates the first order phase error. This can be done by simply
optimizing the dead time to the point that the first order phase error is zero, which is usually
longer than the value set by the instrument software (rof 2 and alfa on a Varian spectrometer,
de on a Bruker spectrometer). The drawback is loss in sensitivity due to the longer delay.
Alternatively, in a better method, a spin echo sequence is used during the normal delay period,
which refocuses all coherence at any desired time so that the FID always starts with the
maximum amplitude. The zero order phase error can be corrected by resetting the receiver
phase after the first order phase error is eliminated in the above procedure. The adjustment of
the receiver phase can be done by the spectrometer software or by adding an adjustable phase
parameter to the receiver phase table in the pulse sequence. After the above adjustment of
both the zero order and first order phases, the acquired FID does not contain any phase error.
Therefore, phase correction after Fourier transformation is not necessary.
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Figure 4.16. Phase correction of spectrum. (a) The spectrum contains a zero order phase error of 40◦.
All peaks are distorted by same amount. (b) The spectrum contains a first order phase error of 40◦. The
degree of distortion of the spectrum is frequency dependent and peaks at downfield are off more than
those in the upfield region. (c) Spectrum with correct phase.

The phase error for the indirect dimension can be corrected after the t1 Fourier transform-
ation (see the following section). However, the first order phase error in the indirect dimension
causes problems such as baseline distortion and dispersive folded cross-peaks, which signific-
antly degrade the sensitivity of the spectrum. To avoid these problems, the phases can be set
before the acquisition according to the relationships:

φ1 = −τ × SW × 360◦

φ0 = − 1
2φ1 (4.42)

in which SW is the spectral window of the indirect dimension, and τ is the sampling delay,
which is the sum of all delays and 180◦ pulses in the evolution time. The 90◦ pulses that flank
the evolution time are also included in the sampling delay in terms of the 90◦ pulse length
multiplied by 2/π . The sampling delay τ is set to τ = 0 or τ = DW/2 (DW is the dwell
time of the indirect dimension. See Table 4.2 for the relationship between SW and DW in the
t1 dimension), resulting in φ0 = 0◦, φ1 = 0◦ for τ = 0 and φ0 = 90◦ and φ1 = −180◦ for
τ = DW/2. The conditions can be met by adjusting the initial value of t1 as described in the
following pulse sequence elements:

(a) Homonuclear evolution period 90◦–t1–90◦
The sampling delay is given by:

τ = t1(0) + 4 × pw90

π
= DW

2
for φ0 = 90◦ and φ1 = −180◦ (4.43)
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TABLE 4.2
Methods of Quadrature Detection in the Indirect Dimension

Exp. Phase
Methods DW per incr. Phase shift τ correction References

States 1/SW 2 90◦ for same incr. DW/2 90◦, −180◦ States et al., 1982
0◦ per incr.

TPPI 1/(2 × SW) 1 90◦ per incr. DW 90◦, 0◦ Marion and
Wüthrich, 1983

States-TPPI 1/SW 2 90◦ for same incr. DW/2 90◦, −180◦ Marion et al., 1989
90◦ per incr.

The initial t1 value is calculated according to:

t1(0) = DW

2
− 4 × pw90

π
(4.44)

in which t1(0) is the initial value of t1, and pw90 is the 90◦ pulse length. The effect
of the phase variation during the flanking 90◦ pulses can be removed from the
sampling delay in the pulse sequence element 90◦–t1–δ–180◦–δ–90◦, in which δ is
a fixed delay. Because the 180◦ pulse is placed symmetrically in the initial evolution
period (t1 = 0) and refocuses the effect of the phase variation, the sampling delay is
zero. Consequently, t1(0) can be set to t1(0) = DW/2 or t1(0) = 0. For t1(0) = 0,
the first point of the interferogram is usually scaled by a factor of 0.5 prior to Fourier
transformation (Otting et al., 1986).

(b) HMQC element

(i) With spin decoupling 90◦(X)– 1
2 t1–180◦(1H)– 1

2 t1–90◦(X)

The sampling delay is given by:

τ = t1(0) + pw180(1H) + 4 × pw90(X)

π
= DW

2
(4.45)

t1(0) = DW

2
− pw180(1H) − 4 × pw90(X)

π
(4.46)

in which pw180(1H) and pw90(X) are the pulse lengths of a 1H 180◦ pulse and
a heteronuclear 90◦ pulse, respectively.

(ii) Without spin decoupling 90◦(X) − t1–90◦(X)

The initial t1(0) is set to:

t1(0) = DW

2
− 4 × pw90(X)

π
(4.47)

(iii) Constant time 90◦– 1
2 t1–T –180◦–(T − 1

2 t1)–90◦
Because the refocusing 180◦ pulse is placed symmetrically in the initial evol-
ution period (t1 = 0), the sampling delay is zero. As mentioned earlier, t1(0)

can be set to either DW/2 or zero.
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4.10. TWO-DIMENSIONAL EXPERIMENTS

4.10.1. The Second Dimension

The signals of protons in a protein sample recorded in one-dimensional NMR experiments
are not able to be completely assigned due to severe overlapping of the signals. To improve the
resolution for spectral assignment, a second frequency dimension is introduced to disperse the
signals over two frequency dimensions, forming a two-dimensional NMR spectrum. In a one-
dimensional experiment, the FID is acquired after an RF pulse or pulses (called the preparation
period). In a two-dimensional (2D) experiment, one additional period called the evolution
time, which contains a variable time delay t1, is introduced into the experiment between the
preparation and acquisition periods (Figure 4.17). The evolution delay increases systematically
by the same amount of time for each increment during a two-dimensional experiment from
zero to the final value determined by the number of increments. An FID is acquired for one
increment with the starting value of the t1 evolution time. For the next increment, an FID is
acquired with an increased t1 and all other parameters are the same as the previous FID, and
so on for the required number of increments. After the experiment is done, all the FIDs are
transformed with the same phase parameters. The phase of the signals is modulated during the
evolution period as a function of the t1 evolution time. As a result, the amplitudes of the signals
after Fourier transformation vary sinusoidally as a function of the t1 evolution time, which
forms an interferogram similar to an FID when the amplitude of a peak is plotted as a function
of t1(Figure 4.17). Fourier transformation of the second FID obtained by the t1 evolution time
generates another frequency domain as the transformation of the acquired FIDs. The result of
the two Fourier transformations is a two-dimensional NMR spectrum with two frequency axes
and an intensity axis on the third dimension that is usually plotted as contours. The second
dimension can be frequency for 1H, which gives a square spectrum with diagonal peaks, or a
heteronucleus, which gives an asymmetric spectrum. 2D experiments may also contain other

d1 t1 t2

FT(t2)

F1

F2

FT(t1)

Figure 4.17. Two-dimensional experiment and two-dimensional spectrum. The evolution time t1 is
increased systematically for each of the FIDs. The FIDs acquired during t2 are Fourier transformed to
obtain a set of 1D spectra. The second Fourier transformation is applied along t1, that is, each point of
the spectra, resulting in a cross-peak coordinated by both frequencies on F2 and F1. The F2 dimension
has better digital resolution because t2 is always longer than t1. The parameter d1 is the relaxation delay
(or predelay) and t2 is the acquisition time.
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periods in addition to the evolution time, such as a mixing period. However, it is the evolution
time that introduces the additional dimension into a spectrum. Similarly, more dimensions can
be formed by introducing additional evolution time periods. The widely accepted terminology
is that for nD data, t1, . . . , tn−1 are evolution delays, and tn is the acquisition period, whereas
F1, . . . , Fn−1 are the indirect dimensions generated by the corresponding evolution times
and Fn is the direct dimension from the observed FID. For instance, in a three-dimensional
spectrum, the F3 dimension is obtained from the transformation of the observed FID or t3,
which is the direct dimension, whereas the F1 and F2 dimensions are from the evolution times
t1 and t2, respectively, and hence the indirect dimensions.

Before setting up a two-dimensional experiment, calibrations of pulses and the water
resonance frequency and optimization of the spectral window should first be performed. The
spectral window is set to the value optimized in the one-dimensional spectrum. The acquisition
is generally set to about 200 ms for homonuclear experiments or 64 ms for heteronuclear
experiments with 15N or 13C decoupling during acquisition. If each FID is acquired with the
number of points np, and number of increments is ni, the final size of the data file is np × ni.
Assuming that each transient of an FID takes n sec to finish (n is called the recycle time)
and nt transients are taken for each FID with ni increments, the total experiment time will be
nt × n × ni. A two-dimensional experiment can take as little time as 2–15 minutes to finish
(e.g., gCOSY, gHSQC). Instrument software can be used to calculate the total experiment time
before hand.

4.10.2. Quadrature Detection in the Indirect Dimension

In order to correct the phase distortion of cross-peaks, quadrature detection in the indirect
dimension is necessary to obtain a phase sensitive two-dimensional spectrum. This is achieved
by hypercomplex or TPPI methods similar to quadrature detection in the observed dimension
(see section 2.4). In the hypercomplex method (also known as the States method; States et al.,
1982), two FIDs are recorded for each t1 increment. In the second FID, the phase of the pre-
paration pulse or pulses (the pulse or pulses prior to the t1 evolution period) shifts by 90◦
(Figure 4.18). Two sets of data are obtained: one with 0◦ phase and the other with 90◦ phase.
After the first Fourier transformation, the t1 interferogram is constructed by taking the real
part of the 0◦-phase data (open circles in Figure 4.18) as the real part of the interferogram,
and the real part of the 90◦-phase data (filled circles) as the imaginary part of the interfero-
gram. Therefore, both parts of the interferogram are from absorptive data. A phase sensitive
spectrum is obtained after the interferogram is transformed by complex Fourier transform-
ation. The t1 increment is set to 1/(2 × SW1) in which SW1 is the spectral window in the
F1 dimension.

In the TPPI method (Figure 4.18b; Marion and Wüthrich, 1983), the phase of the pre-
paration pulse shifts 90◦ for every t1 increment. After the first Fourier transformation, the
t1 interferogram is constructed by taking the real part of all FIDs as the real part and the
interferogram is transformed by real Fourier transformation, resulting in a phase sensitive
spectrum. Similar to the sequential acquisition method, the TPPI method requires twice as
fast t1 increments as in the hypercomplex method. Therefore, the t1 increment is set to the
1/SW1. The advantage of TPPI relative to the hypercomplex method is that axial peaks appear
at the edge of the F1 dimension (F1 = 0), whereas axial peaks are located in the center of the
two-dimensional spectrum with the States method, which overlap with the signals of interest.
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a) States 
Hypercomplex

b) TPPI

FIDr

0º             180º            0º             180º              0º

FIDi
90º            270º           90º            270º             90º

t1 increment

FIDr

0º               0º              0º               0º                0º

FIDi
90º             90º            90º             90º              90º

c) States-TPPI

FIDr
0º     90º   180º  270º   0º     90º   180º   270º   0º     90º

Figure 4.18. Quadrature detection methods in the indirect dimension. Each circle represents an FID: the
open circles represent the FIDs used for the real part (FIDr ) of the t1 interferogram. The filled circles
represent the FIDs used for the imaginary part (FIDi ) of the t1 interferogram. The values above or below
the circles represent the relative phases of the pulse (or pulses) before the t1 evolution period in a pulse
sequence. The dotted lines represent the order of FIDs being acquired. (a) The States or hypercomplex
method. For each t1 increment, two FIDs are acquired. After t2 Fourier transformation, the real parts
of the open-circled FIDs form the real part of the t1 interferogram and the real parts of the filled FIDs
form the imaginary part of the t1 interferogram. Complex FT is then applied to transform t1 to the F1
dimension. (b) TPPI method. The t1 is incremented for every FID along with a 90◦ shift of the relative
phase of the pulse (or pulses) before the t1 evolution period. The real parts of the FIDs form the real
part of the t1 interferogram, which is then transformed by a real Fourier transformation. (c) States–TPPI
method. The data are acquired in the same way as the States method except the relative phase is increased
by 90◦ after each FID is acquired. As a result, the axial peaks are suppressed by shifting them to the edge
of the spectrum. Complex FT is used in both dimensions.

However, TPPI has the disadvantage of undesirable folding properties (Marion and Bax, 1988).
To overcome this disadvantage while still suppressing the axial peaks, a combination of the
States and TPPI methods was developed (Marion et al., 1989).

The States–TPPI method combines the two methods together as shown in Figure 4.18c.
The data are acquired in the same way as the States method except that the phase of the
preparation pulse shifts 90◦ after each FID is acquired. As a result, the axial peaks are sup-
pressed and the spectrum does not have the TPPI folding properties. The t1 increment is set to
1/(2 × SW1), the same as in the States method. Complex Fourier transformations are used in
both dimensions.

4.10.3. Selection of Coherence Transfer Pathways

When quadrature detection is used, only coherence with the order of either +1 or −1
can be observed (single quantum coherence), but not both at the same time. The common
choice assumes that the coherence order of −1 is observed in all experiments by quadrature
detection. An initial non-90◦ pulse generates higher order coherence in addition to the single
quantum coherence. Therefore, there exist many other coherence transfer pathways along
with the desired pathway at the end of a pulse sequence, which produce observable signals
during acquisition time. To select the specific coherence transfer pathway and eliminate the
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unwanted signals from the other pathways, either phase cycling or gradient pulses are usually
utilized.

The change in the phase of the coherence caused by an RF pulse or gradient pulse depends
on its coherence order p. The selection of the coherence pathway is based on this property of
the coherence phase. Phase cycling uses changes in the phase of RF pulses that lead to different
phase shifts of the coherence. If the phase of an RF pulse is set to φ, the phase shift gained by the
coherence experiencing a coherence order change �p by the pulse is given by −φ�p. A partic-
ular coherence transfer pathway can be selected by phase cycling using N steps with increments
of φ = 360◦/N . Phase cycling is the process in which the phases of pulses in a pulse sequence
are shifted after each acquisition during the signal averaging (detailed treatment of phase cyc-
ling methodologies can be found in Bodenhausen et al., 1984; Bain, 1984). The pathway
selection by phase cycling requires precise phase shifts of RF pulses and repeated acquisitions
with different phase shifts of the pulses. It frequently is not the method of choice. In recent
years, coherence selection by gradient pulses is more commonly used in multidimensional
NMR experiments to reduce experimental time in addition to other advantages.

The coherence selection by gradient pulses is achieved by applying a gradient pulse to
dephase and then refocus a specific coherence while allowing the unwanted coherence to
continue dephased. Unlike the phase cycling method, phase changes by gradient pulses only
depend on the coherence order at the time the gradient pulse is applied, not the difference of
the two coherence orders. The spatially dependent phase induced by a gradient pulse with field
strength G applied on a coherence of order p for a duration τ is given by:

φ = Gτγp (4.48)

in which γ is the gyromagnetic ratio of nuclear isotope. In the case of a heteronuclear system
and a shaped gradient, the phase is described by:

φ = sGτγp (4.49)

in which s is the shape factor that describes the amplitude profile of the gradient pulse. Consid-
ering a pair of simple dephasing–refocusing gradient pulses to select a specific homonuclear
coherence transfer pathway from p1 to p2, the dephasing gradient pulse of duration τ1 prior
to the RF pulse induces a phase of coherence with order p:

φ1 = s1G1τ1p1 (4.50)

Similarly, the refocusing gradient pulse of duration τ2 following the pulse generates a phase:

φ2 = s2G2τ2p2 (4.51)

The condition for the selected coherence to be refocused at the end of the refocusing gradient
pulse is that the overall phase change (φ1 +φ2) after the gradient pulses becomes zero. Because
usually the gradient pulses are applied with the same shape in a pulse sequence, the shape
factor s may only be different by the sign of the gradient, + or −. For the use of two gradient
pulses, the selection condition can be rearranged as:

s1G1τ1p1 = −s2G2τ2p2 (4.52)
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This states that the desired coherence transfer pathway is achieved by adjusting the duration,
amplitude, and the sign of the gradient pulses and the unwanted pathways can be removed
when the condition is not met for other coherences, provided the amplitude of the gradient
pulses is sufficiently high to completely dephase the unwanted coherences. When more than
two gradient pulses are used for the coherence selection, the refocusing condition is also the
same that the overall phase induced by all gradients for the selected pathway is zero:

∑
i

φi =
∑

i

siGiτipi = 0 (4.53)

This condition applies to all combinations of gradients used in the coherence selection. When
more than two gradients are used, the combination for dephasing and refocusing can be dif-
ferent. For instance, the coherence can be continuously dephased by many gradients until the
final gradient right before acquisition refocuses the desired coherence. Alternatively, the set
of gradients can be used to select one part of the preferred pathway whereas others select the
other part of the pathway. More examples are discussed in detail for some two-dimensional
experiments in the following sections.

4.10.4. COSY

Shown in Figure 4.19 is the gradient version of the two-dimensional Correlation
Spectroscopy experiment, abbreviated as COSY, which was one of the earliest two-dimensional
experiments. It has the simplest two-dimensional pulse sequence consisting of two 90◦ pulses
separated by the evolution time, t1. The first 90◦ pulse rotates the equilibrium magnetization
to the transverse plane and generates single-quantum coherence. During the evolution time
t1, the single-quantum coherence evolves, resulting in F1 frequency labeling of the detected
coherence. The last pulse transfers the magnetizations between spins via the scalar coupling
between them. Finally, the correlated coherence is detected as the FID. The coherence selection
is achieved by the gradient pulses following each RF pulse.

1H

Gz

p

t1

t2

–1
0
1

Figure 4.19. COSY pulse sequence with coherence transfer pathway diagram. The general points for
coherence selection using a coherence transfer pathway are described as follows. The coherence transfer
pathway must start at the equilibrium state in which the magnetization is along the field direction, z

magnetization, represented by a coherence order of p = 0. The first pulse acting on the equilibrium z

magnetization gives rise to only single quantum coherence p = ±1. Delays without an RF field do not
change the coherence order. Finally, the pathway must terminate at p = −1 as quadrature detection is
used to observe the complex signals. The solid line in the coherence transfer pathway diagram and the
solid gradient represent N-type selection, whereas the dotted coherence pathway and the open gradient
represent P-type selection.
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There are two possible pathways for acquiring COSY spectra, as shown in Figure 4.19.
A pathway through p = −1 is known as P-type (or anti-echo) in contrast to that through
p = +1, known as N-type (echo). The frequency modulations of the coherence during t1
and t2 have the same sign for the P-type pathway, whereas they have an opposite sign for
the N-type pathway. The N-type COSY is recorded using the last gradient with the same sign
as the first one because the refocusing condition is obtained by G1p1 = −G2p2 in which
p1 = 1 and p2 = −1, assuming that both gradient pulses have the same amplitude, shape, and
duration. The P-type spectra can be similarly obtained by setting the refocusing gradient pulse
with the sign opposite to the first one with the same duration and amplitude. The selection
of either the N- or P-type pathway by gradient pulses results in frequency discrimination in
the F1 dimension without using any of the quadrature detection methods. However, the two
pathways are not usually selected simultaneously.

Both pathways give rise to phase-twisted line shapes containing the superposition of
absorptive and dispersive signals, which is caused by the use of the gradient during the
evolution period. A phase sensitive spectrum can be constructed by acquiring both types of
data separately and then combining them in such way that the axis-reversed N-type spectrum is
added to the P-type one. In the resulting spectrum, the dispersive portion due to the phase twist
is cancelled and complete absorptive line shapes are obtained (see quadrature detection in the
indirect dimension). The phase sensitive spectrum acquired by this method has a reduction in
sensitivity by a factor of 21/2 compared to that by the States, States–TPPI, or TPPI methods
due to cancellation of the absorptive and dispersive signals. Alternatively, N- and P-type data
can be combined in a different way to obtain a phase sensitive spectrum. Addition of the
two data sets generates cosine-modulated data whereas subtraction of the two yields sine-
function data. Hypercomplex data are formed by using the constructed cosine and sine portion
of the data, which can be processed in the same way as the States method.

Digital resolution in the F1 dimension also has a great influence on the sensitivity of the
COSY spectrum owing to the antiphase character of the cross-peaks. Because the cross-peaks
contain scalar coupling, the last t1 increment must have a t1 value (t1,max) greater than 1/(4 J ),
whereas t2 is set to a value comparable to 1/(2 J ). Usually, t1,max is chosen in the range of
50–80 ms and t2 is approximately 200 ms. For example, the data collected with 2048 complex
points and 600 increments yields t1,max of 50 ms and t2 of 170 ms for a spectral window of
10 ppm on 600 MHz instruments. Linear predication is frequently used to add sufficient data
points for both the F1 and F2 dimensions.

4.10.5. DQF COSY

Double quantum filtered (DQF) COSY is sometimes preferred over the COSY experiment
because the intense peaks from uncoupled singlets are substantially attenuated and resolution
in the region adjacent to the diagonal peaks is dramatically improved. The advantages of DQF
COSY also include correction of the phase distortion present in COSY and the absorptive
line shapes for both cross-peaks and diagonal peaks. The drawback of DQF COSY is reduced
sensitivity, thus requiring longer experimental time. The basic pulse sequence of DQF COSY
consists of three 90◦ pulses (Figure 4.20). The single quantum coherence generated by the
90◦ pulse evolves during t1. After the second 90◦ pulse transfers the coherence into double
quantum coherence, the last 90◦ pulse produces observable single quantum coherence. Only
double quantum coherence will be selected by the gradient pulses. The last gradient pulse
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Figure 4.20. Double quantum filtered COSY pulse sequence with coherence transfer pathway diagram.
The RF pulses are 90◦ pulses. The double quantum coherence is selected by the second gradient with
the coherence order p2 = 2. The ratio of the gradients is G2 = 3G1. The N-type coherence pathway is
shown in the coherence transfer pathway diagram.

refocuses the double quantum coherence dephased by the first two gradient pulses, leaving
other coherence to continue dephased. According to the selection rules, the overall phase
created by the gradient pulses must be zero. Assuming that the gradient pulses have the same
duration, then

p1G1 + p2G2 + p3G3 = 1G1 + 2G1 − 1G2 = 0 (4.54)

G2 = 3G1 (4.55)

The spectrum may contain phase errors caused by the application of the gradient pulse during
t1 evolution. Higher order multi-quantum filter experiments can also be implemented using the
coherence selection rule. For instance, acquired triple quantum filtered coherence is refocused
by the condition:

G1 + 3G1 − 1G2 = 0 (4.56)

G2 = 4G1 (4.57)

The above selection of double quantum coherence chooses the N-type coherence pathway
(p = +2) whereas the P-type pathway with p = −2 is not selected by the gradient pulses.
As a result, half of the initial magnetization does not contribute to the detected magnetization,
causing a loss of signal compared to the data acquired by the phase cycling method. An
absorption mode spectrum can be obtained by acquiring P- and N-type data and then combining
the data as described above. The States or States–TPPI quadrature detection method can also
be employed to obtain the quadrature detection in the F1 dimension, and thus produce pure
absorption spectra.

4.10.6. TOCSY

In a one-dimensional 1H spectrum of a protein, the side-chain region (up-field region)
is very crowded with severe spectral overlap due to the large number of side-chain protons.
In contrast, the chemical shifts of HN protons are less crowded, especially for small proteins,
and the peaks are sometimes well-resolved. It is useful in resonance assignment to transfer the
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correlations of side-chain protons to the region of HN proton chemical shifts. TOCSY (also
known as HOHAHA, Braunschweiler and Ernst, 1983; Bax and Davis, 1985a,b) experiments
were developed to obtain, through coherence transfer via 3J scalar couplings, the relayed
correlations between spins within a spin system, a network of mutually coupled spins. COSY
experiments provide the information about the correlation between spins, whereas TOCSY
transfers the coherence to other coupled spins through the 3J coupling (through molecular
bonds) by isotropic mixing. During the mixing period, the coherence along the z axis is
transferred throughout the spin system under the interaction of scalar coupling, at the same
time the multi-quantum coherence is dephased by the inhomogeneity of RF pulses in the
isotropic mixing pulse train. Several methods for isotropic mixing have been used in different
types of TOCSY experiments (section 4.5.2). Much effort has been spent on the development
of mixing pulse sequences (also known as spin lock sequences) which use minimal RF power to
produce wide isotropic frequency ranges. DIPSI series mixing sequences are most commonly
used now, among others such as Mlev17, Waltz16, and clean-TOCSY.

During the mixing time, the magnetization of amide protons is transferred to other pro-
tons within amino acid residues through three-bond scalar coupling. Because there is no
through-bond scalar coupling between the inter-residual amide proton HN and α proton Hα ,
the magnetization cannot be transferred across the peptide bond. The transfer distance (the
number of protons the HN magnetization can reach) depends on the efficiency of the spin lock
sequence, the length of mixing time, the coupling constants, and the relaxation rate of the
molecule. Protons further away from the HN proton require a longer mixing time to reach.
Ideally, it is preferred to obtain magnetization transfer to every proton within the spin system.
However, it is practically difficult to acquire a single TOCSY with a mixing time to optimize
magnetization transfer from HN to all other protons. The magnitude of transfer to neighboring
protons decreases quickly as the mixing time exceeds 30 ms. For remote protons, the mag-
netization transfer is achieved with the mixing time for as long as 100 ms. The correlations
between HN and Hα , Hβ can be observed in a TOCSY with a mixing time of 30 ms whereas
a 60 ms or longer mixing time is required to achieve magnetization transfer from HN to other
side-chain protons. Normally, a TOCSY experiment is first acquired with a mixing time in
the range of 30–60 ms to efficiently transfer HN magnetization to the neighboring side-chain
protons. Then, the experiment is repeated with a longer mixing time to favor the long range
magnetization transfer of HN magnetization to the end protons of the side chain, but is usually
less than 100 ms to avoid magnetization loss caused by relaxation.

TOCSY data are collected in a phase sensitive mode in the F1 dimension, for example,
States–TPPI, with 512 increments which yield 256 complex points in the F1 dimension. Trim
pulses are normally set to 2 ms. The pulse length of the spin lock is dependent on the spectral
window of the two-dimensional data. Usually, a 90◦ spin lock pulse is about 25–30 μs, which
covers a bandwidth close to 8–10 kHz, whereas a 90◦ excitation pulse is less than 10 μs. It
creates a sample heating problem when the 90◦ spin lock pulse is shorter than 20 μs. The
problem becomes severe for shorter 90◦ spin lock pulses in the case of clean TOCSY. A spin
lock time in the range of 30–60 ms is required for protein samples, which can only be selected
as an integer number of spin lock cycles. A typical set up involves calibrating a 90◦ pulse
at high power, a 90◦ spin lock pulse at lower power, and optimizing the spectral window. If
the data are acquired using less than 200 FIDs, linear prediction should be utilized to double
data points for the F1 dimension. TOCSY data are processed with a square sine-bell function
shifted by 30◦–60◦ before Fourier transformation.
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4.10.7. NOESY and ROESY

COSY and TOCSY use scalar coupling (through bond nuclear interaction) to correlate
the spins within a spin system. These types of experiments provide orientational information
about the molecules via three-bond J coupling in addition to the correlation used in resonance
assignment. The through-space nuclear interaction (dipolar interaction) is also used in multidi-
mensional experiments to obtain distance information between spins for structural and dynamic
studies of molecules. NOESY (nuclear Overhauser effect spectroscopy) and ROESY (rotat-
ing frame Overhauser effect spectroscopy, also known as CAMELSPIN for cross-relaxation
appropriate for small molecules emulated by locked spins) experiments utilize the dipolar inter-
action in the form of cross relaxation to correlate spins that are close in distance (Bothner-By
et al., 1984; Bax and Davis, 1985b; Griesinger and Ernest, 1987).

During the mixing time, τm, of the pulse sequences shown in Figure 4.21b/c, correlations
between spins that are close in space occur via cross-relaxation, which give rise to cross-peaks
in NOESY and ROESY spectra. In a NOESY experiment, the intensities of the cross-peaks are
not only proportional to the cross-relaxation rate but also come from spin diffusion. Although
the contributions to the cross-peak intensity from both mechanisms increase as the mixing
time τm increases, the spin diffusion effect can be minimized with a short mixing time. For
protein samples, the mixing time is usually chosen in the range of 30–200 ms to avoid the
spin diffusion effect. For a quantitative measurement of the internuclear distance, a series of
NOESY experiments with different mixing times is collected and an NOE buildup curve is
obtained by plotting the cross-peak intensity vs the mixing time for each individual resonance.
The NOESY cross-peak intensity (or volume) is proportional to the length of the mixing time:

Ia = ξ
τm

r6
ab

(4.58)

in which ξ is a constant for a given sample at a specific magnetic field strength, τm is the
mixing time, and rab is the distance between protons a and b. The initial linear range of the
NOE buildup curve is used to calibrate and calculate the distance based on the cross-peak
intensity relative to the intensity from a known distance. The constant ξ is first obtained by
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Figure 4.21. Two-dimensional homonuclear pulse sequences. (a) In TOCSY, a DIPSI-2 pulse train is
applied with low power during the spin lock period. The trim pulses (gray bars) are usually set to 2 ms.
(b) τm is the mixing time in the NOESY sequence. (c) Spin lock pulses during the mixing time τm in the
ROESY experiment are set to off-resonance to avoid the generation of TOCSY cross-peaks that have an
opposite sign to the ROESY cross-peaks. Solid bars represent 90◦ pulses.
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measuring the cross-peak intensity of a NOESY spectrum with a short mixing time for a known
internuclear distance:

ξ = Iref
r6

ref

τm
(4.59)

in which Iref is the cross-peak intensity of a reference proton to another proton with a fixed
and known distance rref . ξ is used to calculate the distance rab from Ia for all cross-peaks.
Alternatively, the cross-peak intensity Iref from rref can be used directly to calculate the
distances for other protons using the linear range of the NOE buildup curve:

r6
ab = Iref

Ia
r6

ref (4.60)

The intensity ratio of each assigned cross-peak is used to obtain the distance rab.
In addition to the spin diffusion effect, another limitation of the NOESY experiment is

that the NOE enhancement is close to zero when ωτc is approximately 1 (small and medium
size molecules) as indicated in Figure 4.22. To overcome these problems, the ROESY experi-
ment has been developed. The pulse sequence of the ROESY experiment is similar to TOCSY
although the cross-peaks of a ROESY spectrum has an opposite phase to those in the TOCSY
spectrum. The ROE enhancement is always positive in all regimes, and it is 0.38 for ωτc � 1
and 0.68 for ωτc � 1 (Figure 4.22). The presence of TOCSY peaks in the ROESY spectrum
will reduce the intensity of the ROESY cross-peaks. A typical solution is to use an inefficient
spin lock scheme with an off-resonance B1 to mismatch the Hartmann–Hahn matching con-
dition that is required for the TOCSY experiment. Usually, the spin lock field strength for a
ROESY experiment is in the order of 1–5 kHz and off-resonance from the carrier frequency
by several kilohertz. Such a B1 field is not sufficient for TOCSY isotropic mixing.

NOESY and ROESY data are collected in a phase sensitive mode in the F1 dimension, for
example, States–TPPI, with 512 increments that yield 256 complex points in the F1 dimension.
A mixing time in the range of 30–200 ms is usually used for NOESY, whereas the mixing time
for the ROESY experiment is in the range of the rotating frame relaxation time T1ρ , which
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Figure 4.22. NOE/ROE enhancement factor ηmax as a function of ωτc. The steady-state NOE enhance-
ment (dashed line) is close to zero when ωτc ≈ 1, equals 0.5 for ωτc � 1 (extreme narrowing limit),
and −1.0 for ωτc � 1 (spin diffusion limit). The ROE enhancement (solid line) is always positive in all
regimes, and it is 0.38 for ωτc � 1 and 0.68 for ωτc � 1.



146 Chapter 4

can be longer than 500 ms for small molecules. Spin lock power for the ROESY is usually set
to be less than 5 kHz and several kilohertz off-resonance from the carrier frequency. The data
are acquired using less than 200 FIDs and linear prediction should be utilized to double data
points for the F1 dimension. The data are processed with a square sine-bell function shifted by
30–60◦ before Fourier transformation. The cross-peaks of a NOESY spectrum have the same
phase as the diagonal peaks, whereas the cross-peaks of a ROESY spectrum have the opposite
phase from the diagonal peaks.

QUESTIONS

4.1. For a 14.1 T magnet with a proton resonance frequency of 599.89836472 MHz at
0.0 ppm, what is the 13C′ 180◦ pulse length which gives a null at Cα?

4.2. For a 14.1 T magnet with a proton resonance frequency of 599.89836472 MHz at
0.0 ppm, what is the 13C C′ off-resonance 90◦ pulse length that does not disturb the
on-resonance Cα?

4.3. When calibrating a shaped pulse (except a rectangular shaped pulse), which of the two
pulse parameters (pulse length and pulse power) is usually adjusted? And why?

4.4. What pulse length should be used for the GARP decoupling scheme if a 10 kHz
decoupling field strength is desired for 13C decoupling?

4.5. What is the difference between the watergate and water-flip-back watergate sequences?
Why does a water-flip-back watergate generally yield superior water suppression for
aqueous protein samples?

4.6. What happens to the spectrum if the receiver gain is set too high and how is the gain set
for two- and three-dimensional experiments?

4.7. Why is a protein sample never spun when acquiring data (water suppression, two- and
three-dimensional data)?

4.8. Why must nonspinning shims be optimized first before gradient shimming on z shims?

4.9. Which nucleus do you shim when gradient shimming on a 90% H2O/10% 2H2O sample?
And explain why.

4.10. Why is there a splitting in the 2H spectrum of an alignment medium for dipolar
measurement?

4.11. What is the modification of water-flip-back made to the watergate solvent suppression
sequence and for what purpose is the modification?

4.12. Why does a weighting function for resolution enhancement almost always decrease the
sensitivity of the spectrum?
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4.13. Why is a non-shifted squared sine-bell function used for COSY data, but an 80–90◦-
shifted squared sine-bell function used for three-dimensional data?

4.14. Why is a 180◦ pulse used for 1H pulse length calibration but a 90◦ X pulse used for
heteronuclear decoupler pulse length calibration?

4.15. How many frequency axes do one- and three-dimensional spectra have? Which
parameter is present in any two- and three-dimensional experiment but not in any
one-dimensional experiment?

4.16. What are the typical ranges of gradient strengths used for suppressing water magnetiz-
ation, perfecting a 180◦ pulse, and coherence selection?

4.17. Assuming that 32000 DAC on an NMR spectrometer corresponds to the gradient strength
of 70 G cm−1, what is the DAC value for a gradient of −30 G cm−1?
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Kupče, Ē. and R. Freeman, J. Magn. Reson. A105, 273 (1995a).
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5
Multidimensional Heteronuclear
NMR Experiments

In order to study the structure and dynamics of proteins, the spectral resonances must be
identified before the structural information and relaxation parameters can be utilized. This
chapter addresses the general strategy and heteronuclear experiments required to achieve
sequence-specific assignments of backbone and side-chain resonances. Practical aspects
related to the experiments will also be discussed in detail.

Key questions to be addressed in the current chapter include:

1. How do the HSQC and HMQC experiments work?
2. How does the TROSY experiment work?
3. How does the IPAP-HSQC experiment work?
4. What are variants of these experiments used for?
5. What are the experiments necessary for backbone and side-chain assignments?
6. How is the magnetization transferred during each of the experiments in terms of

product operators?
7. What types of information can be obtained from each experiment?
8. What are the typical procedures to set up these experiments?
9. What is the general strategy to obtain complete assignments using the above

experiments?
10. How are the multidimensional NMR data processed?

5.1. TWO-DIMENSIONAL HETERONUCLEAR EXPERIMENTS

HSQC (heteronuclear single-quantum coherence) and HMQC (heteronuclear multi-
quantum correlation) experiments (Mueller, 1979; Bodenhausen and Ruben, 1980; Bax et al.,
1990b; Hurd and John, 1991) are the basic building blocks of multidimensional experiments.
In the experiments, the heteronuclear correlations via one-bond scalar couplings are obtained
by observing the 1H signals because 1H is more sensitive relative to the heteronuclei. The
relative sensitivity of a heteronuclear isotope to 1H is defined as:

ρi = SX

S1H

= NXγ 3
XI (I + 1)

N1Hγ 3
1H

1
2 ( 1

2 + 1)
(5.1)
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in which SX and S1H are the signal-to-noise ratios of heteronucleus X and 1H, respectively,
N is the number of the nucleus, which corresponds to the natural abundance of the nucleus,
I is the nuclear spin quantum number, and γ is the gyromagnetic ratio. For equal numbers of
spin- 1

2 nuclei, the relative sensitivity to 1H is given by:

ρi =
(

γX

γ1H

)3

(5.2)

The relative sensitivities of 13C and 15N are approximately 1.6 × 10−2 and 1.0 × 10−3,
respectively. Therefore, the sensitivity is increased by observing 1H as in HSQC and HMQC,
compared to observing the heteronuclei. These experiments are also the most routinely acquired
proton-detected heteronuclear correlation experiments used in structural and dynamic studies
of proteins. Understanding how the experiments work, how they are carried out, and what types
of information can be obtained will certainly aid in the understanding of more complicated
multidimensional experiments (see below).

5.1.1. HSQC and HMQC

The pulse sequence of HSQC (Figure 5.1) uses the INEPT (insensitive nuclei
enhancement by polarization transfer) sequence to transfer proton magnetization into hetero-
nuclear single-quantum coherence. After it is frequency labeled according to the heteronuclear

g4=κg3

τ τ τ τ

2
t1

2
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Figure 5.1. Pulse sequences for gradient HSQC experiments. (a) Water-flip-back using a 1 ms 90◦
Gaussian selective pulse is combined with the watergate sequence for solvent suppression. (b) A PEP
sensitivity enhanced HSQC with water-flip-back is acquired for a pair of data sets by inversing the sign
of κ and the phase of φ. For both pulse sequences, φ1 = x − x + States–TPPI, φrec = x − x, and
k = ±10, φ = ±y for PEP. The phases of all other pulses are x. Delays τ are set to 2.7 ms, δ1 is the
pulse length of gradient pulse κg3, δ2 for gradient g3. The black gradient pulses are used for coherence
selection.
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chemical shift during the following evolution period, the heteronuclear SQ coherence is
transferred back into proton magnetization via the second INEPT sequence. The desired SQ
coherence pathway is selected by the gradient pulses. The first gradient pulse dephases het-
eronuclear magnetization by producing a spatially dependent phase shift of φX = γXG4 at the
end of the evolution period t1. After the magnetization is transferred back to the 1H spins, the
coupled coherence is refocused by G3 according to the refocusing condition:

±γXG4 − γHG3 = 0 or G4 = ±γH

γX
G3 = κG3 (5.3)

in which signs + and − produce P- and N-type spectra, respectively. Either type will give t1
frequency discrimination type data with a phase twisted line shape as described in the COSY
experiment. The value of κ is set to ±10 and ±4 for 15N and 13C heteronuclear correlation,
respectively. The opposite sign of G3 to G4 is to avoid refocusing any magnetization that
is dephased by G4. The selective pulse on water is to ensure the water magnetization is
in the longitudinal direction during acquisition to avoid the effect of saturation transfer on
amide proton signals. The gradient applied immediately after the selective pulse dephases the
transverse magnetization of the residual water.

The magnetization during the gHSQC can be described by product operator analysis as
shown for INEPT since the experiment utilizes an INEPT sequence to transfer coupled HN and
N coherence. Starting at 1HN (H) coupled with 15N (N), the magnetization transfer pathway
is represented using the product operators as follows:

Hz

π
2 Hx−−→ −Hy

− Hy

τ→π(Hx+Nx)→τ→ π
2 (Hy+Nx)−−−−−−−−−−−−−−−−−−−→ −2HzNy (5.4)

(Proton magnetization is transferred to nitrogen in the first INEPT sequence. See section
1.12.2.3 for details.)

−2HzNy

t1
2 →πHx→ t1

2−−−−−−−−→ 2HzNy cos(�st1) − HzNx sin(�st1) (5.5)

(The magnetization is frequency labeled during the t1 evolution period.)

π
2 (Hx+Nx)→τ→π(Hx+Nx)→τ−−−−−−−−−−−−−−−−−−−→ −Hx cos(�st1) − 2HyNx sin(�st1) (5.6)

(The magnetization is transferred back to protons during reverse INEPT.) in which τ is set to
1/(4JHN). The 180◦ pulse on spin H in the middle of the t1 period refocuses the coupling of
spin H and N and hence removes the coupling JHN in the F1 dimension (15N). Thus, the line
shape on F1 dimension does not include a contribution from JIS coupling. The term HyNx

represents multi-quantum coherence that is unobservable magnetization.



152 Chapter 5

5.1.2. HSQC Experiment Setup

A water suppression sequence such as water-flip-back is usually integrated into a gradient
HSQC pulse sequence (Figure 5.1). The 1H 90◦ pulse is calibrated first after the probe is tuned.
The transmitter carrier frequency (1H) is then calibrated by setting the offset frequency on the
water resonance and acquiring a PRESAT experiment with the transmitter offset frequency
arrayed over ±3 Hz in 0.5 Hz steps (see previous chapter). A water-selective shaped 90◦ pulse
is calibrated by arraying the fine power of the pulse (refer to the section on shaped pulse). The
15N decoupler offset frequency is set to 118 ppm, which should be used for all 15N double- and
triple-resonance experiments. Timing parameters include a delay τ of 2.65 ms, a relaxation
delay time of 1 s, and an acquisition time of 64 ms. The first FID of HSQC is recorded for a
test run to optimize the receiver gain for better sensitivity. The dead time and receiver phase
are adjusted to obtain a phase-correct spectrum without phase correction. Two-dimensional
data are collected with 128 increments.

In the 1H dimension, the data size is doubled with mirror image linear prediction followed
by apodization with a 60◦ shifted square sine-bell function, zero filling to 2048 complex points,
and Fourier transformation. If the phase parameters are not optimized before acquisition, they
are obtained using the first FID of the 2D data. Since only the amide protons are observed in
the experiment, the upfield half of the 1H spectrum (frequency range lower than 6 ppm) is
eliminated before processing the 15N dimension. After being transposed, the interferogram is
processed in the same way as the 1H dimension except with zero filling to 512 complex points.

A phase sensitive gradient HSQC can be acquired using States, TPPI, or States–TPPI
methods to obtain a pure absorptive spectrum in both dimensions. It can also be acquired with
a sensitivity enhanced method (also known as PEP, preservation of equivalent pathway; and
COS for coherence order selective) to improve the sensitivity of the experiment by a factor of
21/2 over the conventional gradient HSQC.

Water suppression schemes such as water-flip-back and Watergate can be implemen-
ted into the HSQC sequence to efficiently suppress water (Figure 5.1b). The water-flip-back
uses a water selective pulse after the first INEPT to bring the water magnetization back to
the z axis. The water magnetization remains along the z axis during reverse INEPT and
WATERGATE, while only the residual water magnetization resulting from pulse imperfection
is efficiently dephased by the WATERGATE sequence. Utilization of the flip-back pulse pre-
vents dephasing the majority of the water magnetization so as to avoid saturation transfer. As
a result, the sensitivity is improved by 10–20% over the sequence without the water-flip-back
pulse (Grzesiek and Bax, 1993).

5.1.3. Sensitivity Enhanced HSQC by PEP

The PEP sensitivity enhancement method has been incorporated into the HSQC sequence
to improve sensitivity without increasing the experimental time (Cavanagh et al., 1991;
Kay et al., 1992; Akke et al., 1994). In conventional HSQC, reverse INEPT transfers the
magnetization back to 1H [see equations (5.4)–(5.6)]:

−2HzNy

t1→ π
2 (Hx+Nx)→τ→π(Hx+Nx)→τ−−−−−−−−−−−−−−−−−−−−−→ −Hx cos(�Nt1) − 2HyNx sin(�Nt1) (5.7)
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The second term represents multiple-quantum coherence that is not observable. Therefore,
only the cosine component of the t1 evolution will be detected. A sensitivity enhanced HSQC
using the PEP method (Figure 5.1b) allows the detection of both components of the coherence.

The last period after the reversed INEPT in the pulse sequence is for PEP sensitivity
enhancement, in which the two terms of the coherence can be considered separately. The first
FID is acquired with φ = x and κ = 10 and the second one is recorded with both the phase
φ and gradient κ inverted (i.e. −x and −10, respectively). During PEP, the coherence for the
first FID yields:

−Hx cos(�Nt1) − 2HyNx sin(�Nt1)
π
2 (Hy+Ny)−−−−−−→ Hz cos(�Nt1) + 2HyNz sin(�Nt1)

τ→π(Hx+Nx)→τ−−−−−−−−−−→ −Hz cos(�Nt1) − Hx sin(�Nt1)

π
2 Hx−−→ Hy cos(�Nt1) − Hx sin(�Nt1) (5.8)

The second FID is obtained by inverting phase φ and the sign of gradient factor κ:

−Hx cos(�Nt1) − 2HyNx sin(�Nt1)
π
2 (Hy−Ny)−−−−−−→ Hz cos(�Nt1) − 2HyNz sin(�Nt1)

τ→π(Hx+Nx)→τ−−−−−−−−−−→ −Hz cos(�Nt1) + Hx sin(�Nt1)

π
2 Hx−−→ Hy cos(�Nt1) + Hx sin(�Nt1) (5.9)

Therefore, the two FIDs acquired and stored in separated memory locations in the same data
are given by:

FID1 ∝ Hy cos(�Nt1) − Hx sin(�Nt1) (5.10)

FID2 ∝ Hy cos(�Nt1) + Hx sin(�Nt1) (5.11)

Addition of the two FIDs gives rise to a data set that contains observable magnetization
described by:

2Hy cos(�Nt1) (5.12)

Similarly, subtraction of the two FIDs (FID2 − FID1) yields a second data set:

2Hx sin(�Nt1) (5.13)

The two PEP data sets can be processed to obtain separate 2D spectra. The spectra are then
combined to form a single spectrum with pure absorptive line shapes on both dimensions.
Because the noise is increased by a factor of

√
2 and the signal intensity is increased by 2 after

the spectral combination, the combined spectrum increases the sensitivity by a maximum of√
2 compared to that in the conventional gradient HSQC spectrum without considering the

relaxation factor (Palmer et al., 1991; Kay et al., 1992; Cavanagh and Rance, 1993; Schleucher
et al., 1994; Muhandiran and Kay, 1994). For a 1H–13C HSQC experiment, the identical result
will be obtained by replacing operator N with C for 13C spins.
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The water signal can be suppressed during the PEP sequence. In a conventional gradient
enhanced HSQC experiment, the water magnetization is fully dephased by the gradient echo
immediately before the data acquisition. This causes reduction of NH magnetization through
saturation transfer. In an seHSQC experiment, application of a selective water pulse combined
with a two-step phase cycle for the 1H pulse ensures that the water magnetization stays along
the z axis prior to the acquisition period while the residual water is suppressed during dephasing
by the gradient echo pulses. Since the saturation transfer is minimized and both the echo and
anti-echo coherences are selected in the experiment, the sensitivity is improved in flip-back
seHSQC compared to the conventional gradient phase sensitive HSQC in which quadrature
detection in the F1 dimension is obtained by using gradients to generate pure absorption
spectra.

5.1.4. Setup of an seHSQC Experiment

The general procedure to setup experiments for aqueous samples includes tuning the
probe for all three channels in the order of 15N, 13C, and then the 1H channel; calib-
rating the 90◦ 1H pulse; finding the resonance frequency of water; and calibrating the
selective 90◦ pulse on water. The 15N and 13C pulses do not require recalibration for
every experiment as long as they are calibrated regularly and the probe is well-tuned.
The data are acquired with 1024 t2 and 128 t1 complex points. The initial t1 value is set
according to

t1(0) = 1

2SW
− pw180(H) − 4pw90(N)

π
(5.14)

whereas for CT-HSQC, the initial t1 is chosen by

t1(0) = 1

2SW
(5.15)

5.1.5. HMQC

Shown in Figure 5.2a is an HMQC pulse sequence. The magnetization during the experi-
ment can be described by product operator analysis. Starting at 1HC (H) coupled with 13C (C),
the magnetization transfer pathway is represented using the product operators as follows:

Hz

π
2 Hx−−→ −Hy

τ−→ −Hy cos(πJHCτ) + 2HxCz sin(πJHCτ) (5.16)

Delay τ is set to 1/(2JHC) to maximize the anti-phase (AP) coherence. The multiple-quantum
coherence is generated by the 90◦ carbon pulse and evolves during t1 time:

2HxCz

π
2 Cx−−→ −2HxCy

t1
2 →πHx→ t1

2−−−−−−−−→ −2HxCy cos(�Ct1) + 2HxCx sin(�Ct1) (5.17)



Multidimensional Heteronuclear NMR Experiments 155

2
tT 1−

1
Η

13C

y
b

2
tT 1+

φrec

a

τ τ

1
Η

13C

φ1

GARP2
t1

2
t1

GZ

g1 g1

pH

1
0

-1

pC

1
0

-1

15N

Figure 5.2. Pulse sequence for HMQC experiments. The 90◦ (narrow bars) and 180◦ (wider bars) are x

phase except as indicated. (a) Conventional HMQC with the coherence transfer pathways shown below
the pulse sequence. The open 180◦ pulse is a 13Cα- or 13Cβ -selective pulse, which can be turned on for
decoupling 13Cα–13Cβ coupling in the t1 dimension since the frequency bands are well-separated with
the exception of Gly, Ser, and Thr residues (McCoy, 1995; Matsuo et al., 1996). Phase φ1 = x, −x, +
States–TPPI and φrec = x, −x. Delay τ = 1/2JCH. Gradients are applied with duration of 0.5 ms and
amplitude of g1 = 10 G cm−1. (b) Constant-time element (Ernst et al., 1987).

The 180◦ 1H pulse in the middle of t1 refocuses the evolution of the 1H chemical shift during
the t1 period and during the τ period. Therefore, the magnetization of 1H does not evolve.
In addition, the heteronuclear scalar coupling does not affect the evolution of the multiple-
quantum coherence HxCy during t1. As a result, the only evolution occurring during t1 is at the
13C chemical shift frequency. The multiple-quantum coherence is converted into observable
single-quantum magnetization by the 13C 90◦ pulse combining with delay τ , while the zero-
quantum term HxCx will not produce observable coherence:

−2HxCy cos(�Ct1)
π
2 Cx−−→ −2HxCz cos(�Ct1)

τ−→ −Hy cos(�Ct1) (5.18)

In summary,

Hz

π
2 Hx−−→ −Hy

HMQC-type−−−−−−→ −Hy cos(�Ct1) (5.19)

The above product operator treatment does not include the homonuclear scalar coupling
between protons and between 13C carbons, which also evolves during the t1 period of 1H–13C
HMQC. As a result, the F1 dimension has the 13C–13C scalar coupled multiplets as well as
the contribution from 1H–1H homonuclear coupling.
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A constant time evolution period (Figure 5.2b) can be used to obtain F1 decoupled spectra
(Ernst et al., 1987). In addition, recent studies have indicated that the relaxation rate of the
1H–13C multiple-quantum coherence is much slower than that of 1H–13C single-quantum
coherence for nonaromatic methane sites in 13C labeled protein and in nucleic acids at a slow
tumbling limit. This property has been utilized to obtain better sensitivity in CT HMQC-
type experiments than in CT HSQC-type experiments. During the CT evolution period, the
homonuclear scalar coupling JCC evolves for a period of (T − t1)/2 + (T + t1)/2 = T .
Therefore, after the t1 evolution period the magnetization in Equation (5.17) has a form of:

−2HxCy

T − t1
2 →πHx→ T + t1

2−−−−−−−−−−−−→ [−2HxCy cos(�Ct1) + 2HxCx sin(�Ct1)] cos(πJCCT ) (5.20)

By setting the delay T to 1/(2JCC), the effect of JCC can be removed.

5.1.6. IPAP HSQC

The IPAP (in-phase anti-phase) HSQC experiment is used to measure the residual dipolar
coupling between amide 1H and 15N spins (Ottiger et al., 1998). The experiment records
two HSQC data sets, one of which yields IP doublets after Fourier transformation while the
other gives AP doublets. Addition and subtraction of the spectra produce a pair of individual
spectra each containing one of the doublet components. The coherence transfer during the
pulse sequence can be described by product operators. The first 15N 90◦ combined with the
gradient pulse is used to ensure the initial magnetization originates only from amide proton
spins. After the first INEPT transfer, the evolution of the 1H–15N scalar coupling and 15N
chemical shift during the t1 evolution period is given by (Figure 5.3):

Hz

π
2 Hx→τ→π(Hx+Nx)→τ→ π

2 (Hy+Nx)−−−−−−−−−−−−−−−−−−−−−−−→ 2HzNy (First INEPT) (5.21)

2HzNy
t1−→ 2HzNy cos(�Nt1) cos(πJHNt1) (t1 evolution period)

− 2HzNx sin(�Nt1) cos(πJHNt1) + IP (5.22)

in which term IP contains only IP coherence Ny and Nx with the coefficients, which cannot
be converted into observable magnetization at the beginning of the acquisition. Therefore,
the IP term is omitted during the following transfer path. For the first data set, the coherence
transferred in the same path as for conventional HSQC is given by:

2HzNy cos(�Nt1) cos(πJHNt1) − 2HzNx sin(�Nt1) cos(πJHNt1)

π
2 (Hx+Nx)−−−−−−→ −HyNz cos(�Nt1) cos(πJHNt1) + 2HyNx sin(�Nt1) cos(πJHNt1)

τ→π(Hx+Nx)→τ−−−−−−−−−−→ Hx cos(�Nt1) cos(πJHNt1) (5.23)

in which τ = 1/(4JHN) and the multiple-quantum term HyNx cannot be converted to
observable magnetization and thus is omitted.

The second data set is collected by inserting an 15N refocusing period before the evolution
time to obtain AP doublets. The magnetization after the first INEPT transfer with phase φ2
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Figure 5.3. Pulse sequence for IPAP [1H,15N] HSQC experiment. The sequence element δ-180◦
(1H/15N)-δ-90◦ (open pulses) is only used in the experiment for generating the anti-phase (AP) spectrum
and is omitted for generating the in-phase (IP) spectrum. The 90◦ (narrow bars) and 180◦ (wider bars) are
x phase except φ1 = − y, y; φ2 = 2(x), 2(−x), + States–TPPI for IP; φ2 = 2(−y), 2(y), + States–TPPI
for AP; φ3 = 4(x), 4(y), 4(−x), 4(−y), + States–TPPI; φ4 = 8(x), 8(−x); φrec = x, 2(−x), x for IP;
φrec = x, 2(−x), x, −x, 2(x), −x for AP. Delays τ = 2.5 ms, δ = 2.65 ms. The gradients are sine-bell
shaped with an amplitude of 25 G cm−1 and durations of 2, 0.4, 2, 1, and 0.4 ms for g1, g2, g3, g4, and
g5, respectively. IP and AP spectra are recorded in an interleaved manner (from Ottiger et al., 1998).

decreased by 90◦ is given by:

Hz

π
2 Hx→τ→π(Hx+Nx)→τ→ π

2 (Hy−Ny)−−−−−−−−−−−−−−−−−−−−−−−→ 2HzNx (5.24)

The coherence after the 15N refocusing period is described by:

2HzNx

δ→π(Hx+Nx)→δ→ π
2 Hx−−−−−−−−−−−−−−−→ 2HyNx cos(2πJHNδ) − Ny sin(2πJHNδ) (5.25)

in which the delay δ is optimized to 1/4JNH, approximately 2.65 ms. Ignoring the multiple-
quantum term, the evolution of scalar coupling JHN and 15N chemical shift yields:

− Ny sin(2πJHNδ)
t1−→ 2HzNx cos(�Nt1) sin(πJHNt1) + 2HzNy sin(�Nt1) sin(πJHNt1) + IP

π
2 (Hx+Nx)−−−−−−→ −2HyNx cos(�Nt1) sin(πJHNt1) − 2HyNz sin(�Nt1) sin(πJHNt1)

τ→π(Hx+Nx)→τ−−−−−−−−−−→ Hx sin(�Nt1) sin(πJHNt1) (5.26)

Addition of the two FIDs produces:

Hx cos(�Nt1) cos(πJHNt1) + Hx sin(�Nt1) sin(πJHNt1) = Hx cos[(�N − πJHN)t1] (5.27)
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according to cos(α) cos(β) + sin(α) sin(β) = cos(α − β), whereas subtraction of the data
gives:

Hx cos(�Nt1) cos(πJHNt1) − Hx sin(�Nt1) sin(πJHNt1) = Hx cos[(�N + πJHN)t1] (5.28)

because cos(α) cos(β) − sin(α) sin(β) = cos(α + β). Fourier transformation of the com-
bined data sets generates individual spectra with one of the doublets at either �N − πJHN or
�N + πJHN. The above product operator treatment does not include the effect of relaxation
that causes the signal loss in the second FID during the 2δ period, which is a factor of e2δ/T2 .
Deviation of JHN from the selected value of δ also causes a signal loss, but the loss is identical
for both IP and AP spectra. Thus, it is necessary to multiply a scaling factor before addition
or subtraction, which can be adjusted during data processing. The quadrature detection in the
t1 dimension is achieved by the States–TPPI phase mode, because the IPAP does not provide
frequency discrimination in the t1 dimension as shown above. By altering the phase of the first
15N 90◦ pulse (IP) and both the first 15N 90◦ pulse and the 15N 180◦ pulse during 2δ period
(AP) in the States–TPPI manner, the two phase-sensitive IP and AP FIDs can be obtained:

Hx cos(πJHNt1)e−i�N t1 (5.29)

iHx sin(πJHNt1)e−i�N t1 (5.30)

The data obtained after addition and subtraction are given by:

Hxe−i(�N−πJHN)t1 (5.31)

Hxe−i(�N+πJHN)t1 (5.32)

The IPAP method can also be implemented in triple resonance experiments to resolve the
overlapped signals.

5.1.7. SQ-TROSY

The TROSY (transverse relaxation optimized spectroscopy) experiment utilizes the inter-
ference effect of cross-correlated relaxations caused by CSA and dipolar interaction on the T2
relaxation rate at the individual multiplet components to reduce the line width of heteronuclear
correlation spectra (Pervushin et al., 1997). For a weakly coupled two spin- 1

2 system isolated
from other spins in a protein molecule, T2 relaxation of the spin system is dominated by the
CSA of each individual spin and the DD coupling between the two spins. The CSA has the
same effect on the T2 relaxation of all multiplet components, while the effect of DD coupling
on the T2 relaxation of the resonances from the β transitions is opposite to the effect from
CSA. This interference effect from CSA and DD coupling leads to different T2 relaxations for
the doublet peaks of the individual spins in the spin system. When the orientations of the two
interactions are approximately collinear and their magnitudes are comparable, the line widths
originating from the β transitions are reduced and those from the α transitions are broadened
(Figure 1.23; Pervushin et al., 1997).

The interference effect can be well-understood by considering the relaxation matrix con-
taining single-quantum transition operators. For macromolecules in aqueous solution, the
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isotropic motion of the molecules is in the slow-tumbling limit. Only the spectral density, J (0),
contributes significantly to the relaxation rate. The change of the magnetization corresponding
to the transitions as a function of time can be represented by the first-order relaxation matrix
(Sørensen et al., 1983; Ernst et al., 1987; Pervushin et al., 1997):

d

dt

⎡
⎢⎢⎢⎣
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I±
24

S±
12

S±
34

⎤
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⎢⎢⎢⎣

I±
13

I±
24

S±
12

S±
34

⎤
⎥⎥⎥⎦ (5.33)

in which I±
ij and S±

ij are the magnetization of spins I and S corresponding to the single-
quantum transitions i ↔ j in the standard energy diagram (Figure 1.19) with the corresponding
resonance frequencies:

I±
13 ⇒ transition 1 ↔ 3, ω13

I = ωI + πJIS

I±
24 ⇒ transition 2 ↔ 4, ω24

I = ωI − πJIS

S±
12 ⇒ transition 1 ↔ 2, ω12

S = ωI − πJIS

S±
34 ⇒ transition 3 ↔ 4, ω34

S = ωS + πJIS (5.34)

J (0) is the spectral density function at the zero-frequency, Ckl = 1
2 (3 cos2 �kl − 1) and �kl

is the angle between the tensor axes of the interaction k and l, and p, δI , and δS are given by:

p = 1

2
√

2

γI γS�

r3
IS

, δI = γIB0�σI

3
√

2
, δS = γSB0�σS

3
√

2
(5.35)

in which γI and γS are the gyromagnetic ratios of spin I and S, respectively, � is Plank’s
constant divided by 2π , rIS is the distance between the two spins, B0 is the magnetic field
strength, �σI and �σS are the chemical shift difference between the axial and perpendicular
principle components of the axially symmetric CSA of spin I and S, respectively. Equation
(5.33) tells us that if the magnitudes of CSA and DD coupling are comparable (p ≈ −δS

and p ≈ −δI for I = 1H and S = 15N), and the principal symmetric axis of the CSA tensor
and the bond vector rIS are approximately collinear, such as in the case of the backbone
amide NH moiety of the proteins, the line widths at the resonance frequencies ω24

I and ω34
S are

narrower than the other two due to the slow transverse relaxation even for large size proteins
(Pervushin et al., 1999). For backbone NH, �σH = 15 ppm, �p,δH = 10◦ (Gerald et al.,
1993), �σN = −156 ppm, and �p,δN = 17◦ (Teng and Cross, 1989). Therefore, both 1H and
15N CSA tensors are almost axial symmetric and nearly collinear with the DD vector (the NH
bond). It has been estimated using the above values that the transverse relaxation effect at 1H
frequencies can be completely cancelled for one of the four multiplet components when the
magnetic field strength is near 1 GHz (Pervushin et al., 1997).

Shown in Figure 5.4 is the water-flip-back 1H/15N TROSY pulse sequence. The exper-
iment specially correlates the 15N 4→3 transition with 1H 4→2 through the single-quantum
transition (SQ-TROSY; Pervushin et al., 1999). Saturation of the water magnetization is
avoided during the experiment by the water-flip-back pulses at the beginning of the pulse
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Figure 5.4. Pulse sequence for TROSY experiment. The 90◦ (narrow bars) and 180◦ (wider bars) are x

phase except φ1 = y, x, + States–TPPI, φrec = y, −x and others as indicated. The selective H2O 90◦
pulses (shaped) are used to avoid the saturation of water by retaining water magnetization along z axis
during the experiment. The delay τ = 2.7 ms. Gradients are applied with a duration of 1 ms and
amplitudes g1 = 30 G cm−1, g2 = 40 G cm−1, and g3 = 48 G cm−1.

sequence. The selective pulses on the water resonance during the first INEPT sequence are
used to keep the water magnetization on the z axis during the t1 evolution period. The two
water selective pulses during the SQ polarization transfer element ensure the water magnetiz-
ation is on the z axis immediately before acquisition, resulting in a minimal saturation transfer
from water to the exchangeable NHs. The watergate element at the end of the pulse sequence
is used to suppress the residual transverse water magnetization before acquisition.

5.2. OVERVIEW OF TRIPLE-RESONANCE EXPERIMENTS

The homonuclear NOE is a widely utilized technique in various types of calculation meth-
ods, such as distance geometry, restrained molecular dynamics (or simulated annealing), and
variable target function methods in structural characterization of proteins based on the inform-
ation on approximate distances between protons obtained in NOESY or ROESY experiments.
Before the information can be used, the origin of each resonance in the NMR spectrum must be
linked to a nucleus in the molecular sequence. The process is called sequence-specific assign-
ment. In order to obtain a high resolution structure, it is necessary to complete the assignment
for a sufficient number of atoms in the sequence. Frequently, the heteronuclear isotopes (15N
and/or 13C) are also used to establish sequential assignment as well as to increase the spectral
resolution by spreading 1H resonances on the heteronuclear dimensions so that the degeneracy
of 1H resonances can be reduced. Two types of nuclear interactions are used in NMR spec-
tra for the assignment of the chemical shifts of the nuclei: through-bond interaction—scalar
coupling, and through-space interaction—dipolar coupling via NOE.

For homonuclear correlations, the sequential assignments must be done by the inter-
residue backbone NOEs due to the near-zero 1H four bond scalar coupling. However, an
inter-residue NOE may not occur between sequential correlations. In addition, for large proteins
(M.W. >10 kDa) for which resonance degeneracy becomes severe, it is extremely difficult
to assign the resonances even if 15N edited experiments are employed. Consequently, it is
necessary to make use of 13C isotopes in the sequence-specific assignment. With the current
availability of 13C glucose, which is the most frequently used 13C source in the preparation
of 13C labeled proteins (details in Chapter 3), the cost of 13C labeling has decreased to an
affordable level, and it promises to be even less expensive in the future as isotopic labeling



Multidimensional Heteronuclear NMR Experiments 161

N CαCα

Cγ

Cβ

HHα

C′

Hβ

Hα

Hβ

C′

Cβ
7 Hz

130 Hz

35 Hz

55 Hz11 Hz15 Hz

<1 Hz

140 Hz90 Hz

35 Hz

Figure 5.5. J coupling constants between 1H, 15N, and 13C along a polypeptide chain as used in
triple-resonance NMR experiments for resonance assignments.

is becoming a standard procedure in NMR sample preparation for structure study. One of the
advantages of heteronuclear isotopic labeling is the much larger scalar couplings than those
between protons (Figure 5.5). The larger scalar coupling constant means that the magnetization
transfer between heteronuclear spins is more efficient, resulting in more intense cross-peaks.
By introducing a 13C frequency dimension, the resonance ambiguity can be further reduced
with higher spectral resolution, and hence the resonance assignment is significantly simplified.

A large number of triple resonance experiments have been developed and optimized for
structure determination of proteins using heteronuclear multidimensional NMR spectroscopy.
These experiments make full use of one- and two-bond heteronuclear scalar couplings to cor-
relate the backbone and side-chain 1H, 15N, and 13C spins of isotope labeled proteins. Because
the 1J and 2J couplings (shown in Figure 5.5) generally are relatively large compared to the
spectral line width, and independent of conformation, the coherence transfers through these
couplings can efficiently compete with the loss of magnetization caused by short transverse
relaxation times during the experiment. The nomenclature used for triple-resonance experi-
ments is based on the coherence transfer pathway in the experiment. The name of an experiment
is formed by the spins involved in the coherence transfer in the order following the transfer
pathway. Spins are given in parentheses if their chemical shifts do not evolve. The name is
formed only by the first half of the coherence transfer when the magnetization of the proton
spin is transferred to neighboring spins and then back to the proton by the same pathway.
This type of experiment is called “out and back.” For instance, in a 3D triple-resonance “out
and back” type experiment, the magnetization of an amide proton (HN) is transferred to the
Cα carbon (CA) via the amide nitrogen (N) and then back to the amide proton via the amide
nitrogen, and hence it is called HNCA. If the magnetization is transferred further from Cα to
carbonyl carbon C′ (CO) and a chemical shift of C′ evolves instead of Cα , the experiment is
named HN(CA)CO. The parentheses reflect that the chemical shifts of Cα carbons involved
in the magnetization transfer do not evolve during the experiment.

Although a variety of triple resonance experiments are available, only a certain number
of experiments are frequently used to obtain backbone and side-chain assignments. Scalar
couplings used in the experiments are summarized in Figure 5.5. The combination of the 3D
experiments HNCA (Ikura et al., 1990a,b; Kay et al., 1990; Grzesiek and Bax, 1992c) and
HN(CO)CA (Ikura et al., 1990a,b; Kay et al., 1991; Grzesiek and Bax, 1992c) can be used to
establish backbone sequential connectivities by connecting the resonance frequencies of spins
with those of preceding residue. HN(CO)CA provides correlations of HN

i and Ni of residue
i with Cα

i−1 chemical shifts of the preceding residue i − 1, whereas HNCA correlates the
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chemical shifts of HN
i and Ni with both Cα

i and Cα
i−1 because the scalar coupling 2JNCα of 7

Hz has a similar size to 1JNCα of 11 Hz. The correlation between N and Cα within a residue
is not observed in HN(CO)CA due to the very weak 2JNC′ (<1 Hz). These experiments are
relatively sensitive and usually yield an excellent signal-to-noise ratio. Another pair of 3D
experiments, CBCANH and CBCA(CO)NH (Grzesiek and Bax, 1992a,b), are used to extend
the connectivities from the backbone to Cβ , which provides useful information on the type of
amino acids. Assignment of Cα and Cβ will also be used to establish side-chain connectivity in
addition to the backbone assignment. For proteins with more than 130 residues, ambiguities in
assignment sometimes still remain based on the data obtained from the above four experiments.
Then, a pair of experiments, HNCO (Ikura et al., 1990a; Grzesiek and Bax, 1992c) and
HN(CA)CO (Clubb et al., 1992; Kay et al., 1994; Engelke and Rüterjans, 1995), which spread
HN–N correlations into C′ chemical shifts, are generally sufficient to completely resolve the
spectral overlap. In practice, the six experiments will provide the backbone assignments. Since
these six experiments are the most commonly used for backbone assignments, they will be
discussed in detail in the following sections. It has been noted that HN(CA)CO has the lowest
sensitivity compared to the other five experiments. Therefore, it may require more transients
to achieve a sizable S/N for spectral analysis and sometimes a subset of cross-peaks may not
be observable. However, with the use of a cryogenic probe, the problem of low sensitivity for
HN(CA)CO can be readily overcome.

Assignment of aliphatic side-chain proton and carbon resonances is necessary for high
resolution structure determination using NOE distance constraints. Since the assignments of
Cα and Cβ have been obtained by the backbone assignment, the side-chain resonance can
be assigned by transferring the magnetization of backbone amide protons to side-chain spins.
(H)CC(CO)NH–TOCSY (Montelione et al., 1992; Grzesiek et al., 1993; Logan et al., 1993;
Lyons and Montelione, 1993) correlates the chemical shifts of HN

i and Ni to all Caliph
i−1 via

couplings of 1JNC′ and 1JCC, while HCCH–TOCSY (Bax et al., 1990a; Fesik et al., 1990;
Olejniczak et al., 1992; Majumdar et al., 1993) provides correlations among aliphatic protons
and carbons within residues. A 3D 15N HSQC–TOCSY experiment can also be used to confirm
and obtain complete assignment of aliphatic 1H resonances. For proteins larger than 30 kD,
the line widths of the aliphatic 1H and 13C resonances increase to the size comparable with the
scalar couplings used for coherence transfer in the HCCH–TOCSY experiment, causing the
significant reduction in sensitivity. An HCCH–NOESY experiment has been used to correlate
the side-chain resonances of large proteins via NOESY in replacement of TOCSY. TROSY
type experiments have successfully been used to establish backbone assignments for proteins
as large as 110 kDa.

5.3. GENERAL PROCEDURE OF SETUP AND DATA PROCESSING FOR 3D
EXPERIMENTS

All pulses for the transmitter and decouplers should be properly calibrated (refer to instru-
ment calibration). The spectral windows are set on a 500 MHz spectrometer to 6,500, 1,600,
7,500 and 1,750 Hz for 1H, 15N, aliphatic 13C, and 13C′, respectively, or on a 600 MHz spec-
trometer, 8,000, 2,000, 9,000, and 2,100 Hz for 1H, 15N, aliphatic 13C, and 13C′, respectively.
The carrier for 1H is always set to H2O resonance for aqueous samples, whereas the decoupler
offset frequencies are set to the center of the chemical shift range of the indirectly observed
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heteronuclear nuclei. The center of chemical shift is commonly selected as 118, 177, 54, and
40 ppm for 15N, 13C′, 13Cα/β , and Cα , respectively. The data should be collected with min-
imal digital resolutions for all dimensions, which typically are 0.025, 0.10, 1.00, 1.70, and
0.35 ppm/point for 1H, 1H indirect, 15N, aliphatic 13C, and 13C′, respectively. If the data are
collected with an acquisition time of 64 ms, 128 complex points in the 1H indirect dimension,
35 complex points for 15N, and 40 for the 13C dimension, this provides digital resolutions of
0.014, 0.10, 0.95, 1.50, and 0.35 ppm/point, respectively.

First, 1D 1H and 1H–15N HSQC data are collected to check the condition of the sample.
Then, a 1D trail spectrum of the 3D experiment is collected with 1 scan and the t1 and t2
increments set to 1. The receiver gain needs to be optimized using the 1D trail spectrum. Next,
two 2D slices of the 3D experiment should be collected with 16 scans and the optimized gain
to make certain that the setup is correct. Other parameters include a predelay set to 1.0–1.3 s
and 32 steady state scans (or dummy scans). The number of transients is set to the minimum
number needed for phase cycling, usually 8 scans. If more scans are necessary, the data may
be collected with fewer increments for each of the indirect dimensions.

The acquired data are converted to a specific format before they can be processed using
NMRpipe (Delaglio et al., 1995, 2004), NMRview (Johnson, 2004), or other software. The
2D versions of the 3D data are extracted and processed with the same procedure as in 3D
processing (see following text). The spectra are phased and phase parameters are used for
3D data processing. In the observed 1H dimension, all data are usually processed identically.
Data are processed with a solvent suppression filter applied to the time domain data prior to
apodization by a 70◦ shifted squared sine-bell function, zero filling to 1024 complex points,
Fourier transform, and phasing. In the 13C or indirect 1H dimension, after size-doubling by
mirror image linear prediction, the data are apodized by a 70◦ shifted squared sine-bell function,
zero filled to 256 complex points, Fourier transformed, and phased. In the 15N dimension,
the data sizes are doubled by mirror image linear prediction followed by apodization with a
squared cosine-bell function, zero-filling to 128 complex points, Fourier transformation, and
phasing.

5.4. EXPERIMENTS FOR BACKBONE ASSIGNMENTS

Six 3D triple resonance experiments will be discussed; these were mentioned previously
as being the most common experiments for making backbone assignments using uniformly
15N and 13C labeled proteins. Since most of the experiments include the magnetization transfer
of amide protons that are exchangeable with water under normal sample conditions, water-
flip-back is used in the experiments for water suppression to avoid the saturation of amide
proton magnetization, which provides superior sensitivity along with the use of PEP sensit-
ivity enhancement. In addition, the experiments utilize gradient echoes to select the desired
coherence pathways in combination with limited phase cycling for PEP sensitivity enhance-
ment and quadrature detection in the indirect dimensions. The pulse sequences discussed here
are for three-channel configuration of the spectrometer, that is, RF band-specific pulses for C′
and Cα are applied via the same RF channel of the spectrometer by applying off-resonance
pulses for one of the carbon regions, which is denoted by “off” in Table 5.1. For a four-channel
spectrometer, pulses for C′ and Cα can be delivered on separate channels with the carrier set
at each carbon region. In that case, on-resonance selective pulses are applied. When the
magnetization of 15N is selectively transferred to C′ or Cα via INEPT, selective carbon pulses
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TABLE 5.1
Parameters and Correlations of the 3D Experiments

Experiments

Parameter HNCO HNCA HN(CO)CA HN(CA)CO CBCANH CBCA(CO)NH HCCH–TOCSY

13C offset C′ Cα Cα C′ Cα,β Cα,β Caliph

“On” pulses C′ 90◦,
180◦

Cα 90◦,
180◦

Cα 90◦,
180◦

C′ 90◦,
180◦

Cα,β 90◦,
180◦

Cα,β 90◦,
180◦

Caliph 90◦, 180◦

“Off” pulses Cα 180◦ C′ 180◦ C′ 90◦,
180◦

Cα90◦,
180◦

C′ 180◦ C′ 90◦, 180◦ C′ 180◦

τ (ms) 2.7 2.7 2.7 2.7 2.7 2.7
δ (ms) 13.5 11.0 13.5 11.0
δ1 (ms) 7.0 3.4 1.8 1.8 1.8
δ2 (ms) 0.5 0.5 0.5 0.5 0.5 0.5 0.8
δ3 (ms) 4.5 1.1
τ1 (ms) 2.0 2.4
τ2 (ms) 11.0 3.4
τ3 (ms) 11.0 13.5

Correlations Hi , Ni ,
C′

i−1

Hi , Ni ,
Cα

i
,

Cα
i−1

Hi , Ni ,
Cα

i−1

Hi , Ni ,
C′

i
,

C′
i−1

Hi , Ni ,

Cα,β
i

,

Cα,β
i−1

Hi , Ni ,

Cα,β
i−1

Haliph
i

,

Haliph
j

,

Caliph
i

are used to avoid exciting unwanted carbon magnetization because the scalar couplings 1JNCα

and 1JNC′ have a similar size (11 and 15 Hz, respectively). However, non-selective carbon
pulses can be applied if the magnetization transfer is from aliphatic protons to their attached
carbons, because 2JHC′ and 3JHC′ , if they are not zero, are much smaller than 1JHC(∼135 Hz)
and the INEPT optimized for 1JHC does not have magnetization transferred via 2JHC′
and 3JHC′ .

5.4.1. HNCO and HNCA

If Cα pulses are exchanged for C′ pulses, the HNCO and HNCA experiments have
identical pulse sequences as shown in Figure 5.6. Of the six experiments mentioned previously,
HNCO has the highest sensitivity. The HNCO spectrum contains the correlations of HN

i , Ni ,
and C′

i−1 but not C′
i since 2JN(i)C′(i) has a value close to zero, whereas HNCA gives two sets

of backbone correlations, within the residue and with the preceding residue: HN
i , Ni , and Cα

i as
well as HN

i , Ni , and Cα
i−1 due to the fact that 1JNC′ (11 Hz) and 2JNC′ (15 Hz) are comparable

in size.
The pulse sequences utilize the “out and back” transfer pathway to transfer the

magnetization:

HNCO: HN
JHN−−→ N

JNC′−−→ C′(t1)
JNC′−−→ N(t2)

JHN−−→ HN(t3) (5.36)

HNCA: HN
JHN−−→ N

JNCα−−−→ Cα(t1)
JNCα−−−→ N(t2)

JHN−−→ HN(t3) (5.37)
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Figure 5.6. HNCO and HNCA pulse sequences (a) and the corresponding resonance connectivities (b).
(a) The delay τ = 2.7 ms, δ = 13.5 ms for HNCO, 11.0 ms for HNCA, δ2 equals the Gz gradient
pulse length. All pulses are x phased, except that φ1 = x, x, −x, −x; φ2 = x, −x, +States–TPPI, and
φrec = x, −x, −x, x. For PEP, the signs of κ and φ are inverted: κ = ±10, φ = ±x. (b) The dotted lines
linking shaded nuclei indicate the observed correlations for the experiments: Hi , Ni , and Cα

i−1 and Cα
i

in HNCA or Hi , Ni , and C′
i−1 in HNCO.

The magnetization originating from the amide proton HN is transferred to the attached N via
the 1JHN coupling during the INEPT sequence. The magnetization is then transferred to C′
in HNCO (or Cα in HNCA) in the next INEPT during which the coupling of HN with N is
removed by DIPSI-2 proton decoupling. The delay 2δ is set to 1/(21JNC′), approximately
13.5 ms in HNCO [11.0 ms for HNCA, 2δ ≈ 1/(41JNCα )] for optimizing the refocus of
the coupling. After the chemical shift of carbonyl C′ evolves during the t1 evolution period,
the magnetization is transferred via the “back” pathway to N and then back to its origin, H.
The chemical shift evolution of N proceeds during the “back” pathway to minimize the loss
in magnetization caused by relaxation during the INEPT periods involving C′, which have
long delays due to the weak 2JNC′ coupling. Spin decoupling is applied to suppress evolution
under the scalar coupling interaction of JHN. The other important role of 1H decoupling is to
ensure that IP coherence Ny (15N spins) is generated throughout the INEPT sequences. DIPSI
decoupling increases the experimental sensitivity compared to decoupling by refocusing 180◦
pulses because the IP coherence is not affected by T1 relaxation in contract to the AP coherence
NxHz which relaxes with both T1 and T2 relaxation times. The two 1H 90◦ pulses that are next
to the DIPSI-2 sequence restore the water magnetization along +z at the end of the DIPSI-2
sequence. At the beginning of pulse sequence, the 90◦ N and C pulses combined with the
gradients after them are used to dephase all N and C magnetizations so that the observed
magnetization solely originates from 1H (contributes to the FID).
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5.4.1.1. Product Operator Description of the HNCO Experiment
The magnetization transfer can be described in terms of product operators. The operators

for magnetizations of HN, N, and C′ are denoted as H, N, and C. After the first 1H 90◦ pulse
generates −Hy magnetization, the first INEPT sequence yields AP magnetization:

−Hy
τ−π(Hx+Nx)−τ−−−−−−−−−−→ −2HxNz

π
2 (Hy+Nx)−−−−−−→ −2HzNy (5.38)

in which τ is set to 1/(4JNH) so that the coefficient sin(2πJNHτ) of the AP magnetization has
a maximum. The selective water 90◦ pulse brings the water magnetization to the z axis and
the gradient destroys any residual transverse water magnetization.

At the end of 2τ , the 15N magnetization is refocused to be an IP coherence with respect to
the 1H spin when 2τ = 1/(2JNH), which leads to sin(πJNH2τ) = 1 and cos(πJNH2τ) = 0:

−2HzNy
2τ−→ Nx (5.39)

A 1H 90◦ pulse before the DIPSI-2 sequence brings water magnetization back to the transverse
plane, which is then brought back to the z axis by the 90◦ 1H pulse at the end of DIPSI-2. The
N magnetization transfers to C′ via the next INEPT:

Hx
δ→π(Nx+Cx)→δ−−−−−−−−−−→ 2NyCz

π
2 (Nx+Cx)−−−−−−→ −2NzCy (5.40)

The delay δ is set to 1/(4JNC′), causing sin(2πJNC′δ) = 1. During t1 evolution both N and
Cα spins are decoupled from C′ by the refocusing 180◦ pulses in the middle of t1. After the
C′ chemical shift evolves, the magnetization is transferred from C′ back to N by the two 90◦
pulses:

−2NzCy
t1−→ 2NzCy cos(�Ct1)

π
2 (Nx+Cx)−−−−−−→ −2NyCz cos(�Ct1) (5.41)

The sine-modulated multiple-quantum component generated during t1 will not contribute to the
observable magnetization and hence is omitted from consideration. During the constant time
t2 evolution period, 1H is still being decoupled by DIPSI-2 decoupling and Cα is decoupled
by the C′180◦ refocus pulse during the initial period of t2 and by Cα 180◦ and N 180◦ in the
remaining t2 period. The NC′ coupling evolves for the entire 2δ that is set to δ = 1/(4JNC′) to
have sin(2πJNC′δ) = 1, whereas an N chemical shift evolves for the period of t2, resulting in:

− 2NyCz cos(�Ct1)
2δ−→ Nx cos(�Ct1) (5.42)

Nx cos(�Ct1)
t2−→ Nx cos(�Ct1) cos(�Nt2) + Ny cos(�Ct1) sin(�Nt2) (5.43)

The N magnetization evolves during the 2τ period after DIPSI-2 under the influence of 1JNH
coupling, resulting in two AP coherences:

Nx cos(�Ct1) cos(�Nt2) + Ny cos(�Ct1) sin(�Nt2)
2τ−→

2HzNy cos(�Ct1) cos(�Nt2) − 2HzNx cos(�Ct1) sin(�Nt2) (5.44)
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The last period in the pulse sequence is for the PEP sensitivity enhancement sequence in which
the two terms of the coherence can be considered separately. The first FID is acquired with
φ = y and κ = 10 and the second one is recorded with both the phase φ and gradient κ inver-
ted. To simplify, the coefficients are temporarily dropped and will be retrieved later, since they
are not changed by the PEP sequence. During the PEP, the evolution from the first term yields:

2HzNy

π
2 (Hx+Nx)−−−−−−→ −2HyNz (5.45)

− 2HyNz
τ→π(Hx+Nx)→τ−−−−−−−−−−→ Hx

π
2 (Hy+Ny)−−−−−−→ −Hz (5.46)

− Hz
τ→π(Hx+Nx)→τ−−−−−−−−−−→ Hz

π
2 Hx−−→ −Hy (5.47)

The second term evolves:

−2HzNx

π
2 (Hx+Nx)−−−−−−→ 2HyNx (5.48)

Because HyNx is multiple-quantum coherence, it does not evolve under the influence of scalar
coupling.

2HyNx
τ→π(Hx+Nx)→τ−−−−−−−−−−→ 2HyNx

π
2 (Hy+Ny)−−−−−−→ −2HyNz (5.49)

− 2HyNz

τ→π(Hx+Nx)→τ→ π
2 Hx−−−−−−−−−−−−−−−→ Hx (5.50)

After retrieving the coefficients for both terms, the observable magnetization has a form of:

Hx cos(�Ct1) sin(�Nt2) − Hy cos(�Ct1) cos(�Nt2) (5.51)

The last 1H 180◦ pulse is used to invert 1H magnetization for coherence selection by the
gradient. The delay δ1 is set to be long enough for the gradient plus gradient recovery time.

The second data set is recorded with inverted φ and gradient factor κ . For the first term:

2HzNy

π
2 (Hx−Nx)−−−−−−→ 2HyNz (5.52)

2HyNz
τ→π(Hx+Nx)→τ−−−−−−−−−−→ −Hx

π
2 (Hy+Ny)−−−−−−→ Hz

τ→π(Hx+Nx)→τ−−−−−−−−−−→ −Hz

π
2 Hx−−→ Hy (5.53)

For the second term,

−2HzNx

π
2 (Hx−Nx)−−−−−−→ 2HyNx (5.54)

which is the same as in the first FID. Therefore, this term remains the same:

2HyNx
τ→π(Hx+Nx)→τ−−−−−−−−−−→ 2HyNx

π
2 (Hy+Ny)−−−−−−→ −2HyNz

τ→π(Hx+Nx)→τ→ π
2 Hx−−−−−−−−−−−−−−−→ Hx (5.55)
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The second FID has a form of:

Hx cos(�Ct1) sin(�Nt2) + Hy cos(�Ct1) cos(�Nt2) (5.56)

The two obtained FIDs are:{
Hx cos(�Ct1) sin(�Nt2) − Hy cos(�Ct1) cos(�Nt2)

Hx cos(�Ct1) sin(�Nt2) + Hy cos(�Ct1) cos(�Nt2)
(5.57)

Addition of the two FIDs gives rise to a PEP data set which contains the observable
magnetization described by:

2Hx cos(�Ct1) sin(�Nt2) (5.58)

Similarly, subtraction of the two FIDs (FID2 − FID1) yields another PEP data set:

2Hy cos(�Ct1) cos(�Nt2) (5.59)

The two PEP data sets can be processed to obtain separate 3D spectra. The two spectra are then
combined to form a single spectrum with pure absorptive line shapes in all three dimensions.
Alternatively, the data sets can be combined before Fourier transformation.

5.4.1.2. HNCO Experiment Setup
The transmitter channel is set to the 1H frequency with the carrier frequency on the water

resonance. The first decoupler channel is used for 13C with the offset frequency set to the
middle of carbonyl C′ (177 ppm) whereas the 15N pulses are applied on the second decoupler
channel with the offset frequency in the middle of the 15N spectral window (118 ppm). The
pulse calibration for 1H includes a 90◦ hard pulse, a 90◦ pulse for broadband decoupling
(WALTZ16 or DIPSI-2; ∼100 μs), and a water selective 90◦ pulse (see section on instrument
calibration). Pulses for 13C and 15N are not required to be calibrated for every experiment
setup, meaning that the pulse lengths can be used repeatedly after they are calibrated period-
ically. The hard 90◦ 15N pulse is normally shorter than 40 μs and the 90◦ pulse length for
GARP decoupling is about 250 μs. The 13C pulses used in HNCO are C′ 90◦ pulse nulling at
Cα (64.7 μs for 500 MHz and 53.9 μs for 600 MHz), C′ 180◦ pulse nulling at Cα (57.9 μs
for 500 MHz and 48.3 μs for 600 MHz), and a shaped Cα 180◦ off-resonance pulse. Altern-
atively, the rectangular on-resonance C′ pulses can also be replaced by selective pulses such
as eBURP (Geen and Freeman, 1991), or G4 (90◦ excitation), and G3 (180◦ inversion) with a
bandwidth of 50–60 ppm (Emsley and Bodenhausen, 1990). The Cα 180◦ off-resonance pulses
for decoupling are applied by SEDUCE shaped pulses (Coy and Mueller, 1993; see Table 4.1).

The delay 2τ is optimized to 5.4 ms, which is used to cancel the coefficient sin(2π ∗
1JNH ∗ 2τ ) with a 1JNH of 90 Hz while delay δ is optimized to 13.5 ms, according to 2δ which
is approximately 1/(21JNC′) with 1JNC′ of 15 Hz for effective refocusing of 1JNC′ . These
delays are optimized by recording a 1D experiment to obtain the most intense signals. The
gradient echo pulses used for coherence selection are set to 2 ms and 200 μs with the strength of
approximately 20 G cm−1 for the dephasing and refocusing gradient pulses, respectively. The
length of the refocus gradient should be optimized to obtain the best sensitivity. For dephasing
water, the gradient is applied with a strength of approximately 15 G cm−1 for a duration of 2 ms.
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Before acquisition can be started for 3D data collection, 2D 1H/15N and 1H/13C slices
of the experiments are recorded first to make sure that the number of transients is sufficient,
and all parameters are optimized to yield reasonable sensitivity. To collect a 1H/15N 2D slice,
the t1 increment is set to 1 and the t2 increment to 50 while the 1H/13C 2D slice is collected
with 100 t1 increments and a single t2 increment. Once the 2D spectra indicate the experiment
works correctly, the 3D experiment is recorded with 35 complex points for 15N and 40 for 13C′.
HNCO data are processed using the procedure described in “General Procedure for Processing
3D Data.”

5.4.1.3. HNCA
After interchanging C′ and Cα pulses, the basic setup of HNCA is identical to HNCO

with a few changes. The off-resonance C′ 180◦ pulse is generated with an offset of positive 122
ppm (downfield from the carrier). The delay δ is optimized to 11 ms using 2δ = 1/(41JNCα),
according to the coefficients for intra- and inter-residue coherence transfers:

�
(1JNCα

) = sin
(
2π1JNCαδ

)
cos
(
2π2JNCαδ

)
�
(2JNCα

) = sin
(
2π2JNCαδ

)
cos
(
2π1JNCαδ

)
(5.60)

In addition, HNCA may require more transients to obtain a good S/N ratio because it is at least
50% less sensitive than HNCO. Since 1JNCα (11 Hz) and 2JNCα (7 Hz) have a similar size,
correlations of Hi , Ni to both the intra-residue Cα

i and the Cα
i−1 of the preceding residue are

observed in the experiment.
In summary, 1H magnetization is the starting magnetization that is transferred to 15N

by INEPT in both sequences. The first period 2τ lets the AP magnetization evolve to IP
magnetization, which is further transferred to 13C by the second INEPT. This period is an
important step because it allows coherence after evolving in the real time (RT) t1 period to be
transferred back to 15N by a pair of 90◦ 15N/13C pulses, which requires fewer 180◦ pulses in the
sequences. In the last step of the coherence transfer pathway, the 15N coherence is transferred
back to protons by the reversed INEPT after evolving in the constant time (CT) t2 period. It
has been noted that the RT 13C and CT 15N evolutions provide optimal sensitivity compared to
other combinations. The other 2τ period after DIPSI-2 converts the two IP coherences into AP,
which are ready to be manipulated by the PEP enhancement method. This delay–DIPSI–delay
combination appears frequently in multidimensional NMR spectroscopy and will be met again
in following pulse sequences.

5.4.2. HN(CO)CA

HN(CO)CA correlates amide 1H and 15N chemical shifts (Hi and Ni) with the 13C
chemical shift of the preceding residue, Cα

i−1, which is used to establish the backbone sequen-
tial connectivity across the peptide bond. By combining the information provided here with
that from HNCA, both intra- and inter-residue connectivities can be distinguished. Since the
stronger one-bond spin couplings (1JNC′ and 1JC′Cα

) are utilized in HN(CO)CA compared
to couplings (1JNCα and 2JNCα ) used in HNCA, the magnetization transfer is more efficient.
Therefore, HN(CO)CA is more sensitive than HNCA.

The HN(CO)CA pulse sequence shown in Figure 5.7 is derived from HNCO by transfer-
ring the magnetization from N to C′ and then from C′ to Cα via 1JNC′ and 1JC′Cα

, respectively.
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The pulse sequence uses an “out and back” transfer pathway:

H
JNH−−→ N

JNC′−−→ C′ JC′Cα−−−→ Cα(t1)
JC′Cα−−−→ C′ JNC′−−→ N(t2)

JNH−−→ H(t3) (5.61)

After the 1H magnetization is transferred to N during INEPT, the N magnetization is trans-
ferred to carbonyl C′ via the second INEPT sequence. The transfer of C′ magnetization to Cα

is achieved by an HMQC-type sequence, which has been demonstrated to be superior for the
JC′Cα magnetization transfer. After a Cα chemical shift evolves during t1, the magnetization
is transferred back through the reverse pathway. The evolution of an N chemical shift takes
place during t2 along the reverse pathway, before the coherence is transferred to H for detec-
tion. A PEP building block sequence combined with gradients is used to achieve sensitivity
enhancement. The 1H selective pulse on water is to align the water magnetization along the
z axis.

The magnetization transfer in the pulse sequence can be described by product operators,
which are denoted as H, N, C′, and Cα for amide 1H, 15N, carbonyl 13C, and 13Cα . The

HN(CO)CA

Cβ
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Hα
i-1 Hα

i

Cβ
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Ni Cα
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Figure 5.7. Pulse sequence of 3D HN(CO)CA. The experiment is derived from HNCO. An HMQC-type
sequence is used to transfer the magnetization from C′ to Cα and then back to C′. The phase cycles of
φ1 and φ2 are the same as in HNCO. For PEP, the signs of κ and φ are inverted: κ = ±10, φ = ±x. The
delays are set to τ = 2.7 ms, δ = 13.5 ms, δ1 = 7.0 ms, and δ2 equals the Gz gradient length. The 13C
offset frequency is set on Cα as in the HNCO experiment. Pulses on Cα are selective pulses which do
not excite C′, while C′ pulses are off-resonance selective pulses (shaped pulses; see Table 4.1). (b) The
dotted lines indicate the magnetization transfer and the observed correlations are between the shaded Hi ,
Ni , and Cα

i−1 relayed via C′
i−1.
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coherence transfer from 1H to 15N and then to 13C′ is the same as that in an HNCO experiment
[Equations (5.38) to (5.40)]:

Hz

π
2 Hx→τ→π(Hx)→τ→ π

2 (Hy+Nx)→2τ−−−−−−−−−−−−−−−−−−−−−−−→ Nx

δ→π(Nx+C′
x)→δ→ π

2 (Nx+C′
x)−−−−−−−−−−−−−−−−−−→ −2NzC′

y (5.62)

in which τ = 1/(4JHN) and δ = 1/(4JNC′). The magnetization is then transferred to Cα and
then back to C′ after t1 evolution during an HMQC-type sequence:

−2NzC′
y

δ1→ π
2 Cα

x−−−−−→ −4NzC′
xCα

y

t1
2 →πC′

x→ t1
2 → π

2 Cα
x →δ1−−−−−−−−−−−−−−−→ −2NzC′

y cos(�Ct1) (5.63)

in which δ1 = 1/(2JC′Cα
). In practice, the delay δ1 is set to a value in between 1/(3JC′Cα

) and
1/(2JC′Cα

), 7.0 ms. The magnetization transfer in the reverse INEPT sequence and sensitivity-
enhancement PEP sequence in HN(CO)CA, which are identical to those in HNCO, yield
two FIDs:

− 2NzC′
y cos(�Ct1)

π
2 (Nx+Cx)−−−−−−→ 2NyC′

z cos(�Ct1)

2δ−→ − Nx cos(�Ct1)

t2−→ − Nx cos(�Ct1) cos(�Nt2) − Ny cos(�Ct1) sin(�Nt2)

2τ−→ − 2HzNy cos(�Ct1) cos(�Nt2) + 2HzNx cos(�Ct1) sin(�Nt2) (5.64)

in which τ and δ are the same as in equation (5.62). The first FID after PEP is given by:

Hx cos(�Ct1) sin(�Nt2) − Hy cos(�Ct1) cos(�Nt2) (5.65)

and the second FID is proportional to:

Hx cos(�Ct1) sin(�Nt2) + Hy cos(�Ct1) cos(�Nt2) (5.66)

The two FIDs are acquired separately and stored in different memory locations. The addition
and subtraction of the two FIDs yield two data sets that can be processed separately and
combined to a single spectrum with absorptive phase.

5.4.3. HN(CA)CO

The HN(CA)CO experiment provides correlations of HN
i , Ni , and C′

i chemical shifts.
Similar to HNCA, the sequential connectivities from HN

i , Ni to C′
i−1 are also observed in the

experiment owing to the comparable size of the scalar couplings 1JNCα and 2JNCα . Because
of the low sensitivity caused by the weak couplings, a fraction of the correlations may not be
observed in the experiment.
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A sensitivity enhanced version of the HN(CA)CO experiment shown in Figure 5.8 is
derived from the HNCA experiment. The pulse sequence uses the “out and back” transfer
pathway:

H
JNH−−→ N

JNCα−−−→ Cα

JCαC′−−−→ C′(t1)
JCαC′−−−→ Cα

JNCα−−−→ N(t2)
JNH−−→ H(t3) (5.67)

After the magnetization originating from amide protons is transferred to the N spins via the
INEPT sequence, the amide 15N magnetization is transferred to Cα via the next INEPT
sequence. The Cα magnetization is further transferred to C′, followed by the evolution of
C′ chemical shifts. During the reverse transfer path, the coherence is transferred back via
Cα and amide 15N spins to amide protons for detection. The amide 15N chemical shifts
evolve during the constant-time evolution t2. The product operator terms leading to observable
magnetization throughout the transfers at the indicated time points in the pulse sequence are
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Figure 5.8. Pulse sequence of HN(CA)CO. The experiment is derived for HNCA. An INEPT sequence
is used for all steps of the out-back transfer. All phases are the same as in the HN(CO)CA sequence.
Delays are set to δ1 = 3.4 ms and δ = 11 ms. The 13C offset frequency is set on C′ as in HNCA. Pulses on
C′ are selective pulses that do not excite Cα , while Cα pulses are off-resonance selective pulses (shaped
pulses; see Table 4.1). (b) The dotted lines indicate the magnetization transfer pathways and the observed
correlations are indicated by the shaded nuclei: Hi , Ni , C′

i−1, and C′
i

relayed via Cα
i−1 and Cα

i
.
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given by:

Hz

π
2 Hx→τ→π(Hx+Nx)→τ→ π

2 (Hy+Nx)→2τ−−−−−−−−−−−−−−−−−−−−−−−−−−→ Nx

δ→π(Nx+Cα
x )→δ→ π

2 (Nx+Cα
x )−−−−−−−−−−−−−−−−−−→ −2NzCα

y (5.68)

in which τ = 1/(4JHN), and δ = 1/(8JNCα) to optimize for both intra- and inter-residue
coherence transfer [equation (5.60)]. At point a:

−2NzCα
y

δ1→π(Cα
x +C′

x)→δ1→ π
2 (Cα

x +C′
x)−−−−−−−−−−−−−−−−−−−→ −4NzCα

xC′
y

t1
2 →π(Cα

x +Nx)→ t1
2 → π

2 (Cα
x +C′

x)−−−−−−−−−−−−−−−−−−−−→ −4NzCα
xC′

z cos(�C′ t1)

δ1→π(Cα
x +C′

x)→δ1→ π
2 (N′

x+Cα
x )−−−−−−−−−−−−−−−−−−−→ 2NyCα

z cos(�C′ t1) (5.69)

in which δ1 = 1/(4JC′Cα) and is optimized to a value between 1/(4JC′Cα) and 1/(6JC′Cα),
3.4 ms. At point b:

2NyCα
z cos(�C′ t1)

2δ−→ −Nx cos(�C′ t1)

t2−→ −Nx cos(�C′ t1) cos(�Nt2) − Ny cos(�C′ t1) sin(�Nt2)

2τ−→ −2HzNy cos(�C′ t1) cos(�Nt2) + 2HzNx cos(�C′ t1) sin(�Nt2) (5.70)

in which τ and δ are set as in equation (5.68). The PEP sequence yields two FIDs:

Hx cos(�C′ t1) sin(�Nt2) − Hy cos(�C′ t1) cos(�Nt2)

Hx cos(�C′ t1) sin(�Nt2) + Hy cos(�C′ t1) cos(�Nt2)
(5.71)

which are stored in different memory locations and are treated as described above.

5.4.4. CBCANH

The 3D CBCANH experiment correlates resonances of HN
i and Ni with Cα

i and Cβ
i ,

and Cα
i−1 and Cβ

i−1 carbons. The correlation to residue i − 1 is caused by the similar val-
ues of the couplings of Cα

i−1 and Cα
i to Ni . For each amide H or N resonance, there are

four cross-peaks in the spectrum, which provides information about the amino acid type
of residues and reduces the effect of Cα–H degeneracy for assignment. The experiment
allows not only complete sequential assignments but also assignment of side-chain car-
bons, which is useful information for complete assignment of aliphatic resonances using the
3D HCCH–TOCSY experiment. The experiment is a transfer type, which makes use of a
relayed-COSY sequence to transfer Cβ to Cα before the coherence is transferred to amide N
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spins:

Hα,β

JCαβ H−−−→ Cα,β(t1)
JCαCβ−−−→ Cα

JCαN−−−→ N(t2)
JNH−−→ H(t3) (5.72)

The product operators representing the observable coherence throughout the transfers in the
pulse sequence (Figure 5.9) are given by:

Hz

π
2 Hx→δ1→π(Hx+Cα,β

x )→δ1→ π
2 (Hy+Cα,β

x )−−−−−−−−−−−−−−−−−−−−−−−−−−→ −2HzCα,β
y (5.73)

in which Cα,β
y = Cα

y + Cβ
y . Because of the 1H decoupling the CH coupling evolves for only

t1 period during the constant time evolution period:

−2HzCα,β
y

πJCαβ Hτ1−−−−−→ −2HzCα,β
y cos(πJCαβHτ1) + Cα,β

x sin(πJCαβHτ1) (5.74)

The delay δ1 is set to 1.8 ms and is optimized for JCα,β H couplings, 1/(4JCαβH)

and τ1 is set to 2.2 ms to simultaneously optimize the CHn coherence transfers of
methine, methylene, and methyl groups (Figure 5.10). The gradient pulse after the
90◦ 1H pulse dephases all transverse magnetization. The Cα–Cβ coupling evolves as
follows:

Cα,β
x

t1−→ (
Cα

x + Cβ
x

)
cos(�Cα,β t1) (5.75)(

Cα
x + Cβ

x

)
cos(�Cα,β t1)

2T1−−→
[
Cα

x cos(2πJCαCβ T1) + 2Cα
y Cβ

z sin(2πJCαCβ T1)

+Cβ
x cos(2πJCαCβ T1) + 2Cα

z Cβ
y sin(2πJCαCβ T1)

]
cos(�Cα,β t1) (5.76)

The time constant T1 is set to T1 = 1/(8JCαCβ ) = 3.6 ms and only Cα magnetization terms,

Cα
x and 2Cα

z Cβ
y , will be transferred to N in the following steps.

(
Cα

x + 2Cα
z Cβ

y

)
cos(�Cα,β t1)

π
2 Cα,β

x−−−→
(

Cα
x − 2Cα

y Cβ
z

)
cos(�Cα,β t1)

2πJCαCβ
τ2−−−−−−→ Cα

x cos(�Cα,β t1)[cos(2πJCαCβ τ2) + sin(2πJCαCβ τ2)] (5.77)

JCαCβ coupling evolves for 2τ2 period. The first term [cos(2πJCαCβ τ2)] is from Cα and the
second term [sin(2πJCαCβ τ2)] is from Cβ . Then, the coherence is transferred to N via 1JCα,βN

and 2JCα,βN during the INEPT sequence:

τ2→π(Cα,β
x +Nx)→τ2−−−−−−−−−−−−→ 2Cα

y Nz cos(�Cα,β t1)[sin(2π1JCαNτ2) cos(2π2JCαNτ2) cos(2πJCαCβ τ2)

+ sin(2π1JCαNτ2) cos(2π2JCαNτ2) sin(2πJCαCβ τ2)

+ sin(2π2JCαNτ2) cos(2π1JCαNτ2) cos(2πJCαCβ τ2)

+ sin(2π2JCαNτ2) cos(2π1JCαNτ2) sin(2πJCαCβ τ2) (5.78)
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Figure 5.9. Pulse sequence of 3D CBCANH. The magnetization starts from the Hα and Hβ protons and
is finally transferred to HN protons and an INEPT sequence is used for all steps of the out-back transfer.
The phase cycles of φ1 and φ2 are the same as in HNCO (Figure 5.2). The delays are set to δ1 = 1.8 ms,
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length. (b) The dotted lines indicate the magnetization transfer pathways and the observed correlations
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groups.
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in which the first two terms correspond to the coherence transfers of Cα
i and Cβ

i , while the last

two terms are for those of Cα
i−1 and Cβ

i−1, respectively. The delay τ2 is optimized to 11 ms
(Figure 5.11) according to the above coefficients. During the next constant time evolution
period, the coherence evolves for δ − (τ − δ) + τ = 2δ under the influence of JCαN, while
the evolution caused by JNH lasts for a period of 2τ :

2Cα
y Nz cos(�Cα,β t1)

π
2 (Cα

x +Nx)−−−−−−→ −2NyCα
z cos(�Cα,β t1)

2δ−→ Nx cos(�Cα,β t1)

t2−→ Nx cos(�Cα,β t1) cos(�Nt2) + Ny cos(�Cα,β t1) sin(�Nt2)

2τ−→ 2HzNy cos(�Cα,β t1) cos(�Nt2)

− 2HzNx cos(�Cα,β t1) sin(�Nt2) (5.79)

The delay δ is set to 11 ms according to Figure 5.11 and τ is set to 1/4JNH = 2.7 ms. The
coherence of the two FIDs obtained via the PEP scheme can be described by:

Hx cos(�Cα,β t1) sin(�Nt2) − Hy cos(�Cα,β t1) cos(�Nt2)

Hx cos(�Cα,β t1) sin(�Nt2) + Hy cos(�Cα,β t1) cos(�Nt2)
(5.80)

The coefficients that are used to optimize delays include: n × sin(πJCHnδ1) cosn − 1(πJCHnδ1),
which are optimized for CH, CH2, and CH3 groups (Figure 5.10), and set τ1 = 2.2 ms;
sin(π1JCαβHτ1) is used to set δ1 = 1.8 ms [1/(4JCαβH)]; T1 is set to 1/(8JCαCβ ) = 3.6 ms; the
delays τ2 and δ are optimized to 11 ms according to Figure 5.11; and τ is set to 1/4JNH = 2.7 ms.

5.4.5. CBCA(CO)NH

The 3D CBCA(CO)NH experiment correlates the chemical shifts of both Cα
i−1 and

Cβ

i−1carbons with HN
i and Ni . By correlating both Cα and Cβ simultaneously, the degeneracy
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of Cα–H resonances can be eliminated. The resonances of Cα and Cβ provide information
about the amino acid type of the preceding residue in addition to the sequential connectivity.
The experiment is derived from CBCANH, utilizing a relayed COSY sequence to transfer Cβ

to Cα before the coherence is transferred to the amide C′ spins:

Hα,β

JCαβH−−−→ Cα,β(t1)
JCαCβ−−−→ Cα

JCαC′−−−→ C′ JC′N−−→ N(t2)
JNH−−→ H(t3) (5.81)

The product operators representing the observable coherence throughout the transfers after
the 90◦ Cαβ pulse at the end of the t1 evolution period in the CBCA(CO)NH pulse sequence
(Figure 5.12) is the same as in CBCANH:

Hz

π
2 Hx→τ1→π(Hx+Cα,β

x )→τ1→ π
2 (Hy+Cα,β

x )→δ1−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ −Cα,β
x

t1→2T1→ π
2 Cα,β

x−−−−−−−−−→
(

Cα
x − 2Cα

y Cβ
z

)
cos(�Cα,β t1) (5.82)
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Figure 5.12. Pulse sequence of 3D CBCA(CO)NH. The magnetization starts from the Hα and Hβ protons
and is finally transferred to HN protons. The two C′ 180◦ pulses labeled by * are used to compensate for
the phase error introduced by the previous and subsequent off-resonance C′ 180◦ pulses, respectively,
while the Cα 180◦ pulse labeled by * is used to compensate for the phase error introduced by the previous
off-resonance Cα 180◦ pulse. The phase cycles φ1 and φ2 are the same as in HNCO (Figure 5.2). The
delays are set to δ1 = 1.8 ms, τ1 = 2.2 ms, T1 = 3.6 ms, τ2 = 3.5 ms, δ3 = 4.5 ms, τ3 = 13.5 ms,
τ = 2.7 ms, and δ2 equals the Gz gradient pulse length. (b) The dotted lines indicate the magnetization
transfer pathways and the observed correlations are indicated by the shaded nuclei: Hi , Ni , to Cα

i−1,

Cβ
i−1, relayed via C′

i−1.
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The time constant T1 is set to T1 = 1/(8JCαCβ ). The delay τ1 is set to 1.8 ms and is
optimized for 1JCαβH couplings and δ1 is set to 2.2 ms to simultaneously optimize the CHn

coherence transfers of methine, methylene, and methyl groups (Figure 5.10). The gradient
pulse after the 90◦ 1H pulse dephases all transverse magnetization. Only Cα magnetization
terms, Cα

x and 2Cα
z Cβ

y , will be transferred to C′ in the following steps:

(
Cα

x − 2Cα
y Cβ

z

)
cos(�Cα,β t1)

τ2→π(Cα
x +C′

x)→τ2→2πJCαCβ
τ2→2πJCαC′ τ2−−−−−−−−−−−−−−−−−−−−−−−−−−−→

2Cα
y C′

z cos(�Cα,β t1) cos(2πJCαCβ τ2) sin(2πJCαC′τ2)

+ 2Cα
y C′

z cos(�Cα,β t1) sin(2πJCαCβ τ2) sin(2πJCαC′τ2) (5.83)

in which the first term originates from Cα and the second term from Cβ coherence
(the term −2Cα

y Cβ
z ). The delay τ2 is optimized to 3.5 ms according to the coef-

ficients cos(2πJCαCβ τ ) sin(2πJCαC′τ) and sin(2πJCαCβ τ ) sin(2πJCαC′τ) with JCαC′ =
55 Hz, and JCαCβ = 35 Hz. The Cα 90◦

x pulse gives coherence 2Cα
z C′

z which is
converted into −2C′

yCα
z by the C′ 90◦

x pulse:

2Cα
y C′

z cos(�Cα,β t1)
π
2 (Cα

x +C′
x)−−−−−−→ −2C′

yCα
z cos(�Cα,β t1) (5.84)

During the next period, the coherence evolves for δ3 −(τ3 −δ3)+τ3 = 2δ3 under the influence
of JCαC′ , while the evolution caused by JNC′ lasts for a period of 2τ3:

−2C′
yCα

z cos(�Cα,β t1)
2δ3−→ C′

x cos(�Cα,β t1) sin(2πJCαC′δ3)

τ3→π(Nx+Cα
x )→τ3→ π

2 (Nx+Cα
x )−−−−−−−−−−−−−−−−−−−→ −2NyCα

z cos(�Cα,β t1)

sin(2πJCαC′δ3) sin(2πJNC′τ3) (5.85)

The delay δ3 is optimized to 1/(4JCαC′), which is approximately 4.5 ms, and τ3 to 1/(4JNC′),
approximately 13.5 ms. During t2 constant evolution, the coherence evolves for 2τ3 under the
interaction of JNC′ :

−2NyCα
z cos(�Cα,β t1)

2τ3−→ Nx cos(�Cα,β t1)

t2−→ Nx cos(�Cα,β t1) cos(�Nt2) + Ny cos(�Cα,β t1) sin(�Nt2)

2τ−→ 2HzNy cos(�Cα,β t1) cos(�Nt2) − 2HzNx cos(�Cα,β t1) sin(�Nt2)

(5.86)

The delay τ3 is chosen to optimize the JNC′ coherence transfer as 12.5 ms, and τ is set
to 1/(4JNH) = 2.7 ms for maximizing the NH coherence transfer. The magnetization is
transferred back to protons and the two FIDs obtained via the PEP sequence for sensitivity
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enhancement are given by:

Hx cos(�Cα,β t1) sin(�Nt2) − Hy cos(�Cα,β t1) cos(�Nt2) (5.87)

Hx cos(�Cα,β t1) sin(�Nt2) + Hy cos(�Cα,β t1) cos(�Nt2) (5.88)

In the same way as described earlier to rearrange the data by addition and subtraction, the
final spectrum has a maximum gain in sensitivity by a factor of

√
2, which comes from the

factor-two gain of signal intensity reduced by the increase of noise by a factor of
√

2. The
delays and 13C pulses for the experiment are set up as described in the figure legend.

5.5. EXPERIMENTS FOR SIDE-CHAIN ASSIGNMENT

5.5.1. HCCH–TOCSY

The HCCH–TOCSY experiment correlates all aliphatic 1H and 13C spins within residues,
and is used to assign aliphatic 1H and 13C resonances and connect the side-chain chemical shifts
with the backbone assignments. The experiment spreads a 2D TOCSY spectrum into a third or
even fourth dimension to reduce signal overlapping. The magnetization originating at aliphatic
1H is transferred to the directly attached 13C via the one-bond scalar coupling (1JCH ≈ 140 Hz)
after the evolution of the 1H chemical shift during t1. The 13C chemical shift evolves during
t2 before the 13C magnetization is transferred further to the neighboring carbons via one-bond
1JCC (30 ∼ 40 Hz) during the isotropic mixing period. The 13C magnetization is transferred
to other 13C spins within the spin system (amino acid residue) by isotropic mixing of 13C spins
via 1JCC, which is more efficient than the 1H isotropic mixing in the 2D TOCSY experiment
via 3JHH. Finally, the magnetization dispersed along the carbon side-chain is transferred to
proton spins for detection. The transfer pathway for the pulse sequence is:

3D H(C)CH–TOCSY:

Hi (t1)
1JHC ≈ 140 Hz−−−−−−−−−→ Ci

1JCiCj
≈ 30∼40 Hz(TOCSY)

−−−−−−−−−−−−−−−−−→ Cj (t2)
1JHC ≈ 140 Hz−−−−−−−−−→ H(t3) (5.89)

4D HCCH–TOCSY:

Hi (t1)
1JHC ≈ 140 Hz−−−−−−−−−→ Ci (t2)

1JCiCj
≈ 30∼40 Hz(TOCSY)

−−−−−−−−−−−−−−−−→ Cj (t3)
1JHC ≈ 140 Hz−−−−−−−−−→ H(t4) (5.90)

Aliphatic proton TOCSY-type correlations of a given spin system are located at the 13C 2D
slices through all carbon frequencies within the spin system (same residue), whereas a 1H 2D
slice gives the total correlations between the 1H and 13C involved in the same spin system. As a
result, 3D H(C)CH–TOCSY (Figure 5.13; Sattler et al., 1995a,b) provides aliphatic 1H and 13C
chemical shifts for the complete assignment of side- chain 1H and 13C resonances. Because
the coherence is transferred via large coupling constants, the sensitivity of the experiment
provides excellent sensitivity that can be further improved by a maximum factor of 2(

√
2
√

2)

utilizing double sensitivity enhancement after the t1 and t2 evolution periods. The sensitivity
enhanced gradient pulse sequence also provides superior water suppression which makes it
possible to obtain the spectra for side-chain 1H and 13C assignment with the same aqueous
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Figure 5.13. Pulse sequence for 3D H(C)CH–TOCSY. All pulses are x phase including DIPSI-2, except
φ1 = x, −x, φ2 = y, φ = y and φrec = x, −x. Four FIDs are acquired with κ = 1, −1, −1, 1, λ = 1, −1,
φ2 = y, y, −y, −y, and φ = y, −y, and stored in different memory locations for the double sensitivity
enhancement using both t1 and t2 coherences. Gradients are used as g2 = 18g1. δ1 = 1.8 ms, δ2 = 0.8
ms, δ3 = 1.1 ms, and δg equals the Gz gradient pulse length. (b) The observed correlations are between
shaded nuclei.

samples used for the backbone assignment so that the 2H effect on the chemical shifts of 1H
and 13C can be avoided.

The description of the coherence transfer by product operators for the building blocks in
the H(C)CH–TOCSY experiment (Figure 5.13) is given as follows, without considering the
second sensitivity enhancement sequence. The initial magnetization of Haliph is transferred to
Caliph by an HMQC-type sequence, during which the Haliph chemical shift evolves for a period
of t1, while the JCH coupling evolves for a period of 2δ1(δ1 + 1

t1
− 1

t1
+ δ1):

Hz

π
2 Hx−−→ −Hy (5.91)

− Hy

δ1→πHx→ t1
2 →πCx→ t1

2 →δ1−−−−−−−−−−−−−−−−−→ 2HxCz sin(2πJCHδ1) cos(�Ht1)

+ 2HyCz sin(2πJCHδ1) sin(�Ht1) (5.92)

in which two terms will yield two components for the first sensitivity enhancement. The delay
δ1 is optimized for 1JCH, which is set to 1/(41JCH) = 1.8 ms in the experiment. For simplicity,
the terms of t1 evolution are omitted temporarily from the equation and will be retrieved later.
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For the first term of t1, the 90◦ 1H and 13C pulses transfer the coherence to Caliph followed by
sensitivity enhancement:

2HxCz

π
2 (Hx+Cx)−−−−−−→ −2HxCy

δ2→π(Hx+Cx)→δ2−−−−−−−−−−−→ −2HxCy

π
2 (Hy+Cy)−−−−−−→ 2HzCy sin(2πJCHδ2)

δ3→π(Hx+Cx)→δ3→ π
2 Cx−−−−−−−−−−−−−−−−→ −Cx sin(2πJCHδ2) sin(2πnJCHδ3) (5.93)

in which n is for different carbon multiplicities, CHn. The multiple-quantum coherence
(2HxCy) does not evolve under the influence of scalar coupling. The coefficients are different
for different carbon multiplicities. Delay δ2 is chosen as 0.8 ms approximated for both methyl-
ene and methyl carbon [the maximum transfer at 1/(81JCH) for methylene and 0.196/(21JCH)

for methyl carbons] and δ3 is set to 1.1 ms to optimize the coherence transfer simultaneously
for all carbon multiplicities.

After the DIPSI-2 isotropic mixing pulse sequence, a portion of the Cx coherence is
transferred to neighboring carbons throughout the spin system:

−Cx
τm−→ −

K∑
k

Ck
x (5.94)

During mixing time τm, the in-phase Cx magnetization is transferred to neighbor carbons Ck
x

within residues via Jcc coupling. After retrieving the t1, the above coherence becomes:

−
K∑
k

Ck
x cos(�Ht1)

1
2 t2→π(Cx)→ 1

2 t2−−−−−−−−−−→ −
K∑
k

Ck
x cos(�Ht1) cos(�Ck t2)

+
K∑
k

Ck
y cos(�Ht1) sin(�Ck t2) (5.95)

The 180◦ Caliph
x pulse inverts the coherence and the gradient echo dephases any coherence

generated due to imperfect refocusing by the 180◦ pulse. The isotropic mixing period is usually
set to 25 ∼ 30 ms with a field strength of ∼8 kHz (pw90 = ∼30 μs).

The two terms produced by t2 evolution are used to obtain an additional set of FIDs by
the second PEP sequence, resulting in a set of four FIDs to be recorded and stored in separated
memory locations. The evolution of the first t2 term throughout the remaining sequence is
given by:

−Ck
x

π
2 Cx→δ3→π(Hx+Cx)→δ3−−−−−−−−−−−−−−−−→ −2HzCk

y

π
2 (Hy+Cy)−−−−−−→ −2HxCk

y

δ2→π(Hx+Cx)→δ2−−−−−−−−−−−→ −2HxCk
y

π
2 (Hx+Cx)−−−−−−→ −2HxCk

z

δ→π(Hx+Cx)→δ−−−−−−−−−−→ Hy (5.96)
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After bringing in the coefficients of t1 and t2, the observable magnetization from the first t1
term with the first t2 term is given by:

K∑
k

Hy cos(�Ht1) cos(�Ck t2) (5.97)

The second t1 term in Equation (5.92) throughout the pulse sequence can be described as:

2HxCz cos(�Ht1) + 2HyCz sin(�Ht1) (5.98)

2HyCz

π
2 (Hx+Cx)−−−−−−→ −2HzCy

δ2→π(Hx+Cx)→δ2−−−−−−−−−−−→ Cx

π
2 (Hy+Cy)−−−−−−→ −Cz

δ3→π(Hx+Cx)→δ3−−−−−−−−−−−→ Cz

π
2 Cx−−→ −Cy

τm−→ −
K∑
k

Ck
y (5.99)

−
K∑
k

Ck
y cos(�Ht1)

1
2 t2→π(C′

x+N)→ 1
2 t2−−−−−−−−−−−−−→ −

K∑
k

Ck
y sin(�Ht1) cos(�Ck t2)

+
K∑
k

Ck
x sin(�Ht1) sin(�Ck t2) (5.100)

From the first t2 term of the above equation, the coherence is transferred as:

−Ck
y

π
2 Cx−−→ −Ck

z

δ3→π(Hx+Cx)→δ3−−−−−−−−−−−→ Ck
z

π
2 (Hy+Cy)−−−−−−→ Ck

x

δ2→π(Hx+Cx)→δ2−−−−−−−−−−−→ 2HzCk
y

π
2 (Hx+Cx)−−−−−−→ −2HyCk

z

δ→π(Hx+Cx)→δ−−−−−−−−−−→ Hx (5.101)

After bringing in the coefficients of t1 and t2, the observable magnetization from the second
t1 term with the first t2 term is given by:

K∑
k

Hx sin(�Ht1) cos(�Ck t2) (5.102)

Using the result for the second t1 and first t2 [Equation (5.101)] during the PEP sequence:

−Ck
y

PEP−−→ Hx (5.103)

the term from the first t1 and the second t2 in Equation (5.95) gives:

Ck
y

PEP−−→ −
K∑
k

Hx cos(�Ht1) sin(�Ck t2) (5.104)
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Similarly, the term of the second t1 and the second t2 in Equation (5.100) after the PEP sequence
is given by:

Ck
x

PEP−−→ −
K∑
k

Hy sin(�Ht1) sin(�Ck t2) (5.105)

The coherence transfers for the four terms generated after t2 evolution throughout the PEP
sequence can be summarized as:

t1

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

2HxCz
t2−→
{

−Ck
x →∑K

k Hy cos(�Ht1) cos(�Ck t2)

Ck
y → −∑K

k Hx cos(�Ht1) sin(�Ck t2)

2HyCz
t2−→
{

−Ck
y →∑K

k Hx sin(�Ht1) cos(�Ck t2)

Ck
x → −∑K

k Hy sin(�Ht1) sin(�Ck t2)

(5.106)

Therefore, the product operators for the first FID are given by:

K∑
k

[Hy cos(�Ht1) cos(�Ck t2) − Hx cos(�Ht1) sin(�Ck t2)

+ Hx sin(�Ht1) cos(�Ck t2) − Hy sin(�Ht1) sin(�Ck t2)] (5.107)

The second FID is obtained by inverting the phase φ and the first three gradients. The Ck
x

coherence obtained after t2 evolution is not affected by the phase inversion, while Ck
y coherence

changes sign. Consequently, the second FID is given by:

K∑
k

[Hy cos(�Ht1) cos(�Ck t2) + Hx cos(�Ht1) sin(�Ck t2)

− Hx sin(�Ht1) cos(�Ck t2) − Hy sin(�Ht1) sin(�Ck t2)] (5.108)

The third FID is acquired by inverting the phase of φ1, which changes the sign of the first t1
term:

K∑
k

[−Hy cos(�Ht1) cos(�Ck t2) + Hx cos(�Ht1) sin(�Ck t2)

+ Hx sin(�Ht1) cos(�Ck t2) − Hy sin(�Ht1) sin(�Ck t2)] (5.109)

The last FID is acquired with inverting both phases of φ1 and φ, which has a form of:

K∑
k

[−Hy cos(�Ht1) cos(�Ck t2) − Hx cos(�Ht1) sin(�Ck t2)

− Hx sin(�Ht1) cos(�Ck t2) − Hy sin(�Ht1) sin(�Ck t2)] (5.110)
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The four FIDs are recorded and stored separately. The combinations of the data yield four data
sets that can be transformed to four spectra and combined to a single spectrum with pure phase
in all three dimensions. A maximum sensitivity enhancement by a factor of 2 can be obtained
in the combined spectrum:

FID1 + FID2 − FID3 − FID4 = 4Hy cos(�Ht1) cos(�Ck t2)

−FID1 + FID2 + FID3 − FID4 = 4Hx sin(�Ht1) cos(�Ck t2)

FID1 − FID2 + FID3 − FID4 = 4Hx cos(�Ht1) sin(�Ck t2)

−FID1 − FID2 − FID3 − FID4 = 4Hy sin(�Ht1) sin(�Ck t2)

(5.111)

5.6. 3D ISOTOPE-EDITED EXPERIMENTS

5.6.1. 15N-HSQC–NOESY

The signal overlapping of 1H spins becomes more severe with an increase in molecular
size. The 3D heteronuclear-edited experiments resolve the overlapped 1H resonances over the
chemical shift frequencies of the directly attached heteronuclei (15N and/or 13C), resulting
in a significant increase in resolution in the 1H dimensions. The simplest way to form a
3D pulse sequence is to combine two 2D pulse sequences. 3D NOESY–HSQC is formed by
combining an HSQC with a NOESY after removing the acquisition period of the NOESY and
the preparation period of the HSQC (Figure 6.7b; Marion et al., 1989). After the evolution
of 1H chemical shifts, the magnetization is transferred to vicinal protons by cross relaxation
during the NOESY mixing period, τm. The scalar coupling of 15N to 1H is refocused by the 15N
180◦ pulses in the middle of the t1 evolution of the 1H chemical shifts. In the following step, the
magnetization of the amide proton spins is transferred to 15N and then back to amide protons
after the evolution of 15N chemical shifts in the same pathway as in the HSQC experiment.
The PEP scheme is used for sensitivity enhancement:

H(t1)
NOE−−→ H

JHN−−→ N(t2)
JHN−−→ H(t3) (5.112)

The description of the coherence transfer by the product operators is given by:

Hz

π
2 Hx→t1→πNx→t1−−−−−−−−−−−−→ −Hy cos(�Ht1) + Hx sin(�Ht1)

π
2 Hx−−→ −Hz cos(�Ht1) + Hx sin(�Ht1)

τm−→ −Hz cos(�Ht1) (5.113)

The transverse magnetization is removed by the gradient pulse:

− Hz cos(�Ht1)
π
2 Hx−−→ Hy cos(�Ht1)

τ→π(Hx+Cα,β
x )→τ→ π

2 Hy−−−−−−−−−−−−−−−−→ 2HzNz cos(�Ht1) sin(2πJHNτ) (5.114)
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The delay t is optimized to 1/(4JHN), which is approximately 2.7 ms, so that the coefficient
equals one. The water magnetization is brought to the transverse plane by the flip-back selective
pulse and consequently destroyed by the gradient pulse:

2HzNz cos(�Ht1)
π
2 Nx−−→ −2HzNy cos(�Ht1)

t2−→ −2HzNy cos(�Ht1) cos(�Ht2) + 2HzNx cos(�Ht1) sin(�Ht2) (5.115)

The two terms will be used to achieve sensitivity enhancement by the PEP sequence. The
gradient echo scheme before the beginning of PEP sensitivity enhancement is used to select
the desired coherence pathway and to invert the coherence order for the PEP sequence. From
the results of PEP in the HNCO sequence, the two FIDs after PEP are given by:

Hy cos(�Ct1) cos(�Nt2) − Hx cos(�Ct1) sin(�Nt2) (5.116)

Hy cos(�Ct1) cos(�Nt2) + Hx cos(�Ct1) sin(�Nt2) (5.117)

The two FIDs are recorded separately and stored in different memory locations. The
combinations of the two FIDs yield two sets of data:

2Hy cos(�Ct1) cos(�Nt2) (5.118)

2Hx cos(�Ct1) sin(�Nt2) (5.119)

After Fourier transformation, the two spectra are added to form a single spectrum with enhanced
sensitivity.

5.7. SEQUENCE-SPECIFIC RESONANCE ASSIGNMENTS OF PROTEINS

5.7.1. Assignments Using 15N Labeled Proteins

Through-bond correlation via 1H–1H scalar couplings can be observed only for protons
separated by two or three bonds since long-rang 1H–1H scalar couplings are usually negligibly
weak. Therefore, correlation spectra via 1H–1H scalar couplings do not give correlations
between HN

i and Hα
i+1. The observed cross-peaks are the correlations between protons within

the same amino acid residue, or spin system. Each 1H spin system corresponds to an amino
acid residue. Nuclei with different chemical environments have different chemical shift ranges.
Chemical shifts for HN, Hα , and aliphatic side-chain protons have characteristic ranges, with
HN resonances between 7–10 ppm, Hα 3.5–6 ppm, and Haliph 1–3.5 ppm. For the majority of
residues, the type of protons (HN, Hα , Haliph) are readily identified when their spin systems
are located in the spectrum. However, it is troublesome to obtain complete 1H assignments for
a protein with more than 50 residues because the resonance overlap becomes severe.

To reduce resonance overlap, the magnetization of protons with resonances in the crowded
chemical shift regions (Hα , Haliph) is observed in (or transferred to) the less crowded HN region
using the TOCSY experiment. In the TOCSY spectrum, each 1H spin system is observed along
the resonance of the backbone HN in the fingerprint region defined by HN resonances in the
F2 dimension and those of Hα and Haliph in the F1 dimension.



186 Chapter 5

The connectivity between adjacent residues is established by the NOE cross-peaks of
HN

i to Hα
i+1 in a NOESY or ROESY spectrum. The cross-peaks from HN

i to HN
i+1 can also yield

sequential connectivities. To improve the spectral resolution and reduce the resonance overlap,
1H correlations in the fingerprint region of TOCSY or NOESY can be expanded along the 15N
frequency using an 15N edited TOCSY or NOESY (Marion et al., 1989; Muhandiram et al.,
1993). Correlations between amide 1H–15N are observed by HSQC. The HSQC sequence
can be incorporated into the experiment either before or after TOCSY or NOESY sequence.
The advantage of 15N edited experiments is that they retain sufficient resolution in the 1H–1H
correlation plane. A typical assignment involves identifying spin systems at each 15N frequency
slice, assigning the resonances of the spin systems, and categorizing the spin systems to classes
of amino acid residues based on the spin coupling topology. For example, Ile and Leu will
belong to the same category because their spin systems have a similar coupling topology.
Several amino acid residues have unique spin systems such as Gly, Ala, Val, Thr. It is always
helpful to know the chemical shifts and spin topology of the above unique residues when
identifying spin systems. It should be noted that proline does not have a spin system starting
at an amide proton because of the absence of HN. The total number of spin systems should
match or be close to the number of amino acid residues minus the number of prolines. The
next stage is to extend the sequential assignment from the starting amino acid residues to both
directions in the sequence via NOE connectivities of HN

i to Hα
i+1 and/or to Hβ

i+1. Suitable
starting residues may be selected at Gly, Ala, or Val because they have unique sets of chemical
shifts and are easily identified in the TOCSY spectrum. The ambiguous area is where long
range HN–Hα NOEs exist such as in the case of β sheets. The observed NOE may arise
from nonsequential residues due to secondary or tertiary structure rather than the sequential
connectivity. Usually an HSQC experiment is carried out first to examine the dispersion of
amide 1H and 15N chemical shifts. If the degeneracy of the 1H/15N pair is observed, it may be
helpful to acquire data at two temperatures since HN chemical shifts are sensitive to a change
of temperature. When the temperature is changed, for example, by 10◦C, the chemical shifts
of degenerate HN protons will move away from each other. As a result, the overlapped spin
systems are resolved in the TOCSY spectrum.

5.7.2. Sequence-Specific Assignment Using Doubly Labeled Proteins

Backbone HN, N, Cα , C′ resonances are assigned by analyzing 3D HNCO, HNCA,
HN(CA)CO, and HN(CO)CA experiments. HNCO and HN(CO)CA experiments provide
single sets of correlations between (H,N)i and C′

i−1, and between (H,N)i and Cα
i−1, respect-

ively, whereas HNCA and HN(CA)CO give rise to correlations both within the residues and
to the preceeding residues: (H,N, Cα)i , and (H,N)i , Cα

i−1 for HNCA, (H, N, C′)i and (H,N)i ,
C′

i−1 for HN(CA)CO experiments, because of the compatible size of scalar couplings 1JNCα

and 2JNCα . In principle, the four experiments will provide complete information for backbone
assignments. However, since the experiments rely on the correlations of (H, N)i , the degener-
acy of the pair will cause ambiguities in the chemical shift assignment of Cα and C′. Hence,
the degeneracy of H, N is usually inspected in an HSQC experiment before setting up the 3D
experiments. If it exists, the degeneracy of H, N can be bypassed by the correlation between
C′

i−1 and Cα
i in 4D HNCOi−1CAi or 3D H(N)COi−1CAi (Konrat et al., 1999) so that the

sequential assignment can be extended. An alternative is to move the HN chemical shifts by
lowering the temperature if the solubility of the sample is allowed.
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Once the complete assignment of backbone nuclei is achieved, they can be extended to Cβ

by a pair of 3D experiments, CBCA(CO)NH and CBCANH, which correlate the chemical shifts
of HN

i , Ni with Cα
i−1, Cβ

i−1 and with Cα , Cβ , Cα
i−1, and Cβ

i−1, respectively. Since resonances
of the backbone nuclei have been assigned previously, the assignment of Cβ is relatively
straightforward. The final stage of the assignment focuses on the aliphatic side-chain carbons
and protons using a 3D or 4D HCCH–TOCSY and a 3D 15N edited TOCSY. The HCCH–
TOCSY is much more sensitive than the 15N edited TOCSY because it utilizes the large 1JCC
scalar coupling to transfer magnetization along the side-chain rather than relying on the 3JHH
coupling as in the case of 15N edited experiments. Each cross-peak of a 3D HCCH–TOCSY
correlates the chemical shifts of Hi , Hj , and Cj for a spin system of HiCi− · · · − Hj Cj . The
chemical shifts of aliphatic side-chain protons can be located at all resonances of side-chain
carbons involved in the same spin system. The chemical shifts of the side-chain carbons are
obtained by tracing their correlations with the proton spin system. The cross-peaks of a 4D
HCCH–TOCSY correlate all four protons and carbons, Hi , Ci , Hj , and Cj , in the spin system.
Therefore, each cross-peak provides two proton and two carbon frequencies. By now, the
resonance assignments are complete and are ready to be used to identify NOE cross-peaks for
structural calculations.

5.8. ASSIGNMENT OF NOE CROSS-PEAKS

After the complete assignment of backbone and side-chain resonances, the connectivities
among the protons are readily assigned using a 4D 13C–13C NOESY. In the initial stage of
the assignment, usually, only a fraction of the total NOESY cross-peaks can be assigned
unambiguously, because of chemical shift degeneracy and inconsistency in some extent of the
NOESY cross-peak positions compared to those obtained by resonance assignment. Additional
NOESY cross-peaks are assigned during the iterative steps of the structure calculation (see
Chapter 7).

QUESTIONS

5.1. What is a PEP sequence used for? And how is it achieved?

5.2. Why is it necessary to obtain the resonance assignments?

5.3. What is the IPAP-HSQC experiment used for and how are the in-phase and anti-phase
doublets generated by the pulse sequence?

5.4. What is an “out and back” experiment and how is this type of experiment named?

5.5. Why are the correlations of HN
i and Ni with both Cα

i and Cα
i−1 observed in the HNCA

experiment but the correlations of HN
i and Ni with Cα

i are not present in the HNCO
experiment?
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5.6. The 1H sequence element “2τ -DIPSI-2” is present in many 3D triple-resonance
experiments. What is this sequence used for and how is the delay τ set?

5.7. What are the coefficients used to optimize the delay (shown in Figure 5.10) for different
carbon multiplicities?

5.8. Why do Cα cross-peaks in the CBCANH experiment have an opposite sign to Cβ cross-
peaks?
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6
Studies of Small Biological
Molecules

In this chapter, the interactions of small molecules with proteins are discussed in terms of
different experimental methods with examples. The last section describes examples to study
metabolic pathways using NMR experiments. Key questions to be answered include:

1. What are the experiments available to study the interactions of small molecules with
proteins?

2. What kind of information can the experiments provide?
3. What types of systems are suitable for a particular experiment?
4. Can simple NMR experiments be used to study metabolic pathways?
5. What are the advantages of NMR experiments compared to other techniques in such

research?

6.1. LIGAND–PROTEIN COMPLEXES

As NMR spectroscopy has been widely used to determine the structures and dynamics of
molecules ranging from synthetic compounds to macro biomolecules, it has become a powerful
approach for studying the interactions between proteins (and/or nucleic acids) and ligands.
The interactions can be studied by observing a change in NMR phenomena (signal) that is
induced by the binding. For this purpose, a variety of pulse sequences has been implemented to
observe changes in chemical shifts, mobility, relaxation properties, and NOEs, etc. Some of the
methods make full use of the difference in mass between protein and ligands, such as methods
measuring the diffusion and relaxation of ligands, whereas others observe binding-induced
changes such as chemical shifts, NOE, and 1H exchange rate.

6.1.1. SAR-by-NMR Method

SAR by NMR (Structure–Activity Relationship) measures the chemical shift changes of
1H and 15N spins at binding sites of target proteins upon the binding of small molecule ligands.
The binding affinity of ligands can be improved by directly linking together two weak binding
ligands to obtain a high affinity binding ligand. The SAR-by-NMR method can also be used
to locate binding sites on the target protein (Shuker et al., 1996).

191
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The main point of SAR-by-NMR can be understood by looking at the dissociation con-
stants of the complexes. For each binding site, an equilibrium is established by three species:
the target protein, ligand, and the complex. For a binding equilibrium:

P + L
KA�
KD

PL (6.1)

the dissociation constant KD is given by �G:

RT ln(KD) = �G (6.2)

in which R is the ideal gas constant, T is the absolute temperature, and �G is the free energy
difference. For the individual binding sites A and B, the dissociation constants KA

D and KB
D

are given by:

RT ln
(
KA

D

)
= �GA and RT ln

(
KB

D

)
= �GB (6.3)

When a single ligand occupies two sites simultaneously,

L + P � C (6.4)

in which P, L, and C stand for protein, ligand, and complex, respectively. Then

RT ln
(
KAB

D

)
= �GAB

= RT ln
(
KA

D

)
+ RT ln

(
KB

D

)
(6.5)

�GAB = �GA + �GB (6.6)

Therefore, KAB
D = KA

D ∗ KB
D. If the binding dissociation constant KA

D is 3 × 10−4 and KB
D

1 × 10−3, the dissociation constant KAB
D of the structurally linked ligand is close to 3 × 10−7,

which is much lower than that for each of the individual ligands.
The dissociation constant KD can be estimated from the observed chemical shift changes

in the complex. For a single-site binding, KD is given by:

KD = [L][P]
[C] (6.7)

in which [L], [P], and [C] are the equilibrium concentrations of the free ligand, free protein, and
the complex, respectively. Assuming that the complex is formed by a 1 : 1 ratio and the ligand
concentration [L]0 is in high excess to that of the protein [P]0, the equilibrium concentrations
can be expressed by:

[C] = δ − δf

δs − δf
[P]0 (6.8)

[L] = [L]0 − [C] (6.9)

[P] = [P]0 − [C] (6.10)
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in which δ and δf are the chemical shifts in the presence and absence of ligand, respectively,
and δs is the chemical shift at saturation level of the ligand, that is, the target protein is
completely bound. Therefore, KD can be estimated according to:

KD = ([L]0 − [C])([P]0 − [C])
[C] (6.11)

In some situations, the affinity of the binding ligand is described in terms of its concentration
IC50 which is the concentration of the inhibitor (or ligand) required for 50% inhibition (or
binding) of the target protein. The KD of a ligand with an IC50 can also be derived from the
known dissociation constant KI of the inhibitor for a given concentration [I] of the inhibitor:

KD = IC50KI

[I] (6.12)

The equation is obtained using the previously stated assumptions and [I] is much higher than
KI (Cheng and Prusoff, 1973).

A 1H–15N HSQC experiment is utilized to observe the changes in chemical shifts of
an 15N labeled target protein with and without small molecules. The 1H chemical shifts of an
unlabeled small molecule will not interfere with the observed signals of the protein because only
1H–15N correlations can be observed. The binding of the ligand to the protein is determined by
comparing the HSQC spectrum of the target protein along with the one in the presence of the
small molecule. If there are significant cross-peak shifts in the mixture compared to the free
protein, the small molecule compound is determined to bind to the protein and is considered
a lead compound. A library of small molecule compounds is used for the screening. Once a
weak binding lead compound is identified based on the chemical shift change, the value of
the dissociation constant KD is determined. The binding affinity to this site is optimized using
a derivative analog of the lead compound, which leads to a relatively strong-binding ligand.
The binding of a new ligand on a second site is located by observing, in the presence of the
optimized ligand, the chemical shift changes of a different set of amide 1H–15N cross-peaks
that come from different residues than the first site. Then, the second ligand is optimized in
the same way as the first one. The two ligands are structurally linked together to form the final
ligand that binds to the two sites of the protein simultaneously (Figure 6.1). The location of the
linkage and the stereo orientation of the two ligands play an important role in obtaining a high-
affinity ligand, and are determined based on the information of protein structure as well as the
information on the binding geometry of the two individual ligands with respect to the protein.

High-affinity ligands binding to a number of proteins have been discovered utilizing the
SAR-by-NMR method (Shuker et al., 1996; Hajduk et al., 1997b). For instance, the method
has been utilized to identify new ligands for leukocyte function-associated antigen-1 (LFA-1),
that is a cell surface adhesion receptor involved in the inflammatory and certain T-cell
immune responses (Gahmberg, 1997) when complexed with intracellular adhesion molecules
(ICAM-1). Inhibitors to the interaction between LFA-1 and ICAM-1 may have therapeutic uses
in treating inflammatory diseases (Sligh et al., 1993). Although certain compounds have been
identified to prevent the binding of ICAM-1 to LFA-1, poor solubility and side effects make
them undesirable (Liu et al., 2000). The NMR method was used to screen for new compounds
with improved pharmaceutical properties. Compound A (Figure 6.2) was identified to bind to
LFA-1 with a KD of approximately 1 mM by observing the chemical shift changes of amide
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1. Screen for first ligand

2. Optimize first ligand

3. Screen for second ligand

4. Optimize second ligand

5. Link ligands

Figure 6.1. Drug screening by the SAR-by-NMR method (reproduced with permission from
Shuker et al., Science 274, 1531, 1996. Copyright © 1996 AAAS).

C
40 nM 

B
1 mM

A
1 mM

Figure 6.2. Constructing the ligand for leukocyte function-associated antigen-1 (LFA-1) utilizing the
SAR-by-NMR method. Compound A was identified first by NMR screening, and was used at a saturating
concentration to identify compound B binding to a different region of the protein. Based on the structural
information of the two compounds and the target protein, compound C was synthesized and binds to the
target protein with improved affinity and other pharmaceutical properties.
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1H and 15N in an HSQC spectrum. Subsequently, the second ligand (compound B) was found
to bind a different region of LFA-1 in the presence of compound A at a saturating concentration
with a similar KD value. Based on the structural information of the two ligands and LFA-1, a
number of compounds were synthesized, of which compound C has an IC50 value of 40 nM
with increased solubility (Liu et al., 2001).

6.1.2. Diffusion Method

While SAR-by-NMR measures the change in chemical shifts of the target protein, the
diffusion method makes use of the change in the translational diffusion rate of a ligand upon
binding to the target protein. Because the observed signals are from the ligand, it is not
necessary to use an isotope labeled protein. The translational diffusion coefficient D for a
spherical molecule with radius r in a solvent of viscosity η has a dependence of 1/r , according
to the Stockes–Einstein equation (Stilbs, 1987):

D = KT

6πηr
(6.13)

in which K is the Boltzmann constant and T is the absolute temperature. Therefore, the D of
a ligand has a smaller value when a complex is formed by the ligand with a protein.

There are many versions of NMR experiments available to measure the diffusion coeffi-
cient, based on the pioneering work by Stejskal and Tanner using pulse field gradient NMR
methods (Stejskal and Tanner, 1965; Johnson Jr., 1999). The LED sequence (longitudinal
eddy-current delay) was proposed to reduce artifacts caused by eddy-currents as well as to
avoid extensive loss from T2 relaxation by placing the magnetization along the z-axis for most
of the experiment time. The signal intensities of a ligand are attenuated in a series of spectra
as a function of the strength G and duration τ of a rectangular gradient and the diffusion time
� between the two gradient echo pulses (Figure 6.3) according to Price and Kuchel (1991):

ln
I (G)

I(0)
= −(γ τG)2

(
� − τ

3

)
D (6.14)

in which I (G) and I (0) are the signal intensities observed with and without gradient G,
respectively, and γ is the proton gyromagnetic ratio. The signal attenuation for large molecules
requires increasing the amplitude of the quantity (γ δG)2(�−τ/3). The value of D is obtained
from the slope by plotting I (G)/I(0) vs G2. For large proteins, diffusion coefficients are on the

G

180º

ττ

Δ

RF

Figure 6.3. Gradient spin echo sequence for measuring the diffusion constant.
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order of 10−6 cm2 s−1, whereas small molecules have diffusion coefficients of c. 10−5 cm2 s−1.
For example, a lysozyme, a globular protein of 14.5 kDa, has a D value of 1.06×10−6 cm2/ s−1

and hemoglobin, a protein of c. 65 kDa, has a diffusion coefficient of 0.69 × 10−6 cm2 s−1

compared to sucrose and alanine which have D values of 0.52×10−5 cm2 s−1 and 0.86 × 10−5

cm2 s−1, respectively (Stilbs, 1987; Dalvit and Böhlen, 1997). The delay � is typically set up
in the range of 100–500 ms, whereas the delay δ is selected within several milliseconds. The
spectra are obtained with variable gradient strengths, usually less than 10 G cm−1 for small
free ligands and up to 50 G cm−1 for ligands bound to proteins.

Although the diffusion coefficient can be determined by the LED sequence with acceptable
accuracy, a qualitative analysis of the diffusion behaviors of free and bound ligands provides
useful information for studying protein–ligand binding. Two spectra are acquired for the ligand
sample in the presence and absence of the protein. Because the translational motion of a bound
ligand will be slower than that of a free ligand, the gradient strength required to decrease the
signals of ligands in a mixture with protein is higher if the ligand forms a complex with the
protein than if the ligand stays free in solution. For example, if a free ligand has a diffusion
constant of c. five times larger than the protein, the gradient strength, Gf , used to reduce the
signal intensity of the free ligand is half the value of gradient, Gb, needed to decrease the
intensity of the bound ligand by the same amount:

Gf = Gb√
5

≈ Gb

2
(6.15)

or the intensity of the bound ligand will be higher than the non-bound one at the same gradient
strength:

If /I0 = (Ib/I0)
5×2.303 ≈ (Ib/I0)

11.5 (6.16)

Since Ib/I0 is always less than one, the intensity of the free ligand is much smaller than the
complexed ligand when applying the same gradient strength. Therefore, the bound state can be
recognized by comparing the intensity change of the two sets of spectra acquired by arraying
the gradient in the same steps. The observable change in the diffusion property of a ligand
is dependent on both the diffusion coefficient and the concentration of bound ligand, [C]. If
[C] is low due to a low concentration of protein, the change caused by the binding may be
too small to be observed. To prevent the binding-induced diffusion change from being below
the detection limit, the concentration of ligand should not exceed twice that of the protein.
Figure 6.4 shows an example of using the diffusion experiments to identify ligands.

6.1.3. Transferred NOE

The cross-relaxation rate σ is dependent on the distance between the two spins and
the rotational correlation time. For large molecules such as proteins with a large correlation
time τc, the cross-relaxation rate has an opposite sign to that of small molecules and the rate is
significantly higher in magnitude than the small molecules. In bound state, the ligand will have
a correlation time determined by the protein of the complex. Therefore, a ligand exchanging
between the bound and unbound states will have alternating cross-relaxation rates with opposite
signs and different magnitudes. When the chemical exchange of a ligand between equilibrated
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Figure 6.4. Identification of 4-cyano-40-hydroxybiphenyl as a ligand for stromelysin from a mixture
containing eight other non-binding compounds using diffusion editing. (a) Diffusion-edited 1H NMR
spectrum of the nine compounds in the absence of stromelysin recorded with low gradient strength.
(b) Diffusion-edited 1H NMR spectrum of the nine compounds in the presence of stromelysin recorded
with low gradient strength after subtracting a similar spectrum recorded with high gradient strength (to
remove the protein signals). (c) Difference spectrum of (a) minus (b), which shows the resonances of the
bound ligand. (d) Reference spectrum of the ligand. (e) Difference spectrum similar to spectrum (c) recor-
ded on solutions containing only the eight non-binding compounds. The dashed lines in (c) and (d) corres-
pond to the ligand resonances. Buffer impurities are denoted with asterisks (reproduced with permission
from Hajduk et al., J. Am. Chem. Soc. 119, 12257, 1997. Copyright © 1997 American Chemical Society).

free and bound states is much faster than the cross-relaxation rate, the change in magnetization
arising from the NOE between the protein and bound ligand protons is transferred to the
proton spins of the free ligand. Therefore, for small ligands, the cross-relaxation rate and
hence the observed NOE changes sign upon binding to proteins. This transferred NOE has
been used to characterize the binding of ligands to proteins (Clore and Gronenborn, 1982;
Ni, 1994).

NOESY and ROESY experiments are used to observe the transferred NOE cross-peaks
of the ligand. The observed NOE of a ligand in a NOESY will change sign upon the form-
ation of a protein–ligand complex. Since both intermolecular (between ligand and protein)
and intramolecular NOEs are observed simultaneously, the opposite sign of the cross-peaks of
the free ligand may scale down the intensities of bound ligand in NOESY spectra. A stand-
ard NOESY pulse sequence can be utilized with minor modifications to remove the protein
resonances. The crucial modification is to insert a relaxation filter sequence, such as a spin
echo in the relaxation period or sometimes at the end of the NOESY sequence. When using
the spin echo at the end of NOESY, it also serves the purpose to obtain solvent suppression by
suppressing both the protein resonances and the water signal simultaneously.
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Figure 6.5. 2D 1H NOESY spectra of a 15-member oligosaccharide library in the (a) absence and
(b) presence of agglutinin. Observed NOEs are positive in (a) and negative in (b). In (b), a spin-lock
filter was used to remove protein resonances, and transfer NOE correlations are observed only for
the oligosaccharide α-l-Fuc-(1→6)-β-d-GlcNAc-OMe (reproduced with permission from Meyer et al.,
Eur. J. Biochem. 246, 705, 1997. Copyright © 1997 Blackwell Publishing).

An alternative way to suppress the protein resonances is to place two orthogonal
composite-pulse spin lock trains (e.g., DIPSI-2) at the beginning of the relaxation period
of the NOESY sequence. However, the composite-pulse spin lock sequence requires a longer
relaxation filtering time owing to the fact that the effective relaxation during the composite
pulses is determined by the trajectory average of the T1 and T2 relaxation rates. Figure 6.5
shows the application of a transferred NOESY experiment in identifying the ligand binding to
agglutinin from a mixture of small compounds (Meyer et al., 1997). For the mixture sample
in the absence of agglutinin (Figure 6.5a), the compounds give rise to NOE cross-peaks with
positive intensities. In the presence of the protein, the cross-peaks of the compounds retain the
same sign as the diagonal peaks, except for one ligand showing transferred NOE correlations
observed with negative intensities (Figure 6.5b).

6.1.4. Saturation Transfer Difference

For large proteins, a cross-relaxation directly proportional to the correlation time τc

dominates the relaxation process, causing extremely rapid magnetization transfer throughout
the protein. Selective saturation of any protein resonances results in saturation of all protein
protons as a consequence of the rapid magnetization transfer via the efficient cross-relaxation
within the protein. Therefore, saturation can be achieved by a long irradiation on any resonance
of the protein (i.e., any spectral region) in the 1D NOE difference experiment (Klein et al.,
1999; Mayer and Meyer, 1999).

In practice, a spectral region away from ligand resonances is selected for the saturation,
typically the upfield aliphatic resonances. The 1D saturation transfer difference (STD) exper-
iment subtracts the spectrum observed by the selective saturation of protein resonances with
the one recorded by selectively saturating an off-resonance region away from protein and lig-
and resonances. The subtraction is normally achieved during the experiment by inverting the
receiver phase for alternating on- and off-resonance acquisitions to avoid the introduction of
artifacts induced by the subtraction.
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When a ligand binds to a protein, the saturation of the protein resonances will also
saturate ligand resonances owing to cross-relaxation. The 1D STD method consists of two
experiments collected with interleaved acquisition. The first experiment is collected with on-
resonance irradiation selective at an aliphatic resonance of the protein. The intensity of the
bound ligand will decrease as a consequence of the saturation transfer via cross relaxation.
The second experiment is carried out with the irradiation selected at an off-resonance empty
region with inverted receiver phase. In this experiment, resonances of neither the protein nor
ligand are saturated, hence, no saturation transfer occurs. Subsequently, the two data sets are
added and stored (the net effect is subtraction of the data because of inversion in the receiver
phase for the off-resonance experiment). The difference spectrum contains only signals of the
ligand bound to protein, whose intensity is decreased by the saturation.

As in the NOE-based experiment, a T2 relaxation filter can be inserted into the 1D STD
pulse sequence to suppress the unwanted resonances from the protein. Hahn spin echo and spin
lock sequences yield superior suppression of signals arising from protein. The STD experiment
is a significantly sensitive method since a large ratio of ligand to protein can be used to observe
the saturation transfer.

Figure 6.6 illustrates an example for the application of the STD method for studying
the binding of RCA120 lectin protein to a ligand (Mayer and Meyer, 2001). The peaks
from the ligand binding to the protein appear in the STD spectrum. It is demonstrated
that the background signals from protein resonances have been significantly suppressed
in the STD (Figure 6.6f) and protein reference (c) spectra recorded with the spin

9 8 7 6

(f)

(d)

(c)

(b)

(a)

(e)

5 4 3 2 1 ppm

Figure 6.6. STD 1H experiments to study the binding of methyl β-d-galactopyranoside as a ligand to
the RCA120 lectin. (a) Reference spectrum of RCA120 lectin. (b) STD spectrum of RCA120 lectin.
(c) Reference spectrum of RCA120 lectin recorded with a spin-lock filter. (d) Reference spectrum of
RCA120 lectin in the presence of a 30-fold excess of methyl β-d-galactopyranoside. (e) STD spectrum
of RCA120 lectin plus methyl β-d-galactopyranoside. (f) STD spectrum as in (e) but with the addition
of a spin-lock filter (reproduced with permission from Mayer and Meyer, J. Am. Chem. Soc. 123, 6108,
2001. Copyright © 2001 American Chemical Society).
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lock transverse relaxation filter, compared to the one acquired using the standard STD
sequence (e).

6.1.5. Isotope-Editing Spectroscopy

Isotope enrichment has made it possible to observe different partners of a complex indi-
vidually in a way such that only the magnetization originating from the desired part of the
complex and then transferred to the other part of the complex via cross-relaxation is observed.
Either the ligand or protein can be isotope labeled with 15N, 13C, and/or 2H. Isotope-edited
(also known as isotope-selected) experiments can be used to study a ligand/protein complex
with isotope enriched ligand. For ligands labeled with 13C, the 2D version of the 3D NOESY-
1H, 13C-HMQC experiment (Figure 6.7a) can be applied to observe the intermolecular NOE
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Figure 6.7. Pulse sequences for 3D 13C-edited NOESY (NOESY-1H,13C-HMQC) and 3D 13C-edited
NOESY (NOESY-1H,15N-HSQC) experiments. (a) In the 3D 13C-edited NOESY, all pulses are x

phased, except that φ1 = x, −x, + States–TPPI (t1), φ2 = x, x, −x, −x + States–TPPI (t2), and
φrec = x, −x, −x, x. The delay τ = 3.8 ms. The shaded gradient is used to destroy the residual
transverse magnetization due to the imperfect 180◦ pulses; Gz gradients for coherence selection. (b) In
the 3D 15N-edited NOESY experiment with sensitivity enhancement, the delay τ = 2.7 ms, δ equals
the Gz gradient pulse length. All pulses are x phased, except that φ1 = 45◦, 225◦+ States–TPPI (t1),
φ2 = x, x, −x, −x, + States–TPPI (t2), and φrec = x, −x, −x, x. For PEP sensitivity enhancement,
k = ±10, φ = ±y.
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cross-peaks of 13C-labeled ligand to the complexed protein and 1H signals from unlabeled
protein are not observable. As a result, these cross-peaks are readily identified due to the fact
that they only appear on one side of the diagonal. The delay between the two 13C 90◦ pulses
(where the t2 evolution was in the 3D sequence) is set as short as possible. The sample of the
labeled ligand with unlabeled protein is usually dissolved in 2H2O solution. Thus, the HMQC
block in the sequence provides sufficient suppression of residual water in 2H2O.

Although this experiment provides a convenient and reliable means to determine the
binding of the complex, isotope-labeling synthetic compounds requires tremendous efforts,
if it is even possible. However, isotope-labeled peptides serving as ligands are commercially
available and are easier to prepare. For a protein–peptide complex, 15N-edited 2D or 3D
NOESY experiments can also be applied to obtain information on the binding site. The
PEP sensitivity-enhanced version of the 3D NOESY-1H,15N-HSQC pulse sequence shown
in Figure 6.7b utilizes a gradient echo to select the heteronuclear 15N coherence of the
peptide whose amide protons have NOEs to the bound protein. For a large peptide, it is
necessary to introduce the heteronuclear frequency dimension in order to overcome diffi-
culty in extracting the NOE intensity caused by the overlap of cross-peaks. Resolving the
NOESY cross-peaks into the additional heteronuclear dimension significantly improves the
resolution.

Shown in Figure 6.8 is an example of the application of the 13C edited NOESY experiment
to study the complex formed by unlabeled cyclophilin with cyclosporin A (ligand) uniformly
13C-labeled at MeLeu9 and Melue10 (Fesik et al., 1990). In the ω1 (F1) dimension, only 13C
attached protons of the ligand are observed. In the the ω2 (F2) dimension, the NOE cross-peaks
between the ligand and the protein are observed. Since the cross-peaks of protein–ligand only
appear in the ω2 dimension, they are readily identified by comparing both dimensions.
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Figure 6.8. 13C-isotope edited NOESY spectrum of [U–13C-MeLeu9,10]CsA bound to human cyclo-
philin. Assignments for the MeLeu9 and MeLeu10 protons of CsA are given at the left of the spectrum
(reproduced with permission from Fesik et al., Science 250, 1406, 1990. Copyright © 1990 AAAS).
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6.1.6. Isotope-Filtering Spectroscopy

When isotope-labeled protein is available, structural information on the protein–ligand
complex can be obtained by an 15N, 13C isotope-filtered experiment, in which only the inter-
molecular NOEs of the unlabeled ligand with the labeled protein are observed by suppressing
the intramolecular NOEs among the protein resonances. The term “13C-filtered” means that the
signals from the 13C-attached protons are suppressed in the experiment, whereas “13C-edited”
or “13C-selected” denotes that the signals from the 13C-attached protons are selected in the
experiment (Breeze, 2000). The application of the heteronuclear filter on one dimension
of the 2D experiment is also called half X-filter and, thus, a 2D NOESY-1H, 13C-HMQC
pulse sequence may be termed as a 13C-half-filtered (ω1) NOESY if the filter is on the t1
dimension, or as a 13C-half-filtered (ω2) NOESY if the filter is on the t2 dimension. Altern-
atively, the X-filtering can also be applied to both dimensions. However, additional half
X-filtering will lengthen the pulse sequence, which makes the experiment less sensitive due
to relaxation effects.

Because of a wide range of 1H–13C couplings, a 13C half-filtered experiment cannot
completely filter out the magnetization of protons directly bound to the heteronucleus. As a
consequence, the spectrum contains residual signals from the labeled proteins. To minimize the
residual magnetization of the labeled protein, several heteronuclear filtering building blocks
have been utilized. The double isotope-filter (also known as a double-tuned filter) is a sequential
combination of two single filters, shown in Figure 6.9a (Gemmecker et al., 1992). The delays
in the two filters are selected for different couplings. At the end of the first isotope-filter, the
anti-phase sine component after the echo is transformed by a 90◦ S pulse to double-quantum
coherence 2IxSy which cannot be transformed into observable magnetization throughout the
rest of the pulse sequence:

Spin I–S : −Iy
τ ′→π(Ix+Sx)→τ ′
−−−−−−−−−−−→ −Iy cos(πJIS2τ ′) − 2IxSz sin(πJIS2τ ′)
π
2 Sx−−→ −Iy cos(πJIS2τ ′) + 2IxSy sin(πJIS2τ ′) (6.17)

(a) A double X-filter

1H
y y

X
τ′ τ′ τ″ τ″

y

(b) A second order J filter

1H

X

–2

y

τ′ τ″

Figure 6.9. Isotopic filter schemes for suppressing the signals of the heteronucleus-attached protons. All
pulses are x phased except as indicated. The shaded pulses are spin-lock pulses. (a) A double isotope filter
(or double-tuned filter) uses two consecutive X-half filters with different delays. The magnetization is
suppressed by a factor of cos(2πJISτ ′) cos(2πJISτ ′′). (b) A second order J filter uses two different delays
that can be optimized for different values of the heteronuclear couplings, which provides a suppression
by a factor of cos(πJISτ ′) cos(πJISτ ′′). Both filters can be implemented in 2D or 3D pulse sequences.
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After the second echo, the anti-phase sine component (−2IxSy) is transformed by the S 90◦
y

pulse into unobservable zero-quantum coherence 2IxSx :

τ ′′→π(Ix+Sx)→τ ′′
−−−−−−−−−−−→ −Iy cos(πJIS2τ ′) cos(πJIS2τ ′′) − 2IxSz cos(πJIS2τ ′) sin(πJIS2τ ′′)

π
2 Sy−→ −Iy cos(πJIS2τ ′) cos(πJIS2τ ′′) − 2IxSx cos(πJIS2τ ′) sin(πJIS2τ ′′) (6.18)

Therefore, the undesired magnetization of the labeled protein is scaled according to the factor
of cos(πJIS2τ ′) cos(πJIS2τ ′′). The magnetization of the uncoupled protons is not changed by
the end of the double filtering:

−Iy

τ ′→π(Ix+Sx)→τ ′→ π
2 Sx−−−−−−−−−−−−−−−→ −Iy

τ ′′→π(Ix+Sx)→τ ′′→ π
2 Sy−−−−−−−−−−−−−−−→ −Iy (6.19)

The two delays are set to 1/(4JIS), typically to 2.0 and 1.785 ms, to optimize the 1JCH
couplings of 125 Hz and 140 Hz, respectively, which yields excellent suppression for aliphatic
1H–13C signals, but moderate reduction of aromatic magnetization. Application of a spin-lock
pulse on the y-axis with different lengths (1.0–2.0 ms) after each filter suppresses the anti-
phase coherence and, thus, improves the suppression of the unwanted heteronucleus-coupled
magnetization.

Another example sequence for suppressing the magnetization of a heteronucleus-attached
proton is shown in Figure 6.9b. A “second order J filter” sequence uses two different delays that
can be optimized for different values of the heteronuclear couplings, which provides efficient
suppression of the heteronuclear coherence. The final magnetization of the heteronuclear
magnetization at the end of the building block is scaled by a product of two coefficients
as described in the double filtering scheme (Figure 6.9a). The heteronuclear coupled and
uncoupled magnetization can be understood by the product operator. After the mixing period
of the NOESY, the magnetization transfers for uncoupled and coupled spin I are given by:

Spin I : −Iy
τ ′−→ −Iy

πIx+ π
2 Sx−−−−−→ Iy

τ ′′−→ Iy

π
2 Sy−−→ Iy (6.20)

Because the delays τ ′ and τ ′′ are short compared to the chemical shift, the magnetization of the
uncoupled I spin is almost unchanged after the evolutions of τ ′ and τ ′′, whereas the coupled
spin I undergoes the following coherence transfer preocesses:

Spin I–S : −Iy
τ ′−→ −Iy cos(πJISτ ′) + 2IxSz sin(πJISτ ′)
πIx+ π

2 Sx−−−−−→ Iy cos(πJISτ ′) − 2IxSy sin(πJISτ ′)y (6.21)

τ ′′−→ Iy cos(πJISτ ′) cos(πJISτ ′′) − 2IxSz cos(πJISτ ′) sin(πJISτ ′′)
π
2 Sy−−→ Iy cos(πJISτ ′) cos(πJISτ ′′) − 2IxSx cos(πJISτ ′) sin(πJISτ ′′)

(6.22)

The anti-phase sine component 2IxSz after the τ ′ and τ ′′ periods is converted into double-
and zero-quantum coherence by the S-90◦ pulses, and are not transferred into observable
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coherence throughout the isotope-filtered experiment. Therefore, at the end of the sequence
the proton magnetization is unchanged, whereas the heteronulcear coherence is attenuated by
the coefficient product:

cos(πJISτ ′) cos(πJISτ ′′) (6.23)

The two delays are set to 1/2JIS. Recently, a filtering method using adiabatic inversion pulses
(WURST pulses, see Adiabatic Pulses in Chapter 4) has been demonstrated to provide more
efficient suppression of the heteronuclear coupling with variable sizes (Zwahlen et al., 1997).

6.2. STUDY OF METABOLIC PATHWAYS BY NMR

The study of metabolic pathways in biological systems has been given new direction by
recent application of NMR spectroscopy. Traditionally, 14C carbon tracers have extensively
been used for these studies. However, 14C tracers have many practical disadvantages due to
the radiation precautions and laborious sample handling that limit their applications for studies
of the pathways in animals and humans. The use of 1H and 13C NMR to study the metabolic
pathways by tracking the 13C enriched metabolic substances provides significant insight into
how different metabolic processes are regulated in vitro and in vivo. Metabolic pathways are a
series of consecutive chemical reactions to degrade specific simple molecules such as acetate
and glucose and produce specific complex molecules in cells. Their reactants, intermediates,
and products are referred to as metabolites. Each reaction is catalyzed by a distinct enzyme
produced by the expression of a gene. Simple 1D 1H and 13C NMR experiments in combination
with a 13C isotope labeling approach provide a means of studying the metabolites of specific
pathways.

The first example is chosen from the study of the initial steps of the common aromatic
amino acid pathway in Methanococcus maripaludis (Tumbula et al., 1997). The pentose
phosphate pathway produces pentoses for nucleosides and erythrose 4-phosphate (E4P) for the
biosynthesis of aromatic amino acids (AroAAs). In most methanogens, pentoses are produced
by the oxidative pentose pathway via oxidative decarboxylation of hexoses (Choquet et al.,
1994). It was proposed that M. maripaludis makes pentoses by a nonoxidative pentose phos-
phate (NOPP) pathway (Figure 6.10; Yu et al., 1994). Some studies of several organisms con-
firmed certain aspects of the proposed pathway, whereas others provided the evidence in con-
trast to the formation of AroAAs by E4P through the NOPP pathway. The alternative explana-
tion of the results has been studied—that E4P may not be a precursor of AroAA biosynthesis. A
study was carried to determine the labeling patterns by NMR of ribose in cells of M. maripaludis
grown on [2-13C]acetate since isotope enrichment of ribose is expected to be affected by the
removal of E4P for AroAA biosynthesis. Because a quantitative measurement of the enrich-
ment ratio depends on the accuracy of signal integrations, the 1H and 13C were recorded with
sufficiently long relaxation delays, which were 10 s for 1H and 20 s for 13C, and decoupling
for either 1H or 13C was not used to avoid NOE effects on the observed signal intensities.

The study found that the extent of 13C enrichment at the C′
1 of cytidine and uridine was not

consistent with the proposed NOPP pathway, which should yield 50% of labeled C′
1 derived

from the 13C2 of acetate. The enrichment determined by the 1H NMR was 66.6% at the C′
1 of

cytidine (Figure 6.11a, 1H spectra of 13C-labeled cytidine and uridine from the biosynthesis
of M. maripaludis cells grown on [2-13C]acetate). Furthermore, no label at C′

2, C′
3, C′

4, and
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Figure 6.10. The NOPP pathway in methanococci. Thicker arrows indicate multiple steps. DHAP,
dihydroxyacetone phosphate; GAP, glyceraldehyde 3-phosphate; F6P, fructose-6-phosphate; Xu5P, xylu-
lose 5-phosphate; Ru5P, ribulose 5-phosphate; R5P, ribose 5-phosphate; S7P, sedoheptolose 7-phosphate.
13C-label sources: •, C2 of acetate; �, C1 of acetate; ∗, CO2. (a) The pathway and expected labeling pat-
terns (Yu et al., 1994). Consumption of E4P for AroAA biosynthesis increases the amount of R5P formed
via Xu5P. (b) Modified pathway as proposed by Choquet et al. (1994). E4P is formed by carboxyla-
tion of a triose such as DHAP, and the F6P-dependent transketolase reaction is absent. Although the
labeling pattern of E4P is unchanged, 50% of the R5P is now formed via Xu5P, and the labeling pattern
of ribose is not affected by the consumption of E4P for AroAA biosynthesis (reproduced with permis-
sion from Tumbula et al., J. Bacteriol. 179, 6010, 1997. Copyright © 1997 American Association for
Microbiology).
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C6 of cytidine was detected, indicating that scrambling of the isotope did not occur (Wood
and Katz, 1958). Because of signal overlapping, the extent of 13C enrichment of uridine was
determined using the resolved signal of 1H attached to un-enriched 12C5 and was based on the
assumption that both 1H spins attached to C′

1 and to C5 contribute equally to the total integrals
of observed signals. The enrichment at C′

1 of uridine was observed as 66.3%, which is about
the same level as in cytidine. The 13C spectra of the two compounds provided the same results:
that the amount of 13C′

1 carbons, obtained from C2 of acetate, in both compounds is 2
3 of the

total C′
1 carbons.

The NMR results (Figure 6.11) were interpreted as follows. According to the NOPP
pathway (Figure 6.10), 66.7% or more of the C1 of ribose will come from the C2 of acetate
because exactly 2

3 of the C1 of ribose will be obtained from the C2 of acetate if E4P is not
diverted from the pathway or the fraction will be increased if E4P is removed from the pathway

C-5 

C-1� (a) 

100.00 67.165 8.177 77.519 88.601 67.097

 

99.997 49.715 3.234 97.252

(b) 

C-5 

6.3 6.2 6.1 6.0 5.9 5.8 5.7 5.6 5.5
(ppm)

C-1� 

Figure 6.11. Proton NMR spectra for protons at C′
1 and C5 of cytidine and uridine from M. maripaludis

following growth on [2-13C]acetate. The integrals of the peaks are given below the spectra. (a) Cytidine.
The 1JCH coupling constants for the C′

1 and C5 protons were 168 and 172 Hz, respectively. For calculation
of the enrichment of cytidine: C′

1% = (67.165+67.097)/(67.165+67.097+77.519) = 63.8%, C5% =
(88.6 + 100)/(88.6 + 100 + 8.17) = 95.8%. (b) Uridine. The 1JCH coupling constants for the C′

1 and

C5 protons were 170 and 176 Hz, respectively. The arrow indicates one of the 12C peaks for C5, whereas
the other 12C peak overlaps the 12C peaks for C′

1. For calculation of the 13C enrichment, it was assumed
that the total signal (99.997+49.715+3.234+97.252 = 250.198) could be divided equally between C′

1
and C5. The 13C enrichment of C5 was calculated as [125.099 − (3.234 × 2)]/125.099 = 94.8%. The
13C enrichment of C′

1, uncorrected for the maximal enrichment, was calculated as: (125.099 − 49.715 +
3.234)/125.099 = 62.8% (reproduced with permission from Tumbula et al., J. Bacteriol. 179, 6010,
1997. Copyright © 1997 American Association for Microbiology).
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for AroAA biosynthesis. Since the molar ratio of AroAA to ribose is c.1 : 2 (Neidhardt and
Umbarger, 1996), 83% of ribose will be produced from the C2 of acetate if E4P is used for
AroAA biosynthesis. Based on the NMR results and the fact that the genes for the first two
enzymes in the common AroAA pathway were not identified in the genome, the conclusion
was reached that only the NOPP pathway is used for E4P biosynthesis and E4P is not used for
AroAA biosynthesis.

Another example is the study of insulin regulation by the muscle glycogen synthesis
pathway (Shulman et al., 1990; Taylor et al., 1992; Gruetter et al., 1994). Malfunction of
this regulation leads to insulin-independent (type II) diabetes. The disease is believed to have
a strong genetic component in addition to being related to environmental factors, such as
diet and exercise. Although it was known that the increase of glucose levels in patients after
a meal is due to metabolic pathways in muscle and/or the liver not responding properly to
the insulin, it was not clear which metabolic pathway dominates the insulin resistance. One-
dimensional 13C NMR was used to study the insulin stimulated glycogen synthesis. Insulin
and 13C-labeled glucose were infused into healthy adults and patients to create post-meal
conditions. The 13C signal of 13C-labeled glucose was measured at different times during
the infusion to monitor the flow of glucose into muscle glycogen as a function of time. The
muscle glycogen is increased as shown by the increase of the 13C signal with time (Figure 6.12).
In the 13C spectra, the resonance frequency of the 13C spins in glycogen obtained from the
glucose is well-resolved from the signals of 13C-labeled glucose and other metabolites in the
muscle. The rate of muscle glycogen synthesis in the patients is two-fold slower than that
obtained from the healthy group (Figure 6.13), which quantitatively explains the patients’
lower insulin-stimulated glucose uptake. Therefore, insulin-stimulated glycogen synthesis in
muscle is the major metabolic pathway for consuming excess glucose in healthy adults. A
defect in muscle glycogen synthesis is a major cause for the decreased insulin sensitivity in
the insulin-independent diabetes patients.

13C glycogen

0 min
30 min

60 min
90 min

120 min

110 105 100 95 90
(ppm)

Figure 6.12. 13C spectra of muscle glycogen as a function of time. The samples were obtained at
different times from healthy subjects during an infusion of insulin and 13C-labeled glucose. The resonance
frequency of the 13C isotope in the glycogen molecule was resolved from background signals of 13C-
labeled glucose and other biological metabolites in the muscle (reproduced with permission from Shulman
et al., N. Engl. J. Med. 322, 223, 1990. Copyright © 1990 Massachusetts Medical Society).
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Figure 6.13. Muscle glycogen concentration calculated from the 13C NMR spectra during an insulin and
glucose infusion for patients and healthy controls. The diabetics (closed symbols) synthesize glycogen
more slowly than control subjects (open symbols). Quantitative features of this study showed that insulin-
stimulated muscle glycogen synthesis is the major metabolic pathway of glucose disposal in both groups,
and that impairments in this pathway are responsible for the chronic hyperglycemia in patients (reproduced
with permission from Shulman et al., N. Engl. J. Med. 322, 223, 1990. Copyright © 1990 Massachusetts
Medical Society).

QUESTIONS

6.1. What is the maximum concentration of ligand, compared to the concentration of protein,
used in the diffusion method in the study of ligand–protein binding? And explain why.

6.2. What is the primary principle underlying the SAR-by-NMR method? And why can NMR
be used for that purpose?

6.3. If compound A has a dissociation constant KD of 2 × 10−3 M and compound B has a
KD of 2 × 10−6 M, which are binding to two different sites of a protein, what is the
dissociation constant KD likely for compound C that is made from the structurally linked
A and B? And explain why.

6.4. Both transfer NOE and saturation transfer difference (STD) experiments make use of
dipolar cross-relaxation to determine the binding complex of ligand to protein. What are
the differences between these two methods? And what are the advantages and limitations
of the two?

6.5. If a free ligand has a diffusion constant eight times larger than that of the protein, what is
the ratio of the intensities of peaks from the free ligand to those from bound ligand likely
to be when using the same parameters (gradient strength, delays, etc.) in the gradient
diffusion measurements for the samples with and without protein?
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6.6. From a series of 1H diffusion experiments, the slope from the plot fitting of ln(I/I0)

vs G2 is 28.68. The gradient duration of 5 ms and diffusion time � of 300 ms
were used for all experiments. What is the determined diffusion constant for the
solute?

6.7. Why can STD experiments only be used for studying large proteins? What would happen
if the method is used for smaller proteins?

6.8. In addition to a library of compounds, what kind of NMR sample do you need
to use the SAR-by-NMR method to screen the binding affinity of ligand to a
protein?
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7
Protein Structure Determination
from NMR Data

7.1. INTRODUCTION AND HISTORICAL OVERVIEW

Although NMR was discovered in 1946, its application to biological systems only started
in the late 1960s and early 1970s. The application was very limited due to the poor sensit-
ivity and very low resolution offered by the one-dimensional techniques used at that time.
Two major breakthroughs in the 1970s revolutionized the field: Fourier transformation (FT)
NMR that allowed rapid recording of NMR signals and two-dimensional NMR spectroscopy
that dramatically increased the spectral resolution. These advances in combination with the
development of stable magnets at higher fields led to explosive investigations using NMR
in the late 1970s and early 1980s, which centered on exploring its potential in determining
the three-dimensional structures of macromolecules. Even though X-ray crystallography was
already a method of choice for structure determination during that period, it was believed that
NMR may provide complementary structural information in a more physiologically relevant
solution environment. Moreover, since some biomolecules are difficult to crystallize, NMR
could be used as an alternative method for obtaining three-dimensional structures.

In the mid-1980s, several groups reported the first generation of solution structures of
proteins and oligonucleotides using 2D NMR methods. The protocols used in these NMR
structure calculations proved to be valid when the same structure of the α-amylase inhibitor
Tendamistat was determined in 1986 independently by NMR and crystallographic groups.
After that, the field witnessed an exponential growth with the excitement over NMR being
another powerful method for macromolecule structure determination. However, it was soon
realized that signal degeneracy and the intrinsic relaxation behavior of macromolecules limited
2D NMR application within the range of small proteins and nucleic acids (<10 kDa).

In the late 1980s and early 1990s, another quantum jump came when multidimensional
heteronuclear NMR methods were developed thereby pushing the molecular size limit of NMR
structures up to ∼35 kDa. Advances in molecular biology that led to the overexpression and
isotope labeling of proteins also played an important role. Hence multidimensional heteronuc-
lear NMR has opened the door to studying a wide variety of proteins and protein domains. Two
recent developments including TROSY and residual dipolar coupling (RDC) now promise to
allow NMR to study even larger proteins and protein complexes. Hence, although NMR is still
in its developmental stage and lags behind macromolecular crystallography by almost 30 years
(the first crystal structure of a protein was published in 1957 whereas the first NMR structure

211
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came to the world in the mid-1980s), it has certainly become one of the most powerful players
in molecular/structural biology. Today, one fifth of the macromolecular structures deposited
in the PDB (Protein Databank) were derived from NMR spectroscopy. Despite its size lim-
itation for macromolecular structure determination, NMR has the following unique features:
(a) it allows structural studies in a physiologically relevant solution environment, which avoids
experimental artifacts such as crystal packing seen in crystal structures; (b) it allows structural
studies of some molecules that are difficult to crystallize such as flexible protein domains,
weakly bound protein complexes, etc; (c) it can provide information about protein dynamics,
flexibility, folding/unfolding transitions, etc (see Chapter 8). With the completion of the human
genome, NMR will also play a major role in the post-genome era in areas such as structural
genomics and proteomics.

The outline for NMR-based structure determination (Wüthrich, 1986) shown in Figure 7.1
includes three stages: (a) sample preparation, NMR experiments, data processing; (b) sequence
specific assignment, NOESY assignment, assignments of other conformational restraints such
as J coupling, hydrogen bonding, dipolar coupling; and (c) structure calculation and structure
refinement. One starts with a well-behaved sample (protein, nucleic acid, etc.) and performs
a suite of NMR experiments designed for resonance assignment and structural analysis. Four
important parameters are generated for structure calculations: (a) chemical shifts that provide
mostly secondary structural information for proteins; (b) J coupling constants that provide
geometric angles within molecules; (c) nuclear Overhauser effects (NOEs) that provide 1H–1H
distances within 5 Å. The NOE data are considered to be the most important and are rich in
providing especially tertiary structural information; the more recently introduced RDCs can
provide valuable structural restraints. This fourth parameter is complementary to NOE data
since it provides long-range distance information (>5 Å) whereas the NOE data is restricted to
<5 Å. Each of the parameters will first briefly be described and then a protocol will be used to

NMR Data

Resonance Assignment
Distance and Torsion 

Restraints

Starting Structures
by Randomization

Structural Folding
rMD or DG

Refinement

Final Structures

Hydrogen Bonds
Dipolar Coupling

Iterative NOE 
Analysis

Figure 7.1. Strategy for NMR-based structure determination.
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describe in detail how a structure is calculated and how each parameter is implemented during
the structure calculation.

Key questions to be addressed in the current chapter include:

1. What types of structural information can be obtained based on the results of the
resonance assignments?

2. What are the methods currently used in the structure calculation from NMR data?
3. How are J coupling constants used in the structure determination of a protein?
4. What other nuclear interactions can be utilized for structure determination?
5. How are the NMR parameters utilized in structure calculation?
6. What are the strategies to carry out the calculation?
7. How is the structural quality analyzed?
8. How are the precision and accuracy of the calculated structures determined?
9. What is the role of iterative NOE analysis during the structure calculation?

10. Step-by-step illustration of structural calculation using a typical XPLOR
protocol.

7.2. NMR STRUCTURE CALCULATION METHODS

To date, the majority of structures characterized by NMR spectroscopy are obtained using
distance and orientational restraints derived from NOE, the J coupling constant, RDC, and
chemical shift measurements. The calculation of a three-dimensional structure is usually for-
mulated as a minimization problem for a target function that measures the agreement between
a conformation and the given set of restraints. There are several algorithms developed over
the past two decades, of which four are widely used (Table 7.1): (a) metric matrix distance
geometry, represented by the DG-II protocol; (b) variable target function method, represen-
ted by the DIANA protocol; (c) Cartesian space or torsion angle space restrained molecular
dynamics (rMD), represented by the XPLOR (or CNS) protocol; (d) torsion angle dynam-
ics, represented by the DYANA protocol. These methods generate and refine biomolecular
structures by searching globally to get an ensemble of molecular structures that fit with the
experimentally measured restraints within the range of experimental error. Distance geometry
and rMD (simulated annealing) calculations are discussed in this section.

TABLE 7.1
Structure Calculation Methods and Programs

Method Programa References

Metric matrix distance geometry DIG-II Havel (1991)
Variable target function method DIANA Güntert et al. (1991)
Cartesian space or torsion angle space rMD AMBER Pearlman et al. (1991)

CHARM Brooks et al. (1983)
GROMOS van Gunsteren et al. (1996)
XPLOR Brünger et al. (1992)
CNS Brünger et al. (1998)

Torsion angle dynamics DYANA Güntert et al. (1997)

aThese are the programs currently used for structure calculation.
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7.2.1. Distance Geometry

One approach is to generate structures with the distance and orientational restraints derived
from NOEs and J coupling constants using a metric matrix or dihedral angle space distance
algorithm. The metric matrix method utilizes all possible interatomic distances as restraints,
including the known distances from covalent bonds and experimentally estimated distances
from NOE data to generate an n-dimensional matrix for a molecule with n atoms (Crippen,
1981; Braun, 1987). For the remaining distances, upper and lower bounds are chosen and
altered until no further alterations can be made according to the triangle inequalities:

uij ≤ uik + ukj

lij ≤ lik + lkj (7.1)

in which i, j , k are the three atoms defining a triangle, and u and l are the upper and lower
distance bounds between any two given points of the triangle. An ensemble of structures is
generated from randomly selected distances within the boundary conditions.

The initial structures obtained by the randomization are further refined by minimizing a
penalty function V (or potential function) such as:

V =
∑
i>j

⎧⎪⎨
⎪⎩

k(r2
ij − l2

ij )
2 if rij < lij

k(r2
ij − u2

ij )
2 if rij < uij

0 if lij ≤ rij ≤ uij

(7.2)

in which rij is the distance between atoms i and j , k is a weighting factor, u, l are defined as in
Equation (7.1). The true global minimum is found only if V = 0, meaning that all restraints are
satisfied. However, in practice, V is always greater than zero because of the insufficient number
of restraints available. The function V is also called a target function. The minimization is
achieved by comparing the interproton distances of the calculated structures with the distances
within the chosen boundaries. The improved distance geometry uses dihedral angles rather than
Cartesian coordinates to fold protein structures based on the short-range restraints and then
expands the calculation to eventually include all restraints. These distance geometry methods
(e.g., the DIANA program) have played an important role in the determination of protein
structures by solution NMR.

7.2.2. Restrained Molecular Dynamics

Restrained molecular dynamics methods, calculate the structures using NMR experi-
mental restraints and energy minimization with potential energy functions similar to the above
restrained potential energy function. The potential energy (or target function) is calculated
for an array of initial atomic coordinates based on a series of potential energy functions (van
Gunsteren, 1993):

Vtot = V classic + VNOE + VJ coupling + VHbond + Vdipolar + Vcs + Vother (7.3)

in which Vclassic is the potential function from the classic energy of the molecule, which
contains Vbond + Vangle + Vdihedral + Vvan der waals + Velectrostatic. The rest of Equation (7.3)
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takes the NMR data in terms of distances derived from NOE, torsion angles from J coupling
constants, molecular bond orientation restraints from dipolar couplings, chemical shifts and
other restraints such as disulfide bridges, hydrogen bonding, and planarity. Although torsion
angles and dipolar coupling restraints are sometimes not used, NOE distance restraints are
always used in the rMD calculations. Among several different functions used to characterize
the potential energy, a flat-well potential is frequently used, which consists of the energy
contributions of NOE distance violations relative to the lower and upper distance bounds
(Clore et al., 1986):

VNOE =
all NOEs∑

i

VNOEi

=
all NOEs∑

i

⎧⎪⎨
⎪⎩

kNOE(ri − ru)
2 if ri > ru

kNOE(ri − rl)
2 if ri < rl

0 if rl < ri < ru

(7.4)

in which kNOE is the force constant of the NOE potential function (also called the target
function), rl and ru are the lower and upper distance bounds for individual NOE intensities,
respectively, and ri is the interproton distance for each proton pair from the generated structure.
If the precise interproton distances (instead of a range of distances) are obtained from NOESY
spectra with different mixing times, the NOE potential function can be described using a
biharmonic potential:

VNOE =
all NOEs∑

i

{
C1(ri − r0)

2 if ri > r0

C2(ri − rl)
2 if ri < r0

(7.5)

in which C1 and C2 are the force constants which are temperature dependent and ri and r0 are
the calculated and experimental distance, respectively.

An alternative method to calculate the NOE potential energy is to compare the calculated
NOE intensities from the structure to the experimental NOE intensities at any given step during
an rMD calculation using the NOE potential function (Brünger, 1992):

VNOE = k(aexp − acal)
2 (7.6)

in which aexp and acal are, respectively, matrices of experimental NOE cross-peak intensities
used for the calculation and calculated intensities from the structure obtained by the MD
simulation.

The energy barriers between local minima are more easily overcome in rMD because
molecular dynamics is used in the energy minimization, which makes the method less sensitive
to the initial structures (Allen and Tildesley, 1987). An MD simulation is performed by solving
Newton’s equations of motion using the forces generated by varying the potential energies
of the macromolecular structures. A minimum energy structure is obtained by solving the
first derivative of the potential energy with respect to the coordinates of each atom using
the condition that the derivative is zero. From Newton’s law, the force for an individual atom
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can be written as:

F = ma = −dV

dr
(7.7)

or

−dV

dr
= m

d2r

dt2 (7.8)

in which m is the mass of the atom, a is the acceleration, V is the potential energy, t is time,
and r the coordinates of the atom. The equation of motion is solved by numerical integration
algorithms, and the trajectory for each atom as a function of time is calculated.

In order to maintain an accurate and stable simulation, the time step should be kept
sufficiently smaller than the fastest local motion of the molecule. Typically, the time step
size chosen in the simulation is ∼fs (10−15 s) for simulations in a ps (10−12 s) timescale.
During the simulation, energy barriers of the system (whose amplitude approximately equals
kT ) are passed by raising the temperature of the system high enough to increase the kin-
etic energy during the simulation so that a global energy minimum is located by balancing
both the classical energy terms and those fit with the experimental restraints. In the first
stage of the calculation, an ensemble of initial structures is selected by randomization. The
initial structures must gain kinetic energy, which is commonly provided by increasing the
temperature of the simulated system, to move away from their local energy minima and then
pass over higher energy barriers. With the higher energy, the system contains a greater range
of structural space. The system is then slowly cooled down to room temperature. During
the cooling process the system energy is minimized over the surface of potential energy to
search for stable structures at low temperature. The cycles of heating and cooling are repeated
until an ensemble of stable structures with an acceptable penalty (or violations) is eventually
determined.

A typical procedure (Güntert, 1998, 2003; de Alba and Tjandra, 2002; Lipstitz and
Tjandra, 2004) for structure calculation includes (a) a stage of randomization in which a set
of initial structures is generated with the idealized covalent geometry restraints such as bond
length, bond angles, dihedral angles, and improper torsions; (b) global folding in which a
variety of energy terms with both the geometry restraints and experimentally obtained distance
and torsion restraints are used to obtain folded structures; and (c) refinement which utilizes
the same energy terms as in the previous stage but in a smaller step size (typical ∼fs) for ps
MD processes to refine the structures generated in the previous stage. The refinement can also
involve RDCs in which the structures are refined using observed RDCs by increasing dipolar
force constants slowly and simultaneously refining the principal components of the alignment
tensor.

7.3. NMR PARAMETERS FOR STRUCTURE CALCULATION

7.3.1. Chemical Shifts

In principle, chemical shifts of NMR-active nuclei such as 1H, 15N, and 13C are dictated
by the structural and chemical environment of the atoms (see Chapter 1). Vigorous efforts have
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been made to deduce protein structure from chemical shifts. Chemical shift-based secondary
structural prediction has met with some success. In particular, the deviations of 13Cα (and, to
some extent, 13Cβ ) chemical shifts from their random coil values can be well correlated with
the α-helix or β-sheet conformations: 13Cα chemical shifts larger than the random coil values
tend to occur for helical residues whereas the opposite is observed for β-sheet residues (Spera
and Bax, 1991; de Dios et al., 1993, Wishart et al., 1991, 1992). A good correlation was also
observed for proton shifts with secondary structures: 1Hα shifts smaller than the random coil
values tend to occur for helical residues whereas the opposite is observed for β-sheet residues.
Although the information is useful for tertiary structure calculations (Luginbühl et al., 1995;
Kuszewski et al., 1995a, b), it is much more valuable for the initial secondary structural
analysis in combination with NOE data (see below).

Methods have been developed to predict the dihedral angles using backbone chemical
shifts, such as the programs TALOS (torsion angle likelihood obtained from the shift and
sequence similarity, Cormilescu et al., 1999) and SHIFTOR (Zhang, 2001). The prediction is
based on the observation that similar amino acid sequences with similar backbone chemical
shifts have similar backbone torsion angles. First, TALOS breaks the sequence of a target
protein into overlapping amino acid triplets. Then, for each triplet, the program searches its
database which contains proteins with known chemical shifts (1Hα , 13Cα , 13Cβ , 13C′, and
15N) and high-resolution X-ray crystal structures to compare the chemical shift and sequence
similarity. The torsion angles for the central residue from the best 10 matches are chosen as
the predicted torsion angles for the residue, which are used as backbone dihedral angles in
the structure calculation. Typically, TALOS can predict the dihedral angles for ∼70 % of the
residues within ±20◦. The incorrect predictions can be removed by the inconsistency with
other types of constraints during structure calculation.

7.3.2. J Coupling Constants

J coupling constants are derived from the scalar interactions between atoms. They provide
geometric information between atoms in a molecule. The most useful and obtainable coupling
constants are vicinal scalar coupling constants, 3J , between atoms separated from each other
by three covalent bonds. Its relation with dihedral angle θ is defined as follows (Karplus
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Figure 7.2. Karplus curves describing the relationships of vicinal J coupling constants and torsion angle
φ using the constants listed in Table 7.2. The solid line is for the coupling between protons, dotted lines
for the heteronuclear couplings. The angle θ = φ + offset.
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TABLE 7.2
Karplus Constants

Coupling Torsion Offset
constant angle Dihedral A B C (◦) References

3JHNHα φ HN–N–Cα–Hα 6.51 −1.76 1.6 −60 Vuister and Bax (1993)
6.98 −1.38 1.72 −60 Wang and Bax (1996)

3JHNC′ HN–N–Cα–C′ 4.32 0.84 0.00 180 Wang and Bax (1996)
3JC′

i−1Hα C′–N–Cα–Hα 3.75 2.19 1.28 120 Wang and Bax (1996)
3JHαNi+1 ψ Hα–Cα–C′–N −0.88 −0.61 −0.27 −120 Wang and Bax (1995)
3JHαHβ χ1 Hα–Cα–Cβ–Hβ 9.50 −1.60 1.80 −120/0 de Marco et al. (1978a)
3JNHβ N–Cα–Cβ–Hβ −4.40 1.20 0.10 120/−120 de Marco et al. (1978b)
3JC′Hβ C′–Cα–Cβ–Hβ 7.20 −2.04 0.60 0/120 Fischman et al. (1980)

equation, Karplus, 1959, 1963):

3J (θ) = A cos2 θ + B cos θ + C (7.9)

in which A, B, C are coefficients for various types of couplings, and θ is the dihedral angle.
Using the Karplus relationship, one can convert the J coupling constants into the dihedral
angles, commonly, ϕ, ψ , and χ1. The dihedral angles can be determined by best fitting the
measured J values to the corresponding values calculated with the above equation for known
protein structures (see Figure 7.2). These dihedral angles can be used as structural restraints
later during calculations (see below). Table 7.2 lists 3J commonly used for deducing various
dihedral angles for proteins.

7.3.3. Nuclear Overhauser Effect (NOE)

NOEs are the most important NMR parameters for structure determination because they
provide short-range as well as long-range distance information between pairs of hydrogen
atoms separated by less than 5 Å. Whereas the short-range NOEs are valuable for defining
secondary structure elements such as α-helix or β-sheet, the long-range NOEs provide crucial
tertiary structural information (Wüthrich, 1986). The intensity of an NOE (I ) is related to the
distance r between the proton pair, I = f (τc) < r−6 > in which f (τc) is a function of
the rotational correlation time τc of the molecule. Because of many technical factors such as
highly variable τc for different molecules at different temperatures and solvent conditions, it is
common to use intensity I (or cross-peak volume) to obtain qualitative distance information.
The information is usually grouped into three different distance categories: 1.8–2.5 Å (strong),
1.8–3.5 Å (medium), and 1.8–5.0 Å (weak). Note the lower bound for all three categories
is 1.8 Å, corresponding to the van der Waals repulsion range. This treatment is due to the
consideration that weak NOEs may not be related to longer distances such as >4 Å. Instead, they
may be related to the chemical exchange or protein motions that diminish the NOE intensities.

When performing a NOESY experiment to obtain NOE information, it is important to
choose a proper mixing time that is in principle proportional to the distance (NOE intensity).
Short mixing times may lead to the loss of weak NOEs that may contain important tertiary
structural information. However, long mixing times may induce so-called “spin-diffusion,”
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Figure 7.3. Experimental restraints for eotaxin-2, including NH exchange 3JHNHα coupling constants,
sequential, short- and medium-range NOEs and Hα , Cα , and Cβ secondary shifts, along with the second-
ary structure deduced from the data (reproduced with permission from Mayer and Stone, Biochemistry,
39, 8328, 2000. Copyright © 2000 American Chemical Society). The amino acid sequence and number-
ing are shown at top. Sequential N–N and α–N NOEs are indicated by black bars; the thickness of the
bar represents the strength of the observed NOE. The presence of medium-range N–N and α–N NOEs is
indicated by solid lines. Gray bars and dashed lines represent ambiguous assignments. 3JHNHα coupling
constants are represented by diamonds corresponding to values of <6 Hz (open), 6–8 Hz (gray), and
>8 Hz (black). Residues whose amide protons show protection from exchange with solvent are indicated
with filled circles. The chemical shift indices shown for Cα , Cβ , and Hα were calculated according to the
method developed by Wishart et al. (1992). The locations of the secondary structure elements identified
in the calculated family of structures are shown at the bottom.

that is, NOEs indirectly generated by spins in the vicinity >5 Å. The mixing time can be
accurately determined by analyzing an NOE build-up curve (Neuhaus and Williamson, 1989).
However, the build-up curves vary considerably among different spins in the same molecule
such as between methylene protons and methyl protons. A compromise is usually given to
suppress spin diffusion and to maintain sufficient NOE intensities based on NOE build-up
curves. As a rule of thumb, 80–120 ms is usually used for small–medium sized proteins.
Sometimes, NOESY experiments with several different mixing times are performed to make
sure the “spin-diffusion” peaks are not picked.

Several programs are available for NOE analyses such as nmrview and PIPP. These pro-
grams can store all the assigned NOEs in a table that can be converted into distance format
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for structure calculations (see Appendix B1). The assigned NOEs can also be plotted as a
function of protein sequence to gain information about the protein secondary structural inform-
ation and topology of the tertiary fold in conjunction with chemical shifts and J coupling
information (Figure 7.3).

7.3.4. Residual Dipolar Couplings

Between the early 1980s and late 1990s, all NMR structures were determined based
primarily on NOE data supplemented by J coupling constants and chemical shifts. In the late
1990s, a new class of conformational restraints emerged, which originate from internuclear
residual dipolar coupling in weakly aligned media such as bicelles (Tjandra and Bax, 1997;
Prestegard et al., 2000; de Alba and Tjandra, 2002; Lipstitz and Tjandra, 2004). The RDC
gives information on angles between covalent bonds and on long-range order. The addition of
this structural parameter has proven to greatly improve the precision as well as the accuracy
of NMR structures.

Although internuclear DD (dipole–dipole) couplings are typically averaged out due to
molecular tumbling, RDC occurs when there is a small degree of molecular alignment with
the external magnetic field (see Chapter 1). The RDCs are manifested as small, field-dependent
changes of the splitting normally caused by one-bond J couplings between directly bound nuc-
lei. With the assumption of an axially symmetric magnetic susceptibility tensor and neglecting
the contribution from “dynamic frequency shifts,” the frequency difference �νobs between
the apparent J -values at two different magnetic field strengths, B1

0 and B2
0 , is given by (Tjandra

et al., 1997):

�νobs = �γaγ bχaS

30πrkT

(
B2

0 − B1
0

)
(3 cos2 θ − 1) (7.10)

in which � is Planck’s constant divided by 2π , k is the Boltzmann constant, T is the tem-
perature in Kelvin, χa is the axial component of the magnetic susceptibility tensor, S is the
order parameter for internal motion, r is the distance between coupled nuclei a and b, and
γa and γ b are the gyromagnetic ratios of a and b, respectively. The structural information is
contained in the angle θ between the covalent bond formed by two scalar coupled atoms a
and b and the main axis of the magnetic susceptibility tensor. It is then straightforward to add
an orientational restraint term to the target function of a structure calculation program that
measures the deviation between the experimental and calculated values of θ .

An alternative way to obtain RDC orientational restraints without the assumption of an
axially symmetric magnetic susceptibility tensor is to obtain the magnitude and relative ori-
entation of the alignment tensor. The value for the RDC (�νD) is extracted from the difference
between the splittings observed in alignment medium (�νA) and in isotropic solution (�νJ):

�νD = �νA − �νJ (7.11)

The dipolar couplings can be determined using IPAP type experiments (see Chapter 5). As dis-
cussed in Chapter 1, the RDC provides orientational information according to Equation (1.68).
In order to use RDCs as structural restraints, the magnitudes of the axial and rhombic com-
ponents of the alignment tensor and their relative orientation with respect to the magnetic field
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must be determined. The magnitude and rhombicity of the alignment tensor can be obtained
by examining the powder pattern distribution of all normalized observed dipolar couplings
for the molecule. When structures are calculated, all of the variables can be obtained by fit-
ting the equation with a large number of RDCs. If the structures are accurate, the calculated
dipolar couplings of the structures will be in good agreement with the observed RDCs within
the experimental error range. Such orientational restraints have been shown to improve the
quality of the structures. They are also extremely valuable when calculating protein complex
structures.

7.4. PRELIMINARY SECONDARY STRUCTURAL ANALYSIS

Prior to structure calculations, it is useful to determine the secondary structure using a
combination of chemical shifts, J coupling constants, and NOE data. As mentioned above,
13C chemical shifts are particularly indicative of α-helices and β-sheets. Three-bond JNH–Hα

coupling constants are often small for helical residues (<5 Hz) but large for β-sheet residues
(>8 Hz). Regular secondary structure elements can also be easily identified from sequential
NOEs, as each type of secondary structure element is characterized by a particular pattern
of short range NOEs (|ri − rj| < 5Å). For instance, α-helices are characterized by a stretch of
strong and medium NHi–NHi+1 NOEs, and medium or weak CαHi–NHi+3, CαHi–CβHi+3
NOEs, and CαHi–NHi+1 NOEs, sometimes supplemented by NHi–NHi+2 and CαHi–NHi+4
NOEs. β-strands, on the other hand, are characterized by very strong CαHi–NHi+1 NOEs
and by the absence of other short-range NOEs involving the NH and CαH protons. β-sheets
can be identified and aligned from interstrand NOEs involving the NH, CαH, and CβH pro-
tons. Hydrogen-exchange experiments are also often performed to extract information for
slowly exchanging amides that are normally involved in helices or β-sheets. This adds great
confidence later when dealing with H-bonds of the backbone amides involved in helices
or β-sheets.

A computer program written in a shell script can convert all the NOE, J coupling, and
exchange data, and chemical shifts into a figure for analyzing the secondary structures of
proteins. This is illustrated in Figure 7.3. Note that this approach tends to perform poorly
in ill-defined secondary structural regions such as loops. In addition, the exact start and end of
helices tends to be less accurate since the pattern of these parameters is similar to that present
in turns. Thus, a turn at the end of a helix could be misinterpreted as being part of the helix.
In the case of β-sheets, the definition of the start and end is more accurate as alignment is
accomplished from interstrand NOEs involving NH and CαH protons.

Another preliminary structural analysis is the stereospecific assignment of diastereotopic
protons. There are two major types of diastereotopic protons in amino acids: (a) methylene
protons in Lys, Arg, etc.; and (b) methyl groups of Val, Leu. If the signals are well-resolved,
stereospecific assignments of β-methylene protons can be assigned by a combination of 15N-
edited TOCSY and 15N-edited NOESY. Some methylene protons can also be stereospecifically
assigned during the course of structure calculations. Stereospecific assignments of Val and
Leu methyls can be made experimentally by the partial 13C labeling or fractional deuteration
method (Neri et al., 1989; Senn et al., 1989) provided the signals are well resolved. If signals
are degenerate or weak, which prevents the stereospecific assignments, diastereotopic protons
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have to be referred to as pseudoatoms, which may result in less-well-defined structures. Ste-
reospecific assignments not only provide more accurate distance information but also provide
dihedral angle information including χ1 and χ2 (Powers, et al., 1991). Hence, it is import-
ant to have as many stereospecific assignments as possible in order to obtain a high quality
structure.

7.5. TERTIARY STRUCTURE DETERMINATION

7.5.1. Computational Strategies

Because proteins typically consist of more than a thousand atoms that are restrained by
thousands of experimentally determined NOE restraints in conjunction with stereochemical
and steric conditions, it is in general neither feasible to do an exhaustive search of allowed
conformations nor to find solutions by interactive model building. In practice, as mentioned
in the previous section, the calculation of a molecular structure is performed by minimizing
the target function that represents the agreement between a conformation and a set of exper-
imentally derived restraints. In the following section, a step-by-step description of structure
calculation is provided using the most widely used XPLOR protocol.

7.5.2. Illustration of Step-by-Step Structure Calculations Using
a Typical XPLOR Protocol

General guidance for the rMD protocol is given in Table 7.3. A complete protocol for pro-
tein structural calculations using a simulated annealing XPLOR program (sa.inp) is provided
in Appendix B1. The file names in bold require modifications for specific protein structure
determination, and generally include the different input files such as distance restraints, PDB
coordinates, etc. In the protocol, readers are referred to specific remarks on important lines
such as “read the PSF file and initial structure,” which will help in understanding the protocol.

7.5.2.1. Preparation of Input Files
1. Example of NOE table. All the assigned NOEs in a peak-pick table generated by

programs such as PIPP or nmrPipe can be converted into a distance restraint table
using a shell script. An example of an XPLOR distance restraint table can be found
in Appendix B2.

2. Example of dihedral angle restraint table. Dihedral angles derived from J coupling
constants can be assembled into the format for the XPLOR program (Appendix B3).

3. Example of chemical shift restraint table. The carbon shifts for Cα and Cβ can be
formatted for the XPLOR program (Appendix B4).

4. Example of H-bond table. Although NMR experiments have been developed to dir-
ectly measure the H-bonds, most of the H-bond restraints are still derived indirectly
from amide exchange experiments. These H-bond restraints are normally used for
structure refinement after the initial structure is calculated. The H-bond input table is
as shown in Appendix B5.
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TABLE 7.3
Structure Calculation Protocol Using rMD

Randomization
10 ps restrained molecular dynamics

Energy terms: bonds, angles, improper torsions
Temperature: 1,000 K
Number of calculated structures: 100

500 cycles of Powell energy minimization

Global Folding
5 ps restrained molecular dynamics

Energy terms: bonds, angles, improper torsions, NOE (Soft-square NOE potential), van der Waals
(Lennard-Jones), van der Waals radii are scaled by 0.9
kNOE = 30 kcal mol−1 Å−2, kdih = 10 kcal mol−1 rad−2

Step size: 5 fs
Number of steps: 1,000

Temperature: 2,000 K
15 ps restrained molecular dynamics while cooling to 300 K

34 cycles of 0.44 ps each
Energy terms: bonds, angles, improper torsions, NOE (Soft-square NOE potential), van der
Waals (Lennard–Jones), van der Waals radii are gradually reduced by factor 0.9 to 0.8
kNOE is gradually increased from 2 to 30 kcal mol−1 Å−2,
kdih = 200 kcal mol−1 rad−2

Step size: 5 fs
Total number of steps: 3,000
Temperature decrement 50 K per step

500 cycles of Powell energy minimization

Refinement
500 cycles of energy minimization

Energy terms: bonds, angles, improper torsions, NOE, van der Waals (Lennard–Jones)
Soft-square NOE potential
kNOE = 50 kcal mol−1 Å−2, kdih = 5 kcal mol−1 rad−2

2.5 ps restrained molecular dynamics while increasing force constants of all torsion angles
Energy terms: bonds, angles, improper torsions, soft-square NOE potential
20 cycles of 0.125 ps each
kNOE: from 2.2 to 30 kcal mol−1 Å−2, increased by a factor of 1.14 per cycle
kdih: from 1 to 200 kcal mol−1 rad−2, increased by a factor of 1.304 per cycle
Step size: 0.5 fs
Temperature: 2,000 K

200 cycles of energy minimization
Energy terms: bonds, angles, improper torsions, NOE, van der Waals (Lennard–Jones)

Restrained molecular dynamics while cooling to 300 K
34 cycles of 0.44 ps each
Step size: 0.5 fs
Temperature decrement 50 K per step

500 cycles of Powell energy minimization

Refinement with dipolar couplings
Energy terms: bonds, angles, improper torsions, NOE, van der Waals (Lennard–Jones),
electrostatic, dipolar

500 cycles of energy minimization
kdipo = 0.001 cal mol−1 Å−2

15 ps restrained molecular dynamics
50 cycles of 0.3 ps each
kNOE: from 0.001 to 0.2 kcal mol−1 Å−2, increased by a factor of 1.11 per cycle
Step size: 0.5 fs
Temperature: 300 K

500 cycles of energy minimization
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7.5.2.2. Preparation of Initial Random-Coil Coordinates and Geometric File
1. Input file to generate random-coil coordinates based on the protein sequence

(Appendix B6).
2. Input file to generate geometric PSF file (Appendix B7). This file contains information

on the molecular bonds, angles, peptide planes, etc. present in the structure (i.e., how
the atoms are connected together).

7.5.2.3. Randomization
In the initial stage of the calculation, an array of random (or semi-random) initial structures

is generated based on covalent geometry restraints including bond length, bond angles, dihedral
angles, and improper torsions. After 10 ps of rMD dynamics is carried out at a temperature of
1,000 K, a total of 50 to 100 initial structures are obtained, which will be used for the structure
calculation using experimental restraints in the next step of the calculation. The energy of
the randomized structures is minimized by 500 cycles of Powell minimization (Brooks et al.,
1983) against the force of bond length, bond angles, dihedral angles, and improper torsions.

7.5.2.4. First-Round Structure Calculation—Global Folding
After the starting structures are obtained and all other files in bold in sa.inp are prepared,

one can start the first-round of structure calculations. On a UNIX-based SGI workstation on
which XPLOR or CNS is installed, simply type “XPLOR <sa.inp> sa.out” to initiate the
calculation process. The detailed process and output parameters are all contained in the sa.out
file. Calculation is often terminated in the beginning due to errors in the input files, nomen-
clature, metal coordination, etc. These errors are usually reflected in the sa.out file and the
readers are referred to the XPLOR or CNS manual for instructions on specific file format. PDB
coordinates of a set of calculated structures are stored in the directory during the calculation
for visualization and analysis.

The starting structures are first calculated by 5 ps of rMD at 2,000 K with a step size of
5 fs and forces of the covalent geometry restraints such as bond length, bond angles, dihed-
ral angles, improper torsions, and van der Waals (Lennard–Jones bonds), and experimental
restraints of NOE and J coupling. The NOE restraints are used with a force constant of
kNOE = 30–50 kcal mol−1 Å−2, whereas the torsion angle restraints are applied usually with

a relatively weak constant, kdih = 5–10 kcal mol−1 rad
−2

. The soft repulsive van der Waals
radii (Lennard–Jones) are scaled by a factor of 0.9. In the next step, the temperature of the
system is decreased by 50 K per cycle during the slow cooling down to 300 K by 34 cycles
of rMD calculation with a step size of 5 fs and 0.44 ps for each cycle. During the cooling,
the van der Waals radii are reduced from 90% to 80% of their true values, kNOE is gradually

increased from 2 to 30 kcal mol−1 Å−2, and kdih = 200 kcal mol−1 rad
−2

. The last step of the
first-round of calculations consists of 500 cycles of Powell energy minimizations. The above
procedure is looped for 100 cycles.

Although one will use as many NOEs as possible for the structure calculation, the inter-
residual distance restraints play a more important role in calculation. In order to obtain a high
quality structure, more than 10 distance restraints should be used for each residue.

7.5.2.5. NOE Violations and Removal of Incorrect Distance Restraints
Once the first-round structures are calculated using the experimental restraints, mainly

NOE data, it is necessary to analyze and validate the derived structures. Because of
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experimental errors and imperfect restraints, the calculated structures always contain violations
of distance and torsion angles. A distance violation is the difference between the interproton
distance in the structure and the closest distance bound (upper or lower) defined by the observed
NOE intensity. NOE violations are output into a file after the calculation. At this stage, one
should carefully examine the violations which appear in a large number of the structures. These
consistent violations are likely caused by misassignment of NOEs or incorrect NOE volume
integration. Frequently, finding the consistent violations is not always straightforward because
the structure calculation is done by minimizing the potential function over all restraints. As a
result, the large violations caused by the incorrect restraints are spread to neighboring regions,
leading to a region being consistently violated with lesser scale, or sometimes to violations too
small to be recognized after being distributed over a large number of minor violated restraints.
Removal of the incorrect restraints after the first-round calculation will improve the quality of
structures.

7.5.2.6. Iterative Steps for NOE Analysis and Structure Calculations
Because it is not possible to assign all NOESY cross-peaks after sequence specific assign-

ment due to chemical shift degeneracy and inconsistency in some extent of NOESY cross-peak
positions compared to those obtained by resonance assignment, only a fraction of NOESY
cross-peaks are assigned unambiguously and used for the structure calculation at the initial
stage. Even with only 30% of the final number of NOEs, the generated structures are usually
well defined although the resolution is relatively low. These structures are then used to resolve
the ambiguous NOESY cross-peaks based on the spatial information of the first-round struc-
tures. In order to utilize the NOEs, criteria must be set such as chemical shift tolerance range
(usually <0.02 ppm) and corresponding distance between the proton pair in the structures. The
newly assigned NOEs are then used as restraints for the next round of structure calculations. It
is necessary to carry out several rounds of NOE assignment and structure calculation to assign
a majority of ambiguous NOE cross-peaks.

The above process of assignment/calculation can also be performed automatically. First,
the NOEs are listed with possible assignments for a given chemical shift tolerance. After the
first-round calculation, a program such as ARIA (Nilges et al., 1997; Nilges and O’Donoghue,
1998; Linge et al., 2001, 2003) uses output structures to reduce the assignment possibilities
by comparing the interproton distance from the structures to that from the ambiguous NOEs
for all assignment possibilities. The new distance restraints are tested during the next round
of calculations. Usually, multiple restraints are given to the reassigned ambiguous NOEs, of
which only one will be correct. Therefore, these restraints are taken to be more flexible during
the structure calculation.

An alternative approach for iterative NOE analysis is back-calculation of NOESY cross-
peaks based on the generated structure. Once the folded structures are generated by rMD,
the intensities (in terms of volume) of NOESY diagonal and cross-peaks can be calculated
for the structures using a relaxation matrix approach with the consideration of spin diffusion.
During the back-calculation, the relaxation matrix is first defined with the assumption of iso-
tropic motion in absence of the cross-correlation contribution to the relaxation. The relaxation
matrix is then used to calculate theoretical NOESY spectra from the calculated structures.
The theoretical NOESY spectrum is compared with the experimental data either manually or
automatically to assign additional NOESY cross-peaks which are used as distance restraints
for further structure calculations as described above.



226 Chapter 7

7.5.3. Criteria of Structural Quality

The quality of structures is usually reported in terms of several statistical characters includ-
ing rmsd (root mean square deviation) of the distance and dihedral restraints, rsmd of idealized
covalent geometry, rsmd of backbone atoms, rsmd of heavy atoms, the total number of distance
violations, and dihedral restraint violations. These criteria provide insights about how consist-
ent the structures are with the experimental restraints. However, these statistical criteria are
imperfect when describing the accuracy of the structural calculations. The quality factor is a
preferable parameter to describe the consistency of the derived structures with the experiment-
ally determined restraints. The quality factor or Q factor is defined for a type of restraint A as
follows (Yip and Case 1989; Nilges et al., 1991; Baleja et al., 1990; Gochin and James 1990):

Q = rms(Aobs − Acalc)

rms(Aobs)
=

⎡
⎢⎢⎣
∑
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(aobs
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i )2

∑
i

(aobs
i )2

⎤
⎥⎥⎦

1/2

(7.12)

in which rms (Aobs −Acalc) is the root mean square of the difference between the observed val-
ues and calculated value of restraint, and rms (Aobs) is a normalization factor. The restraint can
be the NOE intensity (defined by peak volume), J coupling constant, or RDC. As the equation
depicts, the Q factor can be used as an indicator for how close the calculated structures are to
the actual one for a given set of NMR data.

7.5.4. Second-Round Structure Calculation—Structure Refinement

The second-round calculation involves structural refinement by optimizing the calculated
structures after the folding stage with small time step rMD processes while simultaneously
minimizing the Q factor of the generated structures. Usually, hydrogen bonding restraints
observed for slowly exchangeable amide protons of secondary structural elements are included
in the target function during the final stage of the refinement since the hydrogen bonding
distance cannot be longer than 2.4 Å and the bonding angle must be within ±35◦ of linearity.
If RDC data are available, the refinement is also carried out using an empirical energy term
containing dipolar couplings for the target function. Since dipolar couplings provide long-
range restraints, they can be used to correct misassigned NOEs, and hence reduce the number
of violations and increase the accuracy of the structures.

7.5.5. Presentation of the NMR Structure

Once the structures are determined from NMR data, it is necessary to display them. In
a ribbon representation of the average structure, the secondary structural elements are easily
recognized, whereas the deviation of the determined structures is visualized by the backbone
superposition of a set of final structures. The flexible and rigid regions of the structures are
clearly indicated by the superposition representation. The structures can also be represented
by molecular surface or electrostatic potential, which is helpful in studying the binding sites
of a complex or the overall shape of a molecule. The detailed molecular structures can also be
displayed.
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There are many software packages available for displaying molecular structures in
both schematic and detailed representations, of which MOLMOL (MOLecule analysis
and MOLecule display) and MOLSCRIPT are widely used. The software takes the
coordinates of the atoms in a structure file to generate three-dimensional structures in
the above representations. In addition to displaying superimposed structures, MOLMOL
(www.mol.biol.ethz.ch/wuthrich/software/molmol) can be used to display hydrogen bonds,
electrostatic surfaces, and Ramachandran plots. A unique feature of MOLSCRIPT is that the
output image can be saved in various formats such as Postscript, JPEG, GIF, and many other
image formats (http://www.avatar.se/molscript). Midasplus is another frequently used pro-
gram for structural display, which also calculates molecular surfaces, electrostatic potentials
and draw distances between protons (http://www.cgl.ucsf.edu/outreach/midasplus). Figure 7.4
(see color insert after Chapter 8) shows a sample display of a set of structures in ribbon and
superimposition representations using MOLMOL.

7.5.6. Precision of NMR Structures

The precision of NMR structures is related to the precision of the experimental data.
Errors in measurements of NOE, J coupling, and dipolar coupling will affect the precision in
the estimation of distance and orientational restraints derived from the data. The precision of
the calculated structures is usually presented in terms of the atomic rmsd, such as the rmsd
of backbone atoms and the rmsd of all heavy atoms. A low rmsd value of the structures
indicates that the calculated structures are close to the average structure, which represents a
high precision of the structure calculation. A smaller range of the errors in the restraints will
produce structures with improved rmsd values. Several factors will contribute errors in the
measurements such as low digital resolution in multidimensional experiments, noise level,
resonance overlapping, etc. The RMSD of the calculated NOE intensity, J coupling, and
chemical shift for the structures compared to the experimental data will also validate the
quality of NMR structures as mentioned previously.

In general, an increase in the number of experimental restraints will improve the precision
of the calculated structures. However, the precision of the structure determination does not
guarantee the accuracy of the NMR structures. For example, if the distances derived from NOE
are scaled by a factor due to incorrect NOE volume measurement, the calculated structures
will be significantly different from the structures obtained with the correct distance restraints.
Therefore, the accuracy of NMR structures is required to be examined with additional criteria.

7.5.7. Accuracy of NMR Structures

It is thought that an accurate structure should not have substantial violations in
Ramachandran diagrams and covalent bond geometry. Programs have been developed such as
PROCHECK (Laskowski et al., 1996) and WHAT_CHECK (Hooft et al., 1996) for checking
the values of bond lengths and angles, the appearance of Ramachandran diagrams, the number
and scale of violations of experimental restraints, potential energy, etc. Structures with poor
scores do not necessarily indicate errors in the structure, but they require attention to locate
possible misassigned experimental data. On the other hand, structures with high scores also
do not assure the accuracy of the calculation.

As mentioned earlier in this chapter, the quality factor is frequently used to describe the
consistency of the generated structures with the experimentally obtained restraints. Actual
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NMR structures must possess a small Q factor. Consequently, the Q factor is often minimized
during the refinement stage of the structural calculation. Although an ensemble of structures
can be obtained with small rmsd and Q factor values, the accuracy of the structures cannot be
validated using the restraints which are used to generate the structures. The accuracy of the
structures requires cross-validation with other criteria, of which a free R factor has been used
for this purpose (Brünger, 1992). The idea is to set aside some portion of the experimental data
which will be used for validation of the accuracy of NMR structures. The prerequisite to do
this is that there must be sufficient restraints to generate the structures after excluding those
to be set aside. For example, NMR structures can be calculated and refined using restraints
from the measurements of NOE, J coupling, chemical shift, and hydrogen bonding. RDCs can
then be used for validation of the accuracy and to further refine the calculated structure. Good
agreement of the validated structures with the refined structures using the dipolar couplings
will confirm the accuracy of the NMR structures. NOE back-calculation is also a valuable
indicator of the accuracy of structures determined using NMR data.

7.6. PROTEIN COMPLEXES

7.6.1. Protein–Protein Complexes

Protein–protein interactions play an essential role at various levels of the information
flow associated with various biological processes such as gene transcription and translation,
cell growth and differentiation, neurotransmission, and immune responses. The interactions
frequently lead to changes in shape and dynamics as well as in the chemical or physical
properties of the proteins involved. Solution NMR spectroscopy provides a powerful tool to
characterize these interactions at the atomic level and at near-physiological conditions. With
the use of isotopic labeling, structures of many protein complexes in the 40 kDa total molecular
mass regime have been determined (Clore and Gronenborn, 1998). The development of novel
NMR techniques and sample preparation has been increasing the mass size further for the
structural determination of protein complexes. Furthermore, NMR has been utilized to quickly
identify the binding sites of the complexes based on the results of chemical shift mapping or
hydrogen bonding experiments. Because it is particularly difficult and sometimes impossible
to crystallize weakly bound protein complexes (Kd > 10−6), the chemical mapping method
is uniquely suitable to characterize such complexes. The binding surfaces of small to medium
proteins with molecular mass <30 kDa to large target proteins (unlabeled, up to 100 kDa) can be
identified by solution NMR in combination with isotopic labeling NMR (Mastsuo et al., 1999;
Takahashi et al., 2000). As discussed in Chapter 6, structures of small ligands weakly bound to
the proteins can be determined by transferred NOE experiments. The structures of peptides or
small protein domains of weakly bound protein complexes can also be characterized by NMR
techniques, which may be beneficial to the discovery and design of new drugs with high affinity.
In addition to the structural investigation of protein complexes, NMR is a unique and powerful
technique to study the molecular dynamics involved in protein–protein reorganization.

7.6.2. Protein–Peptide Complexes

The contact surface contributing to the interactions of high affinity and specificity gen-
erally involves 30 or less amino acid residues from each protein of the complex (de Vos et al.,
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1992; Song and Ni, 1998). Frequently, this contact surface is located in a single continuous
fragment of one of the proteins, which can be identified by mutation and deletion experiments.
Therefore, fragments can be chemically synthesized in large amount and studied by 1H NMR
experiments owing to their small molecular size (Wüthrich, 1986). In the study of protein–
peptide complexes, samples prepared according to the procedure discussed in Chapter 3 for
isotopic-labeled protein and unlabeled peptide are most commonly used since the availabil-
ity of labeled peptide is prohibited by the expense of chemical synthesis from labeled amino
acids and the difficulty of biosynthesis due to peptide stability problems during expression and
purification.

Data collection and resonance assignment for the complex can be carried out in three
stages: for labeled protein, for unlabeled peptide, and for the complex. In the first two
stages, the protein and peptide are treated as independent entities. Standard multidimen-
sional heteronuclear experiments can be carried out using the complex sample for resonance
assignment, including J coupling measurement, NOE analysis, and RDC measurement.
Backbone HN, N, Cα , C′ resonances are assigned using HNCO, HNCA, HN(CA)CO and
HN(CO)CA, and aliphatic side-chain resonances using CBCA(CO)NH, CBCANH, 3D or
4D HCCH–TOCSY, and 15N edited TOCSY as described previously. The distance restraints
are obtained from 3D 13C or 4D 13C–13C NOESY based on the resonance assignments
(Qin et al., 2001).

QUESTIONS

7.1. Why are small rmsd values of the calculated structure insufficient to describe the accuracy
of the structure?

7.2. Why is the temperature increased to 2,000 K and then cooled down to 300 K during rMD
calculation?

7.3. How are the chemical shift indexes used for identifying secondary structural elements?

7.4. Why is iterative NOE analysis important to the structure calculation?

7.5. What is the Q factor of the structure calculation? What does it describe?

7.1. APPENDIX B1—SA.INP—XPLOR PROTOCOL FOR
PROTEIN STRUCTURE CALCULATION

REMARKS This protocol has very slow cooling with
increase of vdw evaluate ($seed = 287346589)

set seed $seed end
!------------------------------------
! read in the PSF file and initial structure
param @parallhdg_ILK.pro end
structure @ ILK_new.psf end
coor @ ILK_aves_min.pdb

coor copy end
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!------------------------------------
! set the weights for the experimental energy terms
evaluate ($knoe = 25.0) !noes
evaluate ($asym = 0.1) !slope of NOE potential
evaluate ($kcdi = 10.0) !torsion angles
!---------------------------------------------------------
! The next statement makes sure the experimental energies are used in the
! calculation, and switches off the unwanted energy terms.
! note that the NMR torsions are only switched on in the cooling stage
! we include the noncrystallographic symmetry right from the start
!-------------------------------------------------------------
! Read experimental restraints
noe
reset
nrestraints = 6000 ! allocate space for NOEs
ceiling 100

set echo off message off end
class all
set message off echo off end

@ ILK_mod1.tbl
@hbond.tbl

set echo on message on end

averaging all center
potential all square
scale all $knoe

sqconstant all 1.0
sqexponent all 2

! soexponent all 1
! rswitch all 1.0
! sqoffset all 0.0
! asymptote all 2.0
end

couplings
potential harmonic
class phi
force 1.0
nres 300
degeneracy 1
coefficients 6.98 -1.38 1.72 -60.0

@dihed_talos.tbl
end

carbon
nres = 200
class all
force 0.5
potential harmonic
@rcoil_c13.tbl
@expected_edited_c13.tbl
@shift_qm.tbl

end
evaluate ($rcon = 0.003)

parameters
nbonds
atom
nbxmod 3
wmin = 0.01 ! warning off
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cutnb = 4.5 ! nonbonded cutoff
tolerance 0.5
repel = 0.9 ! scale factor for vdW radii = 1 ( L-J radii)
rexp = 2 ! exponents in (rˆirex - R0ˆirex)ˆrexp
irex = 2
rcon = $rcon ! actually set the vdW weight

end
end

set message off echo off end
restraints dihed
scale $kcdi
@dihed_talos.tbl
end
set message on echo on end

flags
exclude *include bonds angle impr vdw noe cdih coup carb end
evaluate ($cool_steps = 3000)
evaluate ($init_t = 2000.01)
vector do (mass = 100.0)(all) ! uniform mass for all atoms
vector do (fbeta = 10.0)(all) ! coupling to heat bath
eval ($endcount = 100)
coor copy end

eval ($count = 0)
while ($count < $endcount) loop main
evaluate ($count = $count + 1)

coor swap end
coor copy end

vector do (x=xcomp)(all)
vector do (y=ycomp)(all)
vector do (z=zcomp)(all)

evaluate ($ini_rad = 0.9) evaluate ($fin_rad = 0.80)
evaluate ($ini_con = 0.004) evaluate ($fin_con = 4.0)
evaluate ($ini_ang = 0.4) evaluate ($fin_ang = 1.0)
evaluate ($ini_imp = 0.1) evaluate ($fin_imp = 1.0)
evaluate ($ini_noe = 2.0) evaluate ($fin_noe = 30.0)
evaluate ($knoe = $ini_noe) ! slope of NOE potential
evaluate ($kcdi = 10.0) ! torsion angles

noe
averaging all center
potential all square
scale all $knoe
sqconstant all 1.0
sqexponent all 2
end

restraints dihed
scale $kcdi

end
evaluate ($rcon = 1.0)

parameters
nbonds
atom
nbxmod 3
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wmin = 0.01 ! warning off
cutnb = 100 ! nonbonded cutoff
tolerance 45
repel = 1.2 ! scale factor for vdW radii = 1 ( L-J radii)
rexp = 2 ! exponents in (rˆirex - R0ˆirex)ˆrexp
irex = 2
rcon = $rcon ! actually set the vdW weight
end

end

constraints

interaction (not name ca) (all)
weights * 1 angl 0.4 impr 0.1 vdw 0 elec 0 end
interaction (name ca) (name ca)
weights * 1 angl 0.4 impr 0.1 vdw 1.0 end

end

dynamics verlet
nstep = 1000 !
timestep = 0.005 !
iasvel = maxwell firsttemp = $init_t
tcoupling = true
tbath = $init_t
nprint = 50
iprfrq = 0
ntrfr = 99999999

end

parameters
nbonds
atom
nbxmod 3
wmin = 0.01 ! warning off
cutnb = 4.5 ! nonbonded cutoff
tolerance 0.5
repel = 0.9 ! scale factor for vdW radii = 1 ( L-J radii)
rexp = 2 ! exponents in (rˆirex - R0ˆirex)ˆrexp
irex = 2
rcon = 1.0 ! actually set the vdW weight
end

end

evaluate ($kcdi = 200)
restraints dihed
scale $kcdi

end

evaluate ($final_t = 100) { K }
evaluate ($tempstep = 50) { K }
evaluate ($ncycle = ($init_t-$final_t)/$tempstep)
evaluate ($nstep = int($cool_steps/$ncycle))
evaluate ($bath = $init_t)
evaluate ($k_vdw = $ini_con)
evaluate ($k_vdwfact = ($fin_con/$ini_con)ˆ(1/$ncycle))
evaluate ($radius = $ini_rad)
evaluate ($radfact = ($fin_rad/$ini_rad)ˆ(1/$ncycle))
evaluate ($k_ang = $ini_ang)
evaluate ($ang_fac = ($fin_ang/$ini_ang)ˆ(1/$ncycle))
evaluate ($k_imp = $ini_imp)
evaluate ($imp_fac = ($fin_imp/$ini_imp)ˆ(1/$ncycle))
evaluate ($noe_fac = ($fin_noe/$ini_noe)ˆ(1/$ncycle))
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evaluate ($knoe = $ini_noe)

vector do (vx = maxwell($bath)) (all)
vector do (vy = maxwell($bath)) (all)
vector do (vz = maxwell($bath)) (all)

evaluate ($i_cool = 0)
while ($i_cool < $ncycle) loop cool

evaluate ($i_cool = $i_cool+1)
evaluate ($bath = $bath - $tempstep)
evaluate ($k_vdw = min($fin_con,$k_vdw*$k_vdwfact))
evaluate ($radius = max($fin_rad,$radius*$radfact))
evaluate ($k_ang = $k_ang*$ang_fac)
evaluate ($k_imp = $k_imp*$imp_fac)
evaluate ($knoe = $knoe*$noe_fac)

constraints interaction (all) (all) weights
* 1 angles $k_ang improper $k_imp

end end
parameter nbonds
cutnb = 4.5 rcon = $k_vdw nbxmod = 3 repel = $radius

end end
noe scale all $knoe end

dynamics verlet
nstep = $nstep timestep = 0.005 iasvel = current firsttemp = $bath
tcoupling = true tbath = $bath nprint = $nstep iprfrq = 0
ntrfr = 99999999

end
end loop cool

mini powell nstep = 500 nprint = 50 end

{* NOE Data Analysis *}
print threshold = 0.5 noe
evaluate ($noe5 = $violations)
print threshold = 0.0 noe
evaluate ($noe0 = $violations)
evaluate ($rms_noe = $result)

{* CDIH Data Analysis *}
print threshold = 5.0 cdih
evaluate ($cdih5 = $violations)
print threshold = 0.0 cdih
evaluate ($cdih0 = $violations)
evaluate ($rms_cdih = $result)

{* BOND Data Analysis *}
print thres = 0.05 bond
evaluate ($bond5 = $violations)
evaluate ($rms_bond = $result)

{* ANGLE Data Analysis *}
print thres = 5.0 angle
evaluate ($angle5 = $violations)
evaluate ($rms_angle = $result)

{* IMPROPER Data Analysis *}
print thres = 5.0 improper
evaluate ($improper5 = $violations)
evaluate ($rms_improper = $result)
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{* ENERGY Data Analysis *}
energy end

{* J-coupling constant analysis *}
couplings print threshold 1.0 all end
evaluate ($rms_coup = $result)
evaluate ($viol_coup = $violations)

{* Carbon chemical shift analysis *}
carbon print threshold = 1.0 end
evaluate ($rms_carbashift = $rmsca)
evaluate ($rms_carbbshift = $rmscb)
evaluate ($viol_carb = $violations)

remarks ==============================================
remarks noe, cdih, bonds, angles, improp
remarks violations.: $noe5[I5], $cdih5[I5], $bond5[I5], $angle5[I5], $improper5[I5]
remarks RMSD .: $rms_noe[F6.3], $rms_cdih[F6.3], $rms_bond[F6.3], $rms_angle[F6.3],
$rms_improper[F6.3]

remarks 0-viol .: $noe0[I5], $cdih0[I5]
remarks coup, carb-a, carb-b
remarks violations: $viol_coup[I5], $viol_carb[I5], \
remarks RMSD: $rms_coup[F6.3], $rms_carbashift[F6.3],
$rms_carbbshift[F6.3], \

remarks ===============================================
remarks overall = $ener
remarks noe = $NOE
remarks dih = $CDIH
remarks vdw = $VDW
remarks bon = $BOND
remarks ang = $ANGL
remarks imp = $IMPR
remarks coup = $COUP
remarks carb = $CARB
remarks prot = $PROT

remarks ===============================================
evaluate ($file = "ILK_tal_" + encode($count) + ".pdb")
write coordinates output = $file end
end loop main
write coordinates output = $filename end
stop

7.2. APPENDIX B2—EXAMPLE OF NOE TABLE

!K1
assign (resid 1 and name HG#) (resid 1 and name HD#)2.5 0.7 0.2 !#A 526 9.18e+05
assign (resid 1 and name HG#) (resid 1 and name HB#)3.0 1.2 0.3 !#A 521 2.31e+05
assign (resid 1 and name HD#) (resid 1 and name HE#)2.5 0.7 0.2 !#A 518 5.72e+05
assign (resid 1 and name HG#) (resid 1 and name HE#)3.0 1.2 0.3 !m#A 516 4.30e+05
assign (resid 1 and name HG#) (resid 1 and name HA)4.0 2.2 2.0 !#A 510 2.25e+05
assign (resid 1 and name HD#) (resid 1 and name HA)4.0 2.2 1.0 !#A 509 1.45e+05
assign (resid 1 and name HB#) (resid 1 and name HA)3.0 1.2 0.3 !#A 508 3.20e+05
assign (resid 1 and name HE#) (resid 1 and name HA)4.0 2.2 1.0 !#A 500 8.04e+04
assign (resid 1 and name HA) (resid 2 and name HB)4.0 2.2 1.0 !#A 512 1.24e+05
assign (resid 1 and name HB#) (resid 2 and name HA)4.0 2.2 2.0 !added
!assign (resid 1 and name HG#) (resid 2 and name HA)4.0 2.2 2.0 !added
!assign (resid 1 and name HG#) (resid 3 and name HA#)4.0 2.2 1.0 !#A 513 9.34e+04
!assign (resid 1 and name HG#) (resid 3 and name HN)4.0 2.2 1.0 !added



Protein Structure Determination from NMR Data 235

assign (resid 1 and name HB#) (resid 3 and name HN)4.0 2.2 1.0 !added
assign (resid 1 and name HB#) (resid 3 and name HA#)4.0 2.2 2.0 !added
!assign (resid 1 and name HD#) (resid 3 and name HA#)4.0 2.2 2.0 !added
assign (resid 1 and name HA) (resid 4 and name HB#)4.0 2.2 1.0 !jun
assign (resid 1 and name HB#) (resid 4 and name HN)4.0 2.2 2.0 !m#A 498 8.90e+04

!V2
assign (resid 2 and name HG1#) (resid 2 and name HB)2.5 0.7 0.2 !#A 314 6.73e+05
assign (resid 2 and name HG1#) (resid 2 and name HA)3.0 1.2 0.3 !m#A 267 5.15e+05
assign (resid 2 and name HG1#) (resid 3 and name HN)4.0 2.2 1.0 !#A 601 1.48e+05
assign (resid 2 and name HB) (resid 3 and name HA#)4.0 2.2 1.0 !#A 293 1.42e+05
assign (resid 2 and name HG1#) (resid 3 and name HA#)4.0 2.2 1.0 !m#A 269 2.73e+05
assign (resid 2 and name HA) (resid 3 and name HA#)4.0 2.2 1.0 !m#A 254 2.15e+05
assign (resid 2 and name HG1#) (resid 3 and name HN)4.0 2.2 2.0 !#A 173 2.73e+05
assign (resid 2 and name HB) (resid 3 and name HN)4.0 2.2 1.0 !#A 166 1.49e+05
assign (resid 2 and name HA) (resid 3 and name HN)3.0 1.2 0.3 !m#A 57 5.58e+05
assign (resid 2 and name HB) (resid 4 and name HN)4.0 2.2 1.0 !#A 230 5.67e+04
assign (resid 2 and name HG1#) (resid 4 and name HN)4.0 2.2 2.0 !#A 229 9.28e+04
assign (resid 2 and name HG2#) (resid 4 and name HN)4.0 2.2 2.0 !#A 603 4.72e+04
!assign (resid 2 and name HG2#) (resid 4 and name HE#)4.0 2.2 2.0 !#A 611 1.30e+05
!assign (resid 2 and name HB) (resid 4 and name HD#)4.0 2.2 2.0 !#A 224 7.79e+04
assign (resid 2 and name HA) (resid 4 and name HD#)4.0 2.2 2.0 !#A 187 5.78e+04
assign (resid 2 and name HA) (resid 4 and name HN)4.0 2.2 1.0 !#A 99 1.15e+05
assign (resid 2 and name HB) (resid 5 and name HE#)4.0 2.2 2.0 !#A 440 1.13e+05
assign (resid 2 and name HG1#) (resid 5 and name HD#)4.0 2.2 2.0 !#A 212 1.60e+05
assign (resid 2 and name HG1#) (resid 5 and name HE#)4.0 2.2 2.0 !#A 433 2.33e+05
assign (resid 2 and name HA) (resid 5 and name HD#)4.0 2.2 2.0 !#A 406 9.65e+04
assign (resid 2 and name HB) (resid 5 and name HD#)4.0 2.2 2.0 !#A 220 1.00e+05
assign (resid 2 and name HA) (resid 5 and name HE#)4.0 2.2 2.0 !#A 186 8.51e+04
assign (resid 2 and name HA) (resid 5 and name HB#)4.0 2.2 1.0 !#Jun

!G3
assign (resid 3 and name HA#) (resid 3 and name HN)2.5 0.7 0.2 !#A 58 4.42e+05
assign (resid 3 and name HA#) (resid 4 and name HA)4.0 2.2 1.0 !m#A 257 1.69e+05
assign (resid 3 and name HA#) (resid 4 and name HN)3.0 1.2 0.3 !#A 59 6.34e+05
assign (resid 3 and name HN) (resid 4 and name HE#)4.0 2.2 1.0 !#A 28 3.96e+04
assign (resid 3 and name HN) (resid 4 and name HN)3.0 1.2 0.3 !#MA 4 6.69e+04
assign (resid 3 and name HA#) (resid 5 and name HB1)4.0 2.2 2.0 !m#A 503 6.23e+04
assign (resid 3 and name HA#) (resid 5 and name HE#)4.0 2.2 2.0 !olga
assign (resid 3 and name HA#) (resid 5 and name HN)4.0 2.2 1.0 !#A 78 1.39e+05
assign (resid 3 and name HN) (resid 5 and name HD#)4.0 2.2 2.0 !#A 50 3.75e+04
assign (resid 3 and name HN) (resid 6 and name HN)4.0 2.2 1.0 !#A 20 4.57e+04
assign (resid 3 and name HA#) (resid 6 and name HN)4.0 2.2 1.0 !#A 486 7.65e+04
assign (resid 3 and name HA#) (resid 6 and name HB#)4.0 2.2 2.0 !added
assign (resid 3 and name HA#) (resid 6 and name HG#)4.0 2.2 2.0 !added

!F4
assign (resid 4 and name HA) (resid 4 and name HB2)2.5 0.7 0.2 !#A 242 3.84e+05
assign (resid 4 and name HA) (resid 4 and name HB1)3.0 1.2 0.3 !#A 241 3.46e+05
assign (resid 4 and name HB1) (resid 4 and name HD#)3.0 1.2 0.3 !m#A 204 4.66e+05
assign (resid 4 and name HB2) (resid 4 and name HD#)3.0 1.2 0.3 !m#A 203 4.42e+05
assign (resid 4 and name HA) (resid 4 and name HD#)4.0 2.2 1.0 !m#A 175 4.05e+05
assign (resid 4 and name HB1) (resid 4 and name HN)3.0 1.2 0.3 !#A 102 2.49e+05
assign (resid 4 and name HB2) (resid 4 and name HN)3.0 1.2 0.3 !#A 101 2.48e+05
assign (resid 4 and name HA) (resid 4 and name HN)3.0 1.2 0.3 !#A 60 2.23e+05
assign (resid 4 and name HD#) (resid 4 and name HE#)2.5 0.7 0.2 !#A 46 2.48e+06
assign (resid 4 and name HE#) (resid 4 and name HN)4.0 2.2 1.0 !#A 40 1.05e+05
assign (resid 4 and name HD#) (resid 4 and name HN)4.0 2.2 1.0 !m#A 38 1.77e+05
assign (resid 4 and name HN) (resid 5 and name HB1)4.0 2.2 1.0 !#A 428 6.11e+04
assign (resid 4 and name HD#) (resid 5 and name HB1)4.0 2.2 1.0 !#A 206 9.60e+04
assign (resid 4 and name HA) (resid 5 and name HN)3.0 1.2 0.3 !m#A 61 3.98e+05
assign (resid 4 and name HN) (resid 5 and name HD#)4.0 2.2 2.0 !#A 39 7.34e+04
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assign (resid 4 and name HE#) (resid 5 and name HN)4.0 2.2 1.0 !#A 36 1.29e+05
assign (resid 4 and name HD#) (resid 5 and name HN)4.0 2.2 1.0 !#A 35 1.07e+05
assign (resid 4 and name HN) (resid 5 and name HN)3.0 1.2 0.3 !#MA 8 1.34e+05
assign (resid 4 and name HA) (resid 7 and name HN)4.0 2.2 1.0 !#A 392 2.71e+05
assign (resid 4 and name HB1) (resid 7 and name HN)4.0 2.2 2.0 !#A 116 1.09e+05
!assign (resid 4 and name HD#) (resid 7 and name HD#)4.0 2.2 2.0 !added 1.09e+05
assign (resid 4 and name HD#) (resid 8 and name HB2)4.0 2.2 2.0 !added 1.09e+05
assign (resid 4 and name HD#) (resid 17 and name HG#)4.0 2.2 2.0

!F5
assign (resid 5 and name HA) (resid 5 and name HB1)3.0 1.2 0.3 !#A 240 2.24e+05
assign (resid 5 and name HB2) (resid 5 and name HB1)2.5 0.7 0.2 !#A 232 5.40e+05
assign (resid 5 and name HB2) (resid 5 and name HD#)3.0 1.2 0.3 !m#A 202 5.11e+05
assign (resid 5 and name HB1) (resid 5 and name HD#)2.5 0.7 0.2 !#A 201 4.51e+05
assign (resid 5 and name HA) (resid 5 and name HD#)3.0 1.2 0.3 !#A 176 4.58e+05
assign (resid 5 and name HB1) (resid 5 and name HN)3.0 1.2 0.3 !#A 104 1.68e+05
assign (resid 5 and name HB2) (resid 5 and name HN)4.0 2.2 1.0 !m#A 103 2.72e+05
assign (resid 5 and name HA) (resid 5 and name HN)3.0 1.2 0.3 !#A 64 3.98e+05
assign (resid 5 and name HD#) (resid 5 and name HE#)2.5 0.7 0.2 !#A 45 3.13e+06
assign (resid 5 and name HD#) (resid 5 and name HN)3.0 1.2 0.3 !#A 34 1.97e+05
assign (resid 5 and name HE#) (resid 6 and name HB#)4.0 2.2 1.0 !#A 447 1.20e+05
assign (resid 5 and name HD#) (resid 6 and name HB#)4.0 2.2 1.0 !#A 446 1.23e+05
assign (resid 5 and name HE#) (resid 6 and name HD#)4.0 2.2 2.0 !#A 441 2.27e+05
!assign (resid 5 and name HD#) (resid 6 and name HG#)4.0 2.2 1.0 !#A 221 1.05e+05
assign (resid 5 and name HE#) (resid 6 and name HG#)4.0 2.2 1.0 !#A 214 1.02e+05
assign (resid 5 and name HD#) (resid 6 and name HA)4.0 2.2 1.0 !#A 183 1.27e+05
assign (resid 5 and name HB2) (resid 6 and name HN)4.0 2.2 1.0 !m#A 112 1.86e+05
assign (resid 5 and name HB1) (resid 6 and name HN)4.0 2.2 1.0 !#A 111 1.39e+05
assign (resid 5 and name HA) (resid 6 and name HN)3.0 1.2 0.3 !#A 62 3.22e+05
assign (resid 5 and name HD#) (resid 6 and name HN)4.0 2.2 1.0 !#A 37 1.27e+05
assign (resid 5 and name HE#) (resid 6 and name HN)4.0 2.2 1.0 !#A 33 8.23e+04

INCOMPLETED

7.3. APPENDIX B3—EXAMPLE OF DIHEDRAL ANGLE RESTRAINT TABLE

!remark phi angle constraints
!! r22
assign (resid 21 and name c and segid b) (resid 22 and name n and segid b)

(resid 22 and name ca and segid b) (resid 22 and name c and segid b) 1.0 -64.0 20.0 2
!! r23
assign (resid 22 and name c and segid b) (resid 23 and name n and segid b)

(resid 23 and name ca and segid b) (resid 23 and name c and segid b) 1.0 -67.0 20.0 2
!! r24
assign (resid 23 and name c and segid b) (resid 24 and name n and segid b)

(resid 24 and name ca and segid b) (resid 24 and name c and segid b) 1.0 -73.0 20.0 2
!! r25
assign (resid 24 and name c and segid b) (resid 25 and name n and segid b)

(resid 25 and name ca and segid b) (resid 25 and name c and segid b) 1.0 -79.0 20.0 2
!! r26
assign (resid 25 and name c and segid b) (resid 26 and name n and segid b)

(resid 26 and name ca and segid b) (resid 26 and name c and segid b) 1.0 -68.0 20.0 2
!! r27
assign (resid 26 and name c and segid b) (resid 27 and name n and segid b)

(resid 27 and name ca and segid b) (resid 27 and name c and segid b) 1.0 -66.0 20.0 2
!! r28
assign (resid 27 and name c and segid b) (resid 28 and name n and segid b)

(resid 28 and name ca and segid b) (resid 28 and name c and segid b) 1.0 -94.0 20.0 2
!! r29
assign (resid 28 and name c and segid b) (resid 29 and name n and segid b)
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(resid 29 and name ca and segid b) (resid 29 and name c and segid b) 1.0 -62.0 20.0 2
!! r30
assign (resid 29 and name c and segid b) (resid 30 and name n and segid b)

(resid 30 and name ca and segid b) (resid 30 and name c and segid b) 1.0 -65.0 20.0 2
!! r31
assign (resid 30 and name c and segid b) (resid 31 and name n and segid b)

(resid 31 and name ca and segid b) (resid 31 and name c and segid b) 1.0 -63.0 20.0 2
!! r32
assign (resid 31 and name c and segid b) (resid 32 and name n and segid b)

(resid 32 and name ca and segid b) (resid 32 and name c and segid b) 1.0 -63.0 20.0 2
!! r33
assign (resid 32 and name c and segid b) (resid 33 and name n and segid b)

(resid 33 and name ca and segid b) (resid 33 and name c and segid b) 1.0 -63.0 20.0 2
!! r34
assign (resid 33 and name c and segid b) (resid 34 and name n and segid b)

(resid 34 and name ca and segid b) (resid 34 and name c and segid b) 1.0 -64.0 20.0 2
!! r35
assign (resid 34 and name c and segid b) (resid 35 and name n and segid b)

(resid 35 and name ca and segid b) (resid 35 and name c and segid b) 1.0 -67.0 20.0 2
!! r36
assign (resid 35 and name c and segid b) (resid 36 and name n and segid b)

(resid 36 and name ca and segid b) (resid 36 and name c and segid b) 1.0 -63.0 20.0 2
!! r37
assign (resid 36 and name c and segid b) (resid 37 and name n and segid b)

(resid 37 and name ca and segid b) (resid 37 and name c and segid b) 1.0 -64.0 20.0 2
!! r38
assign (resid 37 and name c and segid b) (resid 38 and name n and segid b)

(resid 38 and name ca and segid b) (resid 38 and name c and segid b) 1.0 -64.0 20.0 2
!! r39
assign (resid 38 and name c and segid b) (resid 39 and name n and segid b)

(resid 39 and name ca and segid b) (resid 39 and name c and segid b) 1.0 -63.0 20.0 2
!! r40
INCOMPLETED
!remark psi angles constraints
!! r22
assign (resid 22 and name n and segid b) (resid 22 and name ca and segid b)

(resid 22 and name c and segid b) (resid 23 and name n and segid b) 1.0 -41.0 20.0 2
!! r23
assign (resid 23 and name n and segid b) (resid 23 and name ca and segid b)

(resid 23 and name c and segid b) (resid 24 and name n and segid b) 1.0 -39.0 20.0 2
!! r24
assign (resid 24 and name n and segid b) (resid 24 and name ca and segid b)

(resid 24 and name c and segid b) (resid 25 and name n and segid b) 1.0 -30.0 20.0 2
!! r25
assign (resid 25 and name n and segid b) (resid 25 and name ca and segid b)

(resid 25 and name c and segid b) (resid 26 and name n and segid b) 1.0 -33.0 20.0 2
!! r26
assign (resid 26 and name n and segid b) (resid 26 and name ca and segid b)

(resid 26 and name c and segid b) (resid 27 and name n and segid b) 1.0 -36.0 20.0 2
!! r27
assign (resid 27 and name n and segid b) (resid 27 and name ca and segid b)

(resid 27 and name c and segid b) (resid 28 and name n and segid b) 1.0 -34.0 20.0 2
!! r28
assign (resid 28 and name n and segid b) (resid 28 and name ca and segid b)

(resid 28 and name c and segid b) (resid 29 and name n and segid b) 1.0 -9.0 20.0 2
!! r29
assign (resid 29 and name n and segid b) (resid 29 and name ca and segid b)

(resid 29 and name c and segid b) (resid 30 and name n and segid b) 1.0 -36.0 20.0 2
!! r30
assign (resid 30 and name n and segid b) (resid 30 and name ca and segid b)

(resid 30 and name c and segid b) (resid 31 and name n and segid b) 1.0 -40.0 20.0 2
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!! r31
assign (resid 31 and name n and segid b) (resid 31 and name ca and segid b)

(resid 31 and name c and segid b) (resid 32 and name n and segid b) 1.0 -42.0 20.0 2
!! r32
assign (resid 32 and name n and segid b) (resid 32 and name ca and segid b)

(resid 32 and name c and segid b) (resid 33 and name n and segid b) 1.0 -40.0 20.0 2
!! r33
assign (resid 33 and name n and segid b) (resid 33 and name ca and segid b)

(resid 33 and name c and segid b) (resid 34 and name n and segid b) 1.0 -44.0 20.0 2
!! r34
assign (resid 34 and name n and segid b) (resid 34 and name ca and segid b)

(resid 34 and name c and segid b) (resid 35 and name n and segid b) 1.0 -42.0 20.0 2
!! r35
assign (resid 35 and name n and segid b) (resid 35 and name ca and segid b)

(resid 35 and name c and segid b) (resid 36 and name n and segid b) 1.0 -35.0 20.0 2
!! r36
assign (resid 36 and name n and segid b) (resid 36 and name ca and segid b)

(resid 36 and name c and segid b) (resid 37 and name n and segid b) 1.0 -42.0 20.0 2
!! r37
assign (resid 37 and name n and segid b) (resid 37 and name ca and segid b)

(resid 37 and name c and segid b) (resid 38 and name n and segid b) 1.0 -40.0 20.0 2
!! r38

INCOMPLETED

7.4. APPENDIX B4—EXAMPLE OF CHEMICAL SHIFT TABLE FOR TALOS

REMARK AlfaIIb fused to MBP in complex with beta3, input for TALOS

DATA SEQUENCE KVGFFKRNRP PLEEDDEEGE

VARS RESID RESNAME ATOMNAME SHIFT
FORMAT %4d %1s %4s %8.3f

1 K N 120.93
1 K HA 4.08
1 K C 176.52
1 K CA 56.26
1 K CB 32.81
2 V N 117.94
2 V HA 4.15
2 V C 176.47
2 V CA 62.48
2 V CB 32.55
3 G N 109.71
3 G HA 3.88
3 G C 173.63
3 G CA 45.15
4 F N 118.02
4 F HA 4.56
4 F C 175.36
4 F CA 57.93
4 F CB 39.55
5 F N 118.99
5 F HA 4.58
5 F C 175.12
5 F CA 57.51
5 F CB 39.60
6 K N 120.89
6 K HA 4.21
6 K C 175.94
6 K CA 56.20
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6 K CB 33.00
7 R N 119.97
7 R HA 4.28
7 R C 175.84
7 R CA 55.98
7 R CB 30.90
8 N N 118.01
8 N HA 4.66
8 N C 175.17
8 N CA 53.14
8 N CB 38.78
9 R N 119.81
9 R HA 4.62
9 R CA 55.37
9 R CB 30.19

10 P HA 4.67
11 P HA 4.39
11 P C 176.81
11 P CA 63.10
11 P CB 31.84
12 L N 119.06
12 L HA 4.33
12 L C 174.45
12 L CA 55.18
12 L CB 42.19
13 E N 119.81
13 E HA 4.29
13 E C 176.23
13 E CA 56.30
13 E CB 29.93
14 E N 119.17
14 E HA 4.30
14 E C 177.34
14 E CA 56.30
14 E CB 29.93
15 D N 119.13
15 D HA 4.63
15 D C 175.70
15 D CA 53.91
15 D CB 40.64
16 D N 119.14
16 D HA 4.61
16 D C 175.99
16 D CA 53.92
16 D CB 40.67
17 E N 119.02
17 E HA 4.30
17 E C 176.37
17 E CA 56.29
17 E CB 29.86
18 E N 119.40
18 E HA 4.30
18 E C 176.81
18 E CA 56.38
18 E CB 29.80
19 G N 108.49
19 G HA 3.96
19 G C 173.15
19 G CA 45.20
20 E N 123.55
20 E HA 4.16
20 E CA 57.45
20 E CB 30.62
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7.5. APPENDIX B5—EXAMPLE OF HYDROGEN BOND TABLE

assign (resid 2 and name o) (resid 6 and name n) 3.0 0.7 0.5
assign (resid 2 and name o) (resid 6 and name hn) 2.5 0.7 0.5
assign (resid 3 and name o) (resid 7 and name n) 3.0 0.7 0.5
assign (resid 3 and name o) (resid 7 and name hn) 2.5 0.7 0.5
assign (resid 4 and name o) (resid 8 and name n) 3.0 0.7 0.5
assign (resid 4 and name o) (resid 8 and name hn) 2.5 0.7 0.5
assign (resid 5 and name o) (resid 9 and name n) 3.0 0.7 0.5
assign (resid 5 and name o) (resid 9 and name hn) 2.5 0.7 0.5

7.6. APPENDIX B6—EXAMPLE OF INPUT FILE TO GENERATE
A RANDOM-COIL COORDINATES

remarks file nmr/generate_template.inp
remarks Generates a "template" coordinate set. This produces
remarks an arbitrary extended conformation with ideal geometry.
remarks
remarks Author: Axel T. Brunger

topology reset @topallhdg_new.pro end
parameter reset @parallhdg_new.pro end

{====>}
structure @alfa_RQ.psf end {*Read structure file.*}

vector ident (x) (all)
vector do (x = x/10.) (all)
vector do (y = random(0.5)) (all)
vector do (z = random(0.5)) (all)

vector do (fbeta = 50) (all) {*Friction coefficient, in 1/ps.*}
vector do (mass = 100) (all) {*Heavy masses, in amus.*}

parameter
nbonds
cutnb = 5.5 rcon = 20. nbxmod = -2 repel = 0.9 wmin = 0.1 tolerance = 1.
rexp = 2 irexp = 2 inhibit = 0.25
end

end

flags exclude * include bond angle vdw end

minimize powell nstep = 50 nprint = 10 end

flags include impr end

minimize powell nstep = 50 nprint = 10 end

dynamics verlet
nstep = 50 timestep = 0.001 iasvel = maxwell firsttemp = 300.
tcoupling = true tbath = 300. nprint = 50 iprfrq = 0

end

parameter
nbonds
rcon = 2. nbxmod = -3 repel = 0.75

end
end
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minimize powell nstep = 100 nprint = 25 end

dynamics verlet
nstep = 500 timestep = 0.005 iasvel = maxwell firsttemp = 300.
tcoupling = true tbath = 300. nprint = 100 iprfrq = 0

end

flags exclude vdw elec end
vector do (mass = 1.) ( name h* )
hbuild selection = ( name h* ) phistep = 360 end
flags include vdw elec end

minimize powell nstep = 200 nprint = 50 end
{*Write coordinates.*}

remarks produced by nmr/generate_template.inp
write coordinates output = alfa_RQ_00.pdb end

stop

7.7. APPENDIX B7—EXAMPLE OF INPUT FILE TO GENERATE
A GEOMETRIC PSF FILE

remarks file nmr/generate.inp
remarks Generate structure file for a protein
remarks using the SA parameter and topology files.

topology
@../topallhdg_new.pro

end {*Read topology file *}

segment {*Generate protein *}
name = " " {*This name has to match the *}

{*four characters in columns 73 *}
{*through 76 in the coordinate *}
{*file, in XPLOR this name is *}
{*name is referred to as SEGId. *}

chain
@TOPPAR:toph19.pep {*Read peptide bond file *}
sequence LYS VAL GLY PHE PHE LYS GLN ASN ARG PRO

PRO LEU GLU GLU ASP ASP GLU GLU GLY GLU
end

end
end

write structure output = alfa_RQ.psf end
stop
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8
Protein Dynamics

High resolution NMR spectroscopy has become a unique and powerful approach with atomic
resolution not only for determining the structures of biological macromolecules but also for
characterizing the overall and internal rotational motions in proteins. The dynamic beha-
vior of proteins at different timescales can be monitored experimentally by different methods
because it is difficult, if not impossible, to completely characterize all motional processes by
a single approach. Nuclear spin relaxation measurement provides information on fast motions
on the timescales of picosecond to nanosecond (laboratory frame nuclear spin relaxation), and
slow motions on the timescales of microsecond to millisecond (rotating frame nuclear spin
relaxation), whereas magnetization exchange spectroscopy deals with motions on the times-
cales of millisecond to second. This chapter focuses on the experiments and data analysis
for heteronuclear spin relaxation approaches used to characterize the dynamic processes of
proteins in solution.

Key questions to be addressed include:

1. How can they be interpreted to describe protein dynamics?
2. What types of nuclear interactions can be used for a dynamics study?
3. How can these interactions be used to obtain spectral density and correlation time?
4. How are T1, T2, and the nuclear overhauser effect (NOE) measured?
5. How are the relaxation parameters derived from the experimental data?
6. What timescales of protein internal motions can NMR be used to study?
7. How are the results of relaxation parameters presented to illustrate the protein

motions?
8. How are the experiments for protein dynamics measurements set up?

8.1. THEORY OF SPIN RELAXATION IN PROTEINS

The relaxation rates of proteins are affected primarily by dipolar interactions and chemical
shift anisotropy (CSA). For 2H labeled proteins, the 2H quadrupolar interaction also contrib-
utes to the relaxation rates. The overall relaxation rates are the linear combination of all rates of
the interactions. The relaxation rates can be expressed in terms of the combination of spectral
density functions (Abragam, 1961; Kay et al., 1989). For an isolated XH spin system, the relax-
ation rate constants of the X spin (15N or 13C) caused by the dipolar interaction of the X spin
with the 1H spin and by the magnetic shielding arising from the CSA interaction of the X spin

245
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are given by:

R1 = RD
1 + RCSA

1

= d2

4
[6J (ωH + ωX) + J (ωH − ωX) + 3J (ωX)] + c2J (ωX) (8.1)

R2 = RD
2 + RCSA

2

= d2

8
[6J (ωH + ωX) + 6J (ωH) + J (ωH − ωX) + 3J (ωX) + 4J (0)]

+ c2

6
[3J (ωX) + 4J (0)] (8.2)

σXH = d2

4
[6J (ωH + ωX) − J (ωH − ωX)] (8.3)

in which R1, R2, and σXH are the rate constants of spin–lattice relaxation, spin–spin relaxa-
tion, and cross-relaxation, respectively, which are dependent on the spectral density functions
evaluated at five frequencies (ωH + ωX, ωH, ωH − ωX, ωX, and 0); d = μ0hγXγH〈r−3

XH〉/8π2;
μ0 is the permeability of vacuum (4π × 10−7 TmA); h is Planck’s constant; rXH is the XH
bond length; γX and γH are the gyromagnetic ratios; c = �σωX/

√
3; �σ is the CSA of

the X spin with the assumption that the chemical shift tensor is axially symmetrical, which
has been demonstrated to be valid for peptide bond 15N with �σ = −160 ∼ −170 ppm
(Hiyama et al., 1988), �σ = 25–35 ppm for peptide carbonyl 13C, and �σ = 30 ppm for
13Cα (Ye et al., 1993). The R1 and R2 rate constants can be directly determined experimentally,
whereas σXH is determined from steady-state {1H}–X NOE via the relationship (Kay et al.,
1989):

σXH = d2

4
[6J (ωH + ωX) − J (ωH − ωX)] = γX

γH
R1(NOE − 1) (8.4)

which can be recast to:

NOE = 1 + σXH

R1

γH

γX
= 1 + d2

4R1

γH

γX
[6J (ωH + ωX) − J (ωH − ωX)] (8.5)

Without any assumptions, the spectral density functions at the five frequencies cannot be
determined from the three experimentally determined relaxation rate constants by measur-
ing T1, T2, and NOE. Assumptions must be made so that only three unknowns need to be
determined from the three known values.

There are various mathematical models for mapping the spectral density functions
(Wittebort and Szabo, 1978; London, 1980), of which the model-free analysis is widely used to
obtain information about site-specific internal motions of proteins (Lipari and Szabo, 1982a,b;
Clore et al., 1990a,b; Dayie et al., 1996; Mayo et al., 2000; Palmer, 2001). Rather than fitting
the experimental data to any specific physical models, the method depends on the mathematical
analysis of spectral density functions by assuming two types of motions contributing to the
dynamic process for isotropically tumbling proteins: overall tumbling of the protein as a whole
and internal dynamics for the heteronuclear bonds. Therefore, the analysis characterizes the
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amplitude and rate of internal dynamics for individual chemical bond vectors (e.g., peptide
NH bonds) via model-free order parameter S (or the generalized order parameter), the overall
rotational correlation time τm (or the global correlation time) and effective correlation time τe

according to the relationship:

J (ω) = 2

5

[
S2τm

1 + (ωτm)2 + (1 − S2)τ

1 + (ωτ)2

]
(8.6)

in which τ is given by

τ =
(

1

τm
+ 1

τe

)−1

(8.7)

The effective correlation time τe is the internal correlation time for motions of a bond vector
in a molecular frame. The squared generalized order parameter S2 measures the degree of
spatial restriction of the bond vector in a molecular frame, which provides information about
the angular amplitude of the internal motions of bond vectors. If the bond vector diffuses
in a cone with an angle θ defined by the diffusion tensor and the equilibrium orientation of
the bond vector, S2 is highly sensitive to the cone angle in the range from 0◦ to 75◦ and
decreases dramatically as the cone angle increases (Ishima and Torchia, 2000; Figure 8.1).
The value of θ may vary from 1 when the bond is rigid to 0 when the internal motion is
completely isotropic. The overall rotational correlation time τm characterizes the molecular
tumbling whereas internal correlation time τe describes the internal dynamics.

The model-free formalism has been extended to include internal motions both on a fast
timescale and a slow timescale (Clore et al., 1990a,b; Farrow et al., 1994). The spectral density
function described by the extended model-free formalism is given by:

J (ω) = 2

5

[
S2τm

1 + (ωτm)2 + (S2
f − S2)τ

1 + (ωτ)2

]
(8.8)

in which

τ =
(

1

τm
+ 1

τs

)−1

(8.9)

and τs is the internal correlation time for slow motion; S2, the squared generalized order
parameter = S2

f S2
s ; and S2

f and S2
s are the squared generalized order parameters characterizing

the fast and slow internal motions, respectively.
The squared generalized order parameter S2 and correlation times τm, τe, τf , and τs

can be determined by two different types of approaches. The first type of approach relies on
valid assumptions to simplify the equations for spectral density functions, and includes the
frequently used R2/R1 ratio method and the constant high-frequency spectral density method,
whereas the second type is based on the optimization of fitting the data to obtain the dynamic
parameters, which tends to generate quantitative analysis. From the expressions for R2 and
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R1, the ratio R2/R1 is given by (Kay et al., 1989):

R2

R1
= d2[6J (ωH + ωX) + 6J (ωH) + J (ωH − ωX)] + (d2 + 4c2

3 )[3J (ωX) + 4J (0)]
2d2[6J (ωH + ωX) + J (ωH − ωX) + 3J (ωX)] + c2J (ωX)

(8.10)

R1 and R2 are the relaxation rates for each backbone 15N spin. The R2/R1 ratio method assumes
that internal motions of bond vectors are sufficiently faster than overall tumbling (τe ≤ 200 ps)
and have low amplitude (S2 ≥ 0.5) so that the ratio of 15N R2 and R1 relaxation rate constants
is essentially independent of the internal correlation time τe. Since τe is relatively small based
on the assumption, the spectral density function J (ω) primarily relies only on single correlation
time—overall correlation time τm, which simplifies the expression to the form of:

J (ω) = 2

5

S2τm

1 + (ωτm)2 (8.11)

By replacing J (ω) in Equation (8.10) with Equation (8.11), the R2/R1 ratio is independent
of S2 and the overall correlation time τm can be determined via computer minimization of the
deviation of the following equation using all observed values of the R2/R1 ratio at different
static magnetic field strengths for each backbone 15N site:

τm = 1

ωN

√
6R2

R1
− 17 (8.12)

The R2 and R1 constants are sensitive to motions on different timescales. R1 is sensitive to the
dynamics on the timescale of ps–μs, whereas R2 is sensitive to the motions on both the ps–μs
and μs–ms timescales. For the 15N spins that have an R2/R1 ratio below the average value
by a difference larger than the standard deviation, local conformational averaging at a rate
comparable to the chemical shift difference between the conformational forms is assumed to
be responsible for the shortening of the T2 relaxation. For the 15N sites at which the R2/R1 ratio
is above the average value by a difference larger than the standard deviation, the prolongation
of T1 is caused by a motion on a timescale comparable to τm. The squared generalized order
parameter S2 for an individual site can in turn be obtained using the expression either for R1
or R2 (Equation (8.1) or (8.2)) with the average value of τm. In practice, S2 is obtained
using R1 and NOE (Equation (8.1)) without T2 relaxation data because the measured T2
may contain contributions from other mechanisms, such as slow motions, scalar relaxation,
chemical exchange, anti-phase magnetization, pulse imperfection, the off-resonance effect of
the CPMG pulse train, cross-correlation of dipolar/CSA interactions, etc.

Another simplification method is to approximate the spectral density functions in
Equations (8.1)–(8.3) to the first order as a single term αJ (βω), in which α and β are constants
(Farrow et al., 1995; Ishima and Nagayama, 1995a,b), by assuming that it can be described
by a linear combination of the contributions from overall rotation and internal motions. The
spectral density function is given by:

J (ω) = λ1

ω2 + λ2 (8.13)
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in which the first term and second term are the contributions from overall rotation and internal
motions, respectively. The rate constants consisting of the linear combination of the five
spectral densities may then be simplified as:

R1 = d2

4
[7J (β1ωH) + 3J (ωX)] + c2J (ωX) (8.14)

R2 = d2

8
[13J (β2ωH) + 3J (ωX) + 4J (0)] + c2

6
[3J (ωX) + 4J (0)] (8.15)

NOE = 1 + 5d2

4R1

γX

γH
J (β3ωH) (8.16)

in which β1, β2 and β3 can be obtained using the relationships (Farrow et al., 1995):

6

(ωH + ωX)2 + 1

(ωH − ωX)2 = 7

(β1ωX)2 (8.17)

6

(ωH + ωX)2 + 6

ω2
H

+ 1

(ωH − ωX)2 = 13

(β2ωX)2 (8.18)

6

(ωH + ωX)2 − 1

(ωH − ωX)2 = 5

(β3ωH)2 (8.19)

which yield β1 = 0.921, β2 = 0.955, and β3 = 0.87 for 15N spin relaxation, and β1 =
1.12, β2 = 1.06, and β3 = 1.56 for 13C spin relaxation. The method does not assume that
the molecular tumbling is isotropic. The spectral density functions are first obtained from
experimental data of T1, T2, and NOE, and then used to determine the squared generalized
order parameter and correlation times. For backbone 15N spins, the value of J (0.78ωH) is
calculated directly from the observed values of T1 and NOE using the equation:

J (0.87ωH) = 4σNH

5d2 (8.20)

in which d is defined as in Equation (8.1) and σNH is given in Equation (8.4). The spectral
density functions for the other four frequencies are extracted either by assuming J (ω) ∝ 1/ω2

in the range of ωH ± ωN, or from the values of J (0.78ω) obtained at different field strengths.
When J (ωH) ∝ 1/ω2

H, J (βiωH) can be estimated according to (Farrow et al., 1995):

J (βiωH) ≈
(

0.87

βi

)2

J (0.87ωH) (8.21)

in which i = 1, 2 or 3. Therefore, J (ω) at 0 and ωN are given by:

J (0) = 6R2 − 3R1 − 2.72RNH

3d2 + 4c2 (8.22)

J (ωN) = 4R1 − 5RNH

3d2 + 4c2 (8.23)
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If values of J (0.78ωH) obtained at different field strengths are employed, J (βiωH) can be
estimated from:

J (βiωH) ≈ J (0.87ωH) − (βi − 0.87)ωH
J (0.87ωH) − J (0.87ω′

H)

0.87(ωH − ω′
H)

(8.24)

in which ω′
H is the proton Larmor frequency at which J (0.78ω′

H) is obtained and ω′
H is different

than ωH.
The second type of method utilizes extensive optimization of data fitting globally or

locally for all peptide residues by minimizing an error function to obtain the overall correlation
time τm (Dellwo and Wand, 1989; Palmer et al., 1991; Mandel et al., 1995). For global fitting,
the global error function may have a form of:

χ2 =
M∑

j=1

⎡
⎣(Robs

1j − Rcal
1j

λR1j

)2

+
(

Robs
2j − Rcal

2j

λR2j

)2

+
(

NOEobs
j − NOEcal

j

λNOEj

)2
⎤
⎦ (8.25)

in which M is the number of residues for which the relaxation parameters have been measured;
λ is the standard deviation in R1, R2, or NOE for residue j ; the superscripts obs and cal denote
the observed and calculated relaxation parameters. The minimization can also be done for a
local error function with M = 1 for an individual residue. In either case, an array of presumed
values of correlation time is selected for fitting the parameters (S2 and τe) for internal motion.
The correlation time τm is identified when the sum of the deviations between the observed and
calculated relaxation parameters has reached a minimum. Using the data observed at different
field strengths reduces the fitting error and improves the quality of the extracted dynamic
parameters.

The squared generalized order parameter, S2, is the measure of the orientational distribu-
tion of internal motions by the bond vector in the molecular frame. For the model describing
the internal motion of the bond vector as a restricted diffusion in a cone, the quantity S2 is
given by (Lipari and Szabo, 1992a,b):

S2 =
[

cos θ(1 + cos θ)

2

]2

(8.26)

in which θ is the angle between the bond vector and the diffusion cone as defined in Figure 8.1a,
which characterizes the angular amplitude of the internal motion. When θ is equal to zero, the
motion of the vector is restricted to the fixed orientations and S2 is unity, the maximum value.
As θ increases, S2 decreases rapidly and the motion of the bond vector becomes less restricted.
The motion becomes completely isotropic when θ is 75◦, leading to an S2 of almost zero.

In addition to S2, the internal correlation time τe also is an important quantity for charac-
terizing the internal motions. Although quantitative interpretation of τe relies on how realistic
the model is that describes the motion, the determined value provides a qualitative insight
about the rate of internal motion. However, as Equation (8.6) (J (ω) ∝ S2, τm, τe) indicates,
τe can precisely be characterized only over a very narrow frequency range. In general, the
accurate determination of τe based on the equation is limited in the range of >30 ps and � τm
(Palmer, 2001). The accuracy of τe determination can be significantly increased by applying
the relaxation data obtained for additional nuclei besides 15N, such as 13C and/or 2H.
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Figure 8.1. Model-free parameters for characterizing dynamics of proteins. (a) Relationship of bond
vector μ and the angular amplitude of the internal motion of the bond with respect to its equilibrium pos-
ition, defined by θ . (b) The value of the squared generalized order parameter S2 changes as a function of
θ described by Equation (8.26) for diffusion in a cone as shown in (a). (Reproduced with permission
from Ishima and Torchia, Nat. Struct. Biol. 7, 740, 2000. Copyright © 2000 Nature Publishing Group).

For quadrupolar interaction of spin-1 nuclei such as 2H bound to 13C, the quadrupolar
relaxation is much more efficient than the dipolar interaction and hence the relaxation rate
constants contain only quadrupole relaxation and are expressed by (Wittebort and Szabo, 1978):

R1 = 3C2
Q

16
[2J (2ωD) + J (ωD)] (8.27)

R2 = 3

32
C2

Q[2J (2ωD) + 5J (ωD) + 3J (0)] (8.28)

in whichCQ = e2qQ/� is the quadrupolar coupling constant, e is the charge of an electron, eq is
the principal value of the electric field gradient tensor, Q is the nuclear quadrupolar moment,
ωD is the 2H frequency, and J (0), J (ωD), and J (2ωD) correspond to the spectral density
function at the zero-, single- and double-quantum 2H frequencies. Generally, the assumption
that the principal axis of the electric field gradient tensor is collinear with the C–2H bond
vector is valid except for methyl groups.

Cross-correlation between different nuclear interactions may potentially complicate the
determination of molecular dynamics based on spin relaxation measurement. For an isolated
HX spin system, the relaxation rates including cross-correlation of dipolar and CSA interactions
are different for the downfield and upfield lines of an 15N or 13C doublet (Goldman, 1984;
Bull, 1992):

R+ = R + Rc and R− = R − Rc (8.29)

in which R± are the rate constants for the upfield (right) and downfield (left) line, respectively,
R is defined as in Equations (8.1) and (8.2), andRc is the rate from the cross-correlation between
the two interactions. The influence of the cross-correlation on the spin relaxation is usually
removed during spin relaxation rate measurements by applying a continuous inversion of
the proton resonance during the relaxation periods. However, this interaction provides useful
information in such cases as when the relative orientation of the CSA tensor with respect
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to the dipolar interaction or the bond vector is known. For an axially symmetric CSA tensor, the
rate constants from cross-correlation with the dipolar interaction can be described in terms of:

RC
1 = −√

3dcP2(cos θ)J (ωX) (8.30)

RC
2 = −

√
3

6
dcP2(cos θ)[3J (ωX) + 4J (0)] (8.31)

in which RC
1 and RC

2 are the longitudinal and transverse relaxation rates of the cross-correlation,
respectively, c and d are the constants defined in Equation (8.1), P2(x) = (3x2 − 1)/2 is the
second Legendre polynomial, and θ is the angle between the HX bond vector and the symmetric
axis of the CSA tensor. By measuring R1 and R2 in the absence and presence of 1H decoupling
during the relaxation period T , the contribution from the cross-correlation of the heteronuclear
dipole and CSA interactions can be obtained according to the expression for R+ or R−.

The spin–spin relaxation can also be affected by additional internal motions induced by
chemical exchange processes such as those arising from μs–ms exchange of spins between
magnetic environments during the δ delays of a CPMG sequence. Consequently, the J (0)

determined according to Equations (8.30), (8.31), or (8.22) may not be accurate. The exchange
rate constant Rex was proposed to add to the expression for transverse relaxation rate R2:

R2 = RD
2 + RCSA

2 + Rex (8.32)

The exchange rate can be determined by its magnetic field dependence with the assumption
Rex = λexB

2
0 , in which λex is a constant (Peng and Wagner, 1995; Phan et al., 1996; Kroenke

et al., 1999):

R2 − 1

2
R1 = d2

4
[3J (ωH) + 2J (0)] +

[
2

9
γ 2

X�σ 2J (0) + λex

]
B2

0 (8.33)

By fitting the relaxation data obtained at different field strengths vs the squared static field
strength B2

0 , Rex as well as J (0) can be calculated from the intercept since J (ωH) is determined
from τm and τe by the methods described previously. Alternatively, the transverse rates of the
dipole/CSA cross-correlation, which are not affected by chemical exchange processes, can be
used to directly identify the contribution to R2 arising from chemical exchange effects. The
spectral density function J (0) can be represented in terms of RC

1 and RC
2 :

J (0) = − 2
√

3

dcP2(cos θ)

(
RC

2 − 1

2
RC

1

)
(8.34)

Once J (0) is obtained, Rex can be determined from the slope of fitting (R2 − 1
2R1) vs B2

0 in
Equation (8.33).

For anisotropically tumbling proteins with axially symmetric rotational diffusion tensors,
the model-free spectral density functions are given by (Brüschweiler et al., 1995):

J (ω) = 2

5

2∑
j=0

Aj

[
S2τj

1 + (ωτj )2 + (1 − S2)τ ′
j

1 + (ωτ ′
j )

2

]
(8.35)
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in which 1/τ ′
j = 1/τj +1/τe; 1/τj = 6D⊥ − j2(D⊥ −D‖); D⊥ and D‖ are the perpendicular

and parallel components of the axially symmetric diffusion tensor; A0 = P2(cos θ)/2; A1 =
3 cos2 θ sin2 θ ; A2 = 3 sin4 θ/4; and θ is the angle between the average orientation of the bond
vector and the parallel component of the axially symmetric diffusion tensor (Figure 8.1a), which
is obtained from the known structure of the protein. For isotropic rotational motions, D⊥ = D‖.
Then, τj = τm and τ ′

j = τ , and�Aj = 1. Equation (8.35) reduces to the model-free expression
for isotropically tumbling proteins.

8.2. EXPERIMENTS FOR MEASUREMENTS OF RELAXATION PARAMETERS

The measurement of spin relaxation rates is achieved by carrying out a series of two-
dimensional heteronuclear HSQC- or HMQC-type experiments. The pulse sequences for T1
and T2 relaxation measurement include a relaxation period which is inserted either before or
after the t1 evolution period, whereas for heteronuclear NOE measurement, the cross-relaxation
period is incorporated into the preparation period in the two-dimensional steady-state NOE
sequence.

8.2.1. T1 Measurement

8.2.1.1. Water-Flip-Back Sensitivity-Enhanced T1 HSQC
The inversion technique described in Chapter 1 is widely used to measure the longitudinal

relaxation time T1. The scheme (Figure 8.2a, Kay et al., 1992; Farrow et al., 1994) consists
of a 180◦ inversion pulse that inverts the heteronuclear magnetization Sz to −Sz, a relaxation
period T during which the magnetization relaxes along the z axis, and a 90◦ pulse to create
observable transverse magnetization for detection. For T1 measurement, this relaxation block
is inserted into the seHSQC sequence before the t1 evolution time. HSQC is slightly different
than 15N seHSQC, in which double refocused INEPT-type sequences are utilized to transfer the
magnetization from the directly bound proton to the heteronucleus and back to the proton for
observation via the reversed refocused-INEPT pathway. Inphase magnetization is generated
before the relaxation period rather than the anti-phase coherence created in the conventional
seHSQC sequence. The selective water-flipback pulse is used to ensure that the water magnet-
ization remains along the z axis during the experiment so that saturation transfer is minimized.
1H decoupling consisting of 180◦ pulses is used during the relaxation period T to eliminate
effects of the cross-correlation between dipolar and CSA interactions. The decoupling pulse
train should not perturb the longitudinal water magnetization, and consists of shaped selective
180◦ pulses such as cosine-modulated 180◦ pulses. The relaxation-encoded 15N magnetiza-
tion consequently evolves with the scalar coupling being refocused during the t1 evolution
period. During the “back” transfer pathway, the relaxation-encoded frequency-labeled 15N
magnetization is transferred back to the directly bound proton and a PEP sequence is used
to increase the sensitivity by as much as a factor of

√
2 compared to the unenhanced spec-

trum. Quadrature detection in the F1 dimension is obtained by shifting the phases of φ2 and
the receiver for each FID using the States–TPPI method (Section 4.10.2). The 15N 90◦ pulse
combined with the gradient at the beginning of the pulse sequence is used to ensure the initial
magnetization originates only from amide proton spins. The magnetization transfer during the
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Figure 8.2. Pulse sequences for spin relaxation measurements of 15N (a) T1, (b) T2 relaxation times,
and (c) NOE value with sensitivity enhancement and gradient coherence selection. In all experiments,
narrow and wide bars represent 90◦ and 180◦ pulses, respectively, water flip-back selective pulses are
shown in rounded small bars which are 1.8-ms rectangular pulses, and unless otherwise specified, all
pulses have x phase. The coherence selection is achieved by the black gradients. For PEP sensitivity
enhancement two FIDs are recorded by inverting the phase φ4 and the sign of κ in the second experiment
for every t1, and stored in different memory locations. The T1 and T2 relaxation data are recorded by a
series of experiments with different relaxation periods T. In all experiments, the delay τ is set to 2.25 ms,
τ1 to 2.75 ms, τ ′

1 = τ1 +2 pw, in which pwN is the 1H 90◦ pulse length, τ ′′
1 = τ1 + (2/π)pwN, in which

pw is the 15N 90◦ pulse length, and δ2 to 0.5 ms. Recycle delays are 1.5 s for T1 and T2 experiments
and 5 s for NOE and NONOE experiments. For the T1 experiment (a) the gradient pulses are applied
as g1 = 1 ms, 5 G cm−1, g2 = 0.5 ms, 4 G cm−1, g3 = 2 ms, 10 G cm−1, g4 = 0.5 ms, 8 G cm−1,
g5 = 1 ms, 10 G cm−1, g6 = 1.25 ms, 30 G cm−1, g7 = g8 = 0.5 ms, 4 G cm−1, g9 = 0.125 ms,
27.8 G cm−1. The phase cycle is φ1 = x, −x, φ2 = y, + States–TPPI, φ3 = 2(x), 2(y), 2(−x), 2(−y),
φ4 = x, and receiver phase φrec = x, −x, −x, x + States–TPPI. The T2 experiment (b) uses the levels
and durations of the gradient pulses as used in the T1 experiment, and the phase cycle is the same as in
(a). During CPMG pulse trains, the 15N 180◦ pulses are applied every 0.9 ms and 1H 180◦ pulses are
applied every 4 ms. The 1H 180◦ pulses are calibrated to ∼40 μs corresponding to a field of 3.4 kHz to
avoid sample heating problems. (c) The saturation in both NOE and NONOE experiments is achieved
by applying 1H 120◦ pulses every 5 ms for 3 s. The gradient pulses are used as g1 = 3 ms, −20 G cm−1,
g2 = 1.25 ms, 30 G cm−1, g3 = g4 = 0.5 ms, 4 G cm−1, g5 = 0.125 ms, 27.8 G cm−1. The phase cycle
is φ2 = y, +States–TPPI, φ3 = x, y, −x, −y, φ4 = x and receiver phase φrec = x, −x, +States–TPPI.
The saturation frequency is placed off-resonance for NONOE and switched back to on-resonance before
the first 1H 180◦ pulse. The phase of the last 1H 90◦ pulse is used to ensure the water magnetization is
along the z axis (not the −z axis) immediately before acquisition (Farrow et al., 1994).
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experiment can be described in terms of product operators:

Hz

π
2 Hx−−−→ −Hy

τ→π(Hx+Nx)→τ→ π
2 (Hy+Nx)−−−−−−−−−−−−−−−−−−−→ −2HzNy (8.36)

τ1→π(Hx+Nx)→τ1−−−−−−−−−−−→ Nx

π
2 Ny−−→ −Nz

T−→ −ξNz (8.37)

The factor ξ is the T dependence of the magnetization (signal amplitude), which is given by:

ξ = 1 − 2e−T /T1 = 1 − 2e−T R1 (8.38)

The 1H–15N scalar coupling is decoupled during the relaxation period T . After being brought
to the transverse plane by the following 90◦ 15N pulse, the 15N magnetization evolves while
the heteronuclear scalar coupling is decoupled during the t1 period. The 15N magnetization is
transferred back to the proton during evolution of the 2τ1 period.

−ξNz

π
2 Nx−−→ ξNy

t1−→ ξNy cos(�Nt1) − ξNx sin(�Nt1)

2τ1−→ −ξ2HzNx cos(�Nt1) − ξ2HzNy sin(�Nt1) (8.39)

Both components are retained to generate two time domain data sets by the PEP sequence:

π
2 (Hx+Nx)−−−−−−→ ξ2HyNx cos(�Nt1) + ξ2HyNz sin(�Nt1)

τ→π(Hx+Nx)→τ−−−−−−−−−−→ ξ2HyNx cos(�Nt1) − ξHx sin(�Nt1)

π
2 (Hy+Ny)−−−−−−→ −ξ2HyNz cos(�Nt1) − ξHz sin(�Nt1)

τ→π(Hx+Nx)→τ→ π
2 Hx−−−−−−−−−−−−−−−→ ξHx cos(�Nt1) + ξHy sin(�Nt1) (8.40)

The second FID is obtained by inverting both phase φ and the sign of gradient factor κ:

ξHx cos(�Nt1) − ξHy sin(�Nt1) (8.41)

The two free induction decays (FIDs) are recorded for a given t1 value and stored in separate
memory locations. The data are manipulated as described in Chapter 5 for seHSQC to obtain
pure phase data, which are processed using the States–TPPI method.

8.2.1.2. Experiment Setup and Data Processing
In addition to the setup procedure common to 2D heteronuclear experiments such as 90◦

pulse calibrations for transmitter and decoupler and spectral window selection, the typical
setup for heteronuclear T1 relaxation measurement includes a recycle delay set to 1.5–2.0 s;
an array of 8∼12 T delays ranging from 5 ms to 1.5 s; for 15N, the delay τ for the INEPT
sequence set to 2.25 ms (<1/4JXH = 2.75 ms), τ1 set to 2.75 ms (=1/4JXH), τ ′

1 and τ ′′
1
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are set according to the figure legend (Figure 8.2) and the delay δ2 is usually set to 0.5
ms. During the period T , 180◦ shaped pulses selected for amide protons (or 120◦ hard 1H
pulses) are spaced at 5-ms intervals to eliminate the effects of dipole/CSA cross-correlation
and cross-relaxation. The gradient pulses are set to 2 ms with ∼10 G cm−1 for residual
water suppression (g3), 1 ms and 0.1 ms with ∼30 G cm−1 for coherence dephase (g6) and
refocus (g9), respectively, and 0.5 ms with 4 – 8 G cm−1 for all other gradients. The car-
rier frequency is set to the water resonance for 1H and 118 ppm for the 15N dimension.
The data are acquired with 128 complex t1 (15N) increments and 1,024 complex t2 (1H)
points, with the same spectral windows in ppm for 1H (∼15 ppm) and 15N (∼35 ppm) in all
data sets.

Prior to Fourier transformation, it is necessary to rearrange the data according to the
procedure described in section 5.1.3 (PEP seHSQC). The arranged PEP data can be processed
separately as States–TPPI data and then the resulting spectra combined together, or the data
sets can be combined first and then processed in the conventional manner for States–TPPI.
Prior to Fourier transformation, the FIDs are first multiplied by a 90◦-shifted squared sine-bell
(squared cosine bell) or Gaussian window function and zero-filled twice to yield a digital
resolution better than 2 Hz/point. A 90◦-shifted squared sine-bell window function is applied
to the indirect 15N dimension. The data are zero-filled twice before the Fourier transformation
is applied. In general, linear prediction to improve the digital resolution of the indirect dimen-
sion is not used since it may introduce a deviation from the real value of the T1 relaxation
rate. Each of the series of spectra is phase-corrected after being Fourier transformed: the phase
of the 1H dimension is adjusted according to the phase of the first FID of the shuffled data,
whereas the phase of the 15N dimension is corrected using two F1 slices. The amplitudes of the
cross-peaks are measured using either peak volume integrals or intensities if signal overlap-
ping becomes severe. The intensity or volume integral Ij (T ) of the cross peak for residue j is
measured for all spectra with different values of T . The longitudinal relaxation time constant is
calculated by fitting Equation (1.83b) in Chapter 1 for all Ij (T ) values with the approximation
that I0j = Ij (1.5 s).

8.2.2. T2 and T1ρ Measurements

8.2.2.1. Sensitivity-Enhanced HSQC for T2 and T1ρ Measurements
The sequence for T2 measurement (Figure 8.2b, Farrow et al., 1994; Messerlie et al.,

1989) is identical to the sequence used for T1 measurement if the inversion scheme is replaced
with a CPMG or spin lock sequence (Carr and Purcell, 1954; Meiboom and Gill, 1958).
Rather than decaying along the longitudinal direction, the heteronuclear magnetization relaxes
on the transverse plane during the T period of the T2 pulse sequence. In addition to spin–
spin interactions, the inhomogeneity of the magnetic field also contributes to the transverse
relaxation. To remove the effect of field inhomogeneity, a CPMG spin echo sequence, which
was developed by Carr and Purcell, and by Meiboom and Gill, is frequently applied in the
measurement of transverse relaxation. In the CPMG scheme, the heteronuclear magnetization
Sx evolves during a period ε under the interaction of the chemical shift and field inhomogeneity.
After the 180◦ 15N pulse reverses the direction of precession of the nuclear spins, the evolution
due to the chemical shift and field inhomogeneity is refocused during the second ε period,
provided that the spins being refocused remain in the identical magnetic field during both ε

periods. The resulting transverse magnetization at the end of an even number of echoes in a
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CPMG pulse train has an amplitude decayed according to:

I = I0e−T R2 (8.42)

in which T = 2n(2ε + pw180◦), n is an integer, and pw180◦ is the pulse length of a 180◦ 15N
pulse in the CPMG pulse train.

In the R1ρ experiment, the transverse magnetization is locked in the rotating frame by
applying a spin lock train or continuous radio frequency field (Peng et al., 1991; Desvaux
and Berthault, 1999). The relaxation rate constant of the magnetization along the effective
field direction in the rotating frame is called R1ρ . The R1ρ measurement depends on the
experimental parameters such as the amplitudes of the applied B1 field, ω1, and the effective
field in the rotating frame, ωe, and the offset frequency �, ω2

e = �2 + ω2
1. In the rotating

frame, the tilt angle of the effective field from the RF field is given by:

tan θ = ω1

�
(8.43)

The measured R1ρ is the combination of R1 and R2 via the dependence of the tilt angle:

R1ρ = R2 sin2 θ + R1 cos2 θ (8.44)

For an on-resonance spin lock field, θ is close to 90◦ for all resonances and the effective field
is along the applied B1 field (Meiboom, 1961; Szyperski et al., 1993). The measured R1ρ

represents the transverse relaxation rate constant R2. For the off-resonance R1ρ experiment
(Akke and Palmer, 1996; Zinn-Justin et al., 1997; Mulder et al., 1998), the RF transmitter
frequency is placed far enough off-resonance so that θ < 70◦. A pair of adiabatic ramp pulses
is used to align the magnetization along the spin lock axis and rotate it back to the original
direction. The magnetization at the beginning and the end of spin lock period is along the z axis.
A continuous and small increase in the amplitude of the RF field causes the magnetization to
follow the effective field in an adiabatic manner, resulting in a rotation, instead of projection, of
the magnetization. At the end of the spin lock, the magnetization follows the effective field, by
decreasing the amplitude of the B1 field, back to the z axis.

In both the R2 and R1ρ experiments, the two PEP FIDs obtained in the same manner to
those obtained in the T1 seHSQC sequence are given by:

ξHx cos(�Nt1) + ξHy sin(�Nt1) (8.45)

ξHx cos(�Nt1) − ξHy sin(�Nt1)

in which ξ = e−T R2 . The two FIDs are recorded for each given t1 value and stored in separate
memory locations. The data are manipulated as described in section 5.1.3 for PEP seHSQC to
obtain pure phase data which are processed using the States–TPPI method.

Analogous to the T1 measurement, the contribution to the T2 from cross-correlation of
dipole/CSA is required to be minimized during the CPMG spin echo. The cross-correlation
effect can be effectively removed by the combination of applying 180◦ 15N pulses every
0.9 ms (ε = 0.45 ms) during the entire CPMG pulse train and applying a 180◦ 1H pulse
centered in the CPMG pulse train. An alternative way is to apply 180◦ 15N pulses every 0.9 ms
and 180◦ 1H pulses every 4 ms during the CPMG pulse train.
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8.2.2.2. Experiment Setup and Data Processing
The setup procedure for the heteronuclearT2 relaxation measurement is primarily identical

to the procedure for T1 relaxation measurement except for the setup of parameters for the
relaxation period T . The number of echo cycles must be chosen as 2n, in which n is an
integer to ensure that the magnetization has same sign after the echo period. An array of 8–12
relaxation delays ranging from 5 ms to 150 ms is typically used. The time of the CPMG
pulse train is set to be shorter than 150 ms to avoid sample heating problems caused by
the pulse train. For the same reason, the 15N RF field strength is set to less than 6 kHz,
corresponding to a 90◦ 15N pulse length of longer than 40 μs. As described previously, in
order to remove the cross-correlation effect, a combination of 180◦ 15N pulses every 0.9 ms
during the entire CPMG pulse train and 180◦ 1H pulses centered in the CPMG pulse train
is applied. A different approach is also frequently used by applying 180◦ 15N pulses every
0.9 ms (ε = 0.45 ms) and by applying 180◦ (or 120◦) 1H pulses every 4–5 ms during the
CPMG pulse train. The gradient pulse length and amplitude are the same as used in the T1
experiment.

In the R1ρ experiment, the 15N spin lock replaces the CPMG spin echo in the T2 exper-
iment, and is applied with a continuous RF 15N pulse with a field strength less than 3.5 kHz
to minimize sample heating problems. The sample heating during the spin lock can also be
minimized by using a predelay time longer than 3 s. During the spin lock, 180◦ 1H pulses
spaced at 5-ms intervals are applied to eliminate the effects of dipole/CSA cross-correlation
and cross-relaxation.

The data are processed in the same procedure as described for T1 measurement after
rearrangement of the data according to the procedure for PEP FIDs. Fitting for T1ρ values is
required for correction of the resonance offset effect (Peng and Wagner, 1994).

8.2.3. Heteronuclear NOE Measurement

8.2.3.1. Heteronuclear NOE Experiment
The heteronuclear NOE is determined from the change in intensity of the NMR signal

of heteronucleus X when the equilibrium magnetization of protons in the vicinity is perturbed
by saturation in experiments such as transient NOE or steady-state NOE. The pulse sequence
of a steady state heteronuclear NOE experiment shown in Figure 8.2c utilizes a pulse train
to saturate proton equilibrium magnetization prior to the heteronuclear magnetization being
excited. The first 90◦ 1H pulse combined with the gradient is used to ensure that the 15N
magnetization is the only initial magnetization of the experiment. After the first 90◦ X pulse,
the chemical shift of the heteronucleus X evolves during t1 and the heteronuclear magnetization
is transferred to protons with decoupling of the scalar coupling JXH. In the final stage of the
pulse sequence, the two orthogonal transverse magnetization components generated during
t1 are refocused by the PEP sequence for simultaneous detection by inverting the phase of
φ4 and the sign of κ . The two FIDs are recorded and stored in separate memory locations.
Quadrature detection in the F1 dimension is obtained by shifting the phases of φ2 and the
receiver for each FID in a States–TPPI manner (see Section 4.10.2). To measure the NOE, a
pair of experiments is recorded with the saturation (NOE) and without the saturation (NONOE)
of the protons bound to the heteronuclei. The intensity of heteronuclear NOE can be obtained
from the longitudinal magnetization and relaxation rates of heteronucleus X and proton H,
which is the ratio of the peak intensities of the NOE and the NONOE (unsaturation) spectra
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(Goldman, 1998; Farrow et al., 1994):

Isat = 〈Xz〉eq + σXH

R1
〈Hz〉eq = Iunsat

(
1 + σXH

R1

γH

γX

)
(8.46)

in which Isat and Iunsat represent the measured intensities of a resonance in the presence and
absence of proton saturation, respectively; σXH is the rate constant of cross relaxation; γX
and γH are the gyromagnetic ratios. The values of NOE in Equation (8.4) are obtained by the
steady state NOE values which are determined by the ratios of the peak intensities in the NOE
and NONOE spectra:

NOE = Isat

Iunsat
= 1 + σXH

R1

γH

γX
(8.47)

The standard deviation of NOE value, σNOE can be determined using the measured background
noise levels:

σNOE

NOE
=
√√√√σ 2

Isat

I 2
sat

+ σ 2
Iunsat

I 2
unsat

(8.48)

in which σIsat and σIunsat represent the standard deviations of Isat and Iunsat, respectively, cal-
culated from the root-mean-squared noise of background regions (Nicholson et al.,1992). In
the condition of the extreme narrowing limit (ωτm � 1) in which τm is short, σXH = 1

2R1,
which yields a maximum magnitude of NOE. Therefore, 15N spins have NOE values between
1 and −4 because of its negative gyromagnetic ratio, whereas 13C NOE values are in the range
of 1 to 5.

The magnetization transfer in the experiment can be described by product operators. The
transverse 15N magnetization is frequency-labeled and transferred to 1H spins during the first
period:

Nz

π
2 Nx−−→ Ny

t1−→ Ny cos(�Nt1) − Nx sin(�Nt1) (8.49)

2τ1−→ −2HzNx cos(�Nt1) − 2HzNy sin(�Nt1)

The scalar coupling JXH is refocused during the t1 evolution time if τ1 is set to 1/4JXH.
Both orthogonal components of the 1H magnetization are refocused and observed by the PEP
sequence (Equation (8.40)), resulting in the two FIDs:

Hx cos(�Nt1) + Hy sin(�Nt1)

Hx cos(�Nt1) − Hy sin(�Nt1) (8.50)

8.2.3.2. Experiment Setup and Data Processing
The saturation of the 1H magnetization is obtained by applying either 120◦ 1H pulses every

5 ms for 3 s or a WALTZ16 pulse train for 3 s. The 90◦ 1H pulse length for the WALTZ16 is
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calibrated to c. 30 μs. A total recycle time of at least 5 s is used for 15N measurement to allow the
longitudinal magnetization to relax back to equilibrium. Usually, the NOE and NONOE spectra
are recorded in an interleaved manner to reduce artifacts. The gradient amplitude and durations
are selected as g1 = 3 ms, −20 G cm−1; g2 = 1.25 ms, 30 G cm−1; g3 = g4 = 0.5 ms,
4 G cm−1; g5 = 0.125, 27.85 G cm−1. The delays are set to τ = 2.25 ms, τ1 = 2.75 ms, and
δ2 = 0.5 ms. A total of 128 complex t1 points are usually recorded.

After rearrangement of the PEP data, the FIDs are processed into a 512 × 1,024 matrix
with 90◦-shifted squared sine-bell window functions in both dimensions. The 15N NOE values
are calculated from the ratio Isat/Iunsat of the cross-peak intensities (Equation (8.47)) in the
NOE difference and NONOE spectra.

8.3. RELAXATION DATA ANALYSIS

The R1 and R2 values are obtained by fitting the intensities of individual cross-peaks
with a series of values of relaxation times T using Equations (1.83b) and (8.42), respect-
ively. The NOE values are extracted from the intensity ratios of individual cross-peaks in the
NOE and NONOE experiments using Equation (8.47) for the data recorded at different static
magnetic field strengths. Once the values of the relaxation rates and NOE are calculated, the
overall correlation time τm is usually determined from the 10% trimmed mean of the R2/R1
ratio (Mandel et al., 1995). In the next step, dynamic parameters (squared generalized order
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Figure 8.3. Simple model-free parameters for local motion of the backbone amide N–H of ferrocyto-
chrome c2 derived from 15N relaxation data recorded at 30◦C and analyzed using an axially symmetric
diffusion tensor. (a) Squared generalized order parameters (S2). (b) Effective correlation time con-
stants (reproduced with permission from Flynn et al., Biochemistry, 40, 6559, 2001, Copyright © 2001
American Chemical Society).
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parameter S2, and τc) are obtained via such methods described in the theory section as a grid
search by minimizing the global error function or local error functions using the estimated τm
value (Mandel et al., 1995; Dellow and Wand, 1989). The program CurveFit is available for
determining R1 and R2 from experimental data, and the program “Modelfree” can be used to
fit the R1 and R2 and NOE data to heteronuclear relaxation data to obtain model-free paramet-
ers according to the extended model-free formalism using minimization of the error function
(http://cpmcnet.columbia.edu/dept/gsas/biochem/labs/palmer/).

Once S2 and τe are obtained, interpretation of the results is straightforward. The dynamic
parameters can be plotted for each residue as shown in Figure 8.3. Backbone and side-chain
dynamics information can be obtained based on the distribution of S2 and τe over the residues.
As mentioned earlier, S2 with higher amplitude indicates that the motion of the bond vector
is restricted to the rigid orientations. As S2 decreases, the motion of the bond vector becomes
less restricted. The motion becomes completely isotropic as S2 approaches zero. In addition
to S2, the internal correlation time τe characterizes how fast the internal motion is. As the
example in Figure 8.3 indicates, the majority of the amide NH S2 are distributed near 0.8
with the corresponding effective correlation times in the range of 1–50 ps. The obtained
model free parameters of the protein are basically consistent with a well-ordered polypeptide
backbone. The values of S2can be color-coded on the structure (Figure 8.4, see color insert
after Chapter 8), which provides visualization of the backbone or side-chain dynamics. Several
backbone regions between regular secondary structure elements have slightly lower order
parameters (0.7 ± 0.05). Overall, the backbone dynamics of ferrocytochrome c2 reveal that
the interior of the protein is unusually rigid.

QUESTIONS

8.1. What are the experimental parameters measured for the study of protein dynamics?

8.2. What are the two methods for calculating the spectral density functions from experimental
data using model-free analysis?

8.3. What is the assumption of model-free analysis?

8.4. What is the physical meaning of the squared generalized order parameters S2? What is
the range of S2 values? What kind of motion does an S2 with a value near 0.8 describe?

8.5. What is the relationship of R1, R2, and R1ρ?
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Multiple Choice Questions

1. Assuming that no 1H signal can be observed for an aqueous sample, which of the
following is most likely not a cause of the problem?
a. The cable is not connected to the probe after probe tuning
b. There is a loose cable connection around the probe
c. The sample is not shimmed well
d. The probe has a problem

2. Which of the following is most likely not a cause of a VT problem?
a. Heater is not on
b. VT air is disconnected
c. Sample is not in the magnet
d. The set temperature exceeds the maximum set temperature

3. In which of the following situations does it use a 1
4 wavelength cable?

a. 15N decoupler channel
b. 2H observation
c. Lock channel
d. 13C decoupler channel

4. Which of the following delays should be used in a jump-return experiment on a 500 MHz
instrument to have maximum intensity at 9 ppm? Assume that the water resonance is at
4.8 ppm.
a. 467 μs
b. 119 μs
c. 1.9 ms
d. 238 μs

5. What coil configuration is most likely used for a triple-resonance probe?
a. The inner coil is double-tuned to 1H and 13C
b. The 1H and lock channel use the inner coil, 13C and 15N use the outer coil
c. The probe can be used to observe the correlation of 1H, 13C, 15N, and 31P

simultaneously
d. One of the two probe coils is used for 1H, 13C, and 15N, the other for 2H

263



264 Multiple Choice Questions

6. Which of the following is not a property of an RF amplif ier?
a. It has a linear dependence of output power on attenuation
b. Its output is gated by a transmitter controller
c. It amplifies the signal from the probe
d. The output of the amplifier for a heteronuclear channel is higher than that of the 1H

channel in a high resolution NMR instrument

7. A mixer is used to
a. subtract the frequencies of two input signals
b. add the frequencies of two input signals
c. multiply the frequencies of two input signals
d. produce IF frequency

8. Which of the following frequencies cannot be an intermediate frequency (IF)?
a. 20 MHz
b. 10 MHz
c. 30 MHz
d. 200 MHz

9. Which of the following has the lowest frequency value?
a. Carrier
b. LO
c. IF
d. Lock frequency

10. What is the purpose of using LO?
a. To combine with carrier frequency at transmitter
b. To make a frequency higher than the spectrometer base frequency
c. To use a fixed-frequency receiver for all nuclei
d. To use a fixed-frequency preamplifier for all nuclei

11. Which of the following does not describe IF?
a. It is the fixed frequency of a receiver
b. Its frequency value is much lower than that of carrier or LO
c. Its frequency changes for different carrier frequencies
d. Either the carrier or LO frequency is made from IF

12. Which of the following statements about the effect of salt concentration on a probe is
correct?
a. High salt concentration affects a conventional probe more severely than a cryogenic

probe because it is less sensitive than a cryogenic probe
b. High salt concentration affects a conventional probe less severely than a cryogenic

probe because it is operated at room temperature
c. High salt concentration affects a cryogenic probe more severely than conventional

probe because the salt of sample may precipitate in the cryogenic probe
d. High salt concentration affects a cryogenic probe more severely than a conventional

probe because the high Q value of a cryogenic probe is dramatically decreased due
to the dielectric influence of the salt concentration
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13. The sensitivity of a cryogenic probe on a 500 MHz spectrometer is close to that of a
conventional probe on a spectrometer of
a. 600 MHz
b. 750 MHz
c. 900 MHz
d. 1,050 MHz

14. Which of the following pulses should be tried first for water suppression by presaturation
for a 90%H2O/10%2H2O sample? Assume a 50 watt 1H amplifier and a carrier on the
water resonance.
a. 3 s pulse with power attenuation of −55 dB from the maximum power
b. 3 s pulse with power attenuation of −35 dB from the maximum power
c. 3 s pulse with power attenuation of −45 dB from the maximum power
d. 5 s pulse with power attenuation of −60 dB from the maximum power

15. Assuming that data are acquired on a 600 MHz with an acquisition time of 64 ms and
the data are Fourier transformed without zero-filling and linear prediction, what is the
digital resolution of the spectrum?
a. 7.8 Hz/pt
b. 0.013 ppm/pt
c. 3.9 Hz/pt
d. 0.026 ppm/pt

16. If the size of the above data set is doubled by zero-filling, what is the digital resolution
of the spectrum?
a. 15.6 Hz/pt
b. 7.8 Hz/pt
c. 3.9 Hz/pt
d. 0.026 ppm/pt

17. Which parameter can saturate the lock signal if it is set too high?
a. Lock gain
b. Lock phase
c. Lock power
d. Lock field (or z0)

18. Which of the following is not true?
a. Magnets (200–900 MHz) are made of superconducting wires
b. The magnet solenoid is in a liquid helium vessel
c. Liquid helium and liquid nitrogen are needed to maintain the magnetic field
d. Room temperature shims are in a liquid nitrogen vessel

19. By using cryogenic shims, field homogeneity can be as good as
a. 1 ppm
b. 10 ppm
c. 1 ppb
d. 0.01 ppm
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20. The water-flip-back sequence provides superior water suppression. How is the result
achieved?
a. The selective pulse on water saturates some portion of the water magnetization
b. The selective pulse on water keeps the water magnetization on the xy plane so that

the water magnetization is suppressed by the watergate sequence
c. The selective pulse on water brings the water magnetization to the z axis
d. The selective pulse on water keeps the water magnetization in the xy plane so that

the water magnetization is destroyed by the gradient pulse

21. Which of the following gives a wider decoupling bandwidth for the same amount of RF
power?
a. CW
b. Waltz16
c. GARP
d. BB

22. Which of the following is the better way to set up a water-flip-back experiment after
probe tuning, shimming, and locking?
a. Calibrate VT, 1H 90◦ pulse, transmitter offset and set the offset at the center of the

spectrum
b. Calibrate 1H 90◦ pulse, transmitter offset, 1H 90◦ selective pulse and set the offset

at the center of the spectrum
c. Calibrate 1H 90◦ pulse, transmitter, and decoupler offsets, 1H 90◦ selective pulse

and set the offset on water
d. Calibrate 1H 90◦ pulse, transmitter, offsets, 1H 90◦ selective pulse and set the offset

on water

23. Which of the following data are most likely processed with doubling the size by forward
linear prediction, 90◦-shifted squared sine-bell function, zero-filling once, and Fourier
transformation?
a. One-dimensional watergate data
b. 1H dimension of 3D data
c. 15N dimension of 3D data
d. Two-dimensional COSY

24. What is the correct way to tune a probe for a triple-resonance experiment?
a. Tune 1H channel first, then 13C, and 15N last without filters
b. Tune 1H channel first, then 13C, and 15N last with filters
c. Tune 15N channel first, then 13C, and 1H last without filters
d. Tune 15N channel first, then 13C, and 1H last with filters

25. An NMR transmitter consists of
a. Frequency synthesizer, RF signal generator, transmitter controller and receiver
b. CPU, RF signal generator, transmitter controller, and RF amplifier
c. Frequency synthesizer, RF signal generator, and transmitter controller
d. Frequency synthesizer, RF signal generator, transmitter controller, and RF amplifier
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26. Which of the following product operators describes the coherence of a two weakly
coupled two-spin (I and S) system from an initial coherence of −Iy after INEPT where
τ → π(Ix + Sx) → τ when τ = 1/4JIS?
a. −IzSx

b. IxSx

c. −IxSz

d. Ix

27. Assuming that on a 600 MHz NMR spectrometer the 13C 90◦ pulse length is 15 μs at
60 dB and a higher decibel value means more power for a pulse, what is most likely the
power setting for 13C GARP decoupling over a 50 ppm bandwidth?
a. 45 dB
b. 47 dB
c. 49 dB
d. 51 dB

28. Which of the following is most likely a Gly NH cross-peak?
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29. Assuming that on a 500 MHz NMR spectrometer the 15N 90◦ pulse length is 35 μs at
60 dB and a higher decibel value means more power for a pulse, what is most likely the
power setting for 15N WALTZ-16 decoupling over a 30 ppm bandwidth?
a. 40 dB
b. 42 dB
c. 45 dB
d. 49 dB

30. Assuming that on a 500 MHz NMR spectrometer the 15N 90◦ pulse length is 35 μs at
60 dB and a higher dB value means more power for a pulse, what is most likely the power
setting for 15N GARP decoupling over a 30 ppm bandwidth?
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a. 35 dB
b. 40 dB
c. 45 dB
d. 49 dB

31. If all four buffers work fine for a protein sample, which one should be used to make the
NMR sample?
a. 100 mM Tris-HCl, pH 7, 100 mM KCl
b. 50 mM phosphate, pH 7, 200 mM KCl
c. 100 mM Tris-HCl, pH 7, 20 mM KCl
d. 50 mM phosphate, pH 7, 50 mM KCl

32. On a 600 MHz instrument, if the resonance frequency of DSS is 599.89836472, what is
the reference frequency for 15N using liquid NH3 as reference?
a. 60.8284299
b. 60.8206020
c. 59.1804433
d. 60.8102995

33. On the same spectrometer as in question 32, what is the frequency at 177 ppm of 13C
using DSS as 13C reference?
a. 150.8445638
b. 150.8564532
c. 150.8658329
d. 150.8712633

34. On the same spectrometer as in question 32, what is the frequency at 118 ppm of 15N?
a. 60.8356055
b. 60.8174751
c. 59.1871755
d. 60.8206020

35. 13C chemical shift has a much wider range (∼300 ppm) than 1H (∼10 ppm) because
a. the contribution of the diamagnetic shielding of 13C is much larger than 1H due to

the small 13C energy gap
b. the contribution of the paramagnetic shielding of 13C is much larger than 1H due to

the small 13C energy gap
c. the electron density of 1H is almost always spherically symmetrical
d. The reason is unknown

36. If a 3JHNHα coupling constant of a residue has a value of approximately 10 Hz, what
could the torsion angle φ be?
a. Approximately 0◦
b. Approximately −120◦
c. Approximately −180◦
d. Approximately 120◦
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37. What is a better criterion to measure the accuracy of the calculated structure?
a. RMSD of backbone atoms
b. Total number of distance violations
c. Quality factor of residual dipolar couplings
d. Quality factor of NOE intensity

38. Why is DSS used instead of TMS as the 1H chemical shift reference for a biological
sample?
a. TMS can denature proteins
b. The chemical shift of TMS is dependent on temperature
c. DSS has a higher solubility in aqueous solution
d. DSS is widely used in protein sample preparation

39. At equilibrium state,
a. there is no −z component of nuclear magnetization
b. there is a slightly larger +z component than −z component of nuclear magnetization
c. there are equal +z and −z components of nuclear magnetization
d. there is a slightly larger −z component than +z component of nuclear magnetization

40. In a magnetic field, nuclear dipoles (nuclear spins with a spin quantum number of 1
2 )

a. precess around the magnetic field direction randomly
b. are motionless along the direction of the magnetic field
c. do not exist
d. precess around the magnetic field direction at the Larmor frequency

41. A B1 field used to interact with nuclear dipoles in order to generate an NMR signal has
the following property:
a. The orientation of the B1 field is fixed in the rotating frame
b. Components of the B1 field rotate in the laboratory frame with Larmor frequency
c. The B1 field is a linear alternating magnetic field in the laboratory frame
d. All of the above

42. If your NMR spectrum has a distorted baseline, the problem is most likely because
a. spectral window (SW) is too low
b. receiver gain is too high
c. receiver gain is too low
d. y-axis scale of display is too high

43. Which of the following quantities is not changed at a different magnetic field strength:
a. Chemical shift (in hertz)
b. Nuclear spin population in an energy state
c. J coupling constant
d. Energy difference between two energy states of nuclei with non-zero spin quantum

number

44. Chemical shifts originate from
a. magnetic momentum
b. electron shielding
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c. free induction decay
d. scalar coupling (J -coupling)

45. Chemical shifts of protons have a frequency range of about
a. megahertz
b. 250 MHz
c. kilohertz
d. 10 Hz

46. DSS has a chemical shift value of 0.0 ppm or 0.0 Hz because
a. its absolute chemical shift value is 0.0
b. the chemical shift value of DSS is chosen as the chemical shift reference
c. H2O has a 1H chemical shift of 4.76 ppm and the DSS chemical shift is 4.76 ppm

lower than H2O
d. none of the above

47. What is the 13C resonance frequency on a 600 MHz NMR spectrometer?
a. 600 MHz
b. 92 MHz
c. 60 MHz
d. 150 MHz

48. The pulse angle is dependent on
a. transmitter power (pulse power)
b. pulse length
c. receiver gain
d. both (a) and (b)

49. If number of time domain points equals 4k and dwell time equals 100 μsec, then
acquisition time equals
a. 100 μsec × 4000
b. 100 μsec × 4096
c. 100 μsec × 4000 × 2
d. 100 μsec × 4096 × 2

50. The signal-to-noise ratio (S/N) of an NMR spectrum can be increased by the accumula-
tion of acquisitions. Compared to one recorded with 2 scans, a spectrum with 32 scans
has an S/N ratio
a. 16 times higher
b. 4 times higher
c. 8 times higher
d. 32 times higher

51. The wider frequency range covered by an RF pulse (pulse bandwidth) is achieved by the
pulse with
a. lower power and longer pulse length
b. higher power and longer pulse length
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c. higher power and shorter pulse length
d. none of the above

52. Integration of 1H signal intensities (or peak area) gives information about
a. the absolute number of protons corresponding to the resonance frequencies
b. the ratio of the number of protons corresponding to the resonance frequencies
c. the types of protons corresponding to the resonance frequencies
d. intensities of protons relative to the solvent peak

53. 13C spectra without decoupling show multiplicity of 13C peaks due to the coupling of
1H to 13C. In a 1D 1H spectrum of an unlabeled sample (natural abundance 13C), the
coupling of 13C to 1H is neglected because
a. the NMR spectrometer decouples 13C from 1H automatically
b. a large portion of protons are bound to 12C, which is NMR inactive
c. the JCH coupling constant is small compared to the line widths of 1H peaks
d. both (b) and (c)

54. Improper shimming
a. can be eliminated by spinning the sample
b. can broaden the line shape of the NMR signal
c. can shorten T1 relaxation
d. does not have any effect on NMR spectra

55. The dwell time is defined as
a. the total time needed to acquire an FID
b. the time difference between two adjacent time domain data points
c. the time delay between the last pulse and acquisition
d. the time delay before the first pulse

56. The reason that an exponential function (EM) with line broadening (LB) of 3–5 Hz is
used for a 13C FID before Fourier transformation is
a. to increase the resolution of the 13C spectrum
b. to increase sensitivity of the spectrum
c. to improve the baseline of the spectrum
d. to make the FID look nicer

57. The relative sensitivity of 15N to 1H for a 100% 15N enriched sample is
a. 0.1
b. 1.0 × 10−3

c. 3.7 × 10−5

d. 1.0 × 10−2

58. Choose the correct statement(s) about the steady state transients (ss or dummy scans):
a. ss are executed before parameter nt (number of transients or scans)
b. During ss, the experiment is performed except without data acquisition
c. ss are used to ensure a steady state before data acquisition
d. All of the above
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59. The natural abundance of 13C is about
a. four times less than 1H
b. 0.11% of total carbon
c. 1.1% of total carbon
d. 99% of total carbon

60. Deuterated solvent in an NMR sample is used to
a. stabilize the magnetic field
b. set the chemical shift reference
c. obtain good field homogeneity across the sample
d. both (a) and (c)

61. Digital resolution (Hz/point) can be improved by
a. decreasing the number of time domain points
b. zero-filling the FID
c. decreasing the spectral width
d. both (a) and (c)

62. Quadrature detection uses
a. a single detector on the x axis
b. two detectors that are opposite to each other
c. two detectors that are perpendicular to each other
d. four detectors that are on the x, y, −x, and −y axes

63. Tuning the probe is to
a. match the probe impedance to the 50 � cable impedance
b. tune the probe frequency to the carrier frequency
c. make shimming easier
d. (a) and (b)

64. 3JHH coupling constants may have a value of
a. 140 Hz
b. 35 Hz
c. 8 Hz
d. 70 Hz

65. 1JCH coupling constants may have a value of
a. 140 Hz
b. 35 Hz
c. 8 Hz
d. 70 Hz

66. 3JHH coupling constants are dependent on
a. magnetic field strength
b. relative orientation of the coupled protons
c. sample concentration
d. 90◦ pulse width
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67. Assume that a proton is scalar coupled to proton(s) with different chemical environments.
If this proton shows a triplet signal, how many proton(s) is it scalar coupled to?
a. One
b. Two
c. Three
d. Four

68. Which of the following molecules has the largest 3JHH coupling constant between Ha
and Hb?

a.
C

C = C

Ha

Hb
C

C = C

Ha

Hb

b.

c.

C = C

Ha

Hb

C = C

Ha Hb
d.

69. In which of the following cases is the JHH coupling constant between Ha and Hb most
likely less than 1 Hz:

a.

Ha − C − C − Hb

b.
O − C − Hb

Ha

c.

Ha

O
||

− C − C − N −

Hb

d.
− C − N − Hb

Ha

70. If the last 13C and 1H 90◦ pulses are omitted in the INEPT experiment (Figure 1.24), can
the 13C NMR signal be observed?
a. Yes, because there exists transverse magnetization
b. No, because the two components of the transverse magnetization will cancel each

other out
c. No, because there is no 13C transverse magnetization
d. None of the above

71. How is quadrature detection in the indirect dimension achieved by the States–TPPI
method?
a. For each t1 increment, one FID is acquired. The phase of the pulse prior to the evol-

ution time is shifted by 90◦ for each FID. The interferogram is transformed with real
Fourier transformation

b. For each t1 increment, two FIDs are acquired. The phase of the pulse prior to the evol-
ution time is shifted by 90◦ for each t1 increment. The interferogram is transformed
with complex Fourier transformation
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c. For each t1 increment, two FIDs are acquired. The phase of the pulse prior to the
evolution time is shifted by 90◦ for each FID. The interferogram is transformed with
complex Fourier transformation

d. For each t1 increment, two FIDs are acquired. The phase of the pulse prior to
the evolution time is shifted by 90◦ for the second FID of each t1 increment. The
interferogram is transformed with complex Fourier transformation

72. How is quadrature detection in the indirect dimension achieved by the TPPI method?
a. For each t1 increment, one FID is acquired. The phase of the pulse prior to the evol-

ution time is shifted by 90◦ for each FID. The interferogram is transformed with real
Fourier transformation

b. For each t1 increment, two FIDs are acquired. The phase of the pulse prior to the evol-
ution time is shifted by 90◦ for each t1 increment. The interferogram is transformed
with complex Fourier transformation

c. For each t1 increment, two FIDs are acquired. The phase of the pulse prior to the
evolution time is shifted by 90◦ for each FID. The interferogram is transformed with
complex Fourier transformation

d. For each t1 increment, two FIDs are acquired. The phase of the pulse prior to
the evolution time is shifted by 90◦ for the second FID of each t1 increment. The
interferogram is transformed with complex Fourier transformation

73. How is quadrature detection in the indirect dimension achieved by the States method?
a. For each t1 increment, one FID is acquired. The phase of the pulse prior to the evol-

ution time is shifted by 90◦ for each FID. The interferogram is transformed with real
Fourier transformation

b. For each t1 increment, two FIDs are acquired. The phase of the pulse prior to the evol-
ution time is shifted by 90◦ for each t1 increment. The interferogram is transformed
with complex Fourier transformation

c. For each t1 increment, two FIDs are acquired. The phase of the pulse prior to the
evolution time is shifted by 90◦ for each FID. The interferogram is transformed with
complex Fourier transformation

d. For each t1 increment, two FIDs are acquired. The phase of the pulse prior to
the evolution time is shifted by 90◦ for the second FID of each t1 increment. The
interferogram is transformed with complex Fourier transformation

74. Assuming that an HMQC experiment is collected on a 600 MHz spectrometer with a spec-
tral window of 60 ppm, pw90(1H) = 7 μs, pw90(31C) = 15 μs, and the evolution element

90◦(13C)– 1
2 t1–180◦(1H) − 1

2 t1 − 90◦(13C) using the States–TPPI method, what is the
value of t1(0) chosen for the phase correction of 0◦ (zero order) and −180◦ (first order)?
a. 55.5 μs
b. 111.1 μs
c. 78 μs
d. 22.5 μs

75. Assuming that a constant time HMQC experiment is collected on a 600 MHz spectro-
meter with a spectral window of 60 ppm, pw90(1H) = 7 μs, pw90(31C) = 15 μs, and the
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evolution element 90◦(13C) – 1
2 t1 – T − 180◦(1H) − (T − 1

2 t1
) − 90◦(13C) using the

States–TPPI method, what is the value of t1(0) chosen for the phase correction of 0◦
(zero order) and −180◦ (first order)?
a. 55.5 μs
b. 111.1 μs
c. 78 μs
d. 22.5 μs

76. A larger value of the squared generalized order parameter S2 describes an internal motion
where
a. the bond vector is more flexible in the molecular frame
b. the motion is faster
c. the bond vector is more rigid in the molecular frame
d. the motion is slower

77. The squared generalized order parameter S2 is highly sensitive to the angle θ between the
equilibrium orientation of the bond vector and the diffusion tensor of the bond vector.
a. The value of S2 becomes smaller as the angle θ decreases
b. The value of S2 becomes smaller as the angle θ increases
c. The value of S2 is constant in the region of θ = 0–20◦ and then rapidly decreases

as θ increases
d. The value of S2 is large in the region of θ = 70–90◦

78. Smaller S2 with a smaller τe characterizes molecular internal dynamics that is
a. rigid and slow
b. flexible and fast
c. rigid and slow
d. flexible and fast

79. Certain NMR parameters are measured for the study of protein dynamics. Which of the
following parameters is not measured for the protein dynamics?
a. 15NT1 relaxation rate
b. 1H–1H NOE
c. 1H–15N NOE
d. 15NT2 relaxation rate

80. NOE connectivities are assigned for structure calculation. How are they usually
assigned?
a. A majority of the NOESY cross-peaks are assigned based on the sequence-specific

assignment of chemical shift resonances
b. A small fraction of the NOESY cross-peaks are assigned for initial structure

calculation and more connectivities are added by the iterative NOE analysis
c. A majority of the NOESY cross-peaks are assigned and the iterative NOE analysis

is used to refine the calculated structures
d. Almost all of the NOE connectivities can be assigned by setting up chemical shift

tolerance within values less than 0.2 ppm
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81. The nuclear relaxation characterized by T1 relaxation is not
a. spin–lattice relaxation
b. longitudinal relaxation
c. spin–spin relaxation
d. relaxation along the z axis

82. The purpose of shimming is to
a. stabilize the static magnetic field
b. obtain homogeneity of the B1 field
c. find the lock frequency
d. obtain homogeneity of the static magnetic field

83. The TROSY experiment is based on the property of
a. cross-relaxation caused by dipolar coupling (DD)
b. cross-correlated relaxation caused by the interference between DD and CSA

cross-relaxation (chemical shift anisotropy)
c. cross-relaxation caused by DD and CSA
d. auto-correlated relaxation caused by the interference between DD and CSA

84. After a B1 field is applied along the x axis, the transverse magnetization when relaxing
back to the equilibrium state during acquisition
a. rotates about the x axis of the rotating frame
b. rotates about the direction of the B0 field in the laboratory frame
c. is stationary along the −y axis in the laboratory frame
d. relaxes only along the z axis

85. During an INEPT subsequence, the magnetization transfers for all three types of CH
groups (methine, methylene, and methyl) are optimized by setting the delay τ (half of
the INEPT period) to
a. 11 ms
b. 2.75 ms
c. 2.2 ms
d. 3.6 ms

86. The Cα cross-peaks of CBCANH have opposite sign relative to Cβ cross-peaks because
a. Cβ cross-peaks are folded in the spectrum
b. the magnetization transfer from the Cα has opposite sign to that from the Cβ by

setting the delay for the Cα,β → N transfer to 11 ms
c. the INEPT delay for H → Cα,β transfer is setting to 2.2 ms
d. none of the above

87. Which of the following sequences can be used for a ROESY spin lock?
a. 5 kHz off-resonance DIPSI-3
b. 5 kHz on-resonance MLEV17
c. 2 kHz off-resonance CW
d. 6 kHz off-resonance CW
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88. Compared to the random coil values, 13Cα chemical shifts of aα-helix secondary structure
are usually
a. smaller
b. larger
c. no significant change
d. unpredictable

89. Relative to a 2D, a 3D experiment has a better
a. S/N ratio
b. resolution
c. baseline
d. line shape

90. Which of the following mixing times is most likely used in a homonuclear TOCSY to
mainly observe the correlations of HN to Hα and to all aliphatic Haliph?
a. 30 ms
b. 5 ms
c. 60 ms
d. 100 ms

91. Which of the following mixing times is most likely used in a homonuclear TOCSY to
mainly observe the correlation between HN and Hα?
a. 30 ms
b. 5 ms
c. 60 ms
d. 100 ms

92. Which of the following mixing times is most likely used in a NOESY experiment for a
20 kDa protein sample?
a. 30 ms
b. 100 ms
c. 300 ms
d. 500 ms

93. Which of the following experiments has been used for measuring 1H–15N residual dipolar
coupling?
a. 1H–15N HSQC
b. IPAP 1H–15N HSQC
c. 1H–15N NOE HSQC
d. PEP 1H–15N HSQC

94. What is a constant time evolution period used for?
a. Increase the sensitivity of the experiment
b. Increase the resolution of the experiment
c. Decouple heteronuclear J coupling
d. Suppress artifacts
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95. Which of the following experiments should be used for studying a complex formed by
13C–15N labeled protein and unlabeled peptide?
a. Isotope edited experiment
b. Isotope filtered experiment
c. 3D HCCH–TOCSY
d. Saturation transfer experiment

96. It is necessary to perform shimming before an experiment can be run. The shimming is
done by:
a. adjusting the lock power to obtain highest lock level
b. optimizing lock gain to obtain highest lock level
c. adjusting the current to room temperature shim coils when monitoring the lock level
d. adjusting the current to cryogenic shim coils when monitoring the lock level

97. Assuming that a cryogenic probe has a sensitivity 4 times higher than a conventional
room temperature probe and both probes give same line widths, the signal intensity
of the spectrum obtained using the cryogenic probe compared to that using the room
temperature probe with same amount of experimental time is
a. 16 times higher
b. 8 times higher
c. 4 times higher
d. 2 times higher

98. For a 200 μl 15N labeled protein sample, which of the following probe is the best for a
1H–15N HSQC experiment?
a. triple-resonance HCX probe (X: 15N–31P)
b. dual broadband 1H–19F/15N–31P probe
c. high resolution MAS (magic angle spinning) probe
d. triple-resonance HCN probe

99. For a sample of 150 μl 15N/13C labeled protein containing 100 mM salt, which of the
following probes is best for triple resonance experiments?
a. 5 mm room temperature HCN probe
b. 3 mm room temperature HCN probe
c. 5 mm cryogenic HCN probe using a 5 mm micro tube
d. 5 mm cryogenic HCN probe using a 3 micro mm tube

100. Which of the following statements about preamplifier, IF amplifier and RF amplifier is
wrong?
a. The outputs of IF and RF amplifiers are adjustable
b. A preamplifier is located near or inside a probe
c. They are all frequency tunable amplifiers
d. RF amplifier has a linear dependence of attenuation
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Questions

1. c. 2. c. 3. b. 4. b. 5. b. 6. c. 7. c. 8. d. 9. c. 10. c.
11. c. 12. d. 13. d. 14. a. 15. d. 16. b. 17. c. 18. d. 19. a. 20. c.
21. c. 22. d. 23. c. 24. c. 25. d. 26. c. 27. b. 28. a. 29. c. 30. b.
31. d. 32. d. 33. d. 34. b. 35. b. 36. b. 37. c. 38. c. 39. b. 40. d.
41. d. 42. b. 43. c. 44. b. 45. c. 46. b. 47. d. 48. d. 49. b. 50. b.
51. c. 52. b. 53. b. 54. b. 55. b. 56. b. 57. b. 58. d. 59. c. 60. d.
61. b. 62. c. 63. d. 64. c. 65. a. 66. b. 67. b. 68. c. 69. c. 70. c.
71. c. 72. a. 73. d. 74. d. 75. a. 76. c. 77. b. 78. b. 79. b. 80. b.
81. c. 82. d. 83. b. 84. b. 85. c. 86. b. 87. c. 88. b. 89. b. 90. d.
91. a. 92. b. 93. b. 94. b. 95. b. 96. c. 97. c. 98. d. 99. d. 100. c.
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ADC analog-to-digital converter (conversion)
B0 magnetic field strength
B1 oscillating RF magnetic field strength
Beff effective B1 field strength
C capacitance
COS coherence order selection
COSY correlation spectroscopy
CP cross-polarization
CSA chemical shift anisotropy
CT constant time
CTAB cetyl (hexadecyl) trimethyl ammonium bromide
DAC digital-to-analog converter (conversion)
dB decibel
dBm decibel relative to 1 mW
DD dipole–dipole
DEPT distortionless enhancement by polarization transfer
DHPC dihexanoylphosphatidylcholine
DMPC dimyristoylphosphatidylcholine
DQF double-quantum filter
DSBSC double sideband band suppression carrier
DSS 2,2-dimethyl-2-silapentane-5-sulfonic acid
F noise figure
F1, F2 frequency domain of multidimensional experiments
fd decoupling efficiency
Ft, FT Fourier transformation
g gradient
G pulse field gradient strength
GND ground
HCN proton/carbon/nitrogen
HCX proton/carbon/heteronuclei
HMQC heteronuclear multi-quantum correlation
HSQC heteronuclear single-quantum coherence
i current, imaginary unit
I spin quantum number, spin I , current
IF intermediate frequency
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INEPT insensitive nuclei enhanced by polarization transfer
IPAP in-phase anti-phase
j imaginary unit
J scalar (indirect, spin–spin) coupling constant (in hertz)
J (ω) spectral density function at frequency ω

KA association constant
KD dissociation constant
L inductance
LC liquid crystal, inductor-capacitor
LED longitudinal eddy-current delay
LO local oscillator
LSB least significant bit
M magnetization
M0 equilibrium bulk (macroscopic) magnetization
MAS magic-angle spinning
MSB most significant bit
NMR nuclear magnetic resonance
NOE nuclear Overhauser enhancement
NOESY nuclear Overhauser spectroscopy
p coherence order
P nuclear angular momentum, power levels of the signals (in watt)
PAS principal axis system
PEP preservation of equivalent pathway
PSD phase sensitive detector
pw90 90◦ pulse length
Q nuclear quadrupole moment, quality factor, adiabatic factor, Q factor of

probe circuits
R resistance
R1 spin–lattice (longitudinal) relaxation rate
R2 spin–spin (transverse) relaxation rate
RDC residual dipolar coupling
RF radio frequency
rMD restrained molecular dynamics
rmsd root-mean-square deviation
ROESY rotating frame Overhauser spectroscopy
RT real time
S Saupe order matrix, spin S, generalized order parameter
S2 squared generalized order parameter
SAR structure–activity relationship
SC superconducting
SDS sodium dodecyl sulfate
se sensitivity enhancement
SL spin lock
SQ single quantum
SSB single sideband
ST sweep-tune
T1 spin–lattice (longitudinal) relaxation time
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t1, t2 time domain of multidimensional experiments
T1ρ T1 of spin locked magnetization in rotating frame
T2 spin–spin (transverse) relaxation time
T ∗

2 effective T2
T2ρ T2 of spin locked magnetization in rotating frame
TMS tetramethylsilane
TOCSY total correlation spectroscopy
T/R transmitter/receiver
TROSY transverse relaxation optimized spectroscopy
V voltage
Vpp peak-to-peak voltage
Vrms root-mean-square amplitude of a signal (in Volt)
VT variable temperature
w0, w1, w2 transition probabilities for zero-, single-, and

double-quantum transitions
X heteronucleus
Z impedance, generalized resistor
δ chemical shift (in ppm)
γI gyromagnetic ratio of nucleus I
η nuclear Overhauser enhancement, filling factor of probe

coil, asymmetric parameter of principal axis system,
viscosity

λ wavelength, decoupling scaling factor
μ0 permeability of vacuum
μ magnetic dipole moment, nuclear angular moment
νD dipolar coupling constant
ρ density operator
σ chemical shift tensor, conductivity of sample,

cross-relaxation rate
σdia diamagnetic shielding
σpara paramagnetic shielding
τc correlation time
τe effective correlation time
τm global correlation time
τs internal correlation time
� frequency offset, free precession frequency
ω angular frequency
ω0 Larmor frequency (in rad sec−1), carrier frequency
ω1 frequency of B1 field (in rad sec−1), Larmor frequency in

the rotating frame
ωL local oscillator frequency (in rad sec−1), carrier frequency
ωR intermediate frequency (in rad sec−1)
� frequency ratio of chemical shift reference



Index

2D (two-dimensional) NMR 136–137
2QF-COSY 141–142
3D (three-dimensional) NMR 162–163
90◦C pulse 108, 112

excitation null 108, 113
resonance offset 111

180◦C pulse 108, 112
catenation 179
composite 117
decoupling. See Decoupling, 180◦C pulse 115
excitation null 108, 113
imperfect 117, 124
nonresonant phase shift 139
pulsed field gradients 124
refocusing 151
resonance offset 111

AB spin system 26
Absorptive lineshape 141
Acquisition period, direct 136–137

indirect 136–137
initial delay 133, 135, 152, 154, 166

adjusting 133, 135
See also Evolution period 136–137

Acquisition period, indirect. See Evolution period,
indirect 136–137

ADC. See Analog-to-digital converter 57, 67,
76–79

Adiabatic pulse 120
Adiabatic relaxation contributions 40
Adjoint operator 49
Aggregation 95, 96
Alanine

chemical shifts 22
Aliasing and folding 16
Alignment media 96–98
Allowed transition 3
Amide. See Side Chain 22

chemical shifts 22
Amide proton chemical shift

dispersion 186
Amide proton exchange 95, 127, 128, 160, 163,

191, 221, 222

Amide acid chemical shifts
proteins 22
random coil 22, 217

Amino acid spin systems 179, 185, 186
13C–13C correlation (HCCH) 179–181

Amplifier, rf 61, 62, 64
Amplitude, rf 61, 63, 64, 65
Amplitude modulated pulse 115, 120
Analog signal 77
Analog-to-digital converter (ADC) 57, 67, 76–79
Angle, phase 139
Angle, polar 29
Angular momentum 2–3
Angular momentum quantum number 2

See also Quantum number 2, 3
Anisotropic chemical shift. See Chemical shift

anisotropy (CSA) 20, 36, 37, 41
Anisotropic diffusion. See Diffusion, anisotropic

rotational 252
Annealing, simulated (SA); rMD 213, 214–216,

222–225
Antiphase lineshape 141
Apodization 130–132

heteronuclear correlation 152, 163
multidimensional NMR 132
resolution enhancement 130–131

Apodization function
cosine bell 132
exponential 130
Lorentzian-to-gaussian 131
sine bell, phase shifted 132
transformation 132

ARIA 225
Aromatic rings 21

local magnetic fields 21–22
Aromatic spin systems

chemical shifts 22
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Artifact suppression 124, 125
phase cycling 139
pulsed field gradient 139–140

Assignments, resonance
13Cβ–13Cα correlations (CBCA) 162, 173
13C–13C correlations (HCCH) 162, 179–181
heteronuclear-edited NMR 162, 185
homonuclear NMR 186
sequential 160, 161
stereospecific 221
triple-resonance NMR 186–187

Atomic coordinates 214, 215, 216
Attenuation, rf power 61–62, 108
Audiofrequency filter. See Filter, audiofrequency

17, 66
Audiofrequency signal 1, 65, 66
Autocorrelation or diagonal peak 136, 141
Autocorrelation function 36
Autorelaxation

See also Cross-relaxation 33, 34, 41
Average chemical shift 20, 22
Average dipolar coupling 27, 28, 36
Average scalar coupling 23
AX spin system 26
Axial symmetry 31
AXn spin system 26

B1 field. See rf Magnetic field 6–11
Back-calculation 225, 228
Backbone

conformation 226, 227
fingerprint region 185, 186
spin system 186

Backbone resonance assignment 229
Backbone to side-chain correlations 186, 187
Balanced mixer; BM 62
Bandwidth, frequency 14, 65, 85
Baseline correction 129
Baseline distortions 128, 130
Basis functions 48
Bicelles 30, 96, 97
Bloch equations 9–11

derivation 10
free-procession 10
laboratory reference frame 11
limitations 11
rotating reference frame 11

Boltzmann distribution
spin system 4

Bras and kets 49
Broadband decoupling. See Decoupling, phase

modulated 118–119
Broadband isotropic mixing. See Isotropic mixing

117–118
Bulk angular momentum 5

13C chemical shift. See Chemical shifts, 13C
21–22

13C isotropic labeling 90–94

13C–13C correlations (HCCH) 162, 179–181
13Cα–13Cβ decoupling 177
13Cβ–13Cα correlations (CBCA) 173, 176

See also CBCA(CO)NH; CBCANH;
HCCNH–TOCSY; 176–179, 173–176,
179–182

13Cα and 13CO
decoupling 108
nonresonant phase shift 139, 177
off resonance excitation 113–115
resonance frequency difference 114
rf field strength excitation 114

Calibration, NOESY 219
Capacitance 68–71
Carrier frequency 8, 43, 60, 62, 63, 64, 65, 66, 74,

102, 103, 110
Cascades pulse 116
CBCA(CO)NH 176–179
CBCANH 173–176
Chemical exchange 127, 196, 218, 248, 252
Chemical shift

average 22
conformation-dependent 216–217
degeneracy 225

2D NMR 221
3D heteronuclear-edited NMR 186
dispersion 186
evolution, product operators 52
isotropic 20
reference 18–20
secondary 219
structure, dependence 216–217
tensor 20
water 19

Chemical shift anisotropy (CSA) 20, 36, 37, 41
axial symmetry 159
13C 159
15N 159
heteronuclear 41,159
relaxation 36–37, 41

Chemical shift overlap. See Chemical shift,
degeneracy 187, 211, 225

Chemical shift frequency range 6
Chemical shifts, 13C 22

assignments 160–161, 162
13Cα and 13Cβ , distinguishing 176
13Cα and 13CO, resonance difference between

proteins 108, 113, 114
Chemical shifts, 1H 22

proteins 22
random coil 22
secondary structure dependence 216–217

resonance frequency difference 22, 108,
113, 114

Circuits
open 76
parallel 69, 70, 71
parallel-series 71, 72
series 69, 70, 71
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series-parallel 71, 72
short 70, 71, 75

Coherence
antiphase 46
double quantum (DQ) 42
in phase 45, 46, 47
multiple quantum 153, 154, 155, 156
single quantum 149, 150, 155, 156, 158
zero quantum (ZQ) 33, 34

Coherence, dephasing 116, 122, 139, 140
pulsed field gradient 138–146
relaxation 40
static magnetic field inhomogeneity 40

Coherence, phase shift 139–141
frequency discrimination 137–138
rf pulse 139

Coherence level. See Coherence order 138–140
Coherence level diagram 42, 138–140
Coherence order 138–140

change in 138–140
herteronuclear 140

Coherence selection 138–139
Coherence transfer 140, 142, 143

antiphase 141
continuous (CW) rf field 117
COSY-type 140–141
heteronuclear 155, 156, 161
HMQC-type 155
INEPT 43, 150
in-phase 47

COSY-type 141
TOCSY-type 142–143

isotropic mixing 118, 143
magnetization transfer 117–118, 143, 151, 154
rf pulse 42
single quantum 42
through-bond 144
through-space 144
TOCSY-type 143
triple-resonance 161; See also Triple resonance

NMR 164–179
Coherence transfer pathway 42

selection 138–139
phase cycle 138–139
pulsed field gradient 138–139

Coil, main; See also magnet solenoid 58, 59
Coil, rf 68–74
Coil, SC shim; See also cryogenic shims;

cryoshims 59
Coil, shim 60
Complete assignment 162, 185–187
Complex Fourier transformation 12–15
Composite pulse 117–119
Composite pulse decoupling. See Decoupling,

phase-modulated 118–119
Computer-aided assignments 225
Concentration, sample 90, 95
Conformation, protein; See also

protein structure 213, 217, 227

Connectivity 162, 169, 177, 186
Constant-time (CT) evolution period 154, 156
Constant-time (CT) HMQC 156
Constant ranges 24
Constraint violations 215, 216, 224, 225, 226
Constraints, accuracy 226
Constraints, experimental 216–222

chemical shifts 216–217
dihedral angle, J coupling 217–218
distance, NOE 218–220
hydrogen-bond 215, 222, 226
orientational RDC 220–221

Constraints, short range 214
Constraints per residue 224
Constraints geometry 216, 224
Continuous (CW) rf field 33, 34
Convolution 13
Convolution theorem 13
Coordinates, atomic 214, 215, 216
Coordinate frame 6

laboratory 6–8
rotating 6–8

Correlated spectroscopy. See COSY 140–141
Correlation, heteronuclear. See heteronuclear

correlation 149–151
Correlations, side-chain to backbone

heteronuclear 185
Correlation time 36, 247, 248, 250

effective 247, 260
rotational 247

Cosine bell apodization; 90◦ shifted sine
apodization 132

Cosine-modulated signal 141
COSY 140–141

antiphase 141
lineshape 141
N type 140, 141
phase twisted 141
P type 140, 141

CPMG 255, 256, 257
Cross-correlation 41, 158, 248, 251–253, 257
Cross-peak 41, 136, 137, 141, 161

antiphase 141
line shape 141
phase twisted 141
overlap 142, 137, 162, 179, 184

Cross-polarization
See also Isotropic mixing, TOCSY 117, 118,

142, 143–145
Cross-relaxation 33, 34, 41, 144, 246, 253, 256,

258
dipolar 258
laboratory frame 34, 144
NOE and ROE, 34, 144–146
rotating frame 34, 144
through-space correlation 144

See also Dipolar relaxation; NOE; NOESY;
ROE; ROESY 32–35, 145, 144–146, 160

Cryogenic probe 73, 74, 80, 90, 95
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CSA. See Chemical shift anisotropy (CSA) 20, 36,
37, 41

CTAB 97
Cutoff, filter 17
CW rf field. See continuous rf field 33, 34

dB. See Decibel 61, 62
DC offset 129
Decay constant

See also Relaxation rate constants 245, 246, 248
Decibel (dB) 61, 62
dBm 63, 64
Decoupling, 180◦ pulse 118, 151

constant-time evolution 135, 155, 156, 166, 169
HSQC 151
off resonance 108
phase-modulated
See also Isotropic mixing 118–119
proton 47
supercycle 118

Degenerate resonances 32, 160, 173, 177, 186,
187, 211, 225

Denaturation 98
Denature 96, 99
Density matrix 47–51

diagonal elements 50
Density matrix formalism 47–51
Dephasing, coherence 139, 140
Deshielding 22
Detection, phase-sensitive 137, 141
Detection, quadrature 67, 137
Detector, phase-sensitive 62, 66
Deuterium; 2H 20, 60, 62, 93, 105
DHPC 96–98
Diagonal peaks 136, 141, 146
Diffusion, rotational 252

anisotropic 252
correlation time 252, 253
isotropic 253
relaxation 253

Diffusion, spin 35, 127, 144, 145, 218,
219, 225

Digital resolution 115, 125, 132, 136, 141, 163
Digital signal processing 80
Digitizer 80
Dihedral angle 25, 214, 217, 218, 222

constraints 218, 222, 224
Karplus, curve, 25, 217, 218

2,2-Dimethyl-2-silapentane-5-sulfonic acid (DSS)
18, 19, 20, 22, 106, 107

Dipolar coupling 27, 28
heteronuclear 31, 32
constraints 27
oreientational dependence 27
distance dependence 27

DIPSI-2 118, 144
DIPSI-3 108, 118
Dirac delta function 14

Dirac model 23, 24
Dirac notation 48
Dispersion, chemical shift 186
Dispersive phase 104
Dispersive signal 109, 110, 141
Distance, lower bound 214, 215, 218, 225
Distance, upper bound 214, 215, 225
Distance constraints 214, 218–220
Distance geometry 213, 214
DMPC 96–98
DMPC/DHPC bicelles 96–98
Double quantum filter (DQF) coherence 141–142
Double quantum transition 33, 34
Double sensitivity enhancement 179, 180
Double sideband band suppressed carrier (DSBSC)

62
DSS 18, 19, 20, 22, 106, 107
Duplexer 81
Dynamic range 77, 79
Dynamical simulated annealing (SA); rMD 213,

222
Dynamics, internal 246, 247

eBURP 126, 128, 168
Effective correlation time 247, 260, 261
Effective magnetic field 11, 257
Effective transverse relaxation time; T∗ 40
Eigenstate 48
Eigenvalue 48
Electromotive force (EMF) 74
Electron 18, 20, 21, 23
Electronic shielding 18, 23
Energy 1, 2, 3–5
Energy levels 16, 33, 34
Enhancement, NOE 34–35
Ensemble of structures 213, 214, 216, 228
Equation of motion 216
Equilibrium, thermal 5

magnetization 5, 11
Evolution 136
Evolution period 136, 137, 138

constant time 154, 156
initial 134, 135, 154, 166

Exchangeable protons
See also Amide proton exchange 160, 163

Excitation null 108, 113–115, 168
Excited state 4, 35, 37
EXORCYCLE 124
Expansion 4, 50
Expectation value 50
Exponential apodization 130, 131
Expression system 90–91
Expression vectors 90–91
Extreme narrowing 35, 40, 259

F1 136, 137, 138, 140
F2 136, 137, 138, 140
FFT (fast Fourier transformation) 12
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FID (free-induction decay) 11, 12, 13, 17, 36,
40, 46

Field gradient. See Pulsed field gradient (PFG)
105, 121–125

Filling factor 73, 74
Filter 16, 17, 65, 66, 82, 84, 85

analog 16
bandpass 65
cutoff 17
digital 16–17
solvent 129
transition band 16, 17
tunable 66

Filter, isotope. See Isotope filter 202–204
Filter function. See Apodization function 132
Filtering 85, 93, 129
Fingerprint region 185, 186
First-order phase correction 133, 134, 135
Flip angle, pulse 50, 61, 62, 109, 110, 114, 117,

118
Flip-back 126, 127–128, 253
Folding 16
Forbidden transition 33
Force constant 215, 216, 223, 224
Fourier transform, 12–14, 15, 36, 116
Fourier pair 12
Fourier transform algorithms

complex 137–138
fast (FFT) 12
real 6, 7, 138
scaling first point 135

Fourier transform theorems 12–14
Free-induction decay; FID 11–13, 17, 36,

40, 46
Free precession 44, 50, 52

product operator formalism 52
Frequency-dependent phase error; First order phase

correction 133–135
Frequency dimensions 136
Frequency discrimination. See Quadrature detection

141, 158
hypercomplex (States) 137–138
N/P selection 140–141
PEP (preservation of equivalent pathways) 150,

152, 153
pulsed field gradient 121–125
Redfield’s method 67
States–TPPI 137–138
time-proportional phase-incrementation (TPPI)

method 67, 137–138
Frequency-independent phase error; Zero order

phase correction 133–135
Frequency labeling 140, 150, 151
Full-width-at-half-height 40

GARP 108, 112, 118, 119
Gaussian function 14
Gaussian pulse 14, 15, 115–117
Geminal protons 24, 25

scalar coupling constant 24, 25
Global energy minimum 214, 216
Global folding 216, 223, 224
Gradient, pulse field 105, 121–125
Gradient echo 127, 128
Gradient-enhanced HNCA 164–169
Gradient-enhanced heteronuclear single quantum

coherence (HSQC) 149–154
Gyromagnetic ratio 2, 3

1H chemical shift 18, 19, 20, 22
1HN–1Hα fingerprint region 185, 186
Hamiltonian 47, 49
HCCH–TOCSY 164, 179–182
Heat transfer processes 57, 59
α-helix. See Secondary structure 217, 218, 219,

221
Heteronuclear coherence order 42, 124
Heteronuclear-edited NMR 200, 201, 202
Heteronuclear-edited NOESY 184, 200, 201
Heteronuclear-edited TOCSY 186, 187
Heteronuclear multiple quantum coherence

(HMQC) 149, 150, 154–156
Heteronuclear scalar coupling constants 24, 25,

155, 161
Heteronuclear single quantum coherence (HSQC)

149–154
High-resolution 3D structure 217
His-tag 90, 91, 99
HMQC (heteronuclear multiple quantum coherence)

149, 150, 154–156
HMQC-type sequence 155, 170, 171, 180
HNCA 161, 162, 164–168
HN(CA)CO 161, 162, 164, 171–176
HNCO 162, 164–168
HN(CO)CA 161, 162, 164, 176–179
HOHAHA; TOCSY 142–143
Homogeneity, magnetic field 57, 59, 60, 80, 101,

104, 105, 125
Homonuclear chemical shifts 22
Homonuclear Hartman–Hahn 145
Homonuclear NOE enhancement 35
Homonuclear scalar coupling 23, 24
Homonuclear spin 45, 54
HSQC (heteronuclear single quantum coherence)

149–154
HSQC–NOESY 184–186
HSQC–TOCSY 186
Hydrogen bond 215, 216, 222
Hypercomplex (States) frequency discrimination

137–138

IF; Intermediate frequency 58, 61, 62–64, 66, 84,
85

Impedance 63, 64, 68–72, 75, 76, 81, 86, 102, 103
Imperfect 180◦ pulse 124, 125, 181, 200
In-phase coherence 45, 46, 47
In-phase excitation 116
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Indirect dimension 125, 120, 134, 135, 137, 138,
141

Inductance 68, 69, 70, 72
Induction, IPTG 93
Inductor-capacitor (LC) 68, 69, 70, 71, 72
INEPT (insensitive nuclei enhanced by polarization

transfer) 43, 46–47, 150, 151, 152,
153, 156

Inhomogeneity, rf pulse; magnetic field
homogeneity, rf

Instability, instrument 121
Interleaved acquisition 259
Intermediate frequency; IF 58, 61, 62–64, 66,

84, 85
Intermolecular interaction 36
Internuclear distance vector 27, 28, 29, 30, 32
Interresidue connectivity 169
Interresidue NOE 160
Intramolecular dynamics; internal dynamics 246,

247
Intraresidue correlations 169
Intraresidue connectivity 169
Inversion, magnetization 32
Inversion recovery 51
IPTG 92
Isolated spin 44, 51
Isotope filter 202–204
Isotopic labeling 89, 95
Isotropic mixing 117–118, 143
Isotropic mixing sequences 117–118

J coupling constant 23–25, 155, 161
Jump-return 126, 128

Karplus equation 25, 217
Kronecker delta function 29

Labels, isotopic Labeling, isotopic 89, 95
Laboratory frame 2, 5–8, 10, 11
Larmor frequency 1, 3, 4, 6, 7
LB media 92
Ligand 95, 191–202
Line-broadening 74, 131
Linear prediction 129–130

initial data points 130
mirror image 130

Lineshape 1, 12, 13, 41, 42, 74, 94, 104, 107
absorptive 141, 168
dispersive 141
Gaussian 131
Lorentzian 12, 131

Linewidth 20, 40, 60, 74, 80, 96, 131, 158, 159,
161, 162

Gaussian 131
Lorentzian 131

Liouville-von Neumann equation 50
Lipari–Szabo formalism 246, 250
Liquid NH3 19, 20, 22

Liquid crystal 28, 30, 31
Liquid crystalline media 96, 97
Liquid helium vessel 58, 59
Liquid nitrogen vessel 58, 59
Local error function 250, 260
Local magnetic fields 18, 21, 23, 24
Local minimum 215, 216
Local motion 216, 260
Local oscillator; LO 62, 85
Lock, field frequency 19, 20, 58, 60, 62, 80, 102,

104–106
Long range magnetization transfer 143
Long-range NOE 186, 218
Longitudinal eddy-current delay; LED 195
Longitudinal magnetization 74, 124, 151, 258, 259
Longitudinal relaxation 35, 252, 256
Lorentzian lineshape 12, 13
Low pass filter 85, 129
Lowering operator 46
Lysis buffer 93, 94, 99

Magic T 81
Magnet, superconducting 57, 58
Magnetic field

homogeneity 57, 59, 60, 80, 101, 104, 105, 125
inhomogeneity 40

Magnetic field mapping 60
Magnetic field, shimming 101, 102, 104–106
Magnetic moment 2, 23
Magnetic quantum number 2, 3
Magnetic solenoid 57, 58, 59
Magnetization 5–10
Magnetization transfer 117, 118, 143, 151
Mapping, magnetic field 59, 60
Matching 68, 71, 72, 102, 103
Matrix 29, 42, 44–51, 158, 159, 213, 214, 225,

260
Methanol, temperature calibration 105, 106, 107
Methylene group 174, 175, 178, 181, 219, 221
Micro NMR tube 95
Minimal media 93
Mixer 62, 63, 64, 84, 85
Mixing period 117, 137, 143, 184, 203
Mixing time 117, 143, 144, 145, 215, 218, 219
MLEV-17 17, 118, 143
Molecular dynamics, restrained; rMD 160, 213,

214, 215, 223, 251
Molecular frame 28, 29, 30, 247, 250
Multidimensional NMR 47, 74, 92, 101, 115–118,

139, 144, 149, 150
2D (two-dimensional) 136, 179, 198, 201, 202,

140
3D (three-dimensional) 102, 162, 164–185
4D (four-dimensional) 179, 186, 187

Multiple quantum coherence 43, 153–156, 166,
167, 168

Multiplet 41, 155, 158, 159



Index 291

15N reference 107, 135
15N relaxation 260
N-type 140, 141, 142, 151
Natural abundance 89, 150
NMR spectrometer 1, 10, 18, 19, 20, 57, 58, 62,

63, 79
NOE 28, 32–35, 95, 144, 145, 160, 186, 187, 212

build up curve 144, 145
difference 198, 259, 260
distance restraint 162, 214,215
enhancement 34, 35, 145
heteronuclear 35, 258–260
rate constant 246
steady-state 32, 103, 110, 111, 145, 163, 253,

258
transferred 196–198
transient 258

See also ROE 145
NOESY 144–146, 160, 186
NOESY–HSQC 184
Noise figure 86, 87
N/P selection 140
Nuclear Overhauser effect. See NOE; ROE 32–35,

145
Nuclear Overhauser effect spectroscopy, See

NOESY; ROESY 144–146, 160
Nuclei, active 2, 216
Nuclei, spin 2, 5, 11

coupled 23, 25, 27
Nyquist frequency 16
Nyquist theorem 16

Observable coherence 42, 155, 174, 177, 203
Observable magnetization 5, 51, 151, 153, 156,

166, 167
Off-resonance pulse 101, 115, 168
Offset, 101, 104, 106, 109, 110–111
Offset, dc 129
Offset, resonance 258
One-dimensional (1D) 102, 136, 163, 168
One-pulse experiment 11, 43, 50, 109, 111, 116,

122, 126
On-resonance 7, 8, 19, 50, 72, 104, 107, 108, 111,

114, 115, 116, 118, 128, 129
Operator 42, 44–54
Order parameter 220, 247–251
Orientation of alignment tensor 220
Orientation of angular moment 2
Orientation of CSA tensor 251
Orientation of internuclear vector 27, 29, 30, 32,

247, 253
Oscillating fields 7, 8, 57, 74, 102
Oscilloscope 63, 77, 81, 82, 85
Out-and-back 161, 164, 170, 172
Oversampling 16, 17

P-type signal 140, 141, 142, 220
Paramagnetic shielding 21
Parts per million (ppm) 18, 19, 21

Pascal triangle 26
Peak-to-peak voltage 64, 65, 82, 83
PEP (preservation of equivalent

pathways) 150, 152, 153, 154, 163, 167
Peptide 89, 94, 95, 143, 169, 201, 224, 229, 246
Perturbation 32, 115
PFG. See Pulsed field gradient 105, 121–125
Phage, filamentous 30, 98
Phase, NMR spectrum 13, 133–135
Phase correction 133–135

first-order 133–135
zero-order 133–135

Phase cycle 138–139
EXORCYCLE 124
frequency discrimination 141, 158

Phase error 128, 133–135
Phase-modulated pulse 115, 117, 119
Phase modulated sequence 118
Phase sensitive 62, 66, 137, 141, 143, 145, 152,

154, 158
Phase sensitive detector; PSD 62, 66, 67
Phasing. See Phase correction 133–135
Population 1, 3, 4, 5, 32, 33, 34, 36, 40, 43, 48, 60,

125
Boltzmann distribution 4, 36, 60
inversion 32, 117, 118
saturation 32, 33, 34

Post-acquisition solvent suppression. See Solvent
suppression filter 129

Power, pulse 6, 9, 61, 62, 80, 111, 112, 113, 115,
116, 117, 125

Preacquisition delay; predelay 38, 44, 125, 127,
136

Preamplifier 57, 58, 65, 66, 73, 76, 82, 86, 87
Precession 1, 3, 6, 10, 11, 18, 21, 44, 50, 52, 53,

54, 122, 123
Precision, three dimensional structures 213, 220,

227–228
Preparation period 136, 184, 253
Presaturation 110, 115, 125, 127
Preservation of equivalent pathway. See PEP 150,

152, 153
Principal axis 29, 30, 32, 251
Probability 5, 29
Probe 7, 68–75

impedance 63, 64, 68–72, 75, 76, 81, 86,
102, 103

quality factor 70, 71, 72, 73
resonance frequency 68–72, 4
tuning and matching 68, 71, 72, 102, 103

Probe coil 68–74
Product operator formalism 42, 44, 45, 47, 51,

52–54
Protease inhibitors 94
Protein

chemical shift 22
denatured 96, 99
isotopic labeling 90–94

Protein expression 91–92
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Protein structure 211–229
Proton reference 19, 20
Pulse

coherence order 138–140
composite 117–119
flip angle; pulse angle 50, 61, 62, 109, 110, 114,

117, 118
length; pulse width 9, 12, 61, 72, 80, 86, 101,

102, 103, 108, 109–110, 112–115
off-resonance 54, 108, 113–117
selective. See Selective pulses 115–117
shaped. See Selective pulses 115–117
spin lock. See Spin lock pulses 108, 118, 143,

198, 199
strength; pulse power 6, 9, 61, 62, 80, 111–117,

125, 126
Pulse sequence 38, 42, 43, 45
Pulse sequences

heteronuclear
HCCH–TOCSY 164, 179–186
HMQC 149–151, 154–156
HSOC 149–154
HSQC–TOCSY 186
NOESY–HSQC 184, 186, 200, 201
NOESY–HMQC 200, 202
TROSY 158–160

homonuclear
COSY 140–141
flip-back 126, 127–128, 153
jump-return 126, 128
NOESY 144–146, 160, 186
DQF-COSY 141–142
ROESY 144–146, 160, 186, 197
TOCSY 142–143, 117
WATERGATE 126, 127, 128, 152

triple-resonance
CBCA(CO)NH 161, 164, 176–179
CBCANH 161, 164, 173–176
HNCA 161, 164–169
HN(CA)CO 161, 164, 171–173
HNCO 161, 164–169
HN(CO)CA 161, 164, 169–171

Pulse field gradient (PFG) 105, 121–125
coherence selection 138–139
dephasing coherence 139, 140
frequency discrimination 141
shape factor 139
solvent suppression 126, 127–128, 152
strength 123, 126, 196, 197, 208

Pulsed field gradient profile 80
Pure absorption 133, 142, 154
Pure phase 184, 254, 257
Purification, protein 94
Purity 94, 99

Quadrature detection 67, 137
Quadrature image 80
Quadrupolar coupling 251
Quadrupolar interaction 245, 251

Quadrupolar relaxation 37, 251
Quadrupole moment 251
Quality factor 68, 70, 226, 228
Quantum number 2, 3
Quarter-wave length cable; 1

4 wave length cable
75–76

R1. See Spin-lattice relaxation 33–38, 246–252,
257, 259–262

R1ρ ; R1 in rotating frame 257, 258
R2. See Spin spin relaxation 35, 39–42, 246–252,

257, 259, 260, 261, 262
R∗

2 40
R factor 228
Radiation dampling 68, 74, 75, 126, 127, 128
Radiofrequency magnetic field. See rf magnetic

field 6–11
Raising operator 46
Random coil chemical shifts 22, 217
Rate constants 245, 246, 248
Real Fourier transformation 67, 138
Receiver 9, 11, 57, 58, 65–67
Receiver gating time 133
Rectangle pulse 15, 52, 116, 125, 126, 168
Rectangular selective pulse 125, 126, 127, 128,

146, 255
Recycle delay; Recycle time 137, 254, 255, 259
Redfield’s method for frequency discrimination 67
Reference, chemical shift 18–20
Reference frame

laboratory 6–8
molecular 28, 29, 30, 247, 250
rotating 6–8

Reference frequency 18, 19, 20, 61
Refinement, 3D structures 212, 216, 222, 223,

226, 228
Reflection bridge 81
Refocused INEPT 47, 253
Refocusing, 180◦ pulse 124, 125, 135, 165, 166,

181
Refocusing, gradient 122, 139–141, 151, 168
Refocusing period, IPAP 156, 157
Relaxation

cross-correlation 41, 158, 248, 251, 252, 255,
257

cross-relaxation 33, 34, 41
Lipari-Szabo formalism 246, 250
Longitudinal. See Spin-lattice relaxation 33–38,

246–252, 257, 259–262
rate constants 245, 246, 248
rotating frame 145, 256
spin-lattice 33–38, 246–252, 257, 259–262
spin-spin 35, 39–42, 246–252, 257, 259, 260,

261, 262
transverse. See spin–spin relaxation 35, 39–42,

246–252, 257, 259, 260, 261, 262
Relaxation measurements

inversion recovery 38–39, 253–256
T2 and T1ρ 255, 256–258
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Relaxation mechanisms 35–42
Relaxation theory 35–42, 245–253
Relayed COSY 173, 177
Reorientation, molecular, See Diffusion,

rotational 28, 36, 252, 253
Resistance 62, 69, 71, 72, 73, 74
Resolution

digital 115, 125, 132, 136, 141, 163
enhancement 130–131

Resonance degeneracy 160, 173, 177, 186, 225
Resonance dispersion 186
Resonance frequency 4, 6, 14, 18, 19, 21, 23, 33,

34, 56, 68–72, 74
Resonance offset 258
Restrained molecular dynamics; rMD 212–215,

222–225
Reverse refocused INEPT 253
rf coil 68–74
rf magnetic field 6–11
ROE 145

See also Cross-relaxation; NOE ROESY
Root-mean-square-deviation (rmsd) 226, 227, 234
Root-mean-square noise 86, 87
Root-mean-square voltage 83
Rotating frame transformation 6–8
Rotating reference frame 6–8
Rotational correlation time. See diffusion, rotational

correlation time 195, 218, 247, 252
Rotational diffusion 36, 252

Sample preparation 89, 93, 94, 95–98, 99
Samples, temperature 4
Sampling delay 134, 135
Sampling interval 16
Sampling rate 16, 67
Sampling theorem; Nyguist theorem 16
SAR; Structure activity relationship 191–195
Saturation 32, 33, 34, 104, 110, 125, 126
Saturation transfer 127, 128, 151, 152, 154, 160,

198–200
Scalar coupling 23–25, 155, 161
Scalar coupling constants, heteronuclear 24, 25,

155, 161
Scalar coupling constants, homonuclear 23, 24
Scaling, first point 135
Scaling factor, decoupling 118
Scaling theorem; Similarity theorem 13, 116, 130
SDS 97
Secondary chemical shifts 219
Secondary structure 186, 212, 217, 218, 221–222

chemical shifts 216–217
determination 217, 218, 219, 221
1HN–1Hα scalar coupling 218
15N–13Cα scalar coupling 218
NOE 218, 219, 221

SEDUCE 108, 112, 118, 168
Selective decoupling 118
Selective pulses 115–117, 126

Sensitivity 5, 47, 60, 63, 66, 72, 73, 74, 78, 80, 85
cryogenic probe 68, 73, 74, 80
high field 5, 60, 95
heteronuclear NMR 47, 149, 150
Noise; signal-to-noise (S/N) ratio; 16, 17, 60,

65, 73, 80, 85, 86, 87, 127, 130, 131,
132, 150

probe 72, 73, 80
Sensitivity-enhancement. See PEP 121, 150,

152,153
Sequence specific assignment 160, 161, 185–187
Sequential assignment strategy 160–162, 185–187
Sequential NOE 221
Shaped pulses 115–117
β-Sheet. See Secondary structure 186, 212, 217,

218, 221, 222
Shielding, chemical 37
Shielding, diamagnetic 21
Shielding, magnetic 245
Shielding, paramagnetic 21

Shielding constant 18, 20, 21
Shielding electronic 18, 23
Shim assembly; shim coil 19, 59, 60, 77, 79
Shimming 19, 60, 80, 104–106
Side-chain 97, 142, 143, 149, 161, 162, 179, 185,

187
Side-chain spin system 186, 187
Signal

amplitude 40, 61, 65, 78, 131, 254
analog 16, 77
antiphase 47
audiofrequency 1, 65
background 199, 207
complex 42, 140
cosine-modulated 141
degeneracy 211, 221
deuterium lock 104, 107, 111
dispersive 109, 110, 116
distortion 66, 74
double sideband 63
IF 62, 66,
intensity 4, 38, 39, 109, 196
N-type 140, 141, 142
overlap 158, 184, 206, 256
P-type 140, 141, 142, 220
quadrature frequency 63
reference 77
resolved 206, 221
rf 61, 64, 65, 66, 81
sine 65
sinusoidal 64, 82, 83
solvent/solute 74, 75, 109, 110, 125, 127,

129, 154
time domain 12, 15, 16, 38, 133
waveform 65

Signal-to-noise (S/N) ratio 17, 60, 73, 80, 86, 127
field gradient 121, 153, 154
heteronuclear NMR 47, 149, 150
PEP 21, 150, 152, 153
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Similarity theorem; scaling theorem 13, 116, 130
Simulated annealing (SA); rMD 213, 214–216,

222–225
Sinc pulse 116, 122, 123, 126, 128
Sine bell apodization 131, 132
Single quantum coherence. See

coherence, single quantum 42, 149, 150, 155,
156, 158

Single sideband; SSB
Sinusoidal signal 64, 82, 83
Slow tumbling 156, 158
Solvent exchange. See Amide proton exchange;

Chemical exchange 95, 127, 128, 160,
163, 191, 196, 218, 221, 222

Solvent suppression 75, 115, 117, 121
flip-back 126, 127–128, 253
jump-return 126, 128
postacquisition; solvent suppression filter 129
presaturation 110, 115, 125, 127
pulsed field gradient 126, 127
saturation transfer 127, 128, 151, 152, 154, 198
selective pulses 115–117
sample concentration 125
WATERGATE 127

Specifications, instrument 79–80
Spectral density function 36, 37, 158, 245–249,

251, 252–266
autocorrelation 36
cross-correlation 41, 158, 248, 251–253, 257
Lipari–Szabo 246, 250

Spectrometer 57–75
Spectrum analyzer 81, 84–85
Spectrum, frequency-domain 13, 14, 15, 16, 36,

40, 84, 115, 132, 136
Spin-1/2 nuclei 2–5
Spin diffusion 35, 127, 144, 145, 218, 219, 225
Spin diffusion limit 35, 145
Spin echo 40, 43, 44–46
Spin–lattice relaxation 33–38, 246–252, 257,

259–262
Bloch formulation 38
CSA 36
dipolar 36
1H 38
heteronuclear 246–252, 259–262
inversion recovery 38
quadrupolar 37
scalar relaxation 37

Spin lock filter 198, 199
Spin lock pulses 108, 110, 118, 143, 198, 199

isotopic filter 202, 203
ROESY 144–146
saturation transfer 199, 200
T2 measurement 256, 257, 258
transferred NOE 198

Spin quantum number 2, 3
Spin–spin coupling, See Scalar coupling 23–25,

155, 161

Spin–spin relaxation 35, 39–42, 246–252, 257,
259, 260, 261, 262

CPMG 255, 256, 257
Bloch formulation 39
CSA 41, 42, 245–246
dipolar 41, 42
heteronuclear 246–252
linewidth 40
magnetic field inhomogeneity 40
spin echo 40

Spin system assignments 160–161, 162, 185–187
Spin systems

AB 26
AX 26
AXn 26
two-spin. See Two-spin system 24, 26, 32, 33,

34, 35, 41, 42, 44, 53, 54, 158, 159
Spontaneous emission 36
Stability 18, 60, 90, 93, 95, 97, 109, 121, 229
States (hypercomplex) frequency discrimination

137–138
States-TPPI 137–138
Static magnetic field 1, 5, 8, 10, 11, 22, 35, 38, 57,

60, 104, 248, 260
Steady-state NOE 32, 103, 110, 111, 145
Stereospecific assignments 221
Structural constraints 216–222, 224
Structure determination 211–229

accuracy 220, 226, 228
back-calculation 225, 228
distance geometry 213, 214
global fold 216, 223, 224
precision 213, 220, 227–228
restrained molecular dynamics 213, 214–216,

222–225
secondary structure 217, 218, 219, 221
simulated annealing (SA); rMD 213, 214–216,

222–225
Supercycle 118
Suppression, solvent. See Solvent suppression 75,

115, 117, 121

T1 33–38, 246–252, 257, 259–262
t1 136, 137, 138
T∗

2 40
T2; Spin–spin relaxation 35, 39–42, 246–252,

257, 259, 260, 261, 262
t2 136, 137, 138, 140, 141, 142
Temperature 4, 18, 19, 59, 73, 79, 80, 86, 92, 96,

97, 102, 105
calibration 106

Tensor, chemical shift 20
Tertiary structure 186, 212, 217, 218, 220,

222–228
Tetramethyl silane (TMS) 18, 19, 106
Three-dimensional structure, protein 211–229
Through-bond correlation 144
Through-space correlation 144
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Time-proportional phase-incrementation (TPPI)
frequency discrimination 67, 137–138

TMS 18, 19, 106
TOCSY (total correlation spectroscopy); HOHAHA

142–143
coherence transfer 143
DIPSI-2 118, 144
DIPSI-3 108, 118
Hartmann-Hahn matching 145
isotropic mixing 117–118
mixing time 143
MLEV17 117, 118, 143
spin lock 143
trim pulses 143

TOCSY, heteronuclear edited 186, 187
TPPI. See Time-proportional phase-incrementation

frequency discrimination 63, 137–138
Trace element solution 93
Transferred NOE 196–198
Transient NOE 258
Transmitter, rf 60–65
Transverse magnetization 9, 11, 35, 38, 42, 45, 72,

74, 115, 122, 124, 125, 178
Transverse relaxation. See Spin–spin relaxation

35, 39–42, 246–252, 257, 259, 260,
261, 262

Trim pulse. See Spin lock pulses, TOCSY 118,
143, 198

Triple-resonance, NMR 164–187
Tris-HCl, Tris buffer 93, 94, 98
Tuning and matching 68, 71, 72, 102, 103
Two-spin system 24, 26, 32–35, 41–44, 53, 54,

158, 159
AB 26
AX 26
energy diagram 33, 34
energy states 1, 2, 3–4, 6, 23, 24, 33
product operator 44, 53, 54
relaxation matrix 158, 159, 225
coupled 45–46, 54

Unfolding 91, 94, 212
Uniformly labeled 92, 163, 201
Urea, 15N 19, 107, 108, 111, 112, 119

Valine
assignment 186
chemical shift 22
diastereotopic protons 221

Vicinal protons 25
Viscosity 37, 195
Voltage 61, 63, 64, 65, 66, 68, 69, 79, 81,

84, 103

WALTZ-16 108, 112, 117, 118, 119, 143,
259

Water radiation damping; radiation damping 68,
74, 75, 126,
127, 128

Water suppression. See Solvent suppression 75,
115, 117, 121

WATERGATE 127
Wavefunction; Eigenstate 48
Wave length 75
Weak coupling 23, 26, 171
Window function. See Apodization function

130–132
WURST 120, 204

z gradient 104, 105, 122, 123, 124
Zeeman

energy levels 3–4, 32
transitions 4

Zero filling 132–135
Zero-order phase correction 133–135,

152, 163
Zero quantum (ZQ) coherence. 42, 203
Zero quantum transition. 33




