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Preface

The MAT-TRIAD 2015, sixth in the series of international conferences on matrix
analysis and its applications, was held at the Department of Mathematics,
University of Coimbra, Portugal, during 7–11 September. Following the tradition of
its predecessors, this meeting gathered researchers around topics in matrix theory
and its role in theoretical and numerical linear algebra, numerical and functional
analysis, graph theory and combinatorics, coding theory and statistical models with
matrix structure. A total of 170 participants from 39 countries, from Europe, North
and South America, Africa and Asia, have attended the conference in the University
of Coimbra, UNESCO World Cultural Heritage since 2013. The audience was
multidisciplinary allowing the participants to exchange diversified ideas and to
show the wide applicability of different methods. There were two kinds of lectures:
invited talks of one hour presented by distinguished experts and half an hour
contributions. The winners of the Young Scientists Award of MAT-TRIAD 2013
presented invited talks. The conference included two lectures specially dedicated to
young participants.

MAT-TRIAD 2015 was sponsored by the International Linear Algebra Society
(ILAS), Department of Mathematics, University of Coimbra (DMUC), Center of
Mathematics, University of Coimbra (CMUC), Center for R&D in Mathematics
(IDMA), Center for Mathematical Analysis, Geometry and Dynamical Systems
(CAMGSD), Center for Functional Analysis, Linear Structures and Applications
(CEAFEL), Polytechnic Institute of Tomar (IPT), Fundação para a Ciência e
Tecnologia (FCT), Programa Operacional Factores de Competitividade
(COMPETE), Quadro de Referência Estratégica Regional (QREN), Fundo Europeu
de Desenvolvimento Regional—União Europeia.

The Conference Scientific Committee consisted of Tomasz Szulk (Poland)—
Chair, Natália Bebiano (Portugal), Ljiljana Cvetkovicć (Serbia), Heike Faßbender
(Germany) and Simo Putanen (Finland). The Organizing Committee was consti-
tuted by Natália Bebiano—Chair, Francisco Carvalho, Susana Furtado, Celeste
Gouveia, Rute Lemos and Ana Nata, all from Portugal.

We would like to publicly acknowledge the financial support of the sponsors, as
well as the hospitality of the Department of Mathematics of the University of

v



Coimbra, and the strong encouragement of its Center of Mathematics. We are also
very grateful for the secretarial help of Dra. Rute Andrade.

Selected papers of MAT-TRIAD 2015 are presented in the volume Applied and
Computational Matrix Analysis in the series Proceedings of Mathematics &
Statistics published by Springer Verlag. With the publication of these proceedings,
we hope that a wider mathematical audience will benefit from the conference
research achievements and new contributions to the field of matrix theory and its
applications.

More details of the program and the book of abstracts can be found at http://
www.mattriad.ipt.pt.

Coimbra, Portugal Natália Bebiano
August 2016
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Birkhoff Polynomial Basis

Amir Amiraslani, Heike Faßbender and Nikta Shayanfar

Abstract The Birkhoff interpolation problem is an extension of the well-known
Lagrange and Hermite interpolation problems. We propose a new set of basis poly-
nomials for representing the Birkhoff interpolation polynomial. The proposed basis
extends the definition of the Newton basis for non-distinct interpolation nodes. This
approach allows to determine the Birkhoff interpolation polynomial via a special
linear system of equations. When applied to the special cases of Taylor, Lagrange
and Hermite interpolations, this approach reduces to the well-known solutions of
these problems expressed in the Newton basis. A number of examples are studied.

Keywords Polynomial bases · Polynomial interpolation · Differentiation matrix ·
Birkhoff matrix

1 Introduction

The following general interpolation problem [18, 24], known as the Birkhoff inter-
polation problem, will be considered:

Let {zi }ki=0 be a set of distinct interpolationnodes and { fi, j }be a set ofn + 1data valueswhere
n � k and fi, j is seen as the j th derivative of a function f at node zi , that is, fi, j = f ( j)(zi ).

Find P ∈ �n such that P( j)(zi ) = fi, j ,

where �n is the set of complex polynomials of degree at most n.
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2 A. Amiraslani et al.

Note that it is not required that at each node zi a complete sequence of derivatives
fi, j = f ( j)(zi ) for j = 0, 1, . . . , t j for some t j ∈ N0 is given. It is sufficient that
some of this information is given; that is, derivatives of f at zi may be given without
specifying all lower order derivatives (or f (zi ) itself). The total number of derivatives
given at a node zi is referred to as the confluency si of the node zi , i = 0, . . . , k, using
the standard notation f (0)(z) = f (z). However, for each zi at least one fi, j must be
given. Hence, more precisely, for the nodes zi , i = 0, . . . , k, with the confluency si ,
we are looking for a polynomial of degree n = s0 + · · · + sk − 1, such that it satisfies
the interpolation conditions P ( j)(zi ) = fi, j .

Example 1 Suppose that the following information about the function f (x) at the
distinct nodes z0, z1, z2 is given:

f (z0) = f0,0, f ′′(z0) = f0,2, f ′(z1) = f1,1, f (z2) = f2,0.

The corresponding sequence of si is as follows:

s0 = 2, s1 = 1, s2 = 1.

We seek the polynomial P(x) ∈ P3 satisfying the interpolation data:

P(z0) = f0,0, P ′′(z0) = f0,2, P ′(z1) = f1,1, P(z2) = f2,0.

The more well-known Lagrange and Hermite interpolation problems are special
cases of the Birkhoff interpolation problem. Results on the existence and uniqueness
of a solution of these interpolation problems are given in [7] which is an easily read-
able account of several different interpolation schemes. For ease of further reference,
we briefly review both interpolation problems.

Definition 1 (Lagrange interpolation problem)
Given n + 1 distinct nodes zi , i = 0, . . . , n and the associated functional values
fi , i = 0, . . . , n of the function f (x) at these points, we seek a polynomial P(x) ∈
Pn satisfying

P(zi ) = fi , i = 0, . . . , n.

It is immediate that si = 1 for i = 0, . . . , n.

The Hermite interpolation matches an unknown function not only at observed
values (zi , fi ), but also at observed values of consecutive sequences of derivatives at
zi . That is, at a node zi not only fi , but also the sequential derivatives of up to order
si − 1, that is f ( j)(zi ), j = 0, . . . , si − 1, are given. Our definition of the Hermite
interpolation problem makes use of repeated nodes (as needed, e.g., for determining
the interpolation polynomial via divided differences).
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Definition 2 (Hermite interpolation problem)
Consider n + 1 interpolation nodes z0, . . . , z0

︸ ︷︷ ︸

s0 times

, . . . , zk, . . . , zk
︸ ︷︷ ︸

sk times

, where

k
∑

i=0

si = n + 1.

Let us assume that we are given n + 1 specified values f ( j)(zi ) := fi, j for some
function f (x) where i = 0, . . . , k, j = 0, . . . , si − 1. The Hermite interpolation
problem is to find a polynomial P(x) ∈ Pn , that satisfies

P ( j)(zi ) = fi, j , i = 0, . . . , k, j = 0, . . . , si − 1. (1)

Clearly, si , i = 0, . . . , k, gives the total number of the derivatives given at the node
zi , i = 0, . . . , k.

Note that the orders of the derivatives in the Hermite interpolation form an
unbroken sequence, and if some (or all) of the sequences are broken, we have the
Birkhoff interpolation. In fact, the Birkhoff interpolation generalizes the Hermite
one, in the following sense: In the Hermite interpolation problem, for each node
zi , i = 0, . . . , k, all the functional values for f (0)(zi ), f (1)(zi ), . . . , f (si−1)(zi ) have
to be given. The Birkhoff interpolation problem does not require all derivatives to
be given. It is possible to consider derivatives without specifying (all) lower deriv-
atives. However, we still denote the number of the given derivatives at node zi , by
si , i = 0, . . . , k.

A special case of the Hermite interpolation problem is the Taylor interpolation
problem in which just one node z0 and an unbroken sequence of derivatives at that
node is given.

Definition 3 (Taylor interpolation problem)
Consider one interpolation node z0. Assume that n + 1 specified values f ( j)(z0) :=
f0, j , j = 0, . . . , n for some function f (x) are given. The Taylor interpolation prob-
lem is to find a polynomial P(x) ∈ Pn , that satisfies

P ( j)(z0) = f0, j , j = 0, . . . , n.

Obviously, s0 = n + 1 and the usual Taylor expansion polynomial

P(x) =
n

∑

j=0

f ( j)(z0)

j ! (x − z0)
j , (2)

solves the Taylor interpolation problem.
As the Lagrange and Taylor interpolation problems are special cases of the Her-

mite one, it suffices to state that there exists a unique solution to the Hermite inter-
polation problem.



4 A. Amiraslani et al.

Theorem 1 ([7, P. 24]) Consider the Hermite interpolation problem defined in
Definition 2. There exists a unique polynomial P(x) ∈ Pn such that the interpo-
lation conditions (1) are held.

In contrast to the Taylor, Lagrange and Hermite interpolation problems, the addi-
tional freedom in the Birkhoff interpolation problem implies that the interpolation
problem not necessarily have a solution for every choice of data values. In this paper,
we assume that the Birkhoff interpolation problem considered does have a solution,
see e.g. [3, 17, 18, 24] for a discussion of this important aspect. The purpose of this
paper is to introduce a new approach for solving the Birkhoff interpolation problem.
We observe that the interpolating polynomial can be represented essentially via the
well-known Newton basis. The Newton polynomials are usually defined for distinct
nodes. Here we will consider this set of polynomials for non-distinct nodes and call
the so obtained set of polynomials {Bk(x)}nk=0 the Birkhoff polynomials; they form
a polynomial basis of the space Pn of complex polynomials of degree at most n.
Our main goal is to show that, in the presence of confluent nodes, the solution of
the Birkhoff interpolation problem can be computed from an easy to set up linear
system. The resulting interpolating polynomial is expressed in the Birkhoff basis.
When applied to the special cases of Taylor, Lagrange and Hermite interpolations,
this approach reduces to the well-known solutions of these problems expressed in
Newton bases.

The Birkhoff interpolation problem has numerous applications. An equivalence
between the Birkhoff interpolation problem and a sequence of problems from linear
optimal control is studied in [29]. TheBirkhoff interpolantmay be useful in the devel-
opment of numerical solutions of ordinary differential equations with defect control
[16]. Moreover, they may arise when using collocation to solve two-point boundary
value problems [14]. Another problem that has been studied and was shown to be
related to Birkhoff interpolation is the study of optimal digital to analog conversion
using linear system theory [29].

In 1906, George David Birkhoff introduced the Birkhoff interpolation problem
[4], that has been studied in the literature since then. Later in 1931, the problem was
restated by Polya [20], as a differential equation in which a combination of initial and
terminal values suffice to construct a unique solution. In [26, 27], 15 open questions
on Hermite-Birkhoff interpolation problems were stated. Over 20years later some of
these questions have been answered in [24]. A great deal of research focuses on the
Birkhoff interpolation problem for special nodes or uniform interpolation conditions,
see [8–12, 21] among others. A solution to the Birkhoff interpolation problem in a
barycentric form via a contour integral formula has been obtained in [5]. Particularly,
the specific case of prescribed function values and only first derivative values is
discussed in [13], while applying quantifier elimination to the Birkhoff interpolation
problem is presented in [15].

The organization of the paper is as follows: In Sect. 2, we recall the precise state-
ment of the problem via an incidencematrix as in the classical theory. Next, in Sect. 3,
we introduce the Birkhoff matrix which will replace the usual incidence matrix in
the statement of the Birkhoff interpolation problem in our further discussion. More-
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over, the notion of a differentiation matrix will be reviewed. Section4 presents our
new approach for solving the Birkhoff interpolation problem via a linear system of
equations. The resulting interpolating polynomial is expressed in the generalized
Newton basis, called Birkhoff basis. In Sect. 5, we discuss the Taylor, Lagrange, and
Hermite interpolation problems in the context of our new approach. Some illustrative
examples are provided in Sect. 6.

2 Statement of the Birkhoff Interpolation Problem
via an Incidence Matrix

The Birkhoff interpolation problem can be characterized with the help of incidence
matrices. In general, a (k + 1) × (t + 1) matrix J = [Ji, j ]k,ti=0, j=0 is an incidence
matrix if its entries are either 0 or 1. Here we let t be the highest order of the given
derivatives in the interpolation problem. Obviously, n + 1 ≤ (t + 1)(k + 1), as for
fixed k and fixed t at each of the k + 1 nodes at most t + 1 functional values can be
given, while k and n are as given in our initial problem statement.

Definition 4 (Birkhoff incidence matrix)
A (k + 1) × (t + 1) matrix J = [Ji, j ]k,ti=0, j=0 is called a Birkhoff incidence matrix
for a specific interpolation problem if Ji, j = 1 in case fi, j is specified and Ji, j = 0
otherwise.

Note that the indices of the Birkhoff incidence matrix begin with 0, since the nodes
and derivatives, zi , fi, j , start with the index 0.

Example 2 Consider the Birkhoff interpolation problem given in Example 1. The
associate Birkhoff incidence matrix is given by

J =
⎛

⎝

1 0 1
0 1 0
1 0 0

⎞

⎠ .

In the Birkhoff incidence matrix J, the confluency si , i = 0, . . . , n is the sum of
the elements in the specific row of J corresponding to zi , and the sum of all elements
of J equals to n + 1.

In the literature, often the Birkhoff incidence matrix J is defined as a (k + 1) ×
(n + 1) matrix which has exactly n + 1 ones, while the Birkhoff incidence matrix
in Definition 4 is of size (k + 1) × (t + 1). Following [19], t � n, one could easily
extend our Birkhoff incidence matrix to one of size (k + 1) × (n + 1) by adding
sufficient columns with all zero entries. In [29], the Birkhoff incidence matrix needs
to be square which is not required here. To sum up, our Birkhoff incidence matrix is
of the smallest possible size for the information encoded.

Now we rewrite the initial statement of the problem using the Birkhoff incidence
matrix:
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Definition 5 (Birkhoff interpolation problem)
Let {zi }ki=0 be a set of distinct interpolation nodes, { fi, j } be a set of n + 1 data values
and n � k. Let t be the highest order of the given derivatives and J be the corre-
sponding (k + 1) × (t + 1) Birkhoff incidence matrix. The Birkhoff interpolation
problem is about finding a polynomial P(x) ∈ Pn which satisfies the conditions

P ( j)(zi ) = fi, j , if Ji, j = 1 for i = 0, . . . , k, j = 0, . . . , t. (3)

Special cases of the Birkhoff interpolation problem can be identified from the
associated Birkhoff incidence matrix J as follows:

• Lagrange interpolation: The Lagrange interpolation problem is given if t =
0, n = k, and J is a (k + 1) × 1 matrix in which Ji,0 = 1 for every i, i = 0, . . . , k;
that is, J = (1, . . . , 1)T ∈ Rk+1.

• Taylor interpolation: The Taylor interpolation problem is given if k = 0, t = n =
s0 − 1, and J is a 1 × (t + 1) matrix in which J0, j = 1 for every j, j = 0, . . . , t;
that is, J = (1, . . . , 1) ∈ R1×(t+1).

• Hermite interpolation: The Hermite interpolation problem is given if t − 1 =
maxi=0,...,k si , J is a (k + 1) × (t + 1)Birkhoff incidencematrix inwhich each row
starts with a one in the first column and there does not exist any zero in the sequence
of consecutive ones in each row. Simply put, Ji,0 = 1 and for j = 1, . . . , t , Ji, j = 1
implies that Ji,k = 1, for every k ≤ j .

3 Two Important Matrices

In this section, we introduce two important types of matrices, the Birkhoff and the
differentiation matrices, which will be of use in order to state our main result.

3.1 Birkhoff Matrix

Here, we define a newmatrix called Birkhoff matrix which gives similar information
as themore compressed Birkhoff incidencematrix. Recall that we have k + 1 distinct
nodes zi , eachwith si functional values f ( j)(zi ) = fi, j , j = 0, . . . , t , whereJi, j = 1.
Moreover, n = s0 + · · · sk − 1 and t is the highest order of all given derivatives.

Definition 6 (Birkhoff matrix)
Define the (n + 1) × (t + 1)(k + 1) block diagonal matrix
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B =

⎛

⎜

⎜

⎜

⎝

B0

B1

. . .

Bk

⎞

⎟

⎟

⎟

⎠

,

in which the block Bi , i = 0, . . . , k of size si × (t + 1) is associated with the node
zi . Let fi, j1 , . . . , fi, jsi be the given data for the node zi where jk < j� for k < �. Then
Bi is given by

eT1 Bi = eTj1+1,

eT2 Bi = eTj2+1,

...

eTsi Bi = eTjsi +1,

where eTp is the pth row of the identity matrix It+1 of size t + 1.

A more intuitive way on how to construct Bi , i = 0, . . . , k is as follows: we
start with It+1. The r -th row r = 1, . . . , t + 1 of the identity matrix is associated
with the (r − 1)st derivative at zi , i = 0, . . . , k. Hence, the r th row eTr appears in
Bi for every fi,r−1, r = 1, . . . , t + 1 with Ji,r−1 = 1, in other words, it is given as
the interpolation condition (3). We simply eliminate the rows of the identity matrix
where no information is given at zi . The Maple code in Table1 describes how to
obtain the Birkhoff matrix B from the Birkhoff incidence matrix J.

Table 1 Construction of Birkhoff matrix from Birkhoff incidence matrix

for i from 0 to k do
B[i]:=IdentityMatrix(t+1):
u:=0:
for j from 0 to t do

if J[i+1,j+1]=0 then
B[i]:=DeleteRow(B[i],j-u+1):

u:=u+1:
else B[i]:=B[i]
end if

end do:
end do:
i:=’i’: BB:=B[0]:
for i from 1 to k do

BB:=DiagonalMatrix([BB,B[i]]):
end do:
B:=convert(BB, Matrix);
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Comparing the Birkhoff incidence and the Birkhoff matrices, we can see that
while each row i, i = 0, . . . , k of the Birkhoff incidence matrix J contains exactly
si entries 1, each row of the Birkhoff matrix B has exactly one 1 and each block
Bi , i = 0, . . . , k has si entries 1. In fact, each interpolation condition (3) generates
one 1 in the Birkhoff incidence matrix and one row in the Birkhoff matrix. More
precisely, the i th row, i = 0, . . . , k of the Birkhoff incidence matrix J corresponds
to block Bi of the Birkhoff matrix.

Proposition 1 There exists an element 1 in the ( j + 1)th column of Bi , if and only
if Ji, j = 1, i = 0, . . . , k, j = 0, . . . , t .

Example 3 For the problem in Example 1, we have k = 2, n = 3 and t = 2. The
corresponding Birkhoff matrix corresponding is the 4 × 9 block matrix B = Diag
[B0, B1, B2] with the blocks

B0 =
(

1 0 0
0 0 1

)

,

B1 = (

0 1 0
)

,

B2 = (

1 0 0
)

.

Let us consider again the three special cases of the Birkhoff interpolation problem
reviewed in the introduction and identify their associated Birkhoff matrix B.

• Lagrange interpolation The Lagrange interpolation problem is given if t =
0, n = k, and each block Bi is the 1 × 1 scalar 1. Hence, B is an (n + 1) × (n + 1)
identity matrix.

• Taylor interpolation The Taylor interpolation problem is given if k = 0, t = n =
s0 − 1, and B is the (n + 1) × (n + 1) identity matrix.

• Hermite interpolation The Hermite interpolation problem is given if B is an
(n + 1) × (t + 1)(k + 1) Birkhoff matrix in which each si × (t + 1) diagonal
block Bi contains the first si rows of the (t + 1) × (t + 1) identity matrix, that
is Bi = [Isi 0si×(t+1−si )].

3.2 Differentiation Matrix

The term differentiation matrix was used by E. Tadmor in his review on spectral
methods [28], and denotes the transformation between grid point values of a function
and its approximate derivative. In order to introduce the differentiation matrix, we
first need the notation of degree-graded polynomials.

Definition 7 Any sequence of polynomials {p j (x)}∞j=0 with p j of degree j is called
degree graded.

Degree-graded polynomials satisfy the following interesting property:
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Lemma 1 ([2]) Any sequence of degree-graded polynomials forms a linearly inde-
pendent set. These polynomials satisfy the following recurrence relation:

xp j (x) = α j p j+1(x) + β j p j (x) + γ j p j−1(x), j = 0, 1, . . . , (4)

where α j , β j , γ j are complex and p−1(x) := 0, p0(x) := 1 and if κ j is the leading
coefficient of p j (x), then

0 �= α j = κ j

κ j+1
, j = 0, 1, . . . .

Moreover, for a finite family of degree-graded polynomials, we have the following
useful result:

Lemma 2 For the degree-graded family {p j (x)}nj=0 let

Π(x) :=

⎛

⎜

⎜

⎜

⎝

p0(x)
p1(x)

...

pn(x)

⎞

⎟

⎟

⎟

⎠

.

Then there exists a nilpotent matrix D of degree n + 1, called differentiation matrix,

D =

⎛

⎜

⎜

⎝

0 0 · · · 0
...

Q
0

⎞

⎟

⎟

⎠

, (5)

where Q is an n × n lower triangular matrix defined according to the basis of Pn,
such that the qth derivative of the vector Π(x) can be computed via:

Π(q)(x) = DqΠ(x), q � 0.

The lower triangular matrix Q does depend on the basis used to represent the
polynomials inPn. The differentiation matrix has been obtained for different bases,
especially Chebyshev and Jacobi polynomials [25], Jacobi and Bernstein basis [22],
Hermite basis [6], etc.

Here we will consider the Newton basis. The differentiation matrix has been
obtained in [1].

Definition 8 (Newton basis)
Given n + 1 distinct nodes τi , i = 0, . . . , n, the set of n + 1 Newton polynomials
Ni (x), i = 0, . . . , n with

Ni (x) =
i−1
∏

j=0

(x − τ j ), i = 0, . . . , n, (6)
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is called the Newton basis of Pn. By standard convention, N0(x) = 1.

The Newton polynomials Ni , i = 0, . . . , n form a degree-graded sequence of
polynomials; thus according to Lemma 1 they are linearly independent, and they
satisfy the general recurrence relation of degree-graded polynomials (4) with α j = 1,
β j = τ j and γ j = 0, as

N0(x) = 1, N j+1(x) = (x − τ j )N j (x), j = 0, . . . , n − 1.

Lemma 3 ([1]) The qth order derivative of

Π(x) :=

⎛

⎜

⎜

⎜

⎝

N0(x)
N1(x)

...

Nn(x)

⎞

⎟

⎟

⎟

⎠

is given by

Π(q)(x) = Dq

⎛

⎜

⎜

⎜

⎝

N0(x)
N1(x)

...

Nn(x)

⎞

⎟

⎟

⎟

⎠

,

where D is as in (5) with Q such that

qi, j =
{

i, i = j,
(τ j−1 − τi−1)qi−1, j + qi−1, j−1, i > j,

i = 1, . . . , n, (7)

where q0, j := 0, qi,0 := 0.

Example 4 For n = 3, the differentiation matrix D for the Newton basis has the
following form:

D =

⎛

⎜

⎜

⎝

0 0 0 0
1 0 0 0

τ0 − τ1 2 0 0
(τ0 − τ2)(τ0 − τ1) −2τ2 + τ1 + τ0 3 0

⎞

⎟

⎟

⎠

. (8)

4 New Approach to the Birkhoff Interpolant

The aim of this section is to develop a new approach for computing the Birkhoff
interpolant assuming the solvability of the problem [3, 17, 18, 24].
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Consider the Birkhoff interpolation problem for the interpolation nodes zi , i =
0, . . . , k with confluency si , i = 0, . . . , k. For each node zi , i = 0, . . . , k, a total
number of si derivatives of f (x) are given. As in the Hermite interpolation problem
(see Definition 2), let us introduce repeated nodes such that we have si nodes zi , i =
0, . . . , k:

τ0 = τ1 = · · · = τs0−1 := z0,
τs0 = τs0+1 = · · · = τs0+s1−1 := z1,

...

τs0+···+sk−1 = · · · = τs0+···+sk−1 := zk .

(9)

Next, let us consider the Newton basis (6) for the above set of nodes τ0, . . . ,

τs0+···+sk−1 = τn even though these nodes are not distinct. For simplicity, we will
denote the so obtained set of polynomials by Bi (x) and refer to them as Birkhoff
polynomials. They are defined recursively

Bi+1(x) = (x − τi )Bi (x), i = 0, . . . , n − 1,

withB0(x) = 1. Clearly,Bi (x) ∈ Pi .

A direct consequence of (9) and Lemma 1 implies that the set of Birkhoff poly-
nomials {Bi (x)}ni=0 be a set of linearly independent polynomials which may be a
basis of Pn.

Lemma 4 The explicit formulation for Bi (x) in terms of the interpolation nodes
zi , i = 0, . . . , k is given by

B0(x) = 1, B�(x) = (x − z0)
�, � = 1, . . . , s0,

and for j = 0, . . . , k − 2 and � = p + ∑ j
q=0 sq with 1 ≤ p ≤ s j+1

B�(x) =
j

∏

q=0

(x − zq)
sq · (x − z j+1)

p,

and for � = p + ∑k−1
q=0 sq with 0 < p < sk

B�(x) =
k−1
∏

q=0

(x − zq)
sq · (x − zk)

p.

These polynomials form a sequence of degree-graded polynomials, in which α j = 1,
β j = τ j , and γ j = 0, but some of the β j ’s are repeated.

The following formulas clarify the explicit formulation of the Birkhoff basis:

B0(x) = 1,



12 A. Amiraslani et al.

B1(x) = (x − z0),

B2(x) = (x − z0)
2,

...

Bs0(x) = (x − z0)
s0 ,

Bs0+1(x) = (x − z0)
s0(x − z1),

Bs0+2(x) = (x − z0)
s0(x − z1)

2,

...

Bs0+s1(x) = (x − z0)
s0(x − z1)

s1 ,

...

Bs0+s1+···+s j (x) = (x − z0)
s0(x − z1)

s1 · · · (x − z j )
s j ,

...

Bs0+s1+···+s j+p(x) = (x − z0)
s0(x − z1)

s1 · · · (x − z j )
s j (x − z j+1)

p.

Example 5 Consider the Birkhoff interpolation problem discussed in Example 1.
The new set of nodes

τ0 = τ1 = z0, τ2 = z1, τ3 = z2, (10)

defines the following basis for P3:

1, (x − z0), (x − z0)
2, (x − z0)

2(x − z1).

Lemma 3 also holds for the Birkhoff basis as the qth order derivative of
∏ j

i=0(x −
τi ), j = 0, . . . , n − 1 does not depend on the specific values of τi .

Lemma 5 The qth order derivative of

Π(x) :=

⎛

⎜

⎜

⎜

⎝

B0(x)
B1(x)

...

Bn(x)

⎞

⎟

⎟

⎟

⎠

,

is given by

Π(q)(x) = Dq

⎛

⎜

⎜

⎜

⎝

B0(x)
B1(x)

...

Bn(x)

⎞

⎟

⎟

⎟

⎠

,
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where D and Q are as in (5) and (7), respectively.

Example 6 The differentiation matrix for the Birkhoff interpolation problem con-
sidered in Example 1 is given by the matrix (8).

Hence, for the set of nodes (10) it is given by

D =

⎛

⎜

⎜

⎝

0 0 0 0
1 0 0 0
0 2 0 0
0 2(z0 − z1) 3 0

⎞

⎟

⎟

⎠

.

As the polynomialsBi (x), i = 0, . . . , n are degree-graded, they are linearly inde-
pendent. Hence they are a basis ofPn and every polynomial p(x) ∈ Pn can bewritten
as a linear combination of this basis.

Now we propose the following approach: Assume that the Birkhoff interpolation
problem has a unique solution P(x). Then P(x) can be written as

P(x) = (

a0 a1 · · · an
)

⎛

⎜

⎜

⎜

⎝

B0(x)
B1(x)

...

Bn(x)

⎞

⎟

⎟

⎟

⎠

, (11)

for certain ai , i = 0, . . . , n. Hence, the qth order derivative of P(x) is given by

P (q)(x) = (

a0 a1 · · · an
)

Dq

⎛

⎜

⎜

⎜

⎝

B0(x)
B1(x)

...

Bn(x)

⎞

⎟

⎟

⎟

⎠

, (12)

where D is the differentiation matrix introduced in Lemma 5.
The interpolant (11) has to satisfy the interpolation conditions (3), i.e. for fixed

i, i = 0, . . . , k, we have

P ( j)(zi ) = fi, j , if Ji, j = 1 for j = 0, . . . , t.

Then, using (12) implies that

(

a0 a1 · · · an
)

D j

⎛

⎜

⎜

⎜

⎝

B0(zi )
B1(zi )

...

Bn(zi )

⎞

⎟

⎟

⎟

⎠

= fi, j , if Ji, j = 1 for i = 0, . . . , k, j = 0, . . . , t.

These equations can be summarized using the Birkhoff matrix.
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Theorem 2 The unknowns ai , i = 0, . . . , n, in the Birkhoff interpolation polyno-
mial (11) can be found via the (n + 1) × (n + 1) linear system

BΦΓ a = BF, (13)

where B is the (n + 1) × (t + 1)(k + 1) Birkhoff matrix, and the vector F is of size
(k + 1)(t + 1) × 1

F = (

f0,0 f0,1 · · · f0,t · · · fk,0 fk,1 · · · fk,t
)T

.

ThematrixΦ is of size (t + 1)(k + 1) × (t + 1)(n + 1), and is constructed as follows

Φ =

⎛

⎜

⎜

⎜

⎝

VT
0

VT
1
...

VT
k

⎞

⎟

⎟

⎟

⎠

, (14)

where for i = 0, . . . , k, VT
i is the following (t + 1) × (t + 1)(n + 1) matrix

VT
i =

⎛

⎜

⎜

⎜

⎝

VT (zi )
VT (zi )

. . .

VT (zi )

⎞

⎟

⎟

⎟

⎠

, (15)

in which the column vector of the Birkhoff polynomial basis is

V(x) =

⎛

⎜

⎜

⎜

⎝

B0(x)
B1(x)

...

Bn(x)

⎞

⎟

⎟

⎟

⎠

.

Furthermore, the (t + 1)(n + 1) × (n + 1) matrix Γ is defined as

Γ =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

I
DT

(D2)T

...

(Dt )T

⎞

⎟

⎟

⎟

⎟

⎟

⎠

, (16)

where D is the differentiation matrix given by (5), and finally the (n + 1) × 1 vector
a = (

a0 a1 · · · an
)

is the vector of unknowns.
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To sum up, the Eq. (13) is the key relation of this contribution, which leads to the
desired interpolant. Note that the vector BF in the right hand side of the equation
contains the available derivative information of the Birkhoff data.

5 Special Cases

In this section, we recover elementary but relevant results for Taylor, Lagrange and
Hermite interpolation using our results from the previous section. The existence
and uniqueness of the solution to these problems are trivial and well-studied in the
literature [7].

5.1 Taylor Interpolation

As already noted, for the Taylor interpolation problem (see Definition 3) we have
k = 0, t = n = s0 − 1. It is characterized by an (n + 1) × (n + 1) Birkhoff matrix
which is identical to the (n + 1) × (n + 1) identity matrix. Hence, the system (13)
reduces to

ΦΓ a = F, (17)

with the right hand side F

F = (

f0,0 f0,1 . . . f0,n
)T ∈ Cn+1,

and

Φ = VT
0 =

⎛

⎜

⎝

VT (z0)
. . .

VT (z0)

⎞

⎟

⎠ ∈ C(n+1)×(n+1)2 ,

where

VT (z0) = (

B0(z0) B1(z0) . . . Bn(z0)
) = (

1 0 · · · 0) ∈ C1×(n+1),

as the B j are given here by

B j (x) = (x − z0)
j , j = 0, . . . , n.

Finally, the (n + 1) × (n + 1) differentiation matrix D as derived in Lemma 5 is
given by
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D =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0 0 · · · · · · 0 0
1 0 · · · · · · 0 0

0 2
. . .

...
...

...
. . .

. . .
. . .

...
...

...
. . . n − 1 0 0

0 0 · · · 0 n 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

that is, D has nonzero entries only on its first subdiagonal; Di+1,i = i, i = 1, . . . , n.
All other entries are 0. It is easy to see that D2 has nonzero entries only on its second
subdiagonal, D3 has nonzero entries only on its third subdiagonal, and so on, until
Dn+1 = 0. Hence,

ΦΓ =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

VT (z0)I
VT (z0)DT

VT (z0)(D2)T

...

VT (z0)(Dn)T

⎞

⎟

⎟

⎟

⎟

⎟

⎠

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1
1
2!

3!
. . .

n!

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

Therefore, solving (17) gives

a j = f0, j
j ! , j = 0, . . . , n,

which corresponds to (2).

5.2 Lagrange Interpolation

As already noted, for the Lagrange interpolation problem we have t = 0, n = k. It
is characterized by the Birkhoff incidence matrix J of size (k + 1) × 1 containing
only ones, while the corresponding Birkhoff matrix is a (k + 1) × (k + 1) identity.
Moreover, as t = 0, the matrix Γ defined in (16) is the identity matrix of size k + 1.
Hence, the system (13) simplifies to

Φa = F, (18)

with the right-hand vector F

F = (

f0 f1 . . . fn
)T

,
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as in our notation fi,0 = fi , i = 0, . . . , n. The matrices Vi in (15) are 1 × (k + 1)
vectors

VT
i =

(

B0(zi ) B1(zi ) · · · Bk(zi )
)

, i = 0, . . . , k,

or, more precisely, as all nodes are distinct,

VT
i =

(

N0(zi ) N1(zi ) · · · Nk(zi )
)

, i = 0, . . . , k.

Hence, the elements of the (k + 1) × (k + 1) matrix Φ are given by

Φi, j = N j−1(zi−1) =
j−2
∏

p=0

(zi−1 − z p), i, j = 1, . . . , k + 1.

Clearly, for j − 1 > q, we have N j−1(zq) = 0. Therefore, Φ is a lower triangular
matrix

Φ =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

N0(z0) 0 0 · · · 0 0
N0(z1) N1(z1) 0 · · · 0 0

N0(z2) N1(z2) N2(z2)
. . . 0

...
...

...
. . .

. . .
...

N0(zk−1) N1(zk−1) N2(zk−1) · · · Nk−1(zk−1) 0
N0(zk) N1(zk) N2(zk) · · · Nk−1(zk) Nk(zk)

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 0 0 · · · 0 0
1 z1 − z0 0 · · · 0 0

1 z2 − z0 (z2 − z1)(z2 − z0)
. . . 0 0

...
...

...
. . .

...

1 zk−1 − z0 (zk−1 − z1)(zk−1 − z0) · · · ∏k−2
q=0(zk−1 − zq) 0

1 zk − z0 (zk − z1)(zk − z0) · · · ∏k−2
q=0(zk − zq)

∏k−1
q=0(zk − zq)

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

As all nodes zi are distinct, Φ is nonsingular and (18) has a unique solution; detΦ
is equal to the determinant of the Vandermonde matrix V with vi j = z j−1

i as can
be easily seen from the lower triangular structure of Φ. Note that (18) is just the
usual linear system one obtains when solving the Lagrange interpolation problem
with respect to the Newton basis. Typically, one does not solve the system (18), but
uses divided differences and the Aitken-Neville recursion in order to determine the
coefficients a j , j = 0, . . . , k.
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5.3 Hermite Interpolation

As already noted, the Hermite interpolation problem (see Definition 2) is charac-
terized by an (n + 1) × (t + 1)(k + 1) Birkhoff matrix in which each si × (t + 1)
diagonal block Bi = [Isi 0si×(t+1−si )]. The right hand side of (13) is

BF = (

f0,0 f0,1 . . . f0,s0−1 . . . fk,0 fk,1 . . . fk,sk−1
)

.

The standard approach for solving the Hermite interpolation problem makes use
of divided differences, hence one does not solve the system BΦΓ a = BF in order
to determine the coefficients a j , j = 0, . . . , k. But, as the next example shows, the
unknowns in the linear system which needs to be solved here, are just the divided
differences.

Example 7 Consider the Birkhoff interpolation problem given by:

B =

⎛

⎜

⎜

⎝

1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

⎞

⎟

⎟

⎠

∈ R4×6,

which corresponds to the Birkhoff incidence matrix:

J =
⎛

⎝

1 0
1 1
1 0

⎞

⎠ .

A quick observation shows that this corresponds to a Hermite interpolation
problem for k = 2, t = 1, n = 3. Following the differentiation matrix in (8) for
τ0 = z0, τ1 = τ2 = z1, τ3 = z2, we have

D =

⎛

⎜

⎜

⎝

0 0 0 0
1 0 0 0

z0 − z1 2 0 0
(z0 − z1)2 z0 − z1 3 0

⎞

⎟

⎟

⎠

.

The vector basis

V(x) =

⎛

⎜

⎜

⎝

B0(x)
B1(x)
B2(x)
B3(x)

⎞

⎟

⎟

⎠

=

⎛

⎜

⎜

⎝

1
(x − z0)

(x − z0)(x − z1)
(x − z0)(x − z1)2

⎞

⎟

⎟

⎠

,

gives V T
0 , V T

1 , V T
2 in (15) which completes the matrix Φ in (14). The system (13) is

constructed as follows:



Birkhoff Polynomial Basis 19

⎛

⎜

⎜

⎝

1 0 0 0
1 (z1 − z0) 0 0
0 1 (z1 − z0) 0
1 (z2 − z0) (z2 − z0)(z2 − z1) (z2 − z0)(z2 − z1)2

⎞

⎟

⎟

⎠

⎛

⎜

⎜

⎝

a0
a1
a2
a3

⎞

⎟

⎟

⎠

=

⎛

⎜

⎜

⎝

f0,0
f1,0
f1,1
f2,0

⎞

⎟

⎟

⎠

,

and its solutions correspond to the values obtained from the divided differences.

6 Illustrative Examples

In this section, first we reconsider Example 1. Then, two other examples from the
literature are discussed.

Example 8 Suppose that the function f (x) is given by the values f0,0, f0,2, f1,1, f2,0
at the distinct nodes z0, z1, z2. Then k = 2, n = 3 and t = 2. The corresponding
Birkhoff matrix B has been considered in Example 3

B =

⎛

⎜

⎜

⎝

1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0

⎞

⎟

⎟

⎠

∈ R4×9.

Wefirst set up the system (13). TheBirkhoffmatrixBhas alreadybeendetermined,
the right-hand side vector is given by

BF =

⎛

⎜

⎜

⎝

f0,0
f0,2
f1,1
f2,0

⎞

⎟

⎟

⎠

,

as F = (

f0,0 f0,1 f0,2 f1,0 f1,1 f1,2 f2,0 f2,1 f2,2
)T

. Considering Example 6,
the differentiation matrix D is given by

D =

⎛

⎜

⎜

⎝

0 0 0 0
1 0 0 0
0 2 0 0
0 2(z0 − z1) 3 0

⎞

⎟

⎟

⎠

∈ C4×4, (19)

hence



20 A. Amiraslani et al.

Γ =
⎛

⎝

I
DT

(D2)T

⎞

⎠ =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 1 0 0
0 0 2 2(z0 − z1)
0 0 0 3
0 0 0 0
0 0 2 2(z0 − z1)
0 0 0 6
0 0 0 0
0 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

∈ C12×4.

Finally, the matrix Φ is given by

Φ =
⎛

⎝

VT
0

VT
1

VT
2

⎞

⎠ =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

VT (z0)
VT (z0)

VT (z0)
VT (z1)

VT (z1)
VT (z1)

VT (z2)
VT (z2)

VT (z2)

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

∈ C9×12.

As

BΦ =

⎛

⎜

⎜

⎝

VT (z0)
VT (z0)

VT (z1)
VT (z2)

⎞

⎟

⎟

⎠

,

and

V(x) =

⎛

⎜

⎜

⎝

B0(x)
B1(x)
B2(x)
B3(x)

⎞

⎟

⎟

⎠

=

⎛

⎜

⎜

⎝

1
(x − z0)
(x − z0)2

(x − z0)2(x − z1)

⎞

⎟

⎟

⎠

, (20)

we obtain

BΦ =

⎛

⎜

⎜

⎝

1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 1 (z1 − z0) (z1 − z0)

2 0 0 0 0 0
1 (z2 − z0) (z2 − z0)

2 (z2 − z0)
2(z2 − z1) 0 0 0 0 0 0 0 0

⎞

⎟

⎟

⎠

.

Summing up, the system (13), BΦΓ a = BF, reads



Birkhoff Polynomial Basis 21

⎛

⎜

⎜

⎝

1 0 0 0
0 0 2 2(z0 − z1)
0 1 2(z1 − z0) (z1 − z0)2

1 (z2 − z0) (z2 − z0)2 (z2 − z0)2(z2 − z1)

⎞

⎟

⎟

⎠

︸ ︷︷ ︸

C

⎛

⎜

⎜

⎝

a0
a1
a2
a3

⎞

⎟

⎟

⎠

=

⎛

⎜

⎜

⎝

f0,0
f0,2
f1,1
f2,0

⎞

⎟

⎟

⎠

.

Since

det (C) = 2(z0 − z2)
(

(z0 − z2)
2 − 3(z0 − z1)

2
)

,

the unknowns ai , i = 0, . . . , 3 can be obtained uniquely from the above system
for the interpolation nodes which do not satisfy z2 − z0 = ±√

3(z1 − z0). Then the
interpolation polynomial is given by

P(x) = (

a0 a1 a2 a3
)

⎛

⎜

⎜

⎝

1
(x − z0)
(x − z0)2

(x − z0)2(x − z1)

⎞

⎟

⎟

⎠

.

The next example has been presented in [13] as a solvable Birkhoff interpolation
problem.

Example 9 Let the interpolation nodes z0, z1, z2 and the values of f0,0, f1,1, f2,1 be
given. Hence, we have k = 2, n = 2 and t = 1. The Birkhoff matrix is given by

B =
⎛

⎝

1 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1

⎞

⎠ ,

while the differentiation matrix is

D =
⎛

⎝

0 0 0
1 0 0

z0 − z1 2 0

⎞

⎠ . (21)

Moreover,

BΦ =
⎛

⎝

VT (z0) 0
0 VT (z1)
0 VT (z2)

⎞

⎠ =
⎛

⎝

1 0 0 0 0 0
0 0 0 1 z1 − z0 0
0 0 0 1 z2 − z0 (z2 − z0)(z2 − z1)

⎞

⎠ ,

as

V(x) =
⎛

⎝

B0(x)
B1(x)
B2(x)

⎞

⎠ =
⎛

⎝

1
(x − z0)

(x − z0)(x − z1)

⎞

⎠ .
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With

Γ =
(

I
DT

)

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 0 0
0 1 0
0 0 1
0 1 z0 − z1
0 0 2
0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

, (22)

we obtain the following system

⎛

⎝

1 0 0
0 1 (z1 − z0)
0 1 (z2 − z0) + (z2 − z1)

⎞

⎠

︸ ︷︷ ︸

C

⎛

⎝

a0
a1
a2

⎞

⎠ =
⎛

⎝

f0,0
f1,1
f2,1

⎞

⎠ .

Since det (C) = 2(z2 − z1), the system has a unique solution as z2 �= z1. We obtain

⎛

⎝

a0
a1
a2

⎞

⎠ =
⎛

⎜

⎝

f0,0
f1,1 − ( f2,1− f1,1)(z1−z0)

2(z2−z1)
f2,1− f1,1
2(z2−z1)

⎞

⎟

⎠ ,

and the unique interpolation polynomial

P(x) = (a0 a1 a2)V(x) = f0,0 +
(

f1,1 − ( f2,1 − f1,1)(z1 − z0)

2(z2 − z1)

)

(x − z0)+

+ f2,1 − f1,1
2(z2 − z1)

(x − z0)(x − z1).

Now, we present another example which is conditionally solvable.

Example 10 Consider the distinct interpolation nodes z0, z1, z2 and the given infor-
mation f (z0) = f0,0, f ′(z1) = f1,1, f (z2) = f2,0. According to [23], the interpola-
tion polynomial does not exist, when z1 = (z0 + z2)/2, and it uniquely exists for any
other choice of z1. The Birkhoff matrix is given by

B =
⎛

⎝

1 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

⎞

⎠ .

Since the set of the nodes for this problem is the same asExample 9, the differentiation
matrix D is the same as (21) and Γ is as in (22). Hence, we obtain the following
system for the unknowns:
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⎛

⎝

1 0 0
0 1 (z1 − z0)
1 (z2 − z0) (z2 − z0)(z2 − z1)

⎞

⎠

︸ ︷︷ ︸

C

⎛

⎝

a0
a1
a2

⎞

⎠ =
⎛

⎝

f0,0
f1,1
f2,0

⎞

⎠ .

As

det (C) = (z2 − z0)(z0 − 2z1 + z2),

the system has a unique solution for all distinct interpolation nodeswith the exception
of the case z1 = (z0 + z2)/2. Thus the problem is conditionally solvable.

To conclude, the following example shows aBirkhoff interpolation problemwhich
is not usually solvable.

Example 11 The values of the f (z0), f (3)(z0), f ′(z1), f (3)(z1) for the distinct inter-
polation nodes z0, z1 are given by f0,0, f0,3, f1,1, f1,3 respectively. We want to show
that this problem is not solvable for any given interpolation data. In this problem
k = 1, n = 3, t = 3, and the corresponding Birkhoff matrix is as follows:

B =

⎛

⎜

⎜

⎜

⎜

⎝

1 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 1

⎞

⎟

⎟

⎟

⎟

⎠

.

The differentiationmatrix remains the same as (19), and thematrixΓ is as follows:

Γ =

⎛

⎜

⎜

⎝

I
DT

(D2)T

(D3)T

⎞

⎟

⎟

⎠

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1
0 1 0 0

0 0 2 2(z0 − z1)
0 0 0 3

0 0 0 0
0 0 2 2(z0 − z1)

0 0 0 6

0 0 0 0
0 0 0 0
0 0 0 6

0 0 0 0

0 0 0 0
0 0 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

∈ C16×4.
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The basis vector V(x) equals to the one in (20), and eventually, the system (13)
gives the following:

⎛

⎜

⎜

⎜

⎝

1 0 0 0

0 0 0 6

0 1 2(z1 − z0) (z1 − z0)2

0 0 0 6

⎞

⎟

⎟

⎟

⎠

︸ ︷︷ ︸

C

⎛

⎜

⎜

⎝

a0
a1
a2
a3

⎞

⎟

⎟

⎠

=

⎛

⎜

⎜

⎝

f0,0
f0,3
f1,1
f1,3

⎞

⎟

⎟

⎠

.

Since clearly C is not full-rank, the system is not solvable for any given values of
f0,0, f0,3, f1,1, f1,3, unless f0,3 = f1,3 in which case it has infinitely many solutions.
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On Relation Between P-Matrices
and Regularity of Interval Matrices

Milan Hladík

Abstract We explore new results between P-matrix property and regularity of
interval matrices. In particular, we show that an interval matrix is regular in and
only if some special matrices constructed from its center and radius matrices are
P-matrices. We also investigate the converse direction. We reduce the problem of
checking P-matrix property to regularity of a special interval matrix. Based on
this reduction, novel sufficient condition for a P-matrix property is derived, and
its strength is inspected. We also state a new observation to interval P-matrices.

Keywords Interval matrix · P-matrix · Interval analysis · Linear complementarity

1 Introduction

Notation. The kth row of a matrix A is denoted as Ak∗. The sign of a real r is defined
as sgn(r) = 1 if r ≥ 0 and sgn(r) = −1 otherwise; for vectors the sign is meant
entrywise. For a vector y, the diagonal matrix with entries y1, . . . , yn is denoted by
Dy . Eventually, e = (1, . . . , 1)T stands for a vector of ones and ρ(A) for the spectral
radius of a matrix A.

Interval computation. An interval matrix is defined as

A := {A ∈ R
m×n; A ≤ A ≤ A},

where A and A, A ≤ A, are given matrices. The midpoint and radius matrices are
defined as

Ac := 1

2
(A + A), AΔ := 1

2
(A − A).
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The set of interval matrices of size m × n is denoted by IR
m×n . For definition of

interval arithmetic see [8, 10], for instance.
We say that A is regular if every A ∈ A is nonsingular. Regularity of interval

matrices is dealt with, e.g., in [5, 15, 16]. In particular, Rohn [16] presents forty equi-
valent characterizations. NP-hardness of checking regularity was proven by Poljak
and Rohn [12, 13]. Sufficient conditions for checking regularity are surveyed in Rex
and Rohn [14]. We recall the following one, due to Beeck [1].

Theorem 1 (Beeck [1]) If ρ(|(Ac)
−1|AΔ) < 1, then A is regular.

P-matrices. A square matrix is a P-matrix if all its principal minors are positive.
P-matrices play an important role in linear complementarity problems [9, 22]

q + Mx ≥ 0, x ≥ 0, (q + Mx)T x = 0.

Such a complementarity problem has a unique solution for each q if and only if M
is a P-matrix. Since linear complementarity problems appear in so many situations
(quadratic programming, bimatrix games, equilibria in specific economies, etc.),
P-matrix property is of high importance.

Unfortunately, the problem of checking whether a given matrix is a P-matrix is
known to be co-NP-hard [3, 7]. That is why diverse polynomially recognizable sub-
classes of P-matrices were studied; see [11, 24] and the references therein. Some of
them are:

• positive definite matrices;
• M-matrices (ai j ≤ 0 ∀i, j and A−1 ≥ 0);
• B-matrices (

∑n
k=1 aik > 0 and 1

n

∑n
k=1 aik > ai j for j �= i);

• H-matrices with positive diagonal entries (A is an H-matrix if 〈A〉 is an M-matrix,
where 〈A〉i i = |aii | and 〈A〉i j = −|ai j |, i �= j).

The related problem how to generate P-matrices was considered in [18, 24].
The following characterization of P-matrices is due to Fiedler and Pták [4].

Theorem 2 (Fiedler and Pták [4]) A matrix A ∈ R
n×n is a P-matrix if and only if

for each vector x �= 0 there is i such that xi (Ax)i > 0.

The following relations between regularity of interval matrices and P-matrices
are by Rohn [15].

Theorem 3 (Rohn [15]) An interval matrix A ∈ IR
n×n is regular if and only if for

each y ∈ {±1}n the matrix Ac − Dy AΔ is nonsingular and (Ac − Dy AΔ)−1(Ac +
Dy AΔ) is a P-matrix.

Theorem 4 (Rohn [15]) Let A ∈ IR
n×n be regular. Then A−1

1 A2 is a P-matrix for
each A1, A2 ∈ A.

The following reduction of P-matrix property to interval matrix regularity comes
from [19, 21].
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Theorem 5 (Rump [21]) Let A ∈ IR
n×n with A − I and A + I nonsingular. Then

A is a P-matrix if and only if [(A − I )−1(A + I ) − I, (A − I )−1(A + I ) + I ] is
regular.

Similar problem with convex combinations of rows or columns instead of full
interval matrices was discussed in [6].

2 Results

Lemma 1 Let A ∈ IR
n×n with Ac nonsingular. Then A is regular if and only if

I − A−1
c R is a P-matrix for each R ∈ [−AΔ, AΔ].

Proof “Only if.” Follows from Theorem 4 by choosing A1 := Ac.
“If.” Let A ∈ A be singular and denote R := Ac − A ∈ [−AΔ, AΔ]. Then there

is x �= 0 such that Ax = (Ac − R)x = 0, from which (I − A−1
c R)x = 0. Therefore

I − A−1
c R is singular and cannot be a P-matrix. �

Theorem 6 Let A ∈ IR
n×n with Ac nonsingular. Then A is regular if and only if

I − A−1
c Dy AΔDz is a P-matrix for each y, z ∈ {±1}n.

Proof “Only if.” Follows from Lemma 1.
“If.” Suppose to the contrary that A is not regular. By Lemma 1, there is R ∈

[−AΔ, AΔ] such that I − A−1
c R is not a P-matrix. Hence I − RT A−T

c is not a P-
matrix as well. By Theorem 2, there is x �= 0 such that xi ((I − RT A−T

c )x)i ≤ 0
for each i . Equivalently, x2i ≤ xi (RT A−T

c x)i for each i . Define y := sgn(A−T
c x) and

z := sgn(x). Then

x2i ≤ xi (R
T A−T

c x)i ≤ xi (zi |R|T |A−T
c x |)i ≤ xi (Dz A

T
Δ|A−T

c x |)i = xi (Dz A
T
ΔDy A

−T
c x)i

for each i . Thus, xi ((I − Dz AT
ΔDy A−T

c )x)i ≤ 0 for each i . This means that I −
Dz AT

ΔDy A−T
c is not a P-matrix, and also I − A−1

c Dy AΔDz is not a P-matrix. A
contradiction. �

Remark. Since P-property is not changed by multiplying from the left and from
the right by Dz , we can formulate the theorem also as follows: Let A ∈ IR

n×n with
Ac nonsingular. Then A is regular if and only if I − Dz A−1

c Dy AΔ is a P-matrix for
each y, z ∈ {±1}n .

Contrary to the characterization of regularity in Theorem 3, we have to use both
diagonal matrices Dy and Dz . The following example illustrates it. Let

A =
([1, 2] [−1, 1]

1 [1, 2]
)

.

This interval matrix is not regular since it contains the all-one matrix. On the
other hand, all matrices of the form I − A−1

c Dy AΔ, y ∈ {±1}n , or of the form
I − A−1

c AΔDz , z ∈ {±1}n , are P-matrices.
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Theorem 7 Let A ∈ R
n×n. If α > 0 is sufficiently small, then P := αA is a P-matrix

if and only if [(I − P)−1 − I, (I − P)−1 + I ] is regular.
Proof “If.” By Theorem 4, regularity of M := [(I − P)−1 − I, (I − P)−1 + I ]
implies that M−1

c M is a P-matrix. This matrix, however, reads M−1
c M = (I −

P)((I − P)−1 − I ) = I − (I − P) = P .
“Only if.” By Theorem 6, have to verify that I − (I − P)Dy I Dz is a P-matrix

for each y, z ∈ {±1}n . Obviously, is it sufficient to verify matrices I − (I − P)Dy ,
y ∈ {±1}n , only. Without loss of generality suppose that y = (−eT , eT )T , where the
number of minus ones is k. Then I − (I − P)Dy = PDy + (I − Dy) has the form
of

⎛

⎝

− +

− +

⎞

⎠ +
⎛

⎝

2Ik 0

0 0

⎞

⎠ .

By the column linearity of determinants (applied on the first k columns), we can
express the determinant of this matrix as

∑

J⊆{1,...,k}
2|J |(−1)k−|J |αn−|J | det(AJ ), (1)

where AJ denotes the principal submatrix of A obtained by removing the rows and
columns indexed by J . So, as α → 0, the dominant term in the summation is that
for J = {1, . . . , k} and it draws

2kαn−k det(AJ ).

Since A is a P-matrix, this term is positive, as well as the whole summation. Thus,
I − (I − P)Dy has the positive determinant. Its principal minors are positive for the
same reasons. Therefore, I − (I − P)Dy is a P-matrix. �

Remark 1 (Estimation of α) Here we estimate from below the sufficient value of α.
This value should be small enough to ensure that (1) is positive, where k > 0 (case
k = 0 holds trivially). That is,

∑

J⊆{1,...,k}
2|J |(−1)k−|J |αk−|J | det(AJ ) > 0.

This will be satisfied if

2k det(A{1,...,k}) >
∑

J�{1,...,k}
2|J |αk−|J | det(AJ ).
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Denote

m1 = min
J�{1,...,k}

det(AJ ),

m2 = max
J�{1,...,k}

det(AJ ).

Now, we can write a stronger inequality

2km1 > m2

∑

J�{1,...,k}
2|J |αk−|J |

= m2(α + 2)k − m22
k .

From this, we have

(α + 2)k < 2k(1 + m1/m2),

or,

α < −2 + 2 k
√

1 + m1/m2.

Due to overestimations, it suffices to take

α := −2 + 2 n
√

1 + m1/m2.

This value can be further simplified. By using concavity of log function and ex ≥
x + 1, we have

−2 + 2 n
√

1 + m1/m2 = −2 + 2 exp

(

1

n
log(1 + m1/m2)

)

≥ −2 + 2 exp

(

1

n

(

(1 − m1/m2) log 1 + (m1/m2) log 2
)

)

= −2 + 2 exp

(

1

n
(m1/m2) log 2

)

≥ −2 + 2 + 2

n
(m1/m2) log 2 = 2

n
(m1/m2) log 2.

The minimal and maximal determinants m1 and m2 can be estimated as follows. By
Hadamard’s inequality, we have

m2 ≤
n

∏

i=1

‖Ai∗‖2.
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To estimate m1 is a more involved task. For any nonsingular matrix M ∈ R
n×n , its

determinant (and also sub-determinant) is bounded by

det(M) = det(M−1)−1 ≥ ρ(M−1)−n ≥ σmax(M
−1)−n = σmin(M)n.

This bound, however, can be very conservative. Anyway, we arrive at the possible
value of

α := 2 log 2

n
· σmin(M)n
∏n

i=1 ‖Ai∗‖2 .

2.1 Sufficient Conditions for P-Matrices

Characterizations of P-matrix property from the previous section enables us to derive
new sufficient conditions.

Theorem 8 The matrix A ∈ R
n×n is a P-matrix provided A − I and A + I are

nonsingular and

ρ(|(A + I )−1(A − I )|) < 1. (2)

Proof Let A − I and A + I be nonsingular. By Theorem 5, A is a P-matrix if and
only if [(A − I )−1(A + I ) − I, (A − I )−1(A + I ) + I ] is regular. By employing
the Beeck sufficient condition for regularity (Theorem 1), we arrive at the final
form. �

Obviously, this condition is incomparable with positive definiteness. Moreover,
it is also incomparable with M-matrix and H-matrix conditions. For example, the
matrix (

46 −19
−33 14

)

is an M-matrix (and thus also H-matrix), but the condition (2) is not satisfied since
the spectral radius is greater than 1.084 (verified by versoft [17]). On the other
hand, the matrix

⎛

⎝

1 1 1
1 2 3
1 4 10

⎞

⎠

is neither an M-matrix nor an H-matrix, but (2) is satisfied with the spectral radius
less than 0.955.

Theorem 9 The matrix A ∈ R
n×n is a P-matrix provided for I − αA is nonsingular

and ρ(|I − αA|) < 1 for some α > 0.
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Proof It follows again from the Beeck condition applied to [(I − αA)−1 − I, (I −
αA)−1 + I ] and using Theorem 7. �

The latter condition is not new in the essence. If ρ(|I − αA|) < 1, then I −
|I − αA| is an M-matrix, so also I − |I − αA| − diag(I − αA) + diag(|I − αA|)
is an M-matrix. The matrix I − |I − αA| − diag(I − αA) + diag(|I − αA|) is the
comparison matrix of I − (I − αA) = αA, so αA is an H-matrix. Moreover, αA has
positive diagonal since otherwise if (αA)i i ≤ 0 for some i , then |I − αA|i i ≥ 1 and
so ρ(|I − αA|) ≥ 1. Therefore, the sufficient condition is weaker than checking if
A is an H-matrix.

2.2 Interval P-Matrices

An interval matrix A ∈ IR
n×n is called an interval P-matrix if each A ∈ A is a

P-matrix [2, 7, 20]. A more general concept of P-matrix sets was investigated by
Song and Gowda [23]. The following characterization of interval P-matrices is due
to Białas and Garloff [2], see also [7].

Theorem 10 (Białas and Garloff [2]) A ∈ IR
n×n is an interval P-matrix if and only

if Ac − Dz AΔDz is a P-matrix for each z ∈ {±1}n.
As a direct consequence we have:

Corollary 1 Let A ∈ IR
n×n such that Ac = D is diagonal. Then A is an interval

P-matrix if and only if A is a P-matrix.

Proof We have that A ∈ IR
n×n is an interval P-matrix if and only if for each z ∈

{±1}n the matrix Ac − Dz AΔDz = D − Dz AΔDz is a P-matrix. This matrix is a
P-matrix if and only if DzDDz − AΔ = D − AΔ = A is. �

Even though the assumption Ac = D is strong, it might possibly help for che-
cking interval P-matrix property. In a similar way, interval linear equation are often
preconditioned such that the midpoint matrix becomes an identity matrix since this
case is much easier to solve.

Another special case, reducing the interval P-matrix property to P-property of A
only, is the following.

Corollary 2 Let A ∈ IR
n×n such that AΔ = D is diagonal. Then A is an interval

P-matrix if and only if A is a P-matrix.

Proof We have that A ∈ IR
n×n is an interval P-matrix if and only if for each z ∈

{±1}n thematrix Ac − Dz AΔDz = Ac − DzDDz = Ac − D = A is a P-matrix. �

While Theorem 10 presents a reduction of interval to real P-matrix property, in
the theorem below, we show a direct reduction to an elementary formula.
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Theorem 11 A ∈ IR
n×n is an interval P-matrix if and only if

det(De−|y| + D|y|AcD|z| − Dy AΔDz) > 0 (3)

for each y, z ∈ {0,±1}n such that |y| = |z|.
Proof “Only if”. This is obvious since De−|y| + D|y|AcD|z| − Dz AΔDz is a block
diagonal matrix with entries either ones, or a principal submatrix of some A ∈ A.
Due to P-matrix property, this principal minor is positive.

“If”. We use the result from Rohn [16] that an interval matrix M ∈ IR
k×k has

all determinants positive, that is, det(M) > 0 ∀M ∈ M, if and only if det(Mc −
Dy AΔDz) > 0 for all y, z ∈ {±1}k . Now, A is an interval P-matrix if and only if
for each A ∈ A, each minor of A is positive. A minor of A can be expressed as
det(De−s + Ds ADs) for some s ∈ {0, 1}n . Thus, we have to show that for each s ∈
{0, 1}n , all determinants of De−s + DsADs are positive. By the above reasoning, this
is equivalent to det(De−s + Ds AcDs − DyDs AΔDsDz) > 0 for all y, z ∈ {±1}n .
When si = 0, the values of yi and zi play no role, so we can set s = |y| and arrive at
the resulting form of (3). �

Theorem 12 The number of determinants in (3) is 5n.

Proof By the binomial formula, the number of determinants in (3) is

n
∑

k=0

(

n

k

)

2k2k =
n

∑

k=0

(

n

k

)

4k1n−k = (4 + 1)n = 5n,

where k denotes the number of nonzero entries of y (or z),
(n
k

)

gives the number of
vectors in {0,±1}n with k nonzero entries, and 2k counts the number of possibilities
for y (and z) when the number of nonzero entries is k. �

3 Conclusion

We reviewed relations between P-matrix property and regularity of interval matri-
ces. We also proposed some new observations and links. In particular, a reduction
of interval matrix regularity to P-property and vice versa. As a consequence, new
sufficient conditions for P-matrices were stated.

Some new open problems arised as well, e.g., determining a sharper estimation of
α from Remark 1. Efficient utilization of Corollary 1 for interval P-matrix property
checking is a challenging problem, too.

Acknowledgements The author was supported by the Czech Science Foundation Grant P402/13-
10660S.
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Interval Linear Algebra and Computational
Complexity

Jaroslav Horáček, Milan Hladík and Michal Černý

Abstract This work connects two mathematical fields – computational complexity
and interval linear algebra. It introduces the basic topics of interval linear algebra –
regularity and singularity, full column rank, solving a linear system, deciding solva-
bility of a linear system, computing inverse matrix, eigenvalues, checking positive
(semi)definiteness or stability. We discuss these problems and relations between
them from the view of computational complexity. Many problems in interval linear
algebra are intractable, hence we emphasize subclasses of these problems that are
easily solvable or decidable. The aim of this work is to provide a basic insight into
this field and to provide materials for further reading and research.

Keywords Computational complexity · Interval linear algebra · Functional prob-
lems · Decision problems · NP-hardness · co-NP-hardness

1 Introduction

The purpose of this work is to emphasize relations between the two mathematical
fields - interval linear algebra and computational complexity. This is not a pioneer
work. Variety of relations between interval problems and computational complexi-
ty is covered by many papers. There are also few monographs that are devoted to
this topic [4, 23, 48]. Some questions may arise in mind while reading the previous
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works. Among all, it is the question about the equivalence of the notions NP-hardness
and co-NP-hardness. Some authors use these notions as synonyms. Some distin-
guish between them. Another questions that may arise touches the representation
and reducibility of interval problems in a given computational model. We would like
to shed more light (not only) on these issues.

Many well-known problems of classical linear algebra become intractable when
we introduce intervals into matrices and vectors. However, not everything is lost.
There are many interesting sub-classes of problems that behave well. We would like
to point out these feasible cases, since they are interesting either from the theoretical
or the computational point of view.

Our work does not aspire to substitute the classical monographs or handbooks.
It lacks many of their details that are cited in the text. Nevertheless, it collects even
some recent results that are missing in the monographs. It also provides links and
reductions between the various areas of interval linear algebra. It provides a necessa-
ry and compact introduction to computational complexity and interval linear algebra.
Then it considers complexity and feasibility of various well-known linear algebraic
tasks when considered with interval structures – regularity and singularity, full co-
lumn rank, solving a linear system, deciding solvability of a linear system, computing
inverse matrix, eigenvalues, checking positive (semi)definiteness or stability.

We hope this paper should help newcomers to this area to improve her/his orien-
tation in the field or professionals to provide a signpost to more deeper literature.

2 Interval Linear Algebra – Part I

Interval linear algebra is amathematical field developed from classical linear algebra.
The only difference is, that we do not work with real numbers but with real closed
intervals

a = [a, a],

where a ≤ a. The set of all closed real intervals is denoted IR (the set of all closed
rational intervals is denoted IQ) We can use intervals for many reasons – in applica-
tions we sometimes do not know some parameters precisely, that is why, we rather
use intervals of possible values; some real numbers are problematic (e.g., π,

√
2, . . .)

because it is not easy to represent them precisely, that is why, we can represent them
with rigorous intervals containing them etc. With intervals we can define arithmetic
(there are more possible definitions, we chose one of the most basic ones).

Definition 1 Let us have two intervals x = [x, x] a y = [y, y]. The arithmetical
operations +, ∗,−, / are defined as follows

x + y = [x + y, x + y],
x − y = [x − y, x − y],
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x ∗ y = [min(S),max(S)], where S = {xy, x y, x y, xy},
x / y = x ∗ (1/y), where 1/y = [1/y, 1/y], 0 /∈ y.

Hence, we can use intervals instead of real numbers in formulas. However, we have
to be careful. If there is a multiple occurrence of the same interval in a formula, the
interval arithmetic does see them as two different intervals and we get an overesti-
mation in the resulting interval. For example, let us have x = [−2, 1] and functions
f1(x) = x2 and f2(x) = x ∗ x . Then we get

f1(x) = f1([−2, 1]) = [−2, 1]2 = [0, 4],
f2(x) = f2([−2, 1]) = [−2, 1] ∗ [−2, 1] = [−2, 4].

In the first casewe see the optimal result, in the second casewe see an overestimation.
That is why, the form of our mathematical expression matters. However, we know
the cases when the resulting interval is optimal [30].

Theorem 1 Applying interval arithmetic on expressions inwhich all variables occur
only once gives the optimal resulting interval.

Using intervals we can build larger structures. In the interval linear algebra the
main notion is an interval matrix. It is defined as follows:

A = {A | A ≤ A ≤ A},

where A, A are realm × nmatrices called lower and upper bound and the relation≤
is always understood componentwise. In anotherwords, it is amatrixwith coefficients
formed by real closed intervals. In the following text, we will denote every interval
structure in boldface. Since an interval vector is a special case of an interval matrix,
we define it similarly. We can see that if all intervals in the structures are degenerate,
i.e., A = A, we get a classical linear algebra. Therefore, interval linear algebra is
actually a generalization of the previous one.

Another way to define an interval matrix is using its midpoint matrix Ac and its
radius matrix Δ ≥ 0 as

A = [Ac − Δ, Ac + Δ].

In the following text we automatically suppose that Ac, Δ represent corresponding
midpoint and radius matrix of A, and bc, δ represent corresponding midpoint and
radius vector of b. When we talk about a general square matrix we automatically
assume that it is of size n.

We mention some special structures that we will use quite often. The identity
matrix is denoted I , thematrix containing only ones E and the vector containing only
ones e. Another useful matrix is Dy = diag(y1, . . . , yn) a matrix with the vector y as
the main diagonal. We often need to describe some properties of interval structures
vectors consisting of only ±1. We denote the set of all n-dimensional ±1 vectors as
Yn . A useful concept is a matrix Ayz defined as
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Ayz = Ac − DyΔDz,

for some given y, z ∈ Yn . Each its coefficient on the positon (i, j) is an upper or
a lower bound of Ai j depending on the sign of yi · z j . We will sometimes need to
check a spectral radius of a real matrix A, we denote it ρ(A).

Many definitions have an intuitive generalization for interval linear algebra:

An interval matrix A has a property P if every A ∈ A has the property P.

This applies to stability, full column rank, inverse nonnegativity, diagonally do-
minant matrices, M-matrix and H-matrix property, among others.

Many problems in interval linear algebra are very difficult to be computed exactly
(e.g., computing the tightest possible verified interval containing eigenvalues of a
general matrix). That is why we inspect the possibility of approximation of these
bounds. There are several kinds of errorswhenweapproximate a numbera – absolute,
relative [6] and inverse relative [22] approximation errors.

Definition 2 An algorithm computes a with absolute approximation error ε if it
computes a0 such that a0 ∈ [a − ε, a + ε].

An algorithm computes a with relative approximation error ε if it computes a0

such that a0 ∈ (1 + [−ε, ε])a.
An algorithm computes a with inverse relative approximation error ε if it com-

putes a0 such that a ∈ (1 + [−ε, ε])a0.
At the end we mention a very useful theorem that we will use very often in this

text. It originally comes from the area of numerical mathematics [31].

Theorem 2 (Oettli–Prager) Let us have an interval matrix and vector A, b. For a
real vector x ∈ R

n it holds Ax = b for some A ∈ A, b ∈ b if and only if

|Acx − bc| ≤ Δ|x | + δ.

This was just a brief introduction to interval analysis. Interval linear algebra has
many important applications – system verification, model checking, handling uncer-
tain data. For a huge variety of applications see, e.g., [17–19]. For more information
or applications in nonlinear mathematics see [27].

3 Complexity Theory Background

Now,we take a small break and dig deeper into the area of computational complexity.
After that we will return to interval linear algebra and introduce some well-known
issues from the viewpoint of computational complexity.
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3.1 Binary Encoding and Size of an Instance

For complexity-theoretic classification of interval-theoretic problems, it is a standard
to use the Turing computation model. We assume that an instance of a computational
problem is formalized as a bit-string, i.e., a finite 0-1 sequence. Thus we cannot
work with real-valued instances; instead we usually restrict ourselves to rational
numbers expressed as fractions ± q

r with q, r ∈ N written down in binary in the
coprime form. Then, the size of a rational number ± q

r is understood as the number
of bits necessary to write down the sign and both q and r (to be precise, one should
also take care of delimiters). If an instance of a problem consists of multiple rational
numbers A = (a1, . . . , an) (e.g., when the input is a vector or a matrix), we define
size(A) = ∑n

i=1 size(ai ).
In interval-theoretic problems, inputs of algorithms are usually interval numbers,

vectors or matrices. When we say that an algorithm is to process an m × n interval
matrixA, we understand that the algorithm is given the pair (A ∈ Q

m×n, A ∈ Q
m×n)

and that the size of the input is L := size(A) + size(A). Whenever we speak about
complexity of such algorithm, we mean a function φ(L) counting the number of
steps of the corresponding Turing machine as a function of the bit-size L of the input
(A, A).

Although the literature focuses mainly on the Turing model (and here we also do
so), it would be interesting to investigate the behavior of interval-theoretic problems
in other computational models, such as the Blum–Shub–Smale (BSS) model for
real-valued computing [2] or the quantum model [1].

3.2 Functional Problems and Decision Problems

Formally, a functional problem F is a function F : {0, 1}∗ → {0, 1}∗, where {0, 1}∗
is the set of all finite bit-strings. A decision problem (or YES/NO problem) A is a
function A : {0, 1}∗ → {0, 1}.1

If there exists a Turing machine computing A(x) for every x ∈ {0, 1}∗, we say
that the problem A (either decision or functional) is computable.

It is well known that many decision problems in mathematics are uncomputable;
e.g., decidingwhether a given formula is provable in Zermelo–Fraenkel Set Theory is
uncomputable by the famous Gödel Incompleteness Theorem. Fortunately, a major-
ity of decision problems in interval linear algebra are computable. Such problems
can usually be written down as arithmetic formulas (i.e., quantified formulas con-
taining natural number constants, arithmetical operations +,×, relations =,≤ and
propositional connectives). Such formulas are decidable (over the reals) by Tarski’s
Quantifier Elimination Method [33–35].

1In computer science it is sometimes emphasized that the functions are defined for each input, or
total for short. This is to distinguish them from partially defined functions which are also studied
in this area, namely within logic and recursion theory.
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• Example A: Regularity of an interval matrix. Each matrix A ∈ A is nonsingular
iff (∀A)[A ≤ A ≤ A → det(A) 	= 0]. This formula is arithmetical since det(·) is
a polynomial, and thus it is expressible in terms of +,×.

• ExampleB: Is a givenλ ∈ Q the largest eigenvalue of some symmetric A ∈ A?This
question can be written down as (∃A)[A = AT & A ≤ A ≤ A & (∃x 	= 0)[Ax =
λx] & (∀λ′){(∃x ′ 	= 0)[Ax ′ = λ′x ′] → λ′ ≤ λ}].

Although Quantifier Elimination proves computability, it is a highly inefficient
method from the practical viewpoint— the computation time can be doubly exponen-
tial in general. In spite of this, formany problems, reduction toQuantifier Elimination
is the only (and thus “the best”) known algorithmic result.

3.3 Weak and Strong Polynomiality

It is a usual convention to say that a problemA is “efficiently” solvable if it is solvable
in polynomial time, i.e., in at most p(L) steps of the corresponding Turing machine,
where p is a polynomial and L is the size of the input. The class of efficiently solvable
decision problems is denoted by P.

Taking a more detailed viewpoint, this is a definition of polynomial-time solvabi-
lity in the weak sense. In our context, we are usually processing a family a1, . . . , an
of rational numbers, where L = ∑n

i=1 size(ai ), performing arithmetical operations
+,−,×,÷,≤ with them. The definition of (weak) polynomiality implies that an
algorithm can perform at most p1(L) arithmetical operations with numbers of size
at most p2(L) during its computation, where p1, p2 are polynomials.

If a polynomial-time algorithm satisfies the stronger property that it performs at
most p1(n) arithmetical operations with numbers of size at most p2(L) during its
computation, we say that it is strongly polynomial. The difference is whether we
can bound the number of arithmetical operations only by a polynomial in L , or by a
polynomial in n.

Example Given a rational A and b, the question (∃x)[Ax = b] can be decided in
strongly polynomial time (although it is nontrivial to implement the Gaussian elim-
ination to yield a strongly polynomial algorithm). On the contrary, the question
(∃x)[Ax ≤ b] (which is a form of linear programming) is known to be solvable in
weakly polynomial time only and it is a major open question whether a strongly
polynomial algorithm exists (this is Smales’s Ninth Millenium Problem, see [54]).

The main message of the previous example is: whenever an interval-algebraic
problem is solvable in polynomial time and requires linear programming (which is
a frequent case), it is only a weakly polynomial result. This is why the rare cases,
when interval-algebraic problems are solvable in strongly polynomial time, are of
special interest.
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3.4 NP, coNP

Recall that NP is the class of decision problems A with the following property: there
is a polynomial p and a decision problem B(x, y), solvable in time polynomial in
size(x) + size(y), such that, for any instance x ∈ {0, 1}∗,

A(x) = 1 iff (∃y ∈ {0, 1}∗) size(y) ≤ p(size(x))
︸ ︷︷ ︸

(	)

and B(x, y) = 1. (1)

The string y is called witness for the ∃-quantifier, or also witness of the fact that
A(x) = 1. The algorithm for B(x, y) is called verifier. For short, we often write
A(x) = (∃p y)B(x, y), showing that A results from the ∃-quantification of the effi-
ciently decidable question B (and the quantifier ranges over strings of polynomially
bounded size). Observe that the question (∃p y)B(x, y) need not be decidable in poly-
nomial time (in fact, this is the open problem “P =? NP”), since the quantification
range is exponential in size(x).

A lot of ∃-problems from various areas of mathematics are in NP: “does a given
boolean formula x have a satisfying assignment y?”, “does a given graph x have
3-coloring y?”, “does a given system x = ‘Ay ≤ b’ have an integral solution y?”,
and many others.

The class coNP is characterized by replacement of the quantifier in (1):

A(x) = 1 iff (∀y ∈ {0, 1}∗) size(y) ≤ p(size(x)) → B(x, y) = 1.

It is easily seen that the class coNP is formed of complements of NP-problems, and
vice versa. (Recall that a decision problem A is a 0-1 function; its complement is
defined as coA = 1 − A.)

The prominent example of a coNP-question is decidingwhether a boolean formula
is a tautology, or in other words, “given a boolean formula x , is it true that every
assignment y makes it true?”.

It is easy to see again that deciding a coNP-question can take exponential time
since the ∀-quantifier ranges over a set exponentially large in size(x).

Example Interval linear algebra is not an exception: a lot of ∃-questions belong
to NP, but we should be careful a bit. As an example, consider the problem
SINGULARITY: given A ∈ IQ

n×n , ∃A ∈ A which is singular?We could expect that
SINGULARITY ∈ NP since the positive answer can be certified by the ∃-witness
A0 = a particular singular matrix in A. Indeed, the natural verifierB(A, A0), check-
ing whether A0 ∈ A and A0 is singular, works in polynomial time. But a problem
is hidden in the condition (	) in (1). To be fully correct, we would have to prove:
there exists a polynomial p such that whenever A contains a singular matrix, then
it also contains a rational singular matrix A0 such that size(A0) ≤ p(L), where
L = size(A) + size(A). Direct proofs of such properties are “uncomfortable”. But
we can proceed in a more elegant way, using Theorem2:
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∃A ∈ A s.t. Ais singular

⇔ ∃A ∈ A, ∃x 	= 0 s.t. Ax = 0

⇔ ∃x 	= 0 s.t. − Δ|x | ≤ Acx ≤ Δ|x |,
⇔ ∃s ∈ {±1}n ∃x s.t. − ΔDsx ≤ Acx ≤ ΔDsx, Dsx ≥ 0, eT Dsx ≥ 1

︸ ︷︷ ︸

(†)

. (2)

Given s ∈ {±1}n , the relation (†) can be checked in polynomial time by linear
programming. Thus, we can define the verifier B(A, s) as the algorithm checking
the validity of (†). In fact, we have reformulated the ∃-question, “is there a singular
A ∈ A?”, into an equivalent ∃-question, “is there a sign vector s ∈ {±1}n s.t. (†)
holds true?”, and now size(s) ≤ L is obvious.

Themethod of (2) is known as orthant decomposition since it reduces the problem
to inspection of orthants Dsx ≥ 0, for every s ∈ {±1}n , and the work in each orthant
is “easy” (here, the work in an orthant amounts to a single linear program). Many
properties with interval data are described by sufficient and necessary conditions that
use orthant decomposition.

We can also immediately see thatREGULARITY = coSINGULARITY (“given
A, is every A ∈ A nonsingular?”) belongs to coNP.

3.5 Decision Problems: NP-, coNP-Completeness

A decision problem A is reducible to a decision problem B (denoted A ≤ B) if there
exists a polynomial-time computable function g : {0, 1}∗ → {0, 1}∗, called reduc-
tion, such that for every x ∈ {0, 1}∗ we have

A(x) = B(g(x)). (3)

Said informally, any algorithm forB can also be used for solvingA: given an instance
x of A, we can efficiently “translate” it into an instance g(x) of the problem B and
run the method deciding B(g(x)), yielding the correct answer to A(x). Thus, any
decision method for B is also a valid method for A, if we admit the polynomial time
for computation of the reduction g. In this sense we can say that if A ≤ B, then B
“as hard as A, or harder”. If both A ≤ B and B ≤ A, then problems A,B are called
polynomially equivalent.

The relation ≤ induces a partial ordering on classes of polynomially equiva-
lent problems in NP (called NP-degrees) and this ordering can be shown to have
a maximum element. The problems in the maximum class are called NP-complete
problems. And similarly, coNP has a class of coNP-complete problems. They are
complementary: a problem A is NP-complete iff its complement is coNP-complete.

Let X be one of the classes NP or coNP. If a problem B is X -complete, any
method for it can be understood as a universal method for any problem A ∈ X ,
modulo polynomial time needed for computing the reduction. Indeed, since B is
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the maximum element, we have A ≤ B for any A ∈ X . It is generally believed
that X contains problems which are not efficiently decidable. In NP, boolean sa-
tisfiability is a prominent example; in coNP, it is the tautology problem. Then, by
≤-maximality, no X -complete problem is efficiently decidable. This shows why a
proof of X -completeness of a newly studied problem is often understood as proof
of its computational intractability.

Remark From a practical perspective, a proof of NP- or coNP-completeness is the
same bad news, telling us that “nothing better than superpolynomial-time algo-
rithms can be expected”. But formally we must distinguish between NP- and co-NP
completeness because it is believed that NP-complete problems are not polynomi-
ally equivalent with coNP-complete problems. (This is the “NP =? coNP” open
problem).

NP- and coNP-complete problems in interval analysis. A survey of such prob-
lems forms the core of this paper. An important example of an NP-complete problem
is SINGULARITY of an interval matrix A. Its complement, REGULARITY, is thus
coNP-complete.

Whenwe know thatB isX -complete andwe proveB ≤ C for a problemC ∈ X ,
thenC is alsoX -complete. This is themethod behind allX -completeness proofs of
this paper. For example, let EIGENVALUE be the problem “given a square interval
matrixA and a numberλ, decidewhetherλ is an eigenvalue of some A ∈ A”. It is easy
to prove SINGULARITY ≤ EIGENVALUE; indeed, if we are to decide whether
there is a singular matrix A ∈ A, it suffices to use the reduction g : A → (A, λ = 0).
The proof of EIGENVALUE ∈ NP can be derived from the orthant decomposition
method; this proves that EIGENVALUE is an NP-complete problem.

3.6 Decision Problems: NP-, coNP-Hardness

We restrict ourselves to NP-hard problems; the reasoning for coNP-hard problems
is analogous.

In the previous sectionwe spoke about NP-complete problems as the≤-maximum
elements in NP. But our reasoning can be more general. We can work on the entire
class of decision problems, including those outside NP. We say that a decision prob-
lem H, not necessarily in NP, satisfying C ≤ H for an NP-complete problem C, is
NP-hard. Clearly: NP-complete problems are exactly thoseNP-hard problemswhich
are in NP. But we might encounter a problem H for which we do not have the proof
H ∈ NP, but still it might be possible to proveC ≤ H. Then the bad news for practice
is again the same, that the problem H is computationally intractable. (But we might
possibly need even worse computation time than for NP-problems; recall that all
problems in NP can be solved in exponential time, not worse.)

To summarize: a proof that a decision problem is NP-hard is a weaker theoretical
result than a proof that a decision problem is NP-complete; it leads to an immediate
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research problem to inspectwhy it is difficult to prove the presence in NP. Usually, the
reason is that it is not easy (or impossible at all) to write down the ∃-definition; recall
the example (2), where the proof of presence in NP required the aid of Theorem2.

Remark If we are unsuccessful in placing the problem in NP or coNP, being unable
to write down the ∃- or ∀-definition, it might be appropriate to place the problem
H into higher levels of the Polynomial Time Hierarchy, or even higher, such as the
PSPACE-level; for details see [1], Chap. 5.

3.7 Functional Problems: Efficient Solvability
and NP-hardness

Functional problems are problems of computing values of general functions, in con-
trast to decision problems where we expect only YES/NO answers. We also want to
classify functional problems from the complexity-theoretic perspective, whether they
are “efficiently solvable”, or “intractable”, aswedidwith decision problems. Efficient
solvability of a functional problem is again generally understood as polynomial-time
computability. To define NP-hardness, we need the following notion of reduction: a
decision problem A is reducible to a functional problem F, if there exist functions
g : {0, 1}∗ → {0, 1}∗ and h : {0, 1}∗ → {0, 1}, both computable in polynomial time,
such that

A(x) = h(F(g(x))) for every x ∈ {0, 1}∗. (4)

The role of g is analogous to (3): it translates an instance x of A into an instance
g(x) of F. What is new here is the function h. Since F is a functional problem,
the value F(g(x)) can be an arbitrary bitstring (say, a binary representation of a
rational number); then we need another efficiently computable function h translating
the value F(g(x)) into a 1-0 value giving the YES/NO answer to A(x). A trivial
example: deciding regularity of a rational matrix (decision problem A) is reducible
to the computation of rank (functional problem F). It suffices to define g(A) = A
and h(ζ ) = 1 − min{n − ζ, 1}.

Now, a functional problem F is NP-hard if there is an NP-hard decision problem
reducible to F. For example, the functional problem of counting the number of ones
in the truth-table of a given boolean formula is NP-hard since this information allows
us to decide whether or not the formula is satisfiable.

Remark (It is not necessary to distinguish between NP-hardness and coNP-hardness
for functional problems) We could also try to define coNP-hardness of a functional
problem G in terms of reducibility of a coNP-hard decision problem C to G via
(4). But this is superfluous because here NP-hardness and coNP-hardness coincide.
Indeed, if we can reduce a coNP-hard problem C to a functional problem G via
(g, h), then we can also reduce the NP-hard problem coC toG via (g, 1 − h). Thus,
in case of functional problems, we speak about NP-hardness only.
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3.8 More General Reductions: Do We Indeed Have
to Distinguish Between NP-hardness and
coNP-Hardness of Decision Problems?

In literature, the notions ofNP-hardness and coNP-hardness are sometimes used quite
freely even for decision problems. Sometimes we can read that a decision problem
is “NP-hard”, even if it would qualify as a coNP-hard problem under our definition
based on the reduction (3). This is nothing serious as far as we are aware. It depends
how the author understands the notion of a reduction between two decision problems.
We have used the many-one reduction (3), known also as Karp reduction, between
two decision problems. This is a standard in complexity-theoretic literature.

However, one could use a more general reduction between two decision problems
A,B. For example, taking inspiration from (4), we could define “A ≤′ B iff A(x) =
h(B(g(x))) for some polynomial-time computable functions g, h”. Then the notions
of ≤′-NP-hardness and ≤′-coNP-hardness coincide and need not be distinguished.
(Observe that h must be a function from {0, 1} to {0, 1} and there are only two such
nonconstant functions : h1(ξ) = ξ and h2(ξ) = 1 − ξ . If we admit only h1, we get
the many-one reduction; if we admit also the negation h2, we have a generalized
reduction under which a problem is NP-hard iff it is coNP-hard. Thus: the notions of
NP-hardness and coNP-hardness based on many-one reductions do not coincide just
because many-one reductions do not admit the negation of the output of B(g(x)).)

To be fully precise, one should always say “a problem A is X -hard w.r.t. a
particular reduction �”. For example, in the previous sections we spoke about X -
hard problems for X ∈ {NP, coNP} w.r.t. the many-one reduction (3). If another
author uses X -hardness w.r.t. ≤′ (e.g., because (s)he considers the ban of negation
as too restrictive in her/his context), then (s)he need not distinguish between NP-
hardness and coNP-hardness.

For the sake of completeness, we conclude that in literature we can meet the
notions of hardness w.r.t. various types of reductions.

Logspace-computable reduction: A ≤log B iff there is a function g computable in
memory of size O(log size(x)), such that A(x) = B(g(x)) for every x . (This reduc-
tion in weaker than (3) since every logspace-computable function is also computable
in polynomial time.)

Truth-table reduction: A ≤t t B iff there is a finite number of polynomial-time
computable functions g1, . . . , gk : {0, 1}∗ → {0, 1}∗ and a “truth-table” function h :
{0, 1}k → {0, 1} such that A(x) = h(B(g1(x)), . . . ,B(gk(x))). This reduction is a
generalization of ≤′; indeed, ≤′ is a restricted truth-table reduction with a two-line
truth table. Under ≤t t , to decide A(x) one can compute k instances of B from which
the boolean expression h combines the result A(x).

Turing reduction (or Cook reduction): A ≤T B iff there is a polynomial-time
algorithm (Turing machine) Q, equipped with a subroutine (an algorithm, oracle)
computing B, and the entire computation of B is counted as a single step of Q. This
is the most general type of reduction: when deciding A(x), the reduction allows for a
polynomial number of computations of B(y) with size(y) polynomially bounded in
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size(x), and the results can be combined in an arbitraryway; the only limitation is that
the overall number of steps is polynomial in size(x), assuming that one computation
of B(y) is at the unit cost.

The above mentioned reductions can be ordered in the sequence according to
their generality:A ≤log B ⇒ A ≤ B ⇒ A ≤′ B ⇒ A ≤t t B ⇒ A ≤T B, where “⇒”
means “implies”. We know that NP-hardness and coNP-hardness coincide for ≤′,
and thus also for the generalizations ≤t t , ≤T .

3.9 A Reduction-Free Definition of Hardness

For practical purposes, when we do not want to play with properties of particular
reductions, we can define the notion of a “hard” problem H (either decision of func-
tional) intuitively as a problem fulfilling this implication: if H is decidable/solvable
in polynomial time, then P = NP. This is usually satisfactory for the practical under-
standing of the notion of computational hardness. (Under this definition: if P = NP,
then every decision problem is hard; and if P 	= NP, then the class of hard decision
problems is exactly the class of decision problems not decidable in polynomial time,
including all NP-hard and coNP-hard decision problems.)

Even if we accept this definition and do not speak about reductions explicitly, all
hardness proofs (at least implicitly) contain some kinds of reductions of previously
known hard problems to the newly studied ones.

4 Interval Linear Algebra – Part II

In the following sections we will deal with various problems in interval linear alge-
bra. There are many interesting topics that are unfortunately beyond the scope of this
work. We will at least point out some of them in Sect. 4.10. We chose basic topics
from introductory courses to linear algebra – regularity and singularity of a matrix,
full column rank, solving and solvability of a system of linear equations, matrix
inverse, determinant, eigenvalues and eigenvectors, positive (semi)definiteness and
stability. The next chapters will offer a great disappointment and also a great chal-
lenge, since implanting intervals into a classical linear algebra makes solvingmost of
the problems intractable. That is why, we look for solving relaxed problems, special
feasible subclasses of problems or for sufficient conditions checkable in polynomial
time. Interval linear algebra still offers many open problems and a lot of place for
further research. At the end of each section we present a summary of problems and
their complexity. If we only know that a problem is weakly polynomial yet, we just
write that it belongs to the class P . When complexity of a problem is not known to
our best knowledge (or it is an open problem), we mark it with question mark.
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4.1 Regularity and Singularity

Deciding regularity and singularity of an interval matrix is an important task in linear
algebra. The definition of interval regularity (and singularity) is intuitive.

Definition 3 A square interval matrix A is regular if every A ∈ A is nonsingular.
Otherwise, A is called singular.

Considering complexity we can find in the literature the following theorem [42]
giving NP-completeness result even for the simple case.

Theorem 3 Deciding whether an interval matrix A = [A − E, A + E] is singular
for some nonnegative symmetric positive definite rational matrix A is NP-complete.

We can proveNP-hardness of this decision problem.Moreover, we get NP-complete-
ness since we know that a singular A in this form mentioned in the theorem must
contain a singular matrix

A − zzT

zT A−1z
,

for some z ∈ {±1}n [42] which is a polynomial witness and the above mentioned
matrix is checkable in polynomial time (e.g., by Gaussian elimination). This implies
that deciding singularity of a general interval matrix is NP-hard. However, in the
Sect. 3.4 we saw the construction of a polynomial witness z ∈ {±1}n certifying that
an interval matrix is singular. Hence, we get that checking singularity of a gen-
eral interval matrix is NP-complete. Clearly, checking regularity as the complement
problem to singularity is coNP-complete.

The sufficient and necessary conditions for checking regularity are of exponential
nature. In [46] you can see 40 of them. For example,we can use the classical definition
of matrix regularity (a matrix A is regular if the system Ax = 0 has only trivial
solution) and combine it with Oettli–Prager theorem. We get that an interval matrix
is regular if and only if the inequality

|Acx | ≤ Δ|x |,

has only trivial solution.
Fortunately, there are some sufficient conditions that are computable in polyno-

mial time. It is advantageous to havemore conditions, because some of themmay suit
better to a certain class of matrices or limits of our software tools. Here we present
three sufficient conditions for checking regularity and three sufficient conditions for
checking singularity.

Theorem 4 (Sufficient conditions for regularity) An interval matrix A = [Ac −
Δ, Ac + Δ] is regular if at least one of the following conditions holds

1. ρ(|A−1
c |Δ) < 1 [42],

2. σmax(Δ) < σmin(Ac) [50],
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3. AT
c Ac − ‖ΔTΔ‖I is positive definite for some consistent matrix norm ‖ · ‖ [36].

Theorem 5 (Sufficient conditions for singularity) An interval matrix A = [Ac −
Δ, Ac + Δ] is singular if at least one of the following conditions holds

1. max j (|A−1
c |Δ) j j ≥ 1 [37],

2. (Δ − |Ac|)−1 ≥ 0 [42],

3. ΔTΔ − AT
c Ac is positive semidefinite [36].

In the two theorems above, the first condition in the triplet is among the most
frequently used sufficient conditions. You can find more sufficient conditions for
regularity and singularity in [36].

We can also take a look at the classes of interval matrices that are immediately
regular. These are, for example, diagonally dominant matrices [53], M-matrices and
H-matrices [30]. These properties are checkable in polynomial time.

Concerning the regularity, in applications we are sometimes interested in radius
of nonsingularity. This number describes how close is A to a singular matrix –
given an n × n matrix A we are interested in componentwise distance to the nearest
singular matrix. This problem is also NP-hard. For more information see e.g., [8, 42].

Summary

Problem Complexity
Is A regular? coNP-complete
Is A singular? NP-complete
Computing radius of nonsingularity of some A NP-hard

4.2 Full Column Rank

The definition of the full column rank is natural.

Definition 4 An m × n interval matrix A has full column rank if every A ∈ A has
full column rank (i.e., it has rank n).

Deciding whether an interval matrix has full column rank is connected to che-
cking regularity. If an interval matrix A of size m × n, m ≥ n, contains a regular
submatrix of size n, then obviously A has a full column rank. What is surprising
is that the implication does not hold conversely (in contrast to real matrices). The
interval matrix by Irene Sharaya (see [53]) might serve as a counterexample.

A =
⎛

⎝

1 [0, 1]
−1 [0, 1]

[−1, 1] 1

⎞

⎠ .
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It has full column rank, but contains no regular submatrix of size 2.
For square matrices, checking regularity can be polynomially reduced to che-

cking full column rank (we just check the matrix A), but the converse is not so
easy. Therefore, checking full column rank is coNP-hard. Finding a polynomial
certificate for an interval matrix not having full column rank can be done by orthant
decomposition similarly as in the case of singularity. That is why, checking full
column rank is also coNP-complete.

Again, fortunately, we have some sufficient conditions that are computable in
polynomial time.

Theorem 6 Let A = [Ac − Δ, Ac + Δ] be an m × n interval matrix. This matrix
has full column rank if at least one of the following conditions holds

1. Ac has full column rank and ρ(|A†
c |Δ) < 1, [48],

2. σmax(Δ) < σmin(Ac), [53].

The symbol † stands for Moore–Penrose inverse (for more details see [26]). The first
condition is mentioned implicitly in [48], however the explicit proof can be found in
[53]. Notice that the second sufficient condition is the same as the sufficient condition
for checking regularity. Many problems can be transformed to checking full column
rank – e.g., deciding whether a given interval linear system is solvable, deciding
whether a solution set of an interval linear system is bounded.

Summary

Problem Complexity
Does A have full column rank? coNP-complete

4.3 Solving a System of Linear Equations

To be brief the title of this section contained the word “solving”. Nevertheless, this
notion could be a little misguiding. Let us explain what do we mean by solving a
system of interval linear equations (or interval linear system for short). The solution
set of an interval linear system is defined as follows.

Definition 5 Let Ax = b, where A is an m × n interval matrix and b is an m-
dimensional right-hand side vector. Then by a solution set Σ we mean

Σ = {x | Ax = b for some A ∈ A, b ∈ b}.

We could imagine it as a collection of all solutions of all crisp real systems contained
within the bounds of an interval system. Unfortunately, this set is of quite a complex
shape. For its descriptionwe can use the alreadymentionedOettli–Prager Theorem2.
A vector x ∈ R

n is a solution of Ax = b (i.e., x ∈ Σ) if and only if x satisfies
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|Acx − bc| ≤ Δ|x | + δ.

We can see that checking whether a vector y is a solution of Ax = b is strongly
polynomial (we just check the inequality for y).

Oettli–Prager theorem implies that the set Σ is generally non-convex but convex
in each orthant (for graphical examples of possible shapes of the solution set see e.g.,
[14, 27, 29]). To describe this set, we usually enclose it by an n-dimensional box
(aligned with axes). Notice that we can view an n-dimensional interval vector as an
n-dimensional box aligned with axes.

Definition 6 An n-dimensional interval vector x is called an interval enclosure of
Σ ifΣ ⊆ x. If it is the tightest possible enclosure w.r.t. inclusion (there is no interval
box y such that Σ ⊆ y � x), we call x the interval hull.

By solving an interval linear system we understand computing any enclosure x of
its solution setΣ . To be brief, we call that x an enclosure (or the hull) ofAx = b. The
notion of enclosure is quite intuitive because we are not always able to compute the
interval hull. In [23] we can see that computing the exact hull of Ax = b is NP-hard.

An interval a = [a − Δ, a + Δ] is absolutely δ-narrow if Δ ≤ δ and relatively
δ-narrow if Δ ≤ δ · |a|. The problem is still NP-hard even if we limit widths of
intervals of a matrix in a system with some δ > 0 [23]. We can summarize it in the
following theorem.

Theorem 7 For every δ > 0, the problem of computing the hull of Ax = b, where
ai j , bi are both absolutely and relatively δ-narrow is NP-hard.

Unfortunately, even computing various ε-approximations of the hull components
is an NP-hard problem [23].

Theorem 8 For a given ε > 0 computing the relative and absolute ε-approximation
of the hull (its components) of Ax = b are NP-hard problems.

That is why, we are usually looking for enclosures, not the hull. Of course, the
tighter enclosure the better. For computing enclosures of square systems, there have
been various methods developed. Some of them extend the traditional algorithms for
the real systems, such as the Gaussian elimination, Jacobi or Gauss–Seidel method
[27, 30]. Some of them were designed specifically for interval systems; see for
instance [4, 9, 13, 21, 27, 30] among many others.

Overdetermined systems. For an overdetermined system (where A is an m × n
matrixwithm > n) the situation is slightlymore difficult.Many people automatically
think of solving overdetermined systems via least squares, i.e.,

Definition 7

Σ lsq = {x | AT Ax = AT b for some A ∈ A, b ∈ b}.
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Obviously, Σ lsq is not the same set as Σ . Nevertheless, it is not difficult to see that
Σ ⊆ Σ lsq . Hence, we can use methods computing least squares for enclosing Σ

[29]. The problem of computing the interval hull of Σ lsq is NP-hard, since when A
is square and regular, then Σ lsq = Σ and computing the exact hull of Σ is NP-hard
even for A regular [4].

If we primarily focus on enclosing justΣ there is a variety of methods – modified
Gaussian elimination for overdetermined systems [7], method developed by Rohn
[43], Popova [32], or a method using square subsystems [15].

We can try to identify some classes of systems with exact hull computation algo-
rithms that run in polynomial time. If we restrict the right hand side b to contain
only degenerate intervals, we have Ax = b. Then, this problem is still NP-hard [23].
If we, however, restricts the matrix to be consisting only of degenerate intervals A
and we have a system Ax = b, then, computing exact bounds of the solution set is
polynomial, since it can be rewritten as a linear program.

However, even if we allow at most one nondegenerate interval coefficient in each
equation, the problem becomes again NP-hard, since an arbitrary interval linear sys-
tem can be rewritten in this form [23].

Structured systems. We can also explore band and sparse matrices.

Definition 8 A matrix A is a w-band matrix if ai j = 0 for |i − j | ≥ w.

Band matrices with d = 1 are diagonal and computing the hull is clearly strongly
polynomial. For d = 2 (tridiagonal matrix) it is an open problem. And for d ≥ 3 it
is again NP-hard. We inspected the case of bidiagonal matrices. The result is to our
best knowledge new.

Theorem 9 For a bidiagonal matrix (the matrix with only the main diagonal and
an arbitrary neighboring diagonal) computing the exact hull of Ax = b is strongly
polynomial.

Proof Without the loss of generality let us suppose that the matrix A consists of the
main diagonal and the one beyond it. By the forward substitution, we have x1 = b1

a11
and

xi = bi − ai,i−1xi−1

ai i
, i = 2, . . . , n.

By induction, xi−1 is optimally computed with no use of interval coefficients of the
i th equations. Since an evaluation in interval arithmetic is optimal in the case there
are no multiple occurrences of variables (Theorem1), xi is optimal as well. �

Definition 9 A matrix A is a d-sparse matrix if in each row i at most d elements
ai j 	= 0.

For sparse matrices with d = 1 computing the hull is clearly strongly polynomial.
For d ≥ 2 it is again NP-hard [23]. Nevertheless, if we combine w-band matrix with
system coefficient bounds coming from a given finite set of rational numbers, then
we have a polynomial algorithm for computing the hull [23].
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If an interval system Ax = b is in a certain form, the hull can be computed in
polynomial time using some already introduced algorithms. If the matrix A has full
column rank and Ac is a diagonal matrix with positive entries, then Hansen-Bliek-
Rohn prescription for enclosure gives the exact hull [4]. If A is an M-matrix, then
Gauss-Seidel iteration method converges to the exact hull [30]. And if A is an M-
matrix and b is nonnegative then the interval version of Gaussian elimination yields
the exact hull [30].

In this section we silently supposed that the solution set Σ is bounded. This is not
always the case. Many mentioned methods can not deal with an unbounded solution
set. That is why we usually need to check for boundedness. However, it is an coNP-
complete problem since it is identical with checking the full column rank of the
interval matrix A.

Remark A natural generalization of an interval linear system is by incorporating
linear dependencies. That is, we have a family of linear systems

A(p)x = b(p), p ∈ p, (5)

where A(p) = ∑K
k=1 A

k pk and b(p) = ∑K
k=1 b

k pk . Here, p is a vector of parameters
varying in p. Since this concept generalizes the standard interval systems, many
related problems are intractable. We point out one particular efficiently solvable pro-
blem. Given x ∈ R

n , deciding whether it is a solution of a standard interval system
Ax = b is strongly polynomial. For systems with linear dependencies, the problem
still stays polynomial, but we can show weak polynomiality only; this is achieved
by rewriting (5) as a linear program.

Summary

Problem Complexity
Is x a solution of Ax = b? strongly P
Computing the hull of Ax = b NP-hard
Computing the hull of Ax = b NP-hard
Computing the hull of Ax = b P
Computing the hull of Ax = b, where A is regular NP-hard
Computing the hull of Ax = b, where A is M-matrix P
Computing the hull of Ax = b, where A is diagonal strongly P
Computing the hull of Ax = b, where A is bidiagonal strongly P
Computing the hull of Ax = b, where A is tridiagonal ?
Computing the hull of Ax = b, where A is 3-band NP-hard
Computing the hull of Ax = b, where A is 1-sparse strongly P
Computing the hull of Ax = b, where A is 2-sparse NP-hard
Computing the exact least squares hull of Ax = b NP-hard
Is Σ bounded? coNP-complete
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4.4 Matrix Inverse

Computation of a matrix inverse is usually avoided in applications. Nonetheless, we
chose to mention this topic, since it holds a worthy place in interval linear algebra
theory. An interval inverse matrix is defined as follows.

Definition 10 Let us have a square regular interval matrix A. We define its interval
inverse matrix as A−1 = [B, B], where B = min{A−1, A ∈ A} and B = max{A−1,

A ∈ A}, where the min and max are understood componentwise.

As usually, the inverse matrix can be computed using knowledge of inverses of
boundary matrices Ayz [39].

Theorem 10 Let A be regular. Then its inverse A−1 = [B, B] is described by

B = min
y, z∈Yn

A−1
yz ,

B = max
y, z∈Yn

A−1
yz ,

where the min and max is understood componentwise.

The maximum and minimum bound of each component of the interval inverse is
attained at one of the inverse of 22n boundary matrices. No wonder, it can be proved
that generally computing exact inverse matrix is NP-hard [3].

When Ac = I , we can compute the exact inverse in polynomial time according
to the next theorem [47].

Theorem 11 Let A be a regular interval matrix with Ac = I . Let M = (I − Δ)−1.
Then its inverse A−1 = [B, B] is described by

B = −M + Dk,

B = M,

where k j = 2m2
j j

2m j j−1 for j = 1, . . . , n, with m j j being diagonal elements of M.

There also exists a formula for the exact matrix inverse if all intervals have uniform
widths, i.e., A = [Ac − αE, Ac + αE] [49].

If we wish to only compute an enclosure B of the matrix inverse we can use any
method for computing enclosures of interval linear systems. We get the i-th column
of B by solving the systems Ax = ei , where ei is i-th column of the identity matrix
of order n.

As we mentioned, computing the exact interval inverse is NP-hard. We close this
section with a surprising result on inverse nonnegativity (A−1 ≥ 0 for every A ∈ A).
It was first proved in slightly different form in [24]. For this form see [30]. It implies
that checking inverse nonnegativity and also computing the exact interval inverse of
an inverse nonnegative matrix is strongly polynomial.
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Theorem 12 If A, A are regular and A−1, A
−1 ≥ 0 then A is regular and

A−1 = [A−1
, A−1] ≥ 0.

Summary

Problem Complexity
Computing the exact inverse of A NP-hard
Is A inverse nonnegative? strongly P
Computing the exact inverse of inverse nonnegative A strongly P

4.5 Solvability of a Linear System

Of course, before solving a linear system we might want to know, whether it is
actually solvable. Considering solvability we should distinguish between two types
of solvability.

Definition 11 An interval linear systemAx = b is (weakly) solvable if some system
Ax = b, where A ∈ A, b ∈ b is solvable.

In another words, its solution set Σ is not empty. Otherwise, we call the system
unsolvable.

Definition 12 An interval linear system Ax = b is strongly solvable if every system
Ax = b, where A ∈ A, b ∈ b is solvable.

The first definition is interesting for model checking. The second for system
verification and automated proofs.

Checking whether an interval systems is solvable is an NP-hard problem [23].
The sign coordinates of the orthant containing the solution can serve as a polynomial
witness and existence of a solution can be verified by linear programming, hence this
problem is NP-complete and checking unsolvability coNP-complete. The problem
of deciding strong solvability is coNP-complete. It can be reformulated as checking
unsolvability of a certain linear systemusing thewell knownFarkas lemma, e.g., [45].

Sometimes, we look only for nonnegative solutions – nonnegative solvability.
Checking whether an interval linear system has a nonnegative solution is weakly
polynomial. We know the orthant in which the solution should lie. Therefore, we can
get rid of the absolute values inOettli–Prager theorem and apply linear programming.
However, checking whether a system is nonnengative strongly solvable is still coNP-
complete [4]. We summarize the results in the following table.

Theorem 13 Checking various types of solvability of Ax = b is of the following
complexity.
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weak strong
solvability NP-complete coNP-complete
nonnegative solvability P coNP-complete

It is easy to see that an interval linear system Ax = b is unsolvable if the matrix
[A b] has full column rank. That is why, we can use sufficient conditions for full co-
lumn rank to check unsolvability. Moreover, we can also use methods for computing
enclosures. If we have some enclosure x, then clearly a system Ax = b is unsolvable
if Ax ∩ b = ∅. Many enclosure algorithms enable detection of unsolvability. Gene-
rally speaking, they work in iterative stages and when we intersect enclosures of the
solution set from the two subsequent stages and get an empty set, we know for sure
that the system is unsolvable. These methods are, for example, Gaussian elimination
[7], Jacobi method [27], Gauss–Seidel method [27], subsquares method [15].

Linear inequalities. Just for comparison, considering systems of interval linear
inequalities, the problems of checking various types of solvability become much
easier. The results are resumed in the following table [4].

Theorem 14 Checking various types of solvability of Ax ≤ b is of the following
complexity.

weak strong
solvability NP-complete P
nonnegative solvability P P

We also would like to mention an interesting nontrivial property of strong solvability
of systems of interval linear inequalities. When a system Ax ≤ b is strongly solvable
(i.e., every Ax ≤ b has a solution), then there exists a solution x satisfying Ax ≤ b
for every A ∈ A and b ∈ b [4].

∀∃-solutions. Let us come back to interval linear systems. The traditional concept
of a solution (Definition5) employs existential quantifiers: x is a solution if ∃A ∈ A,
∃b ∈ b : Ax = b. Nevertheless, in some applications, another quantification makes
sense, too. In particular, ∀∃ quantification was deeply studied [52]. For illustration of
complexity of such solution, we will focus on two concepts of solutions – tolerance
[4] and control solution [4, 51].

Definition 13
A vector x is a tolerance solution of Ax = b if ∀A ∈ A, ∃b ∈ b : Ax = b.

A vector x is a control solution of Ax = b if ∀b ∈ b, ∃A ∈ A : Ax = b,

Notice that a tolerance solution can equivalently be characterized as {Ax | A ∈
A} ⊆ b and a control solution as b ⊆ {Ax | A ∈ A}.

Both solutions can be described by a slight modification of Oettli–Prager theorem
(one sign change in Oettli–Prager formula) [4].
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Theorem 15 Let us have a system Ax = b, then x is

• a tolerance solution if it satisfies |Acx − bc| ≤ −Δ|x | + δ.

• a control solution if it satisfies |Acx − bc| ≤ Δ|x | − δ.

In the case of tolerance solution, the sign change has a large impact on complexity.
Deciding whether a system has a tolerance solution is weakly polynomial. However,
checking whether a system has a control solution remains NP-complete [23].

Summary

Problem Complexity
Is Ax = b solvable? NP-complete
Is Ax = b strongly solvable? coNP-complete
Is Ax = b nonnegative solvable? P
Is Ax = b nonnegative strongly solvable? coNP-complete
Is Ax ≤ b solvable? NP-complete
Is Ax ≤ b strongly solvable? P
Is Ax ≤ b nonnegative solvable? P
Is Ax ≤ b nonnegative strongly solvable? P
Does Ax = b have a tolerance solution? P
Does Ax = b have a control solution? NP-complete

4.6 Determinant

Determinants of interval matrices are not often studied. However, we included this
section for completeness.

Definition 14 A determinant of A is defined as det(A) = [d, d], where

d = min{det(A) | A ∈ A},

d = max{det(A) | A ∈ A}.

Its bounds can be computed from 2n
2
boundary matrices Ai j ∈ {Ai j , Ai j } for i, j =

1, . . . , n. We have the following theoretical result [42].

Theorem 16 Computing interval determinant of A = [A − E, A + E], where A is
rational nonnegative is NP-hard.

It is intractable even in this simplified case. For interesting relations to eigenvalues
and singularity see [42].
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Summary

Problem Complexity
Computing det(A) NP-hard
Computing det(A) NP-hard

4.7 Eigenvalues

First, we briefly start with general matrices, then we continue with the symmetric
case. Checking singularity of A can be polynomially reduced to checking whether
0 is an eigenvalue of some matrix A ∈ A. As we saw in Sect. 3.5 checking whether
λ is an eigenvalue of some matrix A ∈ A is NP-complete problem. Surprisingly,
checking for eigenvectors can be done efficiently [38]. It is strongly polynomial.

How is it with Perron-Frobenius theory of nonnegative matrices ([26])? An inter-
val matrix A ∈ IR

n×n is nonnegative irreducible if every A ∈ A is nonnegative irre-
ducible. For Perron vectors (positive vectors corresponding to the dominant eigen-
values), we have the following result [44].

Theorem 17 Let A be nonnegative irreducible. Then the problem of deciding
whether x is a Perron eigenvector of some matrix in A is strongly polynomial.

For the sake of simplicity we mentioned only some results considering eigenvalues
of a general matrix A. We will go into more detail with symmetric matrices, where
their eigenvalues are real.

Definition 15 Let A ∈ IR
n×n with Δ, Ac symmetric. Then the corresponding sym-

metric interval matrix is defined as a set of symmetric matrices in A, that is,

AS := {A ∈ A : A = AT }.

For a symmetric A ∈ R
n×n , we useλmin(A) andλmax(A) for its smallest and largest

eigenvalue, respectively. For a symmetric interval matrix, we define the smallest and
largest eigenvalues respectively as

λmin(AS) := min{λmin(A) : A ∈ AS},
λmax(AS) := max{λmax(A) : A ∈ AS}.

Even if we consider the symmetric case some problems remain intractable [23,
42]. We are yet able to prove the hardness results, since it is usually difficult to find
a proper polynomial witness.

Theorem 18 On a class of problems with Ac ∈ Qn×n symmetric positive definite
and entrywise nonnegative, and Δ = E, the following problems are intractable
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• checking whether 0 is an eigenvalue of some matrix A ∈ AS is NP-hard,

• checking λmax(AS) ∈ (a, a) for a given open interval (a, a) is coNP-hard.

However, there are some known subclasses for which the eigenvalue range or at
least one of the extremal eigenvalues can be determined efficiently [11]:

• If Ac is essentially non-negative, i.e., (Ac)i j ≥ 0∀i 	= j , thenλmax(AS) = λmax(A).

• If Δ is diagonal, then λmin(AS) = λmin(A) and λmax(AS) = λmax(A).

In contrast to the extremal eigenvalues λmin(AS) and λmax(AS), the largest of the
minimal eigenvalues and the smallest of the largest eigenvalues,

max{λmin(A) : A ∈ AS},
min{λmax(A) : A ∈ AS},

can be computed with an arbitrary precision in polynomial time by using semide-
finite programming [16]. As in the general case, checking whether a given vector
0 	= x ∈ R

n is an eigenvector of some matrix in AS is a polynomial time problem.
Nevertheless, strong polynomiality has not been proved yet.

We already know that computing exact bounds on many problems with interval
data is intractable. Since we can do no better, we can inspect the hardness of various
approximations of their solutions.While doing this we use the following assumption:
Throughout this section, we consider a computational model, in which the exact
eigenvalues of rational symmetric matrices are polynomially computable.

The table below from [11] summarizes the main results. We use the symbol ∞ in
case there is no finite approximation factor with polynomial complexity.

Theorem 19 Approximating the extremal eigenvalues ofAS is of the following com-
plexity.

abs. error rel. error inverse rel. error
NP-hard with error any < 1 1
polynomial with error ∞ 1 2

The table below gives results for a more specific case of approximating λmax(AS)

when Ac is positive semi-definite.

Theorem 20 Approximating the extremal eigenvalues of AS with Ac rational posi-
tive semi-definite is of the following complexity.

abs. error rel. error inverse rel. error
NP-hard with error any 1/(32n4) 1/(32n4)
polynomial with error ∞ 1/3 1/3
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The tables sums up the generalized idea behind several theorems on computing
extremal eigenvalues. For more information and formal details see [11].

At the end of this subsection we mention spectral radius.

Definition 16 Let A ∈ IR
n×n , we define the range of spectral radius naturally as

ρ(A) = {ρ(A) : A ∈ A}.

Notice that ρ(A) is a compact real interval due to continuity of eigenvalues.
Similarly we define spectral radius for AS .

Complexity of computing ρ(A) is an open problem (as Schur stability is; see
Sect. 4.9), and, to the best of our knowledge, complexity of computing ρ(A) has not
been investigated yet.

Anyway, the following gives polynomially solvable subclasses:

• If A ≥ 0, then ρ(A) = [ρ(A), ρ(A)].
• If A is diagonal, then ρ(A) = [maxi mina∈ai i |a|, maxi {|aii |, |aii |}].
Summary

Problem Complexity
Is λ eigenvalue of some A ∈ A? NP-complete
Is x eigenvector of some A ∈ A? strongly P
Is x Perron vector of nonnegative irreducible A? strongly P
Is 0 eigenvalue of some A ∈ AS? NP-hard
Is x eigenvector of some A ∈ AS? P
Does λmax(AS) belong to a given open interval? coNP-hard
Computing ρ(A) ?
Computing ρ(A) ?
Computing exact bounds on ρ(A) with A nonnegative strongly P
Computing exact bounds on ρ(A) with A diagonal strongly P

4.8 Positive Definiteness and Semidefiniteness

We should not leave out mentioning the positive definiteness and semidefiniteness.
Here without the loss of the generality symmetric matrices are of the only interest.
We distinguish between weak and strong definiteness.

Definition 17 A symmetric interval matrix AS is weakly positive (semi)definite if
some A ∈ AS is positive (semi)definite.

Definition 18 A symmetric interval matrix AS is strongly positive (semi)definite if
every A ∈ AS is positive (semi)definite.

Checking strong positive definiteness [40] and semidefiniteness [28] are both
coNP-hard according to the two following theorems.
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Theorem 21 Checking strong positive semidefiniteness of AS is co-NP-hard on a
class of problems with Ac ∈ Qn×n symmetric positive definite and entrywise nonne-
gative, and Δ = E.

Theorem 22 Checking strong positive definiteness of AS is co-NP-hard on a class
of problems with Ac ∈ Qn×n symmetric positive definite and entrywise nonnegative,
and Δ = E.

Considering positive definiteness, we have some sufficient conditions that can be
checked polynomially [41].

Theorem 23 An interval matrix AS is strongly positive definite if at least one of the
following condition holds

• λn(Ac) > ρ(Δ),

• Ac is positive definite and ρ(|(Ac)
−1|Δ) < 1.

The second condition can be reformulated as AS being regular and Ac positive defi-
nite. If the first condition holds with ≥ then AS is strongly positive semidefinite.

In contrast to checking strong positive definiteness, weak positive definiteness
can be checked in polynomial time by using semidefinite programming [16]; this
polynomial result holds also for a more general class of symmetric interval matrices
with linear dependencies [12]. For positive semidefiniteness it needn’t be the case
since semidefinite programming methods work only with some given accuracy.

Summary

Problem Complexity
Is AS strongly positive definite? coNP-hard
Is AS strongly positive semidefinite? coNP-hard
Is AS weakly positive definite? P
Is AS weakly positive semidefinite? ?

4.9 Stability

The last section is dedicated to an important and more practical problem – deciding
a stability of a matrix. There are many types of stabilities. For illustration, we chose
two of them – Hurwitz and Schur.

Definition 19 An interval matrix A is Hurwitz stable if every A ∈ A is Hurwitz
stable (i.e., all eigenvalues have negative real parts).

Similarly, we defineHurwitz stability for symmetric intervalmatrices. Due to their
relation to positive definiteness (AS is Hurwitz stable if −AS is positive definite) we
could presume that the problem is coNP-hard. It is so, even if we limit ourselves to
a special case [40].
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Theorem 24 Checking Hurwitz stability of a symmetric interval matrixAS is coNP-
hard on a class of problems with Ac ∈ Qn×n symmetric Hurwitz stable and entrywise
nonpositive, and Δ = E.

For generalmatrices, coNP-hardness holds aswell. The problem is still coNP-hard
even if we limit the number of interval coefficients in our matrix [28].

Theorem 25 Checking Hurwitz stability of A is co-NP-hard on a class of interval
matrices with intervals in the last row and column only.

Likewise, as for checking regularity, checking Hurwitz stability of A can not be
done by checking stability of matrices of type Ayz (for reductions of other properties
see [5]). On the other hand, it can be checked in this way for AS . For more discussion
and historical context see [23] or [48]. As sufficient conditions we can use conditions
for positive definiteness applied to −A. For more sufficient conditions see e.g., [25].

Definition 20 An interval matrix A is Schur stable if every A ∈ A is Schur stable
(i.e., ρ(A) < 1).

In a similar way, we define Schur stability for symmetric interval matrices. For
general interval matrices, complexity of checking Schur stability is an open problem,
however, for the symmetric case the problem is intractable [40].

Theorem 26 Checking Schur stability of AS is coNP-hard on a class of problems
with Ac ∈ Qn×n symmetric Schur stable and offdiagonal entries nonpositive, and
Δ = E.

Summary

Problem Complexity
Is A Hurwitz stable? coNP-hard
Is AS Hurwitz stable? coNP-hard
Is A Schur stable? ?
Is AS Schur stable? coNP-hard

4.10 Further Topics

Due to the limited space, we had to omit many interesting topics. We touched only
briefly the complexity issues of interval linear inequalities, but there are more results;
see, e.g., [4, 10]. We did not discussed complexity of computing the range of poly-
nomials over intervals [23], too. In short, we mention two particular problems:

• Matrix power. Computing the exact bounds on second power of the matrix A2 is
strongly polynomial (just by evaluating by interval arithmetic), but computing the
cube A3 turns out to be NP-hard [20].
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• Matrix norm. Computing the range of ‖A‖ when A ∈ A is a trivial task for vector
�p-norms applied on matrices (including Frobenius norm or maximum norm) or
for induced 1- and ∞-norms. On the other hand, determining the largest value of
the spectral norm ‖A‖2 (the largest singular value) subject to A ∈ A is NP-hard
[28].

5 Summary

In this work we explored the fundamental problems of interval linear algebra. Our
goal was to:

• provide a basic introduction to interval linear algebra
• answer elementary computational complexity questions linked with interval linear
algebra

• discuss the computational complexity of the basic problems
• explain the relations between these problems
• mention relaxations or special classes of these problems that are easily decidable
or there exist polynomial algorithms solving them

• provide a basis for further reading and research

At this place we also would like to apologize to those whose results are not
mentioned in this work. There are many great achievements, however this work
can unfortunately consume only limited amount of space. We provide links to the
literature, where you can find much more of them.
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On Optimal Extended Row Distance Profile

P. Almeida, D. Napp and R. Pinto

Abstract In this paper, we investigate extended row distances of Unit Memory
(UM) convolutional codes. In particular, we derive upper and lower bounds for these
distances and moreover present a concrete construction of a UM convolutional code
that almost achieves the derived upper bounds. The generator matrix of these codes
is built by means of a particular class of matrices, called superregular matrices.
We actually conjecture that the construction presented is optimal with respect to
the extended row distances as it achieves the maximum extended row distances
possible. This in particular implies that the upper bound derived is not completely
tight. The results presented in this paper further develop the line of research devoted
to the distance properties of convolutional codes which has been mainly focused on
the notions of free distance and column distance. Some open problems are left for
further research.

Keywords Convolutional codes · Superregular matrices · Unimemory convolu-
tional codes · Maximum Distance Profile (MDP) · Maximum Distance Separable
(MDS)

1 Introduction

During the last two decades, renewed efforts were made to investigate the distance
properties of convolutional codes, mainly, their free (Hamming) distance and their
column distance. In [20] a Singleton bound for convolutional codes was derived
(called generalized Singleton bound) and the codes achieving such a bound were
called maximum distance separable (MDS). In [23] the first concrete construction
of an MDS convolutional code (over the finite field F) of rate k

n and degree δ was
presented for every given set of parameters (n, k, δ), (with the characteristic of the
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finite field F and the length n of the code being coprime). Bounds and fundamental
properties of the column distances of convolutional codes have also been thoroughly
investigated, see for instance [7, 8, 11, 18]. Convolutional codes having the largest
columns distances for a given rate k

n and degree δ are called maximum distance
profile (MDP). Their existence was proven in [8] and concrete constructions were
given in [7] when (n − k)|δ and in [17] for every set of given parameters (n, k, δ).

In contrast to the column distances, the extended row distances grow beyond the
free distance and therefore provide additional information about the performance
of the code. Hence, the notion of (extended) row distance is often used when more
detailed knowledge of the distance structure of a convolutional code is needed [11].
One of the advantages of the row distance is that it is easy to calculate and serves as
an excellent rejection rule when encoders are tested in search for convolutional code
with large free distance. As opposed to the free distance and column distance the
notion of (extended) row distance has not been fully investigated in the literature.

In this paper we shall focus on Unit Memory (UM) convolutional codes [14].
These codes may be an interesting alternative to the usual convolutional codes as
their block length can be chosen to coincide with the word length ofmicroprocessors,
see [14, 24] for details. Binary (partial) UM convolutional codes were investigated
in the literature by Lauer [13] and Justensen [12, 24] who showed that unit memory
codes can perform better in some situations than codes having the same rate and
degree but with memory larger than 1.

It is the aim of this work to analyze the row distances of Unit Memory (UM)
convolutional codes with finite support. In particular we derive upper bounds for
extended row distances of UM convolutional codes for a given rate k

n and degree δ.
Moreover, we show that such a bounds are tight by presenting concrete constructions
of convolutional codes achieving this bound. The encoder matrices of these codes
are built by means of a very particular type of matrices called superregular matrices.

The paper is organized as follows. In Sect. 2, we introduce the basic material for
the development of the paper: it includes the necessary introductory material on UM
convolutional codes and on the class of superregular matrices. In Sect. 3, we include
the main results of the paper. In particular we establish upper and lower bounds
on the extended row distances and moreover show how to construct (n, k, δ) UM
convolutional codes that have (nearly) optimal profile of extended row distances.
We conclude the paper in Sect. 4 where we resume the results of the paper and
point out some aspects of this construction that can be improved in order to make
it more attractive for applications. Finally some interesting avenues for research in
this direction are indicated.

2 Distances of Convolutional Codes

This section contains the mathematical background needed for the development of
our results. First we introduce convolutional codes with finite support and in par-
ticular unit memory codes. We conclude this section by recalling the notion super-
regular matrices [2]. Such matrices have some similarities with the ones introduced
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in [3, 7]. They have similar entries and, therefore, some properties are the same but
the structure of these new matrices may be different.

Let F be a finite field and F[D] be the ring of polynomials with coefficients in F.

2.1 Unit Memory Convolutional Codes

A (finite support) convolutional code C of rate k/n is anF[D]-submodule ofF[D]n
of rank k given by a basic andminimal full-rank polynomial encoder matrix G(D) ∈
F[D]k×n ,

C = Im F[D]G(D) = {

u(D)G(D) : u(D) ∈ F
k[D]} ,

where basic means that G(D) has a polynomial right inverse, and minimal means
that the sum of the row degrees of G(D) attains its minimal possible value δ, called
the degree of C .1 The largest row degree of G(D) is called the memory. Note that
since G(D) is basic the resulting convolutional code if noncatastrophic, and hence
we assume that only noncatastrophic codes are of interest [17, 19].

Although this is the general definition of convolutional codeswith finite support, in
this paper wewill focus on a particular subclass of these codes, namely, UnitMemory
(UM), i.e., when the encoder matrix G(D) is described by G(D) = G0 + G1D,
G1 �= 0 or equivalently when the memory is equal to 1. Following the notation used
in [16] a rate k/n UM convolutional code C of degree δ is called an (n, k, δ)-
convolutional code. Note that in this case 1 ≤ δ ≤ k.

If u(D) ∈ F[D]k has degree j ≥ 0, u(D) = u0 + u1D + · · · + u j−1D j−1, and

G(D) = G0 + G1D,

the above representation of u(D)G(D) = v(D) can be expanded as

[

u0 u1 · · · u j−1
]

⎡

⎢

⎢

⎢

⎣

G0 G1

G0 G1

. . .
. . .

G0 G1

⎤

⎥

⎥

⎥

⎦

= [

v0 v1 · · · v j
]

,

︸ ︷︷ ︸

=Gr
j

(1)

where Gr
j ∈ F

jk×( j+1)n is called the sliding generator matrix.

1Therefore, the degree δ of a convolutional code C is the sum of the row degrees of one, and hence
any, minimal basic encoder.
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An important distance measure for a convolutional code C is its free distance
defined as

dfree(C ) = min {wt(v(D)) | v(D) ∈ C and v(D) �= 0} ,

where wt(v(D)) is the Hamming weight of a polynomial vector

v(D) =
∑

i∈N
vi D

i ∈ F[D]n,

defined as
wt(v(D)) =

∑

i∈N
wt(vi ),

where wt(vi ) is the number of the nonzero components of vi .
The extended row distance drj is defined [11, 24] to be the minimum Hamming

weight of all paths in the minimal code trellis that diverge from the zero state and
then return for the first time back in the zero state only after j branches. An UM code
can be represented by a trellis [4–6] where the state at time t is ut−1. The number
of states is |F|k and for UM codes the zero state can always be achieved in one step
with input ut = 0. Moreover, a path in the trellis is unmerged with the zero path if
and only if each information sub-block is nonzero.

For j ≥ 1, let I j denote the set of allu(D) such thatuλ �= 0 forλ = 0, 1, . . . , j − 1
and u j = 0. We formally define the extended row distance drj as

drj = min
u(D)∈I j

wt(u(D)G(D))

Thus we are considering the minimum weight of subcodewords corresponding to
paths in the trellis from the zero state which reach the zero state again for the first time
after exactly j + 1 time instances. Note that dfree ≤ drj+1 ≤ drj andmoreover for non-

catastrophic codes it holds that dfree = dr∞ = min j=0,1,2,... drj and α = lim j→+∞
drj
j

gives the average linear slope of drj .

2.2 Superregular Matrices

Let A = [μi�] be a square matrix of order m over F and Sm the symmetric group of
order m. The determinant of A is given by

| A |=
∑

σ∈Sm
(−1)sgn(σ )μ1σ(1) · · ·μmσ(m).
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A trivial term of the determinant is a term μσ = μ1σ(1) · · ·μmσ(m), with at least
one component μiσ(i) equal to zero. If A is a square submatrix of a matrix B with
entries in F, and all the terms of the determinant of A are trivial, we say that | A |
is a trivial minor of B (if B = A we simply say that | A | is a trivial minor). We say
that a matrix B is superregular if all its nontrivial minors are different from zero.

The next results were derived in [3] and they will be very useful for our purposes
in the next section.

Theorem 1 LetF be a field and a, b ∈ N, such that a ≥ b and B ∈ Fa×b. Suppose
that u = [ui ] ∈ Fb×1 is a row matrix such that ui �= 0 for all 1 ≤ i ≤ b. If B is
a superregular matrix and every column of B has at least one nonzero entry then
wt(uB) ≥ b − a + 1.

Theorem 2 Let α be a primitive element of a finite fieldF = FpN and B = [νi �] be
a matrix over F with the following properties

1. if νi � �= 0 then νi � = αβi � for a positive integer βi �;
2. if νi � = 0 then νi ′ � = 0, for any i ′ > i or νi �′ = 0, for any �′ < �;
3. if � < �′, νi� �= 0 and νi�′ �= 0 then 2βi � ≤ βi �′;
4. if i < i ′, νi � �= 0 and νi ′ � �= 0 then 2βi � ≤ βi ′ �.

Suppose N is greater than any exponent of α appearing as a nontrivial term of any
minor of B. Then B is superregular.

We note that there exist several notions of superregular matrices in the literature.
The definition given above generalizes all these notions. Frequently, see for instance
[22], a superregular matrix is defined to be amatrix for which every square submatrix
is nonsingular. Obviously all the entries of these matrices must be nonzero. Also, in
[1, 21], several examples of triangular matrices were constructed in such a way that
all submatrices inside this triangular configuration were nonsingular. However, all
these notions do not apply to our case as they do not consider submatrices that contain
zeros. The more recent contributions [7, 9, 10, 25, 26] consider the same notion of
superregularity as us, but defined only for lower triangular matrices. Hence, many
examples can be found in these references. In the following section we will adapt
this general notion of superregularity to the case of interest in this paper, namely, the
sliding generator matrices Gr

j .

3 Bounds and Constructions

In this sectionwepresent results of upper and lower bounds on extended rowdistances
of UM convolutional codes. Moreover, we show how we can use the notion of
superregular matrices to construct codes that achieve these bounds. We also provide
a concrete class of superregular matrices that can be used to build UM convolutional
codes with good design row extended distance. We point out some of the advantages
and disadvantages of this construction in terms of the size of the field F.
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Given a generator matrix G(D) = G0 + G1D of C we shall assume without loss
of generality that the zero rows of G1 are at the top, i.e.,

G0 =
[

G(1)
0

G(2)
0

]

G1 =
[

0
G(2)

1

]

(2)

with G(1)
i ∈ F

k−δ×n and G(2)
i ∈ F

δ×n , where δ is the degree of C . We write u =
[u(1) u(2)] accordingly. Note that since G(D) is basic and minimal G0 and

[

G(1)
0

G(2)
1

]

have full row rank.
The following result establishes an upper bound for the extended row distances.

Theorem 3 LetC be aUM (n, k, δ)-convolutional codewith generatormatrix given
by G(D) = G0 + G1D as above. Then,

drj ≤ (n − k + 1) j + n (3)

Proof We want to estimate

min
u(D)∈I j

wt(u(D)G(D)) =min
ui �=0

wt([u0 u1 · · · u j−1]Gr
j ) (4)

where Gr
j is the sliding generator matrix defined in (1). Clearly

min
u0 �=0

wt(v0) = min
u0 �=0

wt(u0G0) ≤ n − k + 1

as n − k + 1 is the Singleton bound for (n, k)-block codes.

If u(2)
0 �= 0 then u0G1 �= 0 and therefore

[

G1

G0

]

has at least k + 1 rows. Thus,

exists u1 such that

wt(v1) = wt

(

[u0 u1]
[

G1

G0

])

≤ n − k. (5)

However we may have u1 = 0 which contradicts ui �= 0, for all i , and u(2)
0 = 0

which implies u0G1 = 0 and therefore

wt(v1) ≤ n − k + 1. (6)

Hence, in any case
min
u0 �=0

wt(v1) ≤ n − k + 1. (7)



On Optimal Extended Row Distance Profile 73

Following the same reasoning, for any ui−1 there exists ui such that

min
u0 �=0

wt(vi ) = min
u0 �=0

wt

(

[ui−1 ui ]
[

G1

G0

])

≤ n − k + 1.

for i = 1, . . . , j − 1, since, if with u(2)
i−1 = 0 then wt(vi ) = n − k + 1. Obviously

wt(v j ) = wt(u j−1G1) ≤ n and hence for [v0 v1 · · · v j ] = [u0 u1 · · · u j−1]Gr
j with

ui �= 0, we have that

min
ui �=0

wt([v0 v1 · · · v j ]) =min
ui �=0

(wt(v0) +
j−1
∑

i=1

wt(vi ) + wt(v j ))

≤(n − k + 1) j + n

�

Remark 1 Taking a closer look at the proof of the previous lemma we see that
between the two upper bounds (5) and (6) we had to consider the largest one (6)
in order to prove (3). However we believe that (5) will hold for a [u0 u1 · · · u j−1]
minimizing (4). Since we failed to come up with a formal proof for this we leave
it for future research and conjecture that the actual upper bound in (3) should be
slightly smaller, namely,

drj ≤ (n − k) j + n + 1. (8)

In the next section, we will construct a code that achieves the upper bound in (8).

If C has its extended row distances achieving the bound (8) for every j ∈ N we
say that C has an almost optimal extended row distances profile (AOEDP). Note that
this upper-bound does not depend on the degree δ of C in contrast to the generalized
Singleton bound for the free distance [20]. Also note that the bound given in (8) grows
infinitely and in practice one is interested in knowing the values of drj , 1 ≤ j ≤ J
for same given integer J .

The assumption that the zero rows of G1 are at the top implies that the matrix
[

G1

G0

]

cannot have zero rows between two nonzero rows.

We will construct UM convolutional codes with designed extended row distances
and for that we will require the sliding generator matrix Gr

j to be superregular. Next
result characterizes and simplifies the conditions such a Gr

j to be superregular.

Lemma 1 Let Gr
j be a sliding generator matrix as defined above. Then, Gr

j is
superregular if and only if every square submatrix of Gr

j that does not contain zeros
in the diagonal is invertible.

Proof The proof amounts to showing that the unique nontrivial minors of Gr
j are

exactly the ones that do not contain zeros in their diagonal. Let A = [ai j ] ∈ F
t×t be

a square submatrix of Gr
j . Obviously, if all the elements in the diagonal of A are
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nonzero then the corresponding minor is nontrivial. Thus, it is left to prove that if
contains a zero in the diagonal, say ass , then the corresponding minor is trivial. In
fact only two possibilities can happen due to the particular structure of blocks of
zeros of Gr

j . Or there exists a block of zeros in the upper right corner of A, namely,
ai j = 0 for 0 ≤ i ≤ s and s ≤ j ≤ t or otherwise there exists a block o zeros in the
left bottom corner of A, namely, ai j = 0 for s ≤ i ≤ t and 0 ≤ j ≤ s. It is easy to
verify that all terms of |A| have components in both blocks which concludes the
proof. �

The next result shows how superregular matrices are related to UM convolutional
codes that have an AOEDP.

Theorem 4 Let C be a UM (n, k, δ)-convolutional code generated by G(D) =
G0 + G1D. If all the entries of G0 and G(2)

1 are nonzero and the sliding generator
matrix Gr

j is superregular then

drj ≥ (n − k) j + n + 1,

i.e., C has an AOEDP.

Proof For j ≥ 1, let u(D) ∈ I j . Suppose that the weight of [u0 u1 · · · u j−1] is t and
let ū be the vector formed by the nonzero components of [u0 u1 · · · u j−1] and B be the
matrix formed by the t rows ofGr

j corresponding to ū. Thus B has ( j + 1)n columns
and t rows. Since uλ �= 0 for λ = 0, 1, . . . , j − 1 then the ( j + 1)n columns of B are
nonzero. The matrix B is superregular as it is assumed that Gr

j is superregular and
any submatrix of a superregular matrix is superregular. Then we can apply Theorem
1 to obtain,

wt(ūB) = wt(v(D)) ≥ ( j + 1)n − t + 1.

Since t ≤ jk, we have that

wt(v(D)) ≥ ( j + 1)n − jk + 1 = (n − k) j + n + 1.

This concludes the proof. �

For a given J ≥ 1 and a set of parameters (n, k, δ), with δ ≤ k < n we propose a
concrete construction of UM convolutional code constructed via the following class
of superregular regular matrices.

Let G(D) = G0 + G1D, where Gi , with i = 1, 2, are described by

Gi = [γr s] for γr s =
⎧

⎨

⎩

α2n+r+s−2
if i = 0

α2r+s−2
if i = 1 and r > k − δ

0 if i = 1 and r ≤ k − δ

(9)

where α is a primitive element of the finite field F = FpN .
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Lemma 2 Let G(D) be as in (9). Suppose N is greater than any exponent of α

appearing as a nontrivial term of any minor of Gr
J . Then assumptions of Theorem 4

hold for j = 1, . . . , J , namely, all the entries of G0 and G(2)
1 are nonzero and the

sliding generator matrix Gr
J is superregular.

Proof The fact that the entries of G0 and G(2)
1 are nonzero is straightforward. To

show that the sliding generator matrix Gr
J is superregular permutate the columns of

Gr
J to obtain the matrix

A =

⎡

⎢

⎢

⎢

⎣

G1 G0

G1 G0

...
...

G1 G0

⎤

⎥

⎥

⎥

⎦

. (10)

One can check that A satisfies the conditions of Theorem 2 and therefore it is super-
regular. Since the minors of A are equal (or symmetric) to the minors of Gr

J this
implies that Gr

J is also superregular. �

We are now in a position to present a result that readily follows from Theorem 4
and Lemma 2 and states that the construction rendered in (9) gives rise to a UM con-
volutional code with a designed extended row distance and moreover has a AOEDP.

Corollary 1 Let C be a UM (n, k, δ)-convolutional code generated by G(D) =
G0 + G1D ∈ F

k×n, where G0 and G1, are described above. Assume that F = FpN ,
for p prime and N sufficiently large, then the sliding generator matrix Gr

J is super-
regular and

drj = (n − k) j + n + 1,

for j =, 0, 1, . . . J , i.e., drj reaches the upper-bound given in (8) for j =, 0, 1, . . . J .

4 Conclusions

A great deal of attention has been devoted in recent years to the study of convolu-
tional codes with good distance properties. In particular, Maximum Distance Profile
(MDP) or Maximum Distance Separable (MDS) have been thoroughly investigated.
In this paper we have focused our attention to the construction of unit memory con-
volutional codes with good extended row distance. It turns out that the question of
how to construct them can be related to the construction of a class of matrices, called
superregular. We have given conditions for the sliding generator matrix of a code to
yield UM convolutional codes with nearly optimal extended row distances. A con-
crete construction have been presented based on a type of superregular matrices that
had been recently used for the authors to build MDP [2]. Moreover, it was recently
shown [15] that this class of matrices perform very well when considering rank
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metric instead of the Hamming metric, producing Maximum Sum Rank Distance
convolutional codes. It is natural to ask whether also the presented codes have opti-
mal extended row distance with respect to the rank metric (to be formally defined).
This opens up a interesting avenue of future research. Finally we remark that one of
the disadvantages of the presented constructions is that they require large fields and
it would be convenient to come up with new constructions of superregular matrices
over smaller fields.
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1 Introduction

Codes play an important role in our days. They are implemented in most of all
communications systems in order to detect and correct errors that can be introduced
during the transmission of information. Convolutional codes over finite rings were
first introduced by [8] and are becoming more relevant for communication systems
that combine coding and modulation.

We will consider convolutional codes constituted by left compact sequences in
Zpr , where p is a prime and r an integer, i.e., the codewords of the code will be of
the form

w : Z → Zn
pr

t �→ wt

where wt = 0 for t < k for some k ∈ Z. These sequences can be represented by

Laurent series, w(D) =
∞

∑

t=k

wt D
t . Let us denote by Zpr ((D)) the ring of Laurent

series over Zpr . Moreover, we will represent the ring of polynomials over Zpr by
Zpr [D] and the ring of rationalmatrices overZpr byZpr (D).More precisely,Zpr (D)
is the set
{

p(D)

q(D)
: p(D), q(D) ∈ Zpr [D] and the coefficient of the smallest power of D in q(D) is a unit

}

modulo the equivalence relation

p(D)

q(D)
∼ p1(D)

q1(D)
if and only if p(D)q1(D) = p1(D)q(D).

Convolutional codes over finite rings behave very differently from convolutional
codes over finite fields due to the existence of zero divisors. One main difference is
that a convolutional code over a finite field F is always a free module over F((D))

which does not happen in the ring case. In order to deal with this problem we will
consider a new type of basis, for Zpr [D]-submodules of Zn

pr [D], which will allow
us to define a kind of basis for every convolutional code, called p-basis, and a
related type of dimension, called p-dimension. This notions have been extensively
used in the last decade [6, 7, 10, 13, 14], extending the ideas of p-adic expansion,
p-dimension, p-basis, etc., used in the context of Zpr -submodules of Zn

pr , [1, 11,
12, 15].

In this paper we will study the dual of a convolutional code over Zpr [D]. In
particular, we will show that the dual of a convolutional code is also a convolutional
code and we will relate the p-dimensions of a convolutional code and its dual. In the
field case, this result follows immediately from matrix theory and it is mentioned in
[3, 9].
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2 The Module Zn
pr [D]

Any element in Zn
pr can be written uniquely as a linear combination of 1, p, p2, . . .

. . . , pr−1, with coefficients in Ap = {0, 1, . . . , p − 1} ⊂ Zpr (called the p-adic
expansion of the element) [1]. Note that all elements of Ap\{0} are units. This
property provides a kind of linear independence on the elements of Ap. In [15], the
authors considered this property to define a special type of linear combination of vec-
tors, called p-linear combination, which allowed to define the notion of p-generator
sequence, p-basis and p-dimension for every submodule ofZn

pr . These notions were
extended for polynomial vectors in [7] and we recall them in this section.

Definition 1 ([7]) Let v1(D), . . . , vk(D) be inZn
pr [D]. The vector

k
∑

j=1

a j (D)v j (D),

with a j (D) ∈ Ap[D], is said to be a p-linear combination of v1(D), . . . , vk(D)

and the set of all p-linear combination of v1(D), . . . , vk(D) is called the p-span of
{v1(D), . . . , vk(D)}, denoted by p-span (v1(D), . . . , vk(D)).

Note that the p-span of a set of vectors is not always a module. We need to
introduce an extra condition to be fulfilled by the vectors.

Definition 2 ([7]) An ordered set of vectors (v1(D), . . . , vk(D)) in Zn
pr [D] is said

to be a p-generator sequence if p vi (D) is a p-linear combination of vi+1(D), . . . ,

vk(D), i = 1, . . . , k − 1, and p vk(D) = 0.

Lemma 1 ([7]) If (v1(D), . . . , vk(D)) is a p-generator sequence in Zn
pr [D] then

p-span(v1(D), . . . , vk(D)) = span(v1(D), . . . , vk(D)).

Consequently p-span(v1(D), . . . , vk(D)) is a Zpr -submodule of Zn
pr [D].

Note that if M = span(v1(D), . . . , vk(D)) is a submodule of Zpr [D], then

(v1(D), pv1(D) . . . ,pr−1v1(D), v2(D), pv2(D), . . . ,

. . . , pr−1v2(D), . . . , vl(D), pvk(D) . . . , pr−1vk(D)).
(1)

is a p-generator sequence of M .

Definition 3 ([7]) The vectors v1(D), . . . , vk(D) inZn
pr [D] are said to be p-linearly

independent if the only p-linear combination of v1(D), . . . , vk(D) that is equal to
0 is the trivial one.

Definition 4 ([7]) An ordered set of vectors (v1(D), . . . , vk(D)) which is a
p-linearly independent p-generator sequence of a submodule M of Zn

pr [D] is said
to be a p-basis of M .
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It is proved in [6] that two p-bases of a Zpr [D]-submodule M of Zn
pr [D] have

the same number of elements. This number of elements is called p-dimension of M
and is denoted by p-dim(M).

We recall that a free module is a module which admits a basis. The cardinality of
a basis of a free module M is called the rank of M .

Lemma 2 ([7]) Let M be a free submodule of Zpr [D] of rank m. Then the p-
dimension of M is mr. If (v1(D), . . . , vm(D)) is basis of M, then, the sequence

(v1(D), pv1(D), . . . , pr−1v1(D), . . . , vm(D), pvm(D), . . . , pr−1vm(D))

is a p-basis of M.

The same notions and results are satisfied for the module Zn
pr in [15]. In fact, as

mentioned before, these notions were first introduced in this paper for such modules
and later extended for the module Zn

pr [D] in [7].

Finally, we give the following definition which we need in next sections.

Definition 5 ([5]) AmoduleM is said to be semisimple if it is a direct sum of simple
modules, where a simple module is a module that has no submodules other than itself
and {0}.

Let M be a semisimple module. Then every submodule of M is a direct summand,
i.e., for every submodule N of M , there is a complement P such that M = N ⊕ P .
Moreover, every submodule of M is semisimple.

3 Convolutional Codes Over Z pr

Definition 6 A convolutional codeC of lengthn overZpr is aZpr ((D))-submodule

ofZn
pr ((D)) for which there exists a polynomial matrix ˜G(D) ∈ Zk̃×n

pr [D] such that

C = ImZpr ((D))
˜G(D)

=
{

u(D)˜G(D) ∈ Zn
pr ((D)) : u(D) ∈ Z

˜k
p((D))

}

.

The matrix ˜G(D) is called a generator matrix of C . If ˜G(D) has full row rank
then it is called an encoder of C .

The notion of p-basis can be used to define a p-encoder for a convolutional code.

Definition 7 ([6]) Let C be a convolutional code of length n over Zpr . Let G(D)

in Zk×n
pr [D] be a polynomial matrix whose rows are a p-linearly independent p-

generator sequence. Then G(z) is a p-encoder of C if
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C = ImAp((D))G(D)

= {

u(D)G(D) ∈ Zn
pr ((D)) : u(D) ∈ A k

p ((D))
}

.

The integer k is called the p-dimension ofC . If there exists a constant matrix ˜G such
that

C+ =
{

u(D)˜G ∈ Zn
pr ((D)) : u(D) ∈ Z

˜k
p((D))

}

,

then C is called a block code.

Obviously, block codes are a particular case of convolutional codes. Every block
code C admits a generator matrix in standard form [2]

˜G =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

Ik0 A0
1,0 A0

2,0 A0
3,0 · · · A0

r−1,0 A0
r,0

0 pIk1 pA1
2,1 pA1

3,1 · · · pA1
r−1,1 pA1

r,1
0 0 p2 Ik2 p2A2

3,2 · · · p2A2
r−1,2 p2A2

r,2
0 0 0 p3 Ik3 · · · 0 p3A3

r,3
...

...
...

...
. . .

...
...

0 0 0 0 · · · pr−1 Ikr−1 pr−1Ar−1
r,r−1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

. (2)

The integers k0, k1, . . . , kr−1 are called the parameters of ˜G. All encoders of C in
standard form have the same parameters k0, k1, . . . , kr−1.

Note that if G(D) is a generator matrix of a convolutional code C and X (D) is an
invertible rationalmatrix such that X (D)G(D) is polynomial, then ImZpr ((D))G(D) =
ImZpr ((D))X (D)G(D), which means that X (D)G(D) is also a generator matrix of
C . Thus, the next straightforward result follows. We include its proof for the sake of
completeness.

Lemma 3 LetC be a submodule ofZn
pr ((D)) given byC = ImZpr ((D))N (D), where

N (D) ∈ Zk̃×n
pr (D). Then C is a convolutional code, and if N (D) has full row rank,

C is a free code of rank k.

Proof Write N (D) =
[

pi j (D)

qi j (D)

]

, where pi j (D), qi j (D) ∈ Zpr [D], and the coefficient
of the smallest power of D in qi j (D) is a unit. Consider the diagonal matrix

Y (D) ∈ Zk̃×k̃
pr [D] whose element of the row i is the least common multiple of

qi1(D), qi2(D), . . . , qik̃(D). Thus Y (D) is invertible and N (D) = Y (D)−1X (D) for

somepolynomialmatrix X (D) ∈ Zk̃×n
pr [D]. Then ImZpr ((D))N (D)=ImZpr ((D))X (D),

which means that X (D) is a generator matrix of C . The last statement of the lemma
follows from the fact that N (D) is full row rank if and only if X (D) has full row
rank. �

Next we will consider a decomposition of a convolutional code into simpler compo-
nents. For that we need the following lemma.
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Lemma 4 Let M be a submodule of Zn
pr ((D)). Then, there exists a unique family

M0, . . . , Mr−1 of free submodules of Zn
pr ((D)) such that

M = M0 ⊕ pM1 ⊕ . . . ⊕ pr−1Mr−1. (3)

Proof Let M be the projection of M over Zp((D)) and denote its dimension by
k0(M). Let M0 be the free code over Zpr ((D)) of rank k0 satisfying M = M0 and
M0 ⊂ M . As Zn

pr ((D)) is a semisimple module, M0 admits a complement code
M ′

0 in M . Necessarily, there exists a code M ′
1 such that M ′

0 = pM ′
1. We have M =

M0 ⊕ pM ′
1. Then by induction we have the result. �

Note that ifC is a block code, this decomposition is directly derived from a generator
matrix in standard form. In fact, if G, of the form (2), is a generator matrix of C then
piCi = ImZpr ((D)) piGi , where Gi = [0 · · · 0 Iki A

i
2,i · · · Ai

r,i ], i = 0, . . . , r − 1.

Next we will show that any convolutional code C can be decomposed as

C = C0 ⊕ pC1 ⊕ · · · ⊕ pr−1Cr−1

where C0,C1, . . . ,Cr−1 are free convolutional codes.
Let G(D) be a generator matrix of C . If G(D) is full row rank then C is free and

C = C0.
Let us assume now that G(D) is not full row rank. Then the projection of G(D)

intoZp[D], G(D) ∈ Zk×n
p [D], is also not full row rank and there exists a nonsingu-

lar matrix F0(D) ∈ Zk×k
p [D] such that F0(D)G(D) =

[

˜G0(D)

0

]

modulo p, where

˜G0(D) is full row rank with rank k0. Considering F0(D) ∈ Zk×k
pr [D], it follows that

F0(D)G(D) =
[

G0(D)

p̂G1(D)

]

, where G0(D) ∈ Z
k0×n
pr is such that G0(D) = ˜G0(D).

Moreover, since F0(D) is invertible,

[

G0(D)

p̂G1(D)

]

is also a generator matrix of C .

Let us now consider F1(D) ∈ Z(k−k0)×(k−k0)
p [D] such that F1(D)̂G1(D) =

[

˜G1(D)

0

]

modulo p, where ˜G1(D) is full row rank with rank k1. Then, consider-

ing F1(D) ∈ Z
(k−k0)×(k−k0)
pr [D], it follows that F1(D)̂G1(D) =

[

G ′
1(D)

p̂G2(D)

]

, where

G ′
1(D) ∈ Z

k̃1×n
pr is such that G ′

1(D) = ˜G(D), and therefore

[

Ik0 0
0 F1(D)

]

F0(D)G(D) =
⎡

⎣

G0(D)

pG ′
1(D)

p2̂G2(D)

⎤

⎦ .
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If

[

G0(D)

G ′
1(D)

]

is not full row rank, then there exists a permutation matrix P and a

rational matrix L(D) ∈ Z
k̃1×k0
pr (D) such that

P

[

Ik0 0
L1(D) Ik1

] [

G0(D)

pG ′
1(D)

]

=
⎡

⎣

G0(D)

pG ′′
1(D)

p2G ′
2(D)

⎤

⎦ ,

where G ′′
1(D) ∈ Z

k1×n
pr (D) and G ′

2(D) ∈ Z
(k̃1−k1)×n
pr (D) are rational matrices and

[

G0(D)

G ′′
1(D)

]

is a full row rank rational matrix. Note that since P

[

Ik0 0
L1(D) Ik1

]

is

nonsingular it follows that

ImZpr ((D))

[

G0(D)

pG ′
1(D)

]

= ImZpr ((D))

⎡

⎣

G0(D)

pG ′′
1(D)

p2G ′
2(D)

⎤

⎦ .

Let G1(D)Z
k1×n
pr [D] and G ′′

2(D) ∈ Z
(k̃1−k1)×n
pr [D] be polynomial matrices (see

Lemma 3) such that

ImZpr ((D))

⎡

⎣

G0(D)

pG ′′
1(D)

p2G ′
2(D)

⎤

⎦ = ImZpr ((D))

⎡

⎣

G0(D)

pG1(D)

p2G ′′
2(D)

⎤

⎦ .

Then
⎡

⎢

⎢

⎣

G0(D)

pG1(D)

p2G ′′
2(D)

p2̂G2(D)

⎤

⎥

⎥

⎦

is still a generator matrix of C such that

[

G0(D)

G1(D)

]

is full row rank.

Proceeding in the same way we obtain a generator matrix of C of the form

⎡

⎢

⎢

⎢

⎣

G0(D)

pG1(D)
...

pr−1Gr−1(D)

⎤

⎥

⎥

⎥

⎦

,

and such that
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⎡

⎢

⎢

⎢

⎣

G0(D)

G1(D)
...

Gr−1(D)

⎤

⎥

⎥

⎥

⎦

is full row rank. ThusCi := ImGi (D) is a free convolutional code, i = 0, 1, . . . , r −
1, and C = C0 ⊕ pC1 ⊕ · · · ⊕ pr−1Cr−1. If we denote by ki the rank of Ci then the
family {k0, . . . , kr−1} is a characteristic of the code. Moreover, it’s clear that C is
free if and only if ki = 0 for i = 1 . . . r − 1.

The following lemmas will be very useful for deriving the results of the remaining
sections.

Lemma 5 Let C be a free convolutional code of length n over Zpr ((D)) and rank
k. Then, p-dim(piC ) = (r − i)k.

Proof Let G(D) ∈ Zk×n
pr [D] be an encoder of C . The result follows from the fact

that

⎡

⎢

⎢

⎢

⎣

piG(D)

pi+1G(D)
...

pr−1G(D)

⎤

⎥

⎥

⎥

⎦

is an p-encoder of C , since G(D) is full row rank. �

Lemma 6 Let C1 and C2 be two convolutional codes over Zpr ((D)). Then we have

p-dim(C1 + C2) = p-dimC1 + p-dimC2 − p-dim(C1 ∩ C2).

If the sum is direct, we have

p-dim(C1 ⊕ C2) = p-dimC1 + p-dimC2.

Proof Suppose that C1 and C2 are in direct sum, i.e., C1 + C2 = C1 ⊕ C2.
If B1 is a p-basis of C1 and B2 is a p-basis of C2, then (B1, B2) is a p-basis of

C1 ⊕ C2 which gives the result.
For the general case, Let denote by A the complement of C1 ∩ C2 in C1, i.e.,

C1 = A ⊕ C1 ∩ C2, and let B such that C2 = B ⊕ C1 ∩ C2. Then we have

C1 + C2 = A ⊕ C1 ∩ C2 ⊕ B

and the result is immediate. �

Next corollary follows immediately from Lemmas 5 and 6.

Corollary 1 Let C be a convolutional code of length n such that

C = C0 ⊕ pC1 ⊕ · · · ⊕ pr−1Cr−1

with Ci a free convolutional code with rank ki , i = 0, 1, . . . , r − 1. Then
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p-dim(C ) =
r−1
∑

i=0

(r − i)ki .

4 Dual Codes

Let C be a convolutional code of length n over Zpr ((D)). The orthogonal of C ,
denoted by C ⊥, is defined as

C ⊥ = {y ∈ Zn
pr : [y, x] = 0 for all x ∈ C },

where [y, x] denotes the inner product over Zn
pr .

In this section we will show that the dual of a convolutional code is still a convo-
lutional code. The next theorem proves this statement for free convolutional codes,
and, as field case, the sum of the rank of the code and its dual is n.

Theorem 1 ([4]) Let C be a free convolutional code with length n over Zpr ((D))

and rank k̃. Then C ⊥ is also a free convolutional code of length n and rank n − k̃.

Proof LetG(D) ∈ Zk̃×n
pr be an encoder ofC . SinceG(D) is full row rank there exists

a polynomial matrix L(D) ∈ Z
(n−k̃)×n
pr [D] such that

[

G(D)

L(D)

]

is nonsingular. Let

[X (D) Y (D)], with X (D) ∈ Zn×k̃
pr (D) and Y (D) ∈ Z

n×(n−k̃)
pr (D), be the inverse of

[

G(D)

L(D)

]

. ThenC ⊥ = ImZpr ((D))Y (D)t , which means by Lemma 3 thatC ⊥ is a con-

volutional code.Moreover, sinceY (D) is full column rank, there exists a full row rank

matrix polynomialmatrixG⊥(D) ∈ Z
(n−k̃)×n
pr [D] such thatC ⊥ = ImZpr ((D))G⊥(D).

Thus C ⊥ is a free convolutional code of rank n − k̃. �

If C is a free code of rank k̃, then p-dim(C ) = k̃r . This gives us the next corollary.

Corollary 2 Let C be a free convolutional code of length n overZpr . Then we have

p-dim(C ) + p-dim(C ⊥) = nr.

In the sequel of this work we propose to establish this result for any code over
Zpr ((D)).

The following auxiliary lemmas will be fundamental in the proof of next theorem.

Lemma 7 ([13]) Let C be a free convolutional code over Zpr ((D)). For any given
integer i ∈ {0, . . . r − 1} we have

C ∩ piZn
pr ((D)) = piC .
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Proof The inclusion piC ⊂ C ∩ piZn
pr ((D)) is trivial. For the other direction, let

y ∈ piZn
pr ((D)) ∩ C . Let {x1, . . . , xk} be a basis ofC and its projection {x1, . . . , xk}

be a basis ofC . Then, there exists a1, . . . , ak ∈ Zpr ((D)) such that y =
k

∑

j=1

a j x j . As

y ∈ piZn
pr ((D)), we have y =

k
∑

j=1

a j x j = 0, where a j = 0, ∀ j = 1 . . . k. Then, for

all j = 1 . . . k, a j can be written in the form pb j where b j ∈ Zpr ((D)). By repeating
the procedure i times, we obtain a j = piα j , ∀ j = 1 . . . k, which gives

y = pi
k

∑

j=1

α j x j ∈ piC .

�

Lemma 8 ([13]) Suppose that C is a free code. Let y ∈ Zpr ((D))n and let i be an
integer in {0, . . . , r − 1}, such that pi y ∈ C . Then y ∈ C + pr−iZn

pr ((D)).

Proof By the preceding lemma, there exists x ∈ C such that pi y = pi x . This implies
that y = x . Thus there exists y1 ∈ C , y2 ∈ Zpr ((D)) satisfying y = y1 + py2. We
have pi y = pi y1 + pi+1y2, then pi y − pi y1 = pi+1y2 ∈ C . Then y2 = y3 + py4
where y3 ∈ C and y4 ∈ Zn

pr ((D)). Then y = y1 + py3
︸ ︷︷ ︸

∈C
+p2y4. By repeating this

procedure r − i times, we obtain y = x1 + pr−i x2 with x1 ∈ C . �

Lemma 9 ([13]) Let C be a free convolutional code over Zpr ((D)). For all integer
i ∈ {0, . . . r − 1} we have

(piC )⊥ = C ⊥ + pr−iZn
pr ((D)).

Proof It’s clear that C ⊥ + pr−iZn
pr ((D)) ⊂ (piC )⊥. For the other direction, let y ∈

(piC )⊥, then for all x ∈ C we have [y, pi x] = [pi y, x] = 0, thus pi y ∈ C ⊥. As
C ⊥ is a free code, we conclude by Lemma 8 that y ∈ C ⊥ + pr−iZn

pr ((D)). �

Remark 1 The last lemmas are given in [13] for block codes over Zpr . The proofs
here are just adapted to the ring Zpr ((D)).

Theorem 2 LetC = C0 ⊕ pC1 ⊕ · · · ⊕ pr−1Cr−1 bea convolutional codeof length
n over Zpr ((D)), such that Ci is free, i = 0, 1, . . . , r − 1, with C0 ⊕ C1 ⊕ · · · ⊕
Cr−1 = C0 + C1 + · · · + Cr−1 a free convolutional code. Then, there exists a family
of free convolutional codes of length n over Zpr ((D)), Bi , i = 0, . . . , r − 1, such
that C ⊥ = B0 ⊕ pB1 ⊕ · · · ⊕ pr−1Br−1, and

1. B0 = (C0 ⊕ · · · ⊕ Cr−1)
⊥.

2. For i ∈ {1, . . . , r − 1}, rank(Bi ) = rank(Cr−i ).
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Proof Suppose that rank(Ci ) = ki for i = 0, . . . , r − 1. We first begin by looking
for the dual of C0 ⊕ pC1.

(C0 ⊕ pC1)
⊥ = C ⊥

0 ∩ (pC1)
⊥ = C ⊥

0 ∩ (C ⊥
1 + pr−1Zn

pr )

= C ⊥
0 ∩ C ⊥

1 + pr−1C ⊥
0

= (C0 ⊕ C1)
⊥ + pr−1C ⊥

0 .

By Theorem 1, we can conclude that there exists a free code Br−1 such that

(C0 ⊕ pC1)
⊥ = (C0 ⊕ C1)

⊥ ⊕ pr−1Br−1.

Suppose rank(Br−1) = lr−1, then we have:

p-dim[(C0 ⊕ pC1)
⊥] = p-dim(C0 ⊕ C1)

⊥ + p-dim(pr−1Br−1)

= nr − (k0 + k1)r + lr−1.

On the other hand, p-dim[(C0 ⊕ pC1)
⊥] = nr − (k0r + (r − 1)k1). We conclude

that rank(Br−1) = k1. We repeat the same procedure with C0 ⊕ pC1 ⊕ p2C2.

(C0 ⊕ pC1 ⊕ p2C2)
⊥ = (C0 ⊕ pC1)

⊥ ∩ (p2C2)
⊥

= [(C0 ⊕ C1)
⊥ ⊕ pr−1Br−1] ∩ (C⊥

2 + pr−2Zn
pr )

= (C0 ⊕ C1 ⊕ C2)
⊥ ⊕ pr−1(Br−1 ∩ C⊥

2 ) + pr−2(C0 ⊕ C1)
⊥ + pr−1Br−1

= (C0 ⊕ C1 ⊕ C2)
⊥ ⊕ pr−1Br−1 + pr−2(C0 ⊕ C1)

⊥.

By Theorem 1, there exists a free convolutional code Br−2 such that

(C0 ⊕ pC1 ⊕ p2C2)
⊥ = (C0 ⊕ C1 ⊕ C2)

⊥ ⊕ pr−1Br−1 ⊕ pr−2Br−2.

Suppose that rank(Br−2) = lr−2, then we have

p-dim(C0 ⊕ pC1 ⊕ p2C2)
⊥ =

= p-dim[(C0 ⊕ C1 ⊕ C2)
⊥] + p-dim(pr−1Br−1) + p-dim(pr−2Br−2)

= nr − (k0 + k1 + k2)r + k1 + 2lr−2

On the other hand

p-dim(C0 ⊕ pC1 ⊕ p2C2)
⊥ = nr − [k0r + k1(r − 1) + k2(r − 2)]

= (n − k0 − k1)r + k1 + 2k2.

We conclude that rank(Br−2) = k2. We repeat this procedure r − 1 times, we thus
find the desired result. �
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The following result is a consequence of this theorem and generalizes thewell-known
result for the field case: if C is a convolutional code of length n over F((D)), where
F is a finite field, then dimC + dimC ⊥ = dimF((D)) = n.

Corollary 3 Let C be a convolutional code of length n over Zn
pr . Then

p-dim(C ) + p-dim(C ⊥) = p-dim(Zn
pr ((D)) = nr.

Proof LetC = C0 ⊕ pC1 ⊕ · · · ⊕ pr−1Cr−1 whereCi is free of rank ki , i = 0, 1, . . . ,
r − 1. Consider also the free convolutional codes of length n over Zpr ((D)),
Bi , i = 0, . . . , r − 1, such that C ⊥ = B0 ⊕ pB1 ⊕ . . . ⊕ pr−1Br−1, and

1. B0 = (C0 ⊕ . . . ⊕ Cr−1)
⊥.

2. rank(Bi ) = rank(Cr−i ), i ∈ {1, . . . , r − 1}.

Note that p-dim(C ) =
r−1
∑

i=0

(r − i)ki . From 2. and Lemma 5, it follows that

p-dim(pi Bi ) = (r − i)kr−i and from 1. and Corollary 2 it follows that p-dim(B0) =
nr − r(k0 + k1, · · · + kr−1). Thus,

p-dim(C ⊥) = p-dim(B0) + p-dim(pB1) + · · · + p-dim(pr−1Br−1)

= nr − r(k0 + k1 + · · · + kr−1) + (r − 1)kr−1 + (r − 2)kr−2 + · · · + k1
= nr − (k0r + k1(r − 1) + · · · + kr−1)

= nr − p-dim(C ).

�

Remark 2 In the case of block code over a finite ring, we can find this result using
the theorem of J.Wood in [16]. Indeed, if C is a block code of length n over R. R
is a Frobenius ring and then we have

|C ||C ⊥| = |Rn|.

If p-dim(C ) = k, we have |C | = pk and then |C ⊥| = pnr−k which gives

p-dim(C ⊥) = nr − k.
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On the K-Theory of the Reduced
C∗-Algebras of GL(n,R) and GL(n,C)

Sérgio Mendes

Abstract Using Harish-Chandra parameter space, an explicit formula for the
K-theory of the reduced C∗-algebra of GL(n,C) is obtained, in analogy with the
real case GL(n,R) [8]. Applying automorphic induction, an instance of Langlands
functoriality principle, we then relate theK-theory ofC∗

rGL(2n,R) andC∗
rGL(n,C).

Keywords K-theory · GL(n) · Functoriality

1 Introduction

The Gelfand–Naimark Theorem is a well known result in functional analysis. It
implies that the category of locally compact Hausdorff spaces and continuous proper
maps is equivalent to the opposite of the category of commutative C∗-algebras and
proper C∗-morphisms. The main idea of noncommutative geometry is to regard
noncommutative C∗-algebras as dual of an, otherwise undefined, category of non-
commutative spaces, see [4, p. 7]. An important example of the above is group
C∗-algebras.

In this note we consider the reduced C∗-algebras of GL(n) over the archimedean
local fields R and C. We are mainly interested in the K-theory of these noncommu-
tative spaces. Our K-theory computation is based on a suitable parametrization of
the tempered dual.

Let G = GF = GL(n,F) where F is a local field. The unitary dual of G is the set
of equivalence classes of irreducible unitary representations of G and is equipped
with the Fell topology. It has also a Plancherel measure μ, whose support is called
the tempered dual of G and will be denoted by A t

n (F).
Let π be a unitary representation of G on a Hilbert space H . Then, π induces a

representation of the convolution algebra L1(G) given by

S. Mendes (B)
ISCTE - Lisbon University Institute, Av. das Forças Armadas, Lisboa,
1649-026 Lisbon, Portugal
e-mail: sergio.mendes@iscte.pt

© Springer International Publishing AG 2017
N. Bebiano (ed.), Applied and Computational Matrix Analysis,
Springer Proceedings in Mathematics & Statistics 192,
DOI 10.1007/978-3-319-49984-0_6

93



94 S. Mendes

π(f ) =
∫

G
f (g)π(g)dμ(g),

with f ∈ L1(G). Let λ be the left regular representation of G on the Hilbert space
L2(G)

λ : L1(G) −→ B(L2(G)) , f �→ (g �→ f ∗ g).

The reduced group C∗-algebra C∗
r (G) is the completion of L1(G) in the operator

norm of the image of λ

C∗
r (G) = {λ(f ) ∈ B(L2(G)) : f ∈ L1(G)}‖ . ‖B(L2(G))

.

TheC∗-algebraC∗
r (G) is a noncommutative space and is strongMorita equivalent

to the commutative C∗-algebra C0(A t
n (F)), see [6]. Since K-theory is stable under

strong Morita equivalence, we have an isomorphism

KjC
∗
r (G) ∼= KjA t

n (F)) , j = 0, 1.

The tempered representations ofGmay be seen asC∗
r (G)-modules. Hence,K-theory

of group C∗-algebras is an important tool in the classification of the representations
of G. The computation of the K-theory of a group is in general a difficult problem.
A possible approach is the Baum-Connes correspondence (or Connes-Kasparov cor-
respondence in certain cases), a major achievement of noncommutative geometry.
Echteroff and Pfante [1] used precisely the Connes-Kasparov correspondence to
compute the K-theory of C∗

rGL(n,R) via equivariant K-theory.
In [6], Plymen used a parametrization of the tempered dual due to Harish-Chandra

[2] to compute the K-theory of C∗
rGL(n,F) when F is a nonarchimedean local

field. The same approach was used by Plymen and the author in [8] to compute the
K-theory of C∗

rGL(n,R). This method is different from [1] since we need to keep
track of the Langlands parameters.

The case of complex semisimple Lie groups was handled by Penington and Ply-
men [9] and includes the K-theory of C∗

rGL(n,C).
In view of class field theory and local Langlands correspondence, the K-theory

groups of C∗
rGL(n) over R and C are ultimately parametrized by characters of the

multiplicative group C×. However, to fully understand the parametrization, some
representation theory is required. Specifically, the parametrization is given by pairs
(M, σ ), whereM is a Levi subgroup ofGL(n) and σ is a discrete series representation
of a certain subgroup ofM. Such pairs are data from the Langlands classification of
the representations of GL(n).

We now give a brief description of the main results of this note. In Sect. 3.3 we
compute the K-theory of C∗

rGL(n,C), see Theorem2. Since we are specializing to
the group GL(n,C), the computation is more explicit than the general case in [9] and
is analogous to the one obtained forC∗

rGL(n,R) in [8]. In Table1 we verify a certain
resemblance between theK-theory ofC∗

rGL(n,C) and theK-theory ofC∗
rGL(2n,R)
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and in Sect. 4 we apply the principle of functoriality in Langlands theory [3, 5, 8] to
interpret the above mentioned similarity of the K-groups, see Theorem 3. The above
mentioned resemblance in Table1 would probably remained unnoticed without the
explicit formulae for KjC∗

rGL(n,R) and KjC∗
rGL(n,R).

Although this note is only concerned with archimedean fields it should be men-
tioned that in [7] Plymen and the author investigated base change at the level of
K-theory for GL(n) over nonarchimedean local fields. The case of base change over
GL(n,R) is studied in [8]. Base change is another example of the Langlands principle
of functoriality.

2 The Harish-Chandra Space

Let GF = GL(n,F) where F is either R or C. Let C∗
r (GF) denote the reduced C∗-

algebra of GF . The noncommutative space C∗
r (GF) is strongly Morita equivalent

to the commutative C∗-algebra C0(A t
n (F)), where A t

n (F) is the tempered dual of
GL(n,F). The tempered dual has the structure of locally compact, Hausdorff space
and is called the Harish-Chandra parameter space. In order to compute the K-theory
of C∗

r (GF) we need to give a precise description of this parameter space.
LetM be a standard Levi subgroup ofGF . LetM0 be the subgroup ofM such that

the determinant of each block-diagonal is ±1. Denote by X(M) = M̂/M0 the group
of unramified characters of M, consisting of those characters which are trivial on
M0.

The Weyl group W (M) = N(M)/M of M acts on the discrete series E2(M0)

of M0 by permutations. Choose one element σ ∈ E2(M0) for each W (M)-orbit.
The isotropy subgroup ofW (M) is the stabilizerWσ (M) = {ω ∈ W (M) : ω.σ = σ }.
Now, form the disjoint union

⊔

(M,σ )

X(M)/Wσ (M) =
⊔

M

⊔

σ∈E2(M0)

X(M)/Wσ (M). (1)

The characterization of the tempered dual is due to Harish-Chandra, see [2].

Proposition 1 There exists a bijection

⊔

(M,σ ) X(M)/Wσ (M) −→ A t
n (R)

χσ �→ iGL(n),MN (χσ ⊗ 1),

where χσ (x) := χ(x)σ (x) for all x ∈ M.

• The case of GL(n,R).

The discrete series of GL(n,R) are empty for n ≥ 3. Therefore, we only need to
consider partitions of n into 1’s and 2’s. We may decompose n as n = 2q + r, where
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q is the number of 2’s and r is the number of 1’s in the partition. We associate the
Levi subgroup

M ∼= GL(2,R)q × GL(1,R)r

and the subgroup
M0 ∼= SL±(2,R)q × SL±(1,R)r,

where SL±(m,R) = {g ∈ GL(m,R) : |det(g)| = 1} is the unimodular subgroup of
GL(m,R). In particular, SL±(1,R) = Z/2Z and GL(1,R) = R×.

The representations in the discrete series of GL(2,R), denoted D� for � ∈ N

(� ≥ 1), are induced from SL(2,R) [5, p. 399]:

D� = indSL±(2,R),SL(2,R)(D
±
� ),

where D±
� acts in the space

{

f : H → C|f analytic , ‖f ‖2 =
∫ ∫

|f (z)|2y�−1)dxdy < ∞
}

.

Here, H denotes the Poincaré upper half plane. The action of g =
(

a b
c d

)

is given

by

D±
� (g)(f (z)) = (bz + d)−(�+1)f

(

az + c

bz + d

)

.

More generally, an element σ from the discrete series E2(M0) is given by

σ=D�1 ⊗ · · · ⊗ D�q ⊗ τ1 ⊗ · · · ⊗ τr . (2)

Here, D±
�i

(�i ≥ 1) are the discrete series representations of SL±(2,R) and τj (j =
0, 1) is a representation of SL±(1,R) = Z/2Z

τ0 = id = (x �→ x) and τ1 = sgn = (x �→ x/|x|).

Now, we quote the following result:

Proposition 2 ([8]) Let M be a Levi subgroup of GL(n,R), associated to the par-
tition n = 2q + r. Then,

X(M) ∼= Rq+r .

• The case of GL(n,C).

The tempered dual of GL(n,C) comprises the unitary principal series in accor-
dance with Harish-Chandra [2, p. 277]. The corresponding Levi subgroup is a max-
imal torus T ∼= (C×)n and T 0 is the compact n-torus T 0 ∼= Tn. The principal series
representations are given by parabolic induction
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π�,it = iG,TU(σ ⊗ 1), (3)

where σ=σ1 ⊗ · · · ⊗ σn and σj(z) = ( z
|z| )

�j |z|itj
C
(�j ∈ Z, tj ∈ R and |z|2 = |z|C).

We have the following result:

Proposition 3 ([8]) Denote by T the standard maximal torus in GL(n,C). Then,

X(T) ∼= Rn.

3 K-Theory

The parametrization ofA t
n (F) obtained in the previous section allows us to compute

the K-theory of C∗
r (GF) for F = R and F = C. Denote byMF the Levi subgroup of

GF . In view of the Strong Morita equivalence described in [6, Sect. 1.2] we infer that

KjC∗
rGL(n,F) = Kj

(⊔

(MF ,σ ) X(MF)/Wσ (MF)
)

= ⊕

(MF ,σ )K
j(RnMF /Wσ (MF)),

(4)

where n = 2q + r, nMR
= q + r and nMC

= n. Note that MC = TC is a maximal
torus.

3.1 Closed Cones

Let M be a Levi subgroup of GL(n). The stabilizer Wσ (M) is a subgroup of the
symmetric group Sn and acts on RnM by permutations.

Definition 1 If Wσ (M) �= {1}, the orbit space RnM/Wσ (M) is called a closed cone.

The next result shows that K-groups of closed cones both vanish.

Proposition 4 For n > 1, Kj(RnM/Wσ (M)) = 0, j = 0, 1.

Proof We need the following definition. A point (a1, . . . , an) ∈ R
n is called norma-

lized if aj ≤ aj+1, for j = 1, 2, . . . , n − 1. Therefore, in each orbit there is exactly
one normalized point and R

n/Sn is homeomorphic to the subset of R
n consisting of

all normalized points of R
n. We denote the set of all normalized points of R

n by
N(Rn).

In the case of n = 2, let (a1, a2) be a normalized point of R
2. Write

X1 = [0,+∞[×[1, +∞[

X2 =] − ∞, 0[×[0, 1[
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X3 = [−∞, 0[×[−1, 0[

and form the disjoint union

R × [−1,+∞[= X1  X2  X3.

Clearly, the map ϕ : R × [−1,+∞[→ N(R2) defined by

ϕ(a, t) =
{

(a, at) , (a, t) ∈ X1  X2

(a,−at) ,(a, t) ∈ X3

is a homeomorphism.
If n > 2 then the map

N(Rn−1) × [−1,+∞[→ N(Rn), (a1, . . . , an−1, t) �→ (a1, . . . , an−2, ϕ(an−1, t))

is a homeomorphism. Since [−1,+∞[ has zero K-theory in all degrees, the result
follows by applying Künneth formula. �

3.2 GL(n,R)

The K-theory of C∗
rGL(n,R) was computed in [8] using the Harish-Chandra para-

meter space. The following is well known:

Kj(Rn) =
{

Z if n = j mod 2
0 otherwise .

From the above result and using (4) and Proposition 4, the K-theory of C∗
rGL

(n,R) may be summarized as follows

Theorem 1 ([8]) Let C∗
r GL(n, R) be the reduced C∗-algebra ofGL(n, R). We have:

(i) Suppose n = 2q is even. Then the K-groups are

KjC
∗
r GL(n, R) ∼=

{
⊕

�1>···>�q
Z , j ≡ q(mod 2)

⊕

�1>···>�q−1
Z , otherwise

with �i ∈ N. If m = 1 then KjC∗
r GL(2, R) ∼= Z.

(ii) Suppose n = 2q + 1 is odd. Then the K-groups are

KjC
∗
r GL(n, R) ∼=

{⊕

�1>···>�q,ε
Z , j ≡ q + 1(mod2)
0 , otherwise
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with �i ∈ N and ε ∈ Z/2Z. Here, we use the following convention: if q = 0 then
the direct sum is

⊕

Z/2Z Z ∼= Z ⊕ Z.

Example 1 For GL(2,R) we have two partitions of n = 2.
To the partition 2 = 2 + 0 we associate

M = GL(2,R) , M0 = SL±(2,R) , W (M) = {1} , X(M) = R.

An element in the discrete series σ ∈ E2(M0) is given by

σ = iG,P(D
+
� ) , � ∈ N.

To the partition 2 = 1 + 1 associate

M = (R×)2 , M0 = (Z/2Z)2 , W (M) = Z/2Z , X(M) = R2.

In this case, an element in the discrete series σ ∈ E2(M0) is given by

σ = iG,P(id ⊗ sgn).

The tempered dual is parameterized as follows

A t
2 (R) ∼=

⊔

(M,σ )

X(M)/Wσ (M) =
(

⊔

�∈N
R

)

 (R2/S2)  (R2/S2)  R2,

and the K-theory groups are given by

KjC
∗
rGL(2,R) ∼= Kj(A t

2 (R)) ∼= (
⊕

�∈NKj(R)) ⊕ Kj(R2) =
{⊕

�∈NZ , j = 1
Z , j = 0.

3.3 GL(n,C)

The K-theory for complex semisimple Lie groups was computed by Penington and
Plymen [9].WhenG = GL(n,C), the computation was recalled in [8, Theorem 3.9].
In analogy with GL(n,R) in Sect. 3.2, we are looking for a more explicit description
of the K-theory groups for C∗

rGL(n,C).

Theorem 2 Let (�1, �2, · · · , �n) ∈ Zn. Then,

KjC
∗
rGL(n,C) =

{⊕

�1>�2>···>�n
Z , if n = j mod 2

0 , otherwise ,
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Proof LetA t
n (C) denote the Harish-Chandra parameter space.We exploit the strong

Morita equivalence described in [9, Proposition4.1]. We have a homeomorphism of
locally compact Hausdorff spaces:

A t
n (C) =

⊔

σ∈E2(T 0)

Rn/Wσ(T),

by the Harish-Chandra Plancherel Theorem for complex reductive groups [2], and
the identification of the Fell topology on the left-hand-side with the natural topology
on the right-hand-side, as in [9]. Here, T 0 is the maximal compact subgroup of the
maximal torus T of GL(n,C). Hence,

T = (C×)n and T 0 = Tn.

In this case, σ is a character of Tn and is completely determined by an integers
(�1, �2, . . . , �n) ∈ Zn.

The Weyl group is the symmetric group Sn and identifies elements

(�1, �2, . . . , �n) ∼ (�τ(1), �τ(2), . . . , �τ(n))

for every nontrivial τ ∈ Sn since they correspond to equivalent representations.More-
over, if �i = �j for i �= j, thenWσ (T) �= {1} andRn/Wσ(T) is a closed cone. Therefore,
Wσ (T) = {1} if, and only if, �1 > �2 > · · · > �n and the result follows. �

Example 2 The tempered dual of C∗
rGL(2,C), represented as a lattice. Each dot •

represents a pair (�1, �2) ∈ Z2 with �1 > �2 which corresponds to a copy of the plane
R2. The point (0, 0) denotes the origin of the lattice Z2.

◦ ◦ ◦ ◦ ◦ •R2

◦ ◦ ◦ ◦ •R2 •R2

◦ ◦ (0, 0) •R2 •R2 •R2

◦ ◦ •R2 •R2 •R2 •R2

◦ •R2 •R2 •R2 •R2 •R2

•R2 •R2 •R2 •R2 •R2 •R2

4 A Functorial Map

The following table contains the K-groups of the reduced C∗-algebras of GL(n, C)

and GL(2n, R), where used the convention: �′
k ∈ Z and �k ∈ N, for 0 ≤ k ≤ n.

We conclude that there exists a certain resemblance between the even (respec-
tively, odd)K-groups of GL(n,C) andGL(2n,R)when n is even (respectively, odd).
In this section we aim to find an interpretation for this result based on representation
theory. In order to do that, we need to delve into the local Langlands correspondence
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for archimedean fields [5] and a particular instance of the principle of functoriality
known as automorphic induction, see [3]. We give now some background on the
local Langlands correspondence for local archimedean fields.

Let F be either R or C. The Weyl group of F is the group WF that fits into the
following short exact sequence of topological groups

1 −→ F× −→ WF −→ Gal(F/F) −→ 1.

Specifically,
WC = C× and WR = 〈j〉C×,

where j2 = −1 ∈ C× and jc = cj, for all c ∈ C×. As a disjoint set we have

WR = C×  jC×.

An L-parameter is a continuous homomorphism

φ : WF → GL(n,C)

such that φ(w) is semisimple for allw ∈ WF . L-parameters are also called Langlands
parameters. Two L-parameters are equivalent if they are conjugate under GL(n,C).
The set of equivalence classes of L-parameters whose image is bounded is denoted
by G t

n . This is the class of L-parameters we are interested in since they parametrize
tempered representations. For that reason, they are called tempered L-parameters.

The local Langlands correspondence is a bijection

G t
n(F) → A t

n (F)

which satisfies some identities on L-functions and ε-factors, see [5].

Example 3 SinceWC = C×, a 1-dimensional L-parameter ofWC is simply a unitary
quasicharacter of C×, i.e., a character:

χ(z) = (z/|z|)� ⊗ |z|it
C

where |z|2 = |z|C = zz, � ∈ Z and t ∈ R. To emphasize the dependence on parame-
ters (�, t) we may write χ = χ�,t or χ = χ�. An n-dimensional L-parameter can be
written as a direct sum of n 1-dimensional characters of C×:

φ = φ1 ⊕ · · · ⊕ φn,

with φk(z) = (z/|z|)�k ⊗ |z|tk
C
, �k ∈ Z, tk ∈ R, k = 1, . . . , n.

For a description of the L-parameters of WR and more details about the local
Langlands correspondence in the archimedean setting see [5].
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The group Gal(C/R) acts on G t
1(C) = ̂C×

χτ (z) = χ(z),

where τ is generator ofGal(C/R). It follows thatGal(C/R) acts on G t
n(C) for every

n. A simple computation shows that

χτ
�,t(z) = χ−�,t(z).

Therefore,
χτ = χ ⇔ � = 0.

Note thatWC ⊂ WR, with index [WR : WC] = 2. Hence, there is a natural induc-
tion map

IndC/R : G t
n(C) → G t

2n(R).

By the local Langlands correspondence for archimedean fields, there exists an auto-
morphic induction map AI C/R such that the following diagram commutes

A t
n (C)

AI C/R�� A t
2n(R)

G t
n(C)

IndC/R

��

CLn

��

G t
2n(R)

RL2n

��

Example 4 (Automorphic induction for n = 1). Let χ = χ�,t be an L-parameter of
WC. If χ �= χτ then φ�,t � φ−�,t , see [8]. Hence,

AI C/R(CL1(χ�,t)) = D|�| ⊗ |det(.)|it .

If χ = χτ then χ = χ0,t and we have

AI C/R(CL1(|.|itC)) = RL2(ρ ⊕ sgn.ρ) = π(ρ, ρ−1),

where π(ρ, ρ−1) is a reducible principal series and ρ is the character of
R× � Wab

R associated with χ0,t = |.|itC via class field theory, i.e., such that ρ|WC
= χ .

As amapof topological spaces, automorphic induction forn = 1maybe described
as follows:

(t, �) ∈ R × Z �→ (t, |�|) ∈ R × N, if � �= 0 (5)

(t, 0) ∈ R × Z �→ (t, t) �→ R2, if � = 0. (6)
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Table 1 K-theory groups

K0C∗
rGL(n,C) K0C∗

rGL(2n,R) K1C∗
rGL(n,C) K1C∗

rGL(2n,R)

n even
⊕

�′
1>···>�′

n
Z

⊕

�1>···>�n
Z 0

⊕

�1>···>�n−1
Z

n odd 0
⊕

�1>···>�n−1
Z

⊕

�′
1>···>�′

n
Z

⊕

�1>···>�n
Z

We may now prove a result which explains the similarity between the K-theory
groups of C∗

rGL(n,C) and C∗
rGL(2n,R) as shown in Table1.

Theorem 3 Let AI ∗ : KjC∗
rGL(2n, R) −→ KjC∗

rGL(n, C) denote the functor-
ial map induced by the automorphic induction map AI = AI C/R, with j ≡
n (mod 2). Then,

Im(AI ∗) �
⊕

|�1|>|�2|>···>|�n|
Z.

Proof By [8, Theorem6.3], the generator ([D|�1|
m ], . . . , [D|�n|

m ]) of the component
Z(|�1|,...,|�n|) of KjC∗

rGL(2n, R) is sent to (AI ∗
1([D|�1|

m ]), . . . ,AI ∗
1([D|�n|

m ])) which
lies in KjC∗

rGL(n, C) and this class is nontrivial if and only if χτ
�k

�= χ�k , for eve-
ry 1 ≤ k ≤ n. Moreover, by Theorem2 we may choose a representative such that
|�1| > |�2| > · · · > |�n|. This concludes the proof. �
Example 5 The functorial map AI ∗ is not onto. In fact, for n = 1 we have

AI ∗ :
⊕

N

Z →
⊕

Z

Z, ([D1], [D2], . . .) �→ (. . . , [D2], [D1], 0, [D1], [D2], . . .)
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Spectral Bounds for the k-Regular Induced
Subgraph Problem

Domingos Moreira Cardoso and Sofia J. Pinheiro

Abstract Many optimization problems on graphs are reduced to the determination
of a subset of vertices of maximum cardinality which induces a k-regular subgraph.
For example, a maximum independent set, a maximum induced matching and a
maximum clique is a maximum cardinality 0-regular, 1-regular and (ω(G) − 1)-
regular induced subgraph, respectively, were ω(G) denotes the clique number of
the graph G. The determination of the order of a k-regular induced subgraph of
highest order is in general an NP-hard problem. This paper is devoted to the study
of spectral upper bounds on the order of these subgraphs which are determined
in polynomial time and in many cases are good approximations of the respective
optimal solutions. The introduced upper bounds are deduced based on adjacency,
Laplacian and signless Laplacian spectra. Some analytical comparisons between
them are presented. Finally, all of the studied upper bounds are tested and compared
through several computational experiments.

Keywords Spectral graph theory ·Maximum k-regular induced subgraphs · Com-
binatorial optimization

1 Introduction

Throughout the paper, we deal with simple undirected graphs G, with vertex set
V (G) = {1, . . . , n} and edge set E(G) �= ∅. Since this graph has n vertices, we say
that the graph has order n.Wewrite u ∼ vwhenever the vertices u and v are adjacent.
The neighborhood of a vertex i ∈ V (G), that is, the set of vertices adjacent to i , is
denoted by NG(i), the degree of i is dG(i) = |NG(i)|, Δ(G) = maxi∈V (G) dG(i) and
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δ(G) = mini∈V (G) dG(i). The subgraph ofG induced by the vertex subset S ⊂ V (G)

is denoted by G[S]. The graph G is p-regular when all vertices have the same degree
equal to p. A vertex subset S ⊆ V (G) is (k, τ )-regular if it induces a k-regular
subgraph and ∀v /∈ S, |NG(v) ∩ S| = τ . The adjacency matrix AG = (

ai, j
)

is the
n × n matrix defined by

ai, j =
{

1 if i ∼ j,
0 otherwise.

The Laplacian matrix LG = (

li, j
)

and the signless Laplacian matrix QG = (

qi, j
)

of
the graph G, are the matrices LG = DG − AG and QG = DG + AG , respectively,
where DG stands for the diagonal matrix of order n with the i-th entry equal to the
vertex degree dG(i). Therefore, AG, LG and QG are real symmetricmatrices and then
all their eigenvalues are real. These eigenvalues are herein denoted, in nonincreasing
order, respectively by λ1 ≥ · · · ≥ λn , μ1 ≥ · · · ≥ μn and q1 ≥ · · · ≥ qn . If G has at
least one edge, then λ1 > 0 > λn . From now on we consider only simple undirected
graphs with at least one edge which will be called graphs.

Each adjacency eigenvalue of a graph G is main if the corresponding eigenspace
contains an eigenvector which is not orthogonal to the all ones vector, otherwise is
non-main. FromGeršgorin’s theorem, the eigenvalues of LG and QG are nonnegative
real numbers and since the entries of each row of LG sum 0, then the eigenvalueμn =
0 is associated to the all ones eigenvector ê. The multiplicity of 0, as an eigenvalue of
LG , is equal to the number of connected components ofG. Furthermore,G is bipartite
if and only if qn = 0. Further basic details about graph spectra can be found in [6, 8].
A vertex subset inducing a 0-regular subgraph is called an independent (or stable)
set. A maximum independent set is an independent set of maximum cardinality and
its cardinality is called independence number and it is denoted by α(G).

In [3] it was proved that the problem of finding a maximum cardinality subset
of vertices inducing a k-regular subgraph is NP-hard. Throughout this paper, this
maximum is denoted by αk(G). Note that in the particular case of k = 0, α0(G) =
α(G).

The study of spectral upper bounds on the order of k-regular induced subgraphs
(it should be noted that the independent sets are 0-regular induced subgraphs)
appear in [3–5]. In [1] (see also [11]) an upper bound on the order of induced
subgraphs with average degree d (based on adjacency eigenvalues) was obtained
for regular graphs, extending the ratio bound (7) to the general case of maximum
k-regular induced subgraphs (when k = 0, this bound coincide with the ratio bound).
A similar resultwas obtained in [3], using convex quadratic programming techniques.
In [4, 5] the arbitrary graph case is analyzed and upper bounds on the order of k-
regular induced subgraphs are presented. In [4], the upper bounds are obtained using
adjacency eigenvalues and eigenvectors, namely the least eigenvalue (whether it is
non-main) and the corresponding eigenspace. In [5], the upper bound is obtained
using a quadratic programming technique jointly with the main angles (see [8] for
details) and the induced subgraph just must have average degree d.
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The main goal of this paper is to introduce some new spectral upper bounds on
the order of k-regular induced subgraphs, making an analytic comparison between
them when possible. These new upper bounds are based on adjacency, Laplacian
and signless Laplacian eigenvalues. Finally, a few computational experiments are
presented.

2 Concepts and Fundamental Results

In this section, we introduce some definitions and we recall the previously obtained
results needed for the deductions in the next section. In particular, we survey results
concerning to spectral upper bounds on the order of k-regular induced subgraphs.

For arbitrary graphs, consider a graph G of order n with V (G) = S ∪ Sc, where
S ⊆ V (G) denotes a vertex subset inducing a k-regular subgraph and Sc is its com-
plement. The set of edges with just one end vertex in S, that is, the cut set defined
by S is denoted ∂(S). Hence, |∂(S)| = |S|(d̄S − k), where d̄S = 1

|S|
∑

i∈S
dG(i).

The next result relates the cardinality of the cut set ∂(S) to the largest eigenvalue
of the Laplacian matrix of a graph G.

Lemma 1 ([16]) Let G be a graph of order n and S ⊆ V (G). Then

|∂(S)| ≤ μ1
|S|(n − |S|)

n
. (1)

Another relationship involving the largest Laplacian eigenvalue and the least adja-
cency eingenvalue of a graph G is (see [8]).

δ(G) − λn ≤ μ1 ≤ Δ(G) − λn. (2)

Now we consider some relationships involving signless Laplacian eigenvalues.
Assuming thatG is a connected graph of order n, according to [7], the least eigenvalue
of QG is zero if and only ifG is bipartite and, in that case, zero is a simple eigenvalue.
They also proved that

2δ(G) ≤ q1 ≤ 2Δ(G). (3)

Moreover, according to [9],
qn < δ(G). (4)

FromWeyl’s inequalities we have an improvement of inequalities (3) and we state
relationships between signless Laplacian and adjacency eigenvalues.

δ(G) + λ1 ≤ q1 ≤ Δ(G) + λ1 (5)

and
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δ(G) + λn ≤ qn ≤ Δ(G) + λn. (6)

We now present some spectral upper bounds on the size of k-regular induced
subgraphs starting with the particular case of k = 0, for which we consider only the
ones most related with this work.

2.1 Bounds on α(G)

In the case of regular graphs, the well known ratio bound, obtained by Hoffman
(unpublished) and presented byLovász in [14] can be stated by the following theorem
where, for the last statement, the necessary condition was proved in [12] and the
sufficient condition was proved in [2].

Theorem 1 ([2, 12, 14]) If G is a regular graph of order n, then

α(G) ≤ n
−λn

λ1 − λn
. (7)

Furthermore, the cardinality of an independent set S attains the upper bound if and
only if S is (0, τ )-regular, with τ = −λn.

The ratio bound (7) was extended by Haemers for arbitrary graphs, according to
the following theorem.

Theorem 2 ([11]) If G is a graph of order n, then

α(G) ≤ −n λn λ1

δ2(G) − λn λ1
. (8)

The next spectral upper bound based on the largest Laplacian eigenvalue was
independently deduced in [10, 15].

Theorem 3 ([10, 15]) If G is a graph of order n, then

α(G) ≤ n
μ1 − δ(G)

μ1
. (9)

2.2 Bounds on αk(G)

Cardoso, Kamińsky and Lozin in [3] introduced the following family of convex
quadratic programming problems:

υk(G) = max
x≥0

2êT x − τ

k + τ
xT

(

AG

τ
+ In

)

x, (10)
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where ê is the all ones vector, In the identity matrix of order n, k ∈ N ∪ {0} and
τ = −λn and they proved that αk(G) ≤ υk(G), where αk(G) is the cardinality of a
vertex subset inducing a k-regular subgraph of maximum order. In fact, in [3], the
obtained result was stated as follows.

Theorem 4 ([3]) Let G be a graph and k a non-negative integer. If S ⊆ V (G)

induces a subgraph of G with average degree k, then |S| ≤ υk(G). The equality
holds if and only if τ + k ≤ |NG(v) ∩ S| ∀v /∈ S.

Considering the particular case of regular graphs we have the following theorem,
where the upper bound was obtained in [11] and the last statement was proved in [3].

Theorem 5 ([3, 11]) If G is a p-regular graph of order n, then

αk(G) ≤ n
k − λn

p − λn
. (11)

Furthermore, the equality holds if andonly if there exists S ⊆ V (G)which (k, k + τ)-
regular, with τ = −λn. In this case, αk(G) = |S| = n k−λn

p−λn
.

In [4], considering the quadratic program not necessary convex (10), with τ > 0,
it was proved that

αk(G) ≤ λmax (AGc) + k + 1, (12)

where Gc denotes the complement of the graph G, that is, the graph such that
V (Gc) = V (G) and E(Gc) = {i j : i j /∈ E(G)}. Furthermore, the following upper
bound was obtained.

Theorem 6 ([4]) Consider a graph G such that λmin(AG) = λn = · · · = λn−(p−1)

is a non-main eigenvalue with multiplicity p. Assuming that the eigenvectors
û1, . . . , ûn , associated to the eigenvalues λ1, . . . , λn, respectively, are unitary and
pairwise orthogonal, then

αk(G) ≤
n−p
∑

j=1

−λn + k

−λn + λ j
(êT û j )

2. (13)

Later, in [5], using a quadratic programming technique jointly with the main
angles of G, the upper bound (13) was improved as follows.

Theorem 7 ([5]) Let G be a graph of order n, and let S be a set of vertices which
induces a k-regular subgraph of G (0 ≤ k ≤ n − 1). If t > −λn then

αk(G) ≤ hG
k (t), (14)

where hG
k (t) = (k + t)

(

1 − PGc (t−1)
(−1)n PG (−t)

)

and PG(x) = det(x I − A).
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3 Upper Bounds Based on the Spectrum of AG , LG and QG

Now it is worth to recall the following theorem obtained by Haemers.

Theorem 8 ([11]) Let G be a graph on n vertices of average degree d and let the
vertex set of G be partitioned into two sets such that G1 and G2 are the subgraphs
induced by these two sets. For i = 1, 2 let ni be the number of vertices of Gi , di be
the average of vertex degrees of Gi and let d̄i be the average of vertex degrees in G
over the vertices of Gi . Then

(i) λ1λ2 ≥ ndi d−ni d̄i
2

n−ni
≥ λ1λn.

(ii) If the equality holds on one of the sides, then G1 and G2 are regular and also
the degrees in G are constant over the vertices of G1 and G2.

As a consequence of this theorem, we have the following corollary.

Corollary 1 If G is a graph of order n, then,

αk(G) ≤ 2k|E(G)| − nλ1λn

δ(G)2 − λ1λn
. (15)

Proof Let us consider the vertex partition V (G) = S ∪ Sc, where S induces a k
regular subgraph of G. Applying Theorem 8-(i), setting n1 = |S| and d1 = k, we
have,

nkd − d̄1
2|S|

n − |S| ≥ λ1λn ⇔ λ1λn(n − |S|) ≤ nkd − d̄1
2|S|

⇔ |S|(d̄12 − λ1λn) ≤ nkd − nλ1λn

⇔ |S| ≤ nkd − nλ1λn

d̄1
2 − λ1λn

.

Since d̄1 ≥ δ and d = 2|E(G)|
n , the inequality (15) follows. �

Notice that, whenG is p-regular, λ1 = δ(G) and |E(G)| = np
2 whereby the upper

bound (15) is equal to (11).
The next corollary is a consequence of Lemma 1.

Corollary 2 If G is a graph of order n, then

αk(G) ≤ n
k + μ1 − δ(G)

μ1
. (16)

Proof Considering a vertex subset S ⊆ V (G) inducing a k-regular subgraph and
taking into account that (as defined before) dS = 1

|S|
∑

i∈S dG(i), it follows that

|∂(S)| = |S|(d̄S − k). Then applying Lemma 1 we have
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|S|(d̄S − k) ≤ μ1
|S|(n − |S|)

n
⇔ n(d̄S − k)

n − |S| ≤ μ1

⇔ μ1|S| ≤ nμ1 − n(d̄S − k)

⇔ |S| ≤ n
k + μ1 − d̄S

μ1
.

Since d̄S ≥ δ(G), the inequality (16) follows. �

If a graph G is p-regular, from (2) μ1 + λn = p and we may conclude that the
upper bound (16) is equal to (11).

Before the introduction of a new upper bound on the order of k-regular induced
subgraphs in function of the largest and the least eigenvalues of the signless Laplacian
matrix, it is worth to introduce the following lemma.

Lemma 2 Let G be a graph of order n without isolated vertices. If G is bipartite or
δ(G) ≥ Δ(G)

2 or q1 < 4δ(G), then 4δ(G)2 − qnq1 > 0.

Proof Let δ = δ(G) and Δ = Δ(G).

1. If G is bipartite without isolated vertices, then qn = 0, δ > 0 and therefore,
4δ2 − qnq1 > 0.

2. If δ ≥ Δ
2 , we have δ2 ≥ δΔ

2 ⇔ 4δ2 ≥ 2δΔ and, taking into account (3) and (4),
since q1 ≤ 2Δ and δ > qn it follows 4δ2 − qnq1 > 0.

3. Finally, if q1 < 4δ, then q1qn ≤ 4δqn < 4δ2, that is, q1qn < 4δ2 and so
4δ2 − qnq1 > 0.

�

Notice that there are graphs G, with δ = δ(G), such that 4δ2 − qnq1 ≤ 0, as
it is the case of the graph depicted in Fig. 1 which has δ = 2, qn = 1.4991 and
q1 = 10.8517.

Theorem 9 Let G be a graph of order n such that 4δ2(G) − qnq1 > 0. Then

2k|E(G)| − nλ1λn

δ2(G) − λ1λn
≤ 4|E(G)|(Δ(G) + k) − nqnq1

4δ2(G) − qnq1
. (17)

Proof Considering ε = |E(G)|, δ = δ(G), Δ = Δ(G) and assuming that the ine-
quality of (17) holds, we have

Fig. 1 Graph G, with
4δ(G)2 − qnq1 ≤ 0
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2kε − nλ1λn

δ2 − λ1λn
− ε(Δ + k) − n q1

4 qn
δ2 − q1

4 qn
≤ 0

�
2kεδ2 − q1

2
qnkε − nδ2λ1λn − δ2Δε − δ2kε + nδ2

q1
4
qn + λ1λnεΔ + λ1λnεk ≤ 0

�
k(δ2ε − q1

2
qnε + λ1λnε) − nδ2λ1λn − δ2Δε + nδ2

q1
4
qn + λ1λnεΔ ≤ 0

Let f (k) = k(δ2ε − q1
2 qnε + λ1λnε) − nδ2λ1λn − δ2Δε + nδ2

q1
4 qn + λ1λnεΔ.

Then,

f ′(k) = δ2ε − q1
2
qnε + λ1λnε

= ε(δ2 − q1
2
qn + λ1λn).

From (6),

δ + λn < qn ⇔ δ2 + δλn < δqn ⇔ δ2 − δqn + δλn < 0.

Since, from (3), q1
2 ≥ δ and, as it is well known, λ1 ≥ δ, it follows that δ2 − q1

2 qn +
λ1λn ≤ δ2 − δqn + δλn < 0, that is, f ′(k) < 0. Therefore, f (k) is a decreasing func-
tion.

Considering the function f (k) and setting k = 0 and Δ = δ + ξ with ξ a nonne-
gative integer we may define the function

g(δ, ξ) = −nδ2λ1λn − δ2(δ + ξ)ε + nδ2
q1
4
qn + λ1λnε(δ + ξ).

Then

∂g(δ, ξ)

∂ξ
= −δ2ε + λ1λnε

= ε(−δ2 + λ1λn)

< 0.

Therefore, g(δ, ξ) is a decreasing function with respect to ξ . Since g(δ, 0) =
−nδ2λ1λn − δ3ε + nδ2

q1
4 qn + λ1λnεδ and δ = Δ it follows that λ1 = δ. Further-

more, from (3), q1
2 = δ and from (6), qn = δ + λn . Therefore,

g(δ, 0) = −nδ3λn − δ3ε + n
δ3

2
(δ + λn) + λnεδ

2

= −nδ3λn − δ3ε + n
δ4

2
+ n

δ3

2
λn + λnεδ

2.
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Finally, since ε = nδ
2 we obtain g(δ, 0) = −nδ3λn − n δ4

2 + n δ4

2 + n δ3

2 λn + n δ3

2 λn =
0 and thus, for all nonnegative integers δ and ξ , g(δ, ξ) ≤ 0. Therefore, f (0) ≤
0 and, since f (k) is a decreasing function, we may conclude that f (k) ≤ 0 for
all k. �

As immediate consequence of Corollary 1 and Theorem 9 we have the following
corollary.

Corollary 3 If G is a graph of order n, ε edges, Δ = Δ(G) and δ = δ(G), such
that 4δ2 − qnq1 > 0, then

αk(G) ≤ 4ε(Δ + k) − nqnq1
4δ2 − qnq1

. (18)

According to [7], a graph G with n vertices and ε edges is regular if and only
if 4ε = nq1. Furthermore, when G is regular its degree is equal to q1

2 . Thus, assu-
ming that G is p-regular, has n vertices and ε edges, by Lemma 2 the hypothesis of
Corollary 3 is fulfilled and then we may write

αk(G) ≤ nq1(p + k − qn)

2pq1 − qnq1
(since Δ(G) = δ(G) = p = q1

2
and 4ε = nq1)

= n(p + k − qn)

2p − qn
= n

k − λn

p − λn
(since qn − λn = p).

Therefore, for regular graphs, all the upper bounds (11) (15), (16) and (18) are equal.
Notice that there are graphs for which these upper bounds are tight. For instance,
if G = Kn (a complete graph of order n), then λ1 = n − 1 and λn = −1. Thus, if
S ⊆ V (Kn) induces a k-regular subgraph, then n k−λn

λ1−λn
= k + 1 = |S|. Therefore,

when G is a complete graph, for each k, the upper bounds (15), (16) and (18) on
the cardinality of vertex subsets inducing k-regular subgraphs are all reached. More
generally, according to Theorem 5, ifG is a regular graph and S ⊂ V (G) is a (k, k +
τ)-regular set, with τ = −λn , then all the above referred upper bounds are reached.

Throughout the paper, in all the proofs of the presented results, only the average
degree in S is used and then, in all the obtained results we may replace k-regular
induced subgraph by induced subgraph with average degree k. Moreover, all the
obtained results remain validwhenwe consider positiveweights on the edges, assum-
ing in that case that the degree of a vertex v is then the sum of the weights of the
edges incident to v.

4 Computational Experiments and Conclusions

In this section, several computational experiments with the upper bounds (15), (16)
and (18) are presented in Table1. In each row of this table appears the order n, the
maximum degreeΔ, theminimum degree δ, the degree of a regular induced subgraph
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Table 1 Computational experiments with the upper bounds (15), (16) and (18)

Graph n Δ(G) δ(G) k (15) (16) (18)

c-fat200-1 200 17 14 0 74.01 82.31 97.27

1 83.87 90.72 109.28

2 93.73 99.13 121.29

6 133.18 132.75 169.33

7 143.04 141.16 181.34

c-fat200-2 200 34 32 0 55.72 57.29 63.19

1 60.28 61.75 67.86

2 64.83 66.21 72.53

16 128.65 128.65 137.88

17 133.21 133.10 142.55

c-fat200-5 200 86 83 0 45.85 48.56 50.10

1 47.74 50.39 52.06

2 49.64 52.21 54.01

39 119.79 119.72 126.41

40 121.69 121.55 128.36

MANN-a9 45 41 40 0 3.76 4.46 4.23

1 4.81 5.47 5.32

2 5.86 6.48 6.41

18 22.69 22.70 23.84

19 23.74 23.72 24.93

MANN-a27 378 374 364 0 5.17 13.43 13.19

1 6.22 14.43 14.27

2 7.27 15.43 15.36

3 8.32 16.44 16.45

4 9.37 17.44 17.53

Keller4 171 124 102 0 34.76 45.74 109.56

1 36.20 46.96 110.51

2 37.65 48.19 111.47

51 108.46 108.37 158.11

brock200-1 200 165 130 0 20.25 44.83 75.10

1 21.82 46.02 77.09

2 23.40 47.22 79.08

64 121.22 121.22 202.28

65 122.80 122.41 204.26

brock200-2 200 114 78 0 37.48 69.19 161.29

1 40.12 70.87 165.49

2 42.75 72.54 169.69

33 124.54 124.53 300.04

34 127.18 126.21 304.24

(continued)
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Table 1 (continued)

Graph n Δ(G) δ(G) k (15) (16) (18)

brock200-3 200 134 99 0 29.41 57.79 113.35

1 31.51 59.23 116.37

2 33.61 60.66 119.39

43 119.58 119.56 243.18

44 121.68 121.00 246.20

brock200-4 200 147 112 0 24.94 51.73 91.73

1 26.76 53.05 94.15

2 28.59 54.38 96.58

54 123.58 123.22 222.61

55 125.40 124.54 225.03

k and the computed upper bounds on the order of this induced subgraphs for some
of the graphs of the family considered in the Second DIMACS Implementation
Challenge (see [13]).

Notice that for the particular case of regular graphs the upper bounds (15), (16)
and (18) are all equal. Moreover since, according to the Theorem 9, the upper bound
(15) is less or equal than the upper bound (18), it follows that

4|E(G)|(Δ(G) + k) − nqnq1
4δ(G)2 − qnq1

≥ min

{

2k|E(G)| − nλ1λn

δ2 − λ1λn
, n

k + μ1 − δ

μ1

}

.

Concerning the comparison between the upper bounds (15) and (16) and also
between (16) and (18), the computational results presented in the Table1 show that
none of them is always better than the others.

In fact, regarding the upper bounds (15) and (16), for k = 0, 1, 2, the former is
better than the later. However, for much greater values of k, there are several graphs
for which the upper bound (16) is better than (15). Finally, it should be noted that for
the graphs MANN-a9 and MANN-a27 for k = 0, 1, 2 the upper bound (18) is better
than the upper bound (16).
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Multiplicities: Adding a Vertex to a Graph

Kenji Toyonaga, Charles R. Johnson and Richard Uhrig

Abstract Given an Hermitian matrix Awhose graphG is a simple undirected graph
and its eigenvalues,we suppose the status of eachvertex in the graph is known for each
eigenvalue of A. We investigate the change of the multiplicity of each eigenvalue,
when we add a pendent vertex with given value to a particular vertex in the graph
via an edge with given weight. It is shown how each multiplicity changes based on
this information. The results are applied to show that more than one eigenvalue may
increase in multiplicity with the addition of just one vertex. The intended focus is
trees, but the analysis is given for general graphs.

Keywords Eigenvalues · Graph · Matrix · Multiplicities · Symmetric

1 Introduction

If G is a simple, undirected graph on n vertices, denote by H (G) the set of all
n-by-n Hermitian matrices, the graph of whose off-diagonal entries is G. There is
long-standing interest in the possible lists of multiplicities for the eigenvalues of
matrices in H (G), especially when G is a tree T . There are several papers on the
subject, including ones relating the structure of T to eigenvalue multiplicity, Refs.
[2, 4, 5, 7–9]. In many papers, the multiplicity of eigenvalues in a tree is considered
when a slight change occurs. Here, we dealwith a general graph and consider the new,
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but natural issue of adding a single vertex. As all necessary information, particularly
multiplicities may be updated, the results could be applied sequentially.

If A is Hermitian, denote the multiplicity of an eigenvalue λ of A bymA(λ). When
we remove a vertex u from G, the remaining graph is denoted by G(u). Then we
denote by A(u) the (n − 1)-by-(n − 1) principal submatrix of A ∈ H (G), resulting
from deletion of the row and column corresponding to u. A[S] denotes the principal
submatrix of A corresponding to the subgraph S of G. For an identified A ∈ H (G),
we often speak interchangeably about the graph and the matrix, for convenience.

Our interest here is in precisely what happens to the multiplicities when we add
a (pendent) vertex v to a tree T at an identified vertex u. Specifically, we show what
happens, for each A ∈ H (T ), to the multiplicities mA(λ), when we pass to the new
tree ˜T , for ˜A ∈ H (˜T ) with ˜A(v) = A, eigenvalue by eigenvalue. Since the analysis
is only slightly more complicated when G is a general graph, we present our results
at that level of generality.

Because of the interlacing inequalities for an Hermitian matrix and a principal
submatrix of it [1], a multiplicity may change by at most 1 when we pass from G
to ˜G. For trees, the theory of what may happen, when a particular vertex is deleted,
was summarized and further developed in [4], but the basic definitions are the same
for general graphs G. A vertex u of G is called “Parter” (respectively “neutral”
or “downer”) for an eigenvalue λ of A ∈ H (G) if

mA(u)(λ) = mA(λ) + 1 (resp. mA(λ), mA(λ) − 1).

The “status” of a vertex u is discussed in [4]. It refers to which of these eventualities
occurs, and why.

2 Main Results

We denote the characteristic polynomial of a square matrix A by pA(x). Suppose
that G is a graph on n vertices, that A ∈ H (G) is given, and that a new vertex v is
appended to G at the vertex u of G, resulting in the graph ˜G with pendent vertex v. If
the weight α ∈ R is placed on v and the weight ãuv ∈ C is placed on the new edge,
a new matrix ˜A ∈ H (˜G) results. Of courese ˜A(v) = A, and, we mean that the u, v
entry of ˜A is ãuv and ãvv = α.

The function f (x) = pA(u)(x)
pA(x) will be important to us. After cancellation of like

terms in the numerator and denominator, because of interlacing, it will be a ratio
of two products, each of distinct linear terms. In the numerator will be terms of the
form (x − τ) for eigenvalues τ for which u is Parter, along with eigenvalues of A(u)

that do not occur in A. In the denominator will be such terms for eigenvalues μ for
which u is a downer. The number of μ’s is one more than the number of τ ’s, and
the τ ’s strictly interlace μ’s because of the interlacing inequalities. Important for us
is that f (x) will be well-defined and nonzero when evaluated at any eigenvalue for
which u is neutral.
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Lemma 1 With the conventions mentioned above, we have for any λ ∈ R:

(a) If u is a Parter vertex for λ in G,

m˜A(λ) =
{

mA(λ) + 1 if α = λ

mA(λ) if α �= λ
;

(b) If u is a neutral vertex for λ in G,

m˜A(λ) =
{

mA(λ) + 1 if α = λ − |ãuv|2 f (λ)

mA(λ) otherwise
;

and

(c) If u is a downer vertex for λ in G,

m˜A(λ) = mA(λ) − 1.

Proof Given A ∈ H (G), let σ(A) = {λ1, λ2, . . . , λl} be the distinct eigenvalues of
A, and their multiplicities in A be {m1,m2, . . . ,ml}. We focus on a specified eigen-
value λk, (1 ≤ k ≤ l), and now we put λk = λ and mk = m. Then, the characteristic
polynomial of ˜A = (ãi j ) can be represented as follows (cf. [8]).

p˜A(x) = (x − α)pA(x) − |ãuv|2 pA(u)(x), (1)

We further let the distinct eigenvalues of A(u) be σ(A(u)) = {μ1, μ2, . . .}, and
their multiplicities be {m ′

1,m
′
2, . . .}. As we focus upon one eigenvalue λ = λk , p˜A(x)

can be written,

p˜A(x) = (x − α)(x − λ)m f1(x) − |ãuv|2(x − λ)m
′
f2(x), (2)

in which f1(x) =
∏

i �=k

(x − λi )
mi , f2(x) =

∏

μi �=λ

(x − μi )
m ′

i

In (2), if λ is not an eigenvalue of A or A(u), then m or m ′ is 0.
If u is a Parter vertex for λ in A, then m ′ = m + 1 in (2). Then,

p˜A(x) = (x − λ)m{(x − α) f1(x) − |ãuv|2(x − λ) f2(x)}.

Here we set g1(x) = (x − α) f1(x) − |ãuv|2(x − λ) f2(x). When α = λ, g(λ) = 0,
thus m˜A(λ) = mA(λ) + 1. However when α �= λ, g(λ) �= 0, then m˜A(λ) = mA(λ).

If u is a neutral vertex for λ in A, then m ′ = m in (2). Then,

p˜A(x) = (x − λ)m{(x − α) f1(x) − |ãuv|2 f2(x)}.

When we set g2(x) = (x − α) f1(x) − |ãuv|2 f2(x), if α and ãuv has the relation
such that α = λ − |ãuv|2 f2(λ)

f1(λ)
= λ∗, then g2(λ) = 0, so m˜A(λ) = mA(λ) + 1. Since
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f2(λ)

f1(λ)
= [ pA(u)(x)

pA(x) ]λ holds, if we put f (x) = f2(x)
f1(x)

, then the assertion holds. If α �= λ∗,
then g2(λ) �= 0, so m˜A(λ) = mA(λ).

Lastly, If u is a downer vertex for λ in A, then m ′ = m − 1 in (2). Then

p˜A(x) = (x − λ)m−1{(x − α)(x − λ) f1(x) − |ãuv|2 f2(x)}.

If we set g3(x) = (x − α)(x − λ) f1(x) − |ãuv|2 f2(x), then g(λ) �= 0, thusm˜A(λ) =
mA(λ) − 1 for any real number α. �

When we focus on an identified real number λ, if a vertex is appended to a Parter
vertex for λ, the multiplicity of λ in ˜A depends only on the value on the pendent
vertex. If it is appended to a neutral vertex for λ, the multiplicity of λ depends only
on the relation between the value on the pendent vertex and the weight on the new
edge. If the relation α = λ − |ãuv|2 f (λ) holds, then |ãuv|2 = λ−α

f (λ)
must be positive.

So, if f (λ) > 0, then α must be less than λ, and if f (λ) < 0, then α must be greater
than λ.

If a pendent vertex is appended to a downer vertex, the multiplicity of λ decreases
whatever the value on the pendent vertex and the weight on the new edge are.

We note that it follows from the lemma that any eigenvalue of multiplicity 1 in A,
for which u is a downer, disappears when we pass to ˜A. In particular, any multiplicity
1 eigenvalue, for which every vertex is a downer, disappears. In the case of trees, for
every eigenvalue of multiplicity 1 that has no Parter vertex(equivalently, no neutral
vertex), every vertex will be a downer [4] and, so, will disappear. Most of these
will be replaced by new eigenvalues in ˜A that also have multiplicity 1 and no Parter
vertex. From the above lemma, we can deduce the next theorem.

Theorem 1 Let G be a general graph, A ∈ H (G) and λ ∈ R. Let u be a vertex in
G, and ˜G be a graph obtained by adding a vertex v valued α to the vertex u of G.
Let ˜A ∈ H (˜G), such that ˜A(v) = A. Let m be the multiplicity of λ as an eigenvalue
in A, and let n be the multiplicity of λ in ˜A. Then,

(a) m − n = −1 if and only if u is a Parter vertex for λ in A and α = λ, or u is a
neutral vertex in A and α = λ − |ãuv|2 f (λ).

(b) m − n = 0 if and only if u is a Parter vertex for λ in A and α �= λ, or u is a
neutral vertex for λ in A and α �= λ − |ãuv|2 f (λ).

(c) m − n = 1 if and only if u is a downer vertex for λ in A.

In Lemma 1, the status of vertex u in A changes to that in ˜A as follows.

Corollary 1 Let G be a general graph, A ∈ H (G) and λ ∈ R. Let u be a vertex in
G and ˜G be the graph obtained by adding a vertex v valued α to the vertex u in G.
Let ˜A ∈ H (˜G), such that ˜A(v) = A.

(a) In case u is Parter for λ in A, the status of u for λ in ˜A is Parter.
(b) In case u is neutral for λ in A, if α = λ − |ãuv|2 f (λ), then the status of u for λ

in ˜A becomes downer, if α = λ, then Parter, and, otherwise, neutral.
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(c) In case u is downer for λ in A, if α = λ, then the status of u for λ in ˜A becomes
Parter, and, otherwise, neutral.

Proof (a) If α = λ, then m˜A(λ) = mA(λ) + 1 from Lemma 1. When u is removed
from ˜G, m˜A(u)(λ) = mA(λ) + 2, since u is Parter for λ in G and α = λ, so that u is
Parter in ˜A.

If α �= λ, then m˜A(λ) = mA(λ). When u is removed from ˜G,

m˜A(u)(λ) = mA(λ) + 1,

so that u is Parter in ˜A.
(b) If α = λ − |ãuv|2 f (λ), m˜A(λ) = mA(λ) + 1. When u is removed from ˜G,

m˜A(u)(λ) = mA(λ), so that u is downer in ˜A. If α = λ, then m˜A(λ) = mA(λ), and
m˜A(u)(λ) = mA(λ) + 1, so that u is Parter in ˜A. If otherwise, m˜A(λ) = mA(λ), and
m˜A(u)(λ) = mA(λ), so that u is neutral in ˜A.

(c) m˜A(λ) = mA(λ) − 1. If α = λ, then when u is removed from ˜G, m˜A(u)(λ) =
mA(λ), so thatm˜A(u)(λ) = m˜A(λ) + 1 and u is Parter in ˜A. Ifα �= λ, thenm˜A(u)(λ) =
mA(λ) − 1, so that u is neutral in ˜A. �

Let T0 be a branch at vertex v in tree T , and let A0 ∈ H (T0). Let u be the vertex
adjacent to v in T0. IfmA0(u)(λ) = mA0(λ) − 1, then T0 is called a downer branch at v
for λ in T relative to A. If a downer branch has eigenvalue λwith multiplicity 1, then
we call it a simple downer branch for λ. Next we consider the change of multiplicity
of λ when we add a simple downer branch for λ to a tree T .

Let b be a simple downer branch for λ. Let ̂T be a tree obtained by adding b to the
vertex u in T inserting an edge between u and a downer vertex in b. Let A ∈ H (T ),
̂A ∈ H (̂T ) in which A is a principal submatrix of ̂A corresponding to T , and B ∈
H (b).Since b is a downer branch forλ at u in ̂A, and u is a Parter vertex in ̂A, if we set
m̂A(λ) = k, then m̂A(u)(λ) = k + 1. Since mB(λ) = 1, mA(u)(λ) = k + 1 − 1 = k.
Thus, m̂A(λ) = mA(u)(λ). From this argument, the next Corollary follows.

Corollary 2 Let ̂T be the tree obtained by adding a simple downer branch for λ

to the vertex u of a tree T connecting with an edge. Let A ∈ H (T ), ̂A ∈ H (̂T )

in which A is a principal submatrix of ̂A corresponding to T , Then if u is a Parter
vertex for λ in A, then m̂A(λ) = mA(λ) + 1. If u is a neutral vertex for λ in A, then
m̂A(λ) = mA(λ). If u is a downer vertex for λ in A, then m̂A(λ) = mA(λ) − 1.

It is well known that when T is a path, either pendent vertex is a downer for every
eigenvalue, all of which are multiplicity 1. Thus, when an end vertex is removed,
every eigenvalue disappears and all interlacing inequalities are strict. So a path is a
simple downer branch for each eigenvalue. Thus, the previous corollary is applicable
to the case that a path is appended to G. Furthermore, by Theorem 1, addition of a
new vertex at a pendent vertex also makes every original eigenvalue disappear. This
is actually a special case of something much more general that also follows from the
theorem.
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If T is a tree and λ is a multiplicity 1 eigenvalue for which exactly one vertex
is Parter, and that vertex is degree 2, then upon appending a new vertex anywhere
in T , except at the Parter vertex, will make the multiplicity 1 eigenvalue disappear.
Of course any non-upward multiplicity 1 eigenvalue will disappear, as well. For an
eigenvalueλ of A, if there is a vertex such thatmA(v)(λ) = mA(λ) + 1, thenλ is called
an upward eigenvalue, and otherwise non-upward. Here is the formal statement.

Corollary 3 Suppose that T is a tree, that A ∈ H (T ), that λ ∈ σ(A) satisfies
mA(λ) = 1 and that either λ is upward with exactly one Parter vertex that is degree
2, or that λ is non-upward. Then, if ˜T is the result of appending a new vertex v at
any vertex of T (or any vertex other than u in the upward case), then λ /∈ σ(˜A) for
any ˜A ∈ H (˜T ) such that ˜A(v) = A.

The multiplicity of an eigenvalue λ of A is changeable by adding a pendent vertex
to a graphG asLemma1 andTheorem1 show.However, by perturbing somediagonal
entries in ˜A, the multiplicity of the eigenvalue can be preserved as it was in A. Before
showing that, we need the next lemma from [5, Theorem 5].

The lemma shows how the multiplicity of an eigenvalue λ changes as a result of
perturbing the value on a vertex.

Lemma 2 ([5]) Let G be a graph, and i a vertex in G. For A ∈ H (G), let A′ =
A + t Eii , t �= 0, where Eii denote the same size matrix with A such that(i, i) element
is 1 and zeros elsewhere, then

(a) mA′(λ) = mA(λ) if and only if i is Parter in A or i is neutral in A and t is a
unique t0.

(b) mA′(λ) = mA(λ) + 1 if and only if i is neutral in A, and t = t0.
(c) mA′(λ) = mA(λ) − 1 if and only if i is downer in A.

From Lemmas 1 and 2, we can observe the next proposition.

Proposition 1 Let G be a graph. We suppose that A ∈ H (G) has an eigenvalue λ

withmultiplicitym. Let ˜G be the graphobtainedbyaddingapendent vertex v valuedα

to the vertex u of G connecting with an edgeweighted ãuv. Let thematrix ˜A ∈ H (˜G),
such that ˜A(v) = A. Then there is a ˜B ∈ H (˜G) such that ˜B has eigenvalue λ with
multiplicity m, and it can be obtained by changing the value on v or u in ˜A.

Proof First, we suppose that a pendent vertex is added to a Parter vertex for λ in A.
If α �= λ, then the multiplicity of λ stay same, so it does not matter. If α = λ, then
multiplicity of λ is m + 1 in ˜A. In ˜A, the status of vertex v is downer for λ. So, if
we perturb the value on v slightly and let the matrix B, the multiplicity of λ will go
down, then mB(λ) = m.

Secondly we suppose that a pendent vertex is added to a neutral vertex for λ in A.
If the relation between α and ãuv such as α = λ − |ãuv|2 f (λ) holds, then multiplicity
of λ is m + 1 in ˜A. Then the status of vertex u is downer in ˜A. So by perturbing the
value on u in ˜A slightly, we get B such thatmB(λ) = m. If α �= λ − |ãuv|2 f (λ), then
m˜A(λ) = mA(λ). So we can set ˜A = B.
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Next we suppose that a pendent vertex is added to a downer vertex for λ in A. Then
m˜A(λ) = m − 1. If α �= λ, then u is neutral in ˜A. So from Lemma 2, by perturbing
the value on u, we can get B such that mB(λ) = m.

If α = λ, then u and v are Parter in ˜A. So we can not make the multiplicity of λ

increase only by perturbing the value on u. Then we perturb the value on v slightly
from λ, then the status of u is neutral. So, similarly by perturbing the value on u, we
can get B such that mB(λ) = m. �

From the above proposition, we can observe that when we add a pendent vertex v
to the vertex u inG, even if the multiplicity of an eigenvalue changes in ˜A, by further
perturbing the value on u or v, we can keep the multiplicity of the eigenvalue as it
was in A.

Letm1,m2, . . . ,mk be themultiplicities of the distinct eigenvalues of A ∈ H (T ).
Then we order them asm1 ≥ m2 ≥ · · · ≥ mk . This is called the unordered multiplic-
ity list for A, because when the eigenvalues corresponding to this multiplicity list are
put in order, their multiplicities are not generally in descending order or increasing
order. Let L (T ) be the set of unordered multiplicity lists for all A ∈ H (T ). There
are some papers studying L (T ) [3, 6] etc.; however, for trees with many vertices,
not all multiplicity lists have yet been determined. Let M(T ) be the maximum mul-
tiplicity of an eigenvalue of A ∈ H (T ). M(T ) is equal to the path cover number.
(cf. [7]).

Theorem 2 Let T be a tree, and suppose (m, 1, 1, . . . , 1) ∈ L(T ) for m ≥ 2. When
we add a pendent vertex to a certain vertex in T and construct ˜T , then there is an
Hermitian matrix such that (m + 1, 1, 1, . . . , 1) ∈ L(˜T ).

Proof Let A be anHermitianmatrixwith unorderedmultiplicity list (m, 1, 1, . . . , 1).
We suppose σ(A) is ordered as

λ1 < λ2 < · · · < λk < · · · < λn−m+1

Let the multiplicity of λi be mi . We suppose mk = m for the eigenvalue λk , 2 ≤
k ≤ n − m. Now we shift A as A − λk I = B. B also has an unordered multiplicity
list (m, 1, 1, . . . , 1) in which m represents the multiplicity of the eigenvalue 0. Here
we order σ(B) as μ1 < μ2 < · · · < μk = 0 < · · · < μn−m+1.

Next we add a pendent vertex v with value 0 to a Parter vertex u for 0 in B. Then

we assign the weight of edge b̃uv and b̃vu to be ε such that 0 < ε < min
i

{μi+1 − μi

2
}.

Then we get the tree ˜T and corresponding matrix ˜B ∈ H (˜T ), in which B is a prin-
cipal submatrix of ˜B. If the eigenvalues of ˜B are ordered as μ̃1 ≤ μ̃2 ≤ · · · ≤ μ̃k =
0 ≤ · · · μ̃n−m+1, thenμi − ε ≤ μ̃i ≤ μi + ε, because spectral radius ρ(˜B − B) = ε

and |μ̃i − μi | ≤ ε. So,m˜B(ũ j ) = 1, j �= k, andm˜B(ũk) = mB(μk) + 1, because the
pendent vertex is added at a Parter vertex in B. From these, the assertion of the the-
orem holds. �
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3 Examples

Example 1 Let A be an Hermitiam matrix as below,

A =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 1 1 1 1 0 0 0
1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
1 0 0 0 0 1 1 1
0 0 0 0 1 3 0 0
0 0 0 0 1 0 3 0
0 0 0 0 1 0 0 3

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

The graph of A is represented in Fig. 1. The circled numbers correspond to the index
of the vertex. And the numbers outside of circles represent the values assigned on
the vertices. The matrix A has eigenvalues 0 and 3 with multiplicity 2 each, among
others. When we remove vertex 1 from T , the multiplicities of eigenvalues 0 and
3 become 3 and 2 in A(1) ∈ H (T (1)), respectively. So vertex 1 is a Parter vertex
for 0 and neutral vertex for 3 in A. When we add a pendent vertex at vertex 1, we
consider the case in which the multiplicities of the eigenvalues 0 and 3 each go up
in the new graph ˜A. To make the multiplicity of 0 go up in ˜A, the value on the added
vertex 9 must be 0, because vertex 1 is Parter for 0.

Furthermore, to make the multiplicity of 3 go up, we must set the weight of the
edge ã19, ã91 as the next equation dictates by Lemma 1 or Theorem 1.

3 − |ã19|2 f (3) = 0, (3)

in which f (3) is the value of f (x) = pA(1)(x)
pA(x) at 3. Since pA(x) = x2(x − 3)2(x4 −

3x3 − 7x2 + 12x + 9), and pA(1)(x) = x3(x − 3)2(x2 − 3x − 3), the value of ã19 is√
6eiθ . Then, ˜A is as follows, and ˜A has eigenvalues 0 and 3 with multiplicity 3 each.

1

2

3

4

5

6

7

8

3

3

3

00

0

0

0
9

Fig. 1 Example 1
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˜A =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 1 1 1 1 0 0 0
√
6eiθ

1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
1 0 0 0 0 1 1 1 0
0 0 0 0 1 3 0 0 0
0 0 0 0 1 0 3 0 0
0 0 0 0 1 0 0 3 0√
6e−iθ 0 0 0 0 0 0 0 0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

Example 2 Let B be an Hermitian matrix as below,

B =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 1 1 1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 1 1 1 0 0 0
0 0 0 0 1 2 0 0 1 0 0
0 0 0 0 1 0 2 0 0 1 0
0 0 0 0 1 0 0 2 0 0 1
0 0 0 0 0 1 0 0 2 0 0
0 0 0 0 0 0 1 0 0 2 0
0 0 0 0 0 0 0 1 0 0 2

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

The graph of B is represented in Fig. 2. The values assigned to vertices are placed
outside the circles. B has eigenvalues 1 and 3 with multiplicity 2 each. And B(1)
also has eigenvalues 1 and 3 with multiplicity 2 respectively. So, vertex 1 is neutral
for both eigenvalues 1 and 3. In this example, we show that the multiplicities of 1
and 3 increase simultaneously by adding one pendent vertex to a vertex in T that is
neutral vertex for the two eigenvalues.

1

2

3

4

5

6

7

8

9

10

11

0

0

0

0 0

2

2

2

2

2

212

Fig. 2 Example 2
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To make the multiplicity of 1 and 3 increase simultaneously, the next equations
must hold, in which α is the value assigned to the pendent vertex,

α = 3 − |b̃1,12|2 f (3) = 1 − |b̃1,12|2 f (1),

in which f (x) = pB(1)(x)
pB (x) . We have f (x) = pB(1)(x)

pB (x) = x(x3−4x2+6)
(x−2)(x4−2x3−8x2+6x+9) , then

f (3) = 0.5, f (1) = −0.5. Then b̃1,12 = √
2eiθ . Therefore, ˜B is as follows with

α = 2 and b̃1,12 = b̃12,1 = √
2, then the multiplicity of each eigenvalue 1 and 3

simultaneously goes up to multiplicity 3.

˜B =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 1 1 1 1 0 0 0 0 0 0
√
2

1 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 1 1 1 0 0 0 0
0 0 0 0 1 2 0 0 1 0 0 0
0 0 0 0 1 0 2 0 0 1 0 0
0 0 0 0 1 0 0 2 0 0 1 0
0 0 0 0 0 1 0 0 2 0 0 0
0 0 0 0 0 0 1 0 0 2 0 0
0 0 0 0 0 0 0 1 0 0 2 0√
2 0 0 0 0 0 0 0 0 0 0 2

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦
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Nonlinear Local Invertibility Preservers

M. Bendaoud, M. Jabbar and M. Sarih

Abstract Let L (X) be the algebra of all bounded linear operators on a complex
Banach space X. Complete descriptions are given of the nonlinear maps of L (X)

preserving local invertibility of T ∗ S for different kinds of binary operations ∗ on
operators such as the sum T + S, the difference T − S, and the product TS. Exten-
sions of these results to the case of different Banach spaces are also established. As
application, mappings from L (X) onto itself that preserve the inner local spectral
radius zero of such binary operations on operators are described.

Keywords Local spectrum · Local (inner) spectral radius · Single-valued extension
property · Nonlinear preservers

1 Introduction

Throughout this paper, X and Y will denote complex Banach spaces and L (X,Y)

will denote the space of all bounded linear operators from X into Y . As usual, when
X = Y we simply write L (X) for the algebra of all bounded linear operators on X
with identity operator I . The local resolvent set of an operator T ∈ L (X) at a vector
x ∈ X, ρT (x), is the set of all λ in the complex fieldC for which there exists an open
neighborhood Uλ of λ inC and an X-valued analytic function f : Uλ → X such that
(μ − T)f (μ) = x for all μ ∈ Uλ. The local spectrum of T at x, denoted by σT (x), is
defined by
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σT (x) := C \ ρT (x),

and is a compact (possibly empty) subset of the usual spectrum σ(T) of T . The local
spectral radius of T at x is given by the formula

rT (x) := lim sup
n→+∞

‖Tnx‖ 1
n .

Its counterpart the so-called inner local spectral radius of T at x is defined by

ιT (x) := sup{ε ≥ 0 : x ∈ XT (C \ Dε)},

where Dε denotes the open disc of radius ε centered at 0 and XT (C \ Dε) is the
glocal spectral subspace of T associated withC \ Dε, that is, the set of all x ∈ X for
which there is an X-valued analytic function f on Dε such that (λ − T)f (λ) = x for
all λ ∈ Dε. The local (resp. inner local) spectral radius of T at x coincides with the
maximum (resp. minimum) modulus of σT (x) provided that T has the single-valued
extension property. Recall that T is said to have the single-valued extension property
(or SVEP, for short) if for every open subset U of C, the equation (μ − T)f (μ) =
0, (μ ∈ U), has no nontrivial X-valued analytic solution f on U. Clearly, every
operator T ∈ L (X) for which the interior of the set of its eigenvalues is empty
enjoys this property.

Local spectra are a useful tool for analyzing operators, furnishing information
well beyond that provided by classical spectral analysis. They play a very natural
role in automatic continuity and in harmonic analysis, for instance in connection
with the Wiener-Pitt phenomenon. For further details on the local spectral theory, as
well as investigations and applications in numerous fields, we refer to the books [1,
25, 28].

The problem of characterizing linear or additive maps on matrix or operator alge-
bras that leave invariant a given subset, function or relation defined on the underlying
algebras represents one of the most active research areas. Plenty of deep and interest-
ing results have been obtained by now and these results often reveal the algebraic or
the merely ring structure of these algebras. Recently, a more challenging approach,
attracting a lot of attention of researchers in the fields, consider the general preserver
problems with respect to various algebraic operations on Mn, the algebra of n × n
complex matrices, or on operator algebras; see for instance [13, 17, 19–21, 24, 27,
29] and the references therein.

On the problem of describing mappings leaving invariant the local spectra, we
mention: [22], where linear maps on Mn preserving the local spectrum at a fixed
nonzero vector are characterized, [15] concerned with the infinite dimensional case,
and in [9, 10] preserver problems that have to do with locally spectrally bounded li-
near maps or additive local spectrum compressors on the matrix spaces and onL (X)

are considered. While, non-linear preserver problems on the subject were studied in
[3–5, 7] where complete descriptions are given of the nonlinear transformations
of Mn or of L (X) leaving invariant the local spectra of different kinds of binary
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operations on matrices or on operators such as the sum, the difference, the product,
and the Jordan triple product. The corresponding problem for the local invertibility
has been initiated by Bendaoud et al. in [6]. Fixing a Banach space X of dimension at
least two, they proved that the only additive map φ fromL (X) onto itself satisfying

0 ∈ σφ(T)(x) ⇐⇒ 0 ∈ σT (x) (T ∈ L (X), x ∈ X) (1)

is the identity up a nonzero scalar. It is interesting to relax the additivity assumption
and to know what kind of nonlinear transformations φ onL (X) will leave invariant
the local invertibility property. Clearly, if one just assume (1) on φ, the structure of
φ can be quite arbitrary. So, it is reasonable to impose a more restrictive condition
on such transformations relating the local spectra of a pair of operators.

In this note, by strengthening the preservability condition, we consider the non-
linear preservers of local invertibility onL (X), and we obtain characterizations for
mappings with less smoothness assumptions on them. In the next section, we con-
sider maps onL (X) that preserve the local invertibility of the product of operators.
It is shown that such maps are the identity up a scalar functions, and investigation
of several extensions of these results to the case of different Banach spaces were
obtained. While, in Sect. 3 we describe nonlinear transformations onL (X) that pre-
serve the local invertibility of the sum (difference) of operators. As application, we
describe in the last section mappings from L (X) onto itself that preserve the inner
local spectral radius zero of operators.

2 Preservers of Local Invertibility of Operator Products

We first fix some notation. The duality between the Banach spaces X and its dual X∗
will be denoted by 〈., .〉. For x ∈ X and f ∈ X∗, as usual we denote by x ⊗ f the rank
at most one operator on X given by z → 〈z, f 〉x. For T ∈ L (X) we will denote by
ker(T), T∗, σ(T),

σsu(T) := {λ ∈ C : λ − T is not surjective},

and r(T), the null space, the adjoint, the spectrum, the surjectivity spectrum, and the
spectral radius of T ; respectively.

Before stating the main results of this section, we provide some elementary lem-
mas needed in the sequel. The first one relies the SVEP and the local spectrum, see
for instance [1, Theorems 2.20 and 2.22].

Lemma 1 For an operator T ∈ L (X), the following statements hold.

(i) For every λ ∈ C and every nonzero vector x in ker(λ − T)we have σT (x) ⊆ {λ}.
(ii) T has the SVEP if and only if for every λ ∈ C and every nonzero vector x in

ker(λ − T) we have σT (x) = {λ}.
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The second lemma is a simple consequence of [25, Proposition 1.2.16] and
[1, Theorem 2.22], and its proof is therefore omitted here.

Lemma 2 Let e be a fixed nonzero vector in X and let R = x ⊗ f be a non-nilpotent
rank one operator. Then 0 ∈ σR(e) if and only if 〈e, f 〉 = 0 or e and x are linearly
independent.

The third lemma, established in [12, Proposition 3.1], gives some common local
spectral properties shared by the operators TS and ST .

Lemma 3 Let T , S ∈ L (X) and let x be a nonzero vector in X. Then σTS(Tx) ⊆
σST (x) ⊆ σTS(Tx) ∪ {0}. If moreover T is one-to-one, then σTS(Tx) = σST (x).

The next lemma is quoted from [23, Theorem 1.1].

Lemma 4 If φ is a surjective map on Mn satisfying

φ(T) − φ(S) is invertible ⇐⇒ T − S is invertible (T , S ∈ Mn), (2)

then φ is additive.

Wewill say that a map φ onL (X) preserves the local invertibility of operators in
both directions if for every x ∈ X and T ∈ L (X) we have 0 ∈ σφ(T)(x) if and only
if 0 ∈ σT (x).

The following is one of the main results of this section. It characterizes nonlinear
maps onL (X) that preserve local invertibility of operator products and extends the
above mentioned result [6, Theorem 1.1] to the following more general scope.

Theorem 1 A map φ from L (X) into itself satisfies

0 ∈ σφ(T)φ(S)(x) ⇐⇒ 0 ∈ σTS(x) (T ∈ L (X), x ∈ X) (3)

if and only if there exists a map η : L (X) → C such that η(T) �= 0 for every nonzero
operator T and φ(T) = η(T)T for all T ∈ L (X).

As variant theorems, in the case of two different Banach spaces, the followings
give similar results but at the price of the additional assumption that φ is surjective.

Theorem 2 Let φ : L (X) → L (Y) be a surjective map for which there exists B ∈
L (Y ,X) such that for every y ∈ Y we have

0 ∈ σφ(T)φ(S)(y) ⇐⇒ 0 ∈ σTS(By) (T , S ∈ L (X)). (4)

Then B is invertible and there exists a map η : L (X) → C such that η(T) �= 0 for
every nonzero operator T and φ(T) = η(T)B−1TB for all T ∈ L (X).

Theorem 3 Let φ : L (X) → L (Y) be a surjective map for which there exists A ∈
L (X,Y) such that for every x ∈ X we have
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0 ∈ σφ(T)φ(S)(Ax) ⇐⇒ 0 ∈ σTS(x) (T , S ∈ L (X)). (5)

Then A is invertible and there exists a map η : L (X) → C such that η(T) �= 0 for
every nonzero operator T and φ(T) = η(T)ATA−1 for all T ∈ L (X).

The following examples shows that the assumption “φ is surjective” in Theorems
2 and 3 cannot be removed.

Example 1 Let E ∈ L (Y) be an arbitrary invertible operator, and let φ : L (X) →
L (Y) be defined byφ(T) := E (T ∈ L (X)). LetB ∈ L (Y ,X) be given byBy := 0
(y ∈ Y). For any T , S ∈ L (X) and y ∈ Y , we have

σTS(By) = ∅ and σφ(T)φ(S)(y) ⊆ σ(E2) ⊆ C \ {0},

and so (4) is satisfied. However, B is not invertible.

Example 2 Let A ∈ L (X,X ⊕ X) be given by Ax := x ⊕ x for every x ∈ X, and set
φ(T) := T ⊕ T for all T ∈ L (X). The map φ satisfies (5), but A is not invertible.

Proof of Theorem 2. Assume that φ satisfies

0 ∈ σφ(T)φ(S)(y) ⇐⇒ 0 ∈ σTS(By)

for any T , S ∈ L (X) and y ∈ Y .
We first claim that B is injective. If By = 0, then σTS(By) = ∅ and 0 ∈/ σφ(T)φ(S)(y)

for any T , S ∈ L (X). This together with the surjectivity of φ entail that 0∈/ σT ′(y)
for each T ′ ∈ L (Y). Therefore y = 0, as claimed.

Next, let us prove that the operators Bφ(T) and TB are linearly dependent for
every operator T ∈ L (X). Let A be a fixed operator inL (X). Observe that for every
y ∈ Y , the vectors Bφ(T)y and TBy are linearly dependent. Indeed, assume for a con-
tradiction that there exists y ∈ Y such that Bφ(T)y and TBy are linearly independent.
Let f ∈ X∗ be a linear functional such that f (Bφ(T)y) = 0 and f (TBy) = 1, and set
R := By ⊗ f . Note that, the operators TR and RT are of rank one and have the SVEP
as well as R. So, by Lemmas 1 and 3, we have

0 ∈ σTR(Bφ(T)y) ⇐⇒ 0 ∈ σφ(T)φ(R)(φ(T)y)

=⇒ 0 ∈ σφ(R)φ(T)(y)

=⇒ 0 ∈ σRT (By);

which contradicts the fact that σRT (By) = {1}. Its follows that for every y ∈ Y the
vector Bφ(T)y belong to the linear span of TBy. By [16, Theorem 2.3], either Bφ(T)

and TB are linearly dependent, or they are both of rank one with the same image.
In the first case we are done, while in the second case we have Bφ(T) = u ⊗ f and
TB = u ⊗ g for some nonzero u ∈ X and some nonzero f , g ∈ Y∗. We must prove
that f and g are linearly dependent. Assume the contrary. Then we can find y ∈ Y
such that f (y) = 0 and g(y) = 1. The fact that B is injective implies that the operator
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φ(T) is of rank one and φ(T)y = 0. From this together with Lemma 1 and the fact
that φ(S)φ(T) has the SVEP, we have

σφ(S)φ(T)(y) = {0}

for all S ∈ L (X). Choose S ∈ L (X)with STBy = By. For such S we have σST (y) ⊆
{1}. This contradicts (4) and shows that Bφ(T) and TB are linearly dependent in this
case, too.

Thus, for every nonzero operator T ∈ L (X), there exists a scalar λT such that
Bφ(T) = λTTB.

Now, we assert that B is surjective. Assume on the contrary thatB is not surjective,
and let x be a nonzero vector in X \ range (B). Pick an arbitrary non zero vector y in
Y , and note that By �= 0. Choose a linear functional f in X∗ and T ∈ L (X) such that
Tx = By and 〈By, f 〉 = 1, and set R = x ⊗ f . Firstly assume that Bφ(R)y �= 0. From
Lemmas 1, 2 and 3 together with the fact that RT = x ⊗ f ◦ T and x and Bφ(R)y are
linearly independent, we have

0 ∈ σRT (Bφ(R)y) ⇐⇒ 0 ∈ σφ(R)φ(T)(φ(R)y)

=⇒ 0 ∈ σφ(T)φ(R)(y)

=⇒ 0 ∈ σTR(By) = {1},

arriving to a contradiction.
In the remainder case when Bφ(R)y = 0, we have λRRBy = 0. From this we infer

that λR = 0, and so Bφ(R) = 0. Consequently, φ(R) = 0 since B is bijective. In
particular, 0 ∈ σφ(T)φ(R)(y) = {0}, and therefore 0 ∈ σTR(By) = {1}; which leads to
a contradiction in this case, too.

The contradictions obtained in all cases imply that B is surjective, as asserted.
Our next step is the prove, λT �= 0 for all nonzero operator T ∈ L (X). Suppose by

way of contradiction that there exists a nonzero operatorT ∈ L (X) such thatλT = 0,
and let x ∈ X be a nonzero vector such that Tx �= 0. By the surjectivity of B, we can
find a nonzero vector y ∈ Y such thatBy = Tx. Choose a linear functional f ∈ X∗ such
that 〈By, f 〉 = 1, and set R := x ⊗ f . Note that φ(T) = 0, and so σφ(T)φ(R)(y) = {0}
contradicting the fact that σTR(By) = {1}.

In order to complete the proof, let us observe that φ(0) = 0 since otherwise we
can find a nonzero vector y ∈ Y such that φ(0)y �= 0. Let x ∈ X such that B−1x = y,
and let f ∈ Y∗ be a linear functional such that 〈Bφ(0)B−1x, f 〉 = 1. Then the nonzero
operator T := x ⊗ f satisfies

0 ∈ σφ(T)φ(0)(y) = σλTB−1TBφ(0)(y) = {λT },

a contradiction. The proof is therefore complete. �
Proof of Theorem 3. Assume that φ satisfies

0 ∈ σφ(T)φ(S)(Ax) ⇐⇒ 0 ∈ σTS(x)
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for any T , S ∈ L (X) and x ∈ X . We first assert that A is injective. If Ax = 0, then
0∈/ σφ(T)φ(I)(Ax) for every T ∈ L (X). So, (5) gives 0∈/ σT (x) for each T ∈ L (X),
and consequently x = 0.

Next, we claim that A is surjective. Assume by the way of contradiction that A
is not surjective, and let y be a nonzero vector in Y \ range (A). Let g ∈ Y∗ be an
arbitrary linear functional, and set R′ := y ⊗ g. We will show that φ(0) = y ⊗ g. The
surjectivity of φ implies that there exists R ∈ L (X) such that φ(R) = R′. For every
nonzero vector x ∈ X and S ∈ L (X), Lemma 2 tell us that

0 ∈ σy⊗gφ(S)(Ax) = σφ(R)φ(S)(Ax)

since y and Ax are linearly independent; implying that 0 ∈ σRS(x). From this we
infer that R = 0 since otherwise we can find x ∈ X and S ∈ L (X) such that Rx �= 0
and SRx = x. This shows that 0 ∈ σRS(Rx) ⊆ σSR(x), and contradicts the fact that
σSR(x) ⊆ {1} since SRx = x; see Lemma 1. Hence, R = 0 and φ(0) = y ⊗ g. The
arbitrariness of g give a contradiction, and shows that A is surjective, as claimed.

Thus, A is bijective and φ satisfies

0 ∈ σφ(T)φ(S)(y) ⇐⇒ 0 ∈ σTS(A
−1y)

for any T , S ∈ L (X) and y ∈ Y . The desired conclusion follows from Theorem 2;
which achieves the proof. �

Remark 1 By inspecting the proof of Theorems 2 and 3, with no extra efforts, one
can see that Theorem 2 (resp. Theorem 3) remains valid when the assumption “φ is
surjective” is replaced by “B is surjective (resp. A is surjective)”.

Proof of Theorem 1. The sufficiency condition is easily verified, and the necessity is
a consequence of Theorem 3 and the above remark. �

3 Preservers of Local Invertibility of Operator Sums

In this section, we describe mappings φ fromL (X) onto itself that preserve the local
invertibility of operator sums. The following is one the purposes of this section. It
generalizes [6, Theorem 1.1] and gives a partial response to [6, Problem].

Theorem 4 A surjective map φ fromL (X) into itself satisfies

0 ∈ σφ(T)−φ(S)(x) ⇐⇒ 0 ∈ σT−S(x) (T ∈ L (X), x ∈ X) (6)

if and only if there exist R ∈ L (X) and a map η : L (X) → C such that η(T) �= 0
for every nonzero operator T and φ(T) = η(T)T + R for all T ∈ L (X).
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Proof Checking the “if” part is straightforward, so we will only deal with the “only
if” part. So assume that (6) holds. Replacing φ by the mapping T → φ(T) − φ(0),
we may assume that φ(0) = 0.

From the fact that
σsu(T) =

⋃

x∈X
σT (x) (7)

for every T ∈ L (X) (see [25, Lemma 2.3]), we have

T − S is not surjective ⇐⇒ ∃x ∈ X : 0 ∈ σT−S(x)

⇐⇒ ∃x ∈ X : 0 ∈ σφ(T)−φ(S)(x)

⇐⇒ φ(T) − φ(S) is not surjective

for all T ∈ L (X). So, ifX is an finite dimensional Banach space, then fromLemma 4
together with the fact that, in this case, an operator T is surjective if and only if it is
invertible one can see that φ is additive. In the case when X is an infinite dimensional
Banach space, the map φ is also additive; see [14, Theorem 4.2]. Thus, the desired
conclusion follows from [6, Theorem 1.1], and the proof is complete. �

We obtain similar conclusion when using sums in (6) instead of subtractions.

Theorem 5 A surjective map φ fromL (X) into itself satisfies

0 ∈ σφ(T)+φ(S)(x) ⇐⇒ 0 ∈ σT+S(x) (T ∈ L (X), x ∈ X)

if and only if there exists a map η : L (X) → C such that η(T) �= 0 for every nonzero
operator T and φ(T) = η(T)T for all T ∈ L (X).

Proof The sufficiency condition is easily verified. To prove the necessity, assume
that

0 ∈ σφ(T)+φ(S)(x) ⇐⇒ 0 ∈ σT+S(x)

for anyT , S ∈ L (X) and x ∈ X .Wefirst claim thatφ(0) = 0. To do so, letA ∈ L (X)

such that φ(A) = 0, and note that for every T ∈ L (X), we have

∃x ∈ X : 0 ∈ σT+A(x) ⇐⇒ ∃x ∈ X : 0 ∈ σT+A(x)

⇐⇒ ∃x ∈ X : 0 ∈ σφ(T)(x)

⇐⇒ ∃x ∈ X : 0 ∈ σ2φ(T)(x)

⇐⇒ ∃x ∈ X : 0 ∈ σ2T (x)

⇐⇒ ∃x ∈ X : 0 ∈ σT (x).

From this together with the equality (7), we infer that

T + A is not surjective ⇐⇒ T is not surjective
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for every T ∈ L (X). Upon replacing T by T − λ, we deduce that

σsu(T + A) = σsu(T)

for all T ∈ L (X). As the surjectivity spectrum contains the boundary of the spec-
trum, we conclude that r(T + A) = r(T) for all T ∈ L (X). Thus, by the Zemánek’s
spectral characterization of the radical, [2, Theorem 5.3.1], A = 0 as desired.

Next, we assert that φ is additive. Similar argument as above allows to get that

T + S is surjective ⇐⇒ φ(T) + φ(S) is surjective

for any T , S ∈ L (X). So, if X is a finite dimensional Banach space, then from the
fact that Lemma 4 remains valid when using sums in (2) instead of subtractions and
φ(0) = 0, we deduce that the map φ is additive. In the case when X is an infinite
dimensional Banach space, by [14, Theorem 5.1], φ is also additive, as asserted.

Thus, the map φ satisfies (6), and the desired conclusion follows from Theorem
4; which concludes the proof. �

4 Preservers of the Inner Local Spectral Radius Zero

This section is devoted to deriving some consequences of the above obtained results
of this paper. These consequences describe maps fromL (X) onto itself that preserve
the inner local spectral radius zero of operators. A map φ from L (X) into itself is
said to preserve the inner local spectral radius zero if

ιφ(T)(x) = 0 ⇐⇒ ιT (x) = 0

for all T ∈ L (X) and x ∈ X .
The first consequence, extending [6, Theorem 1.6], describes nonlinear mappings

that preserve the inner local spectral radius zero of operator products.

Theorem 6 A map φ from L (X) into itself satisfies

ιφ(T)φ(S)(x) = 0 ⇐⇒ ιTS(x) = 0 (T ∈ L (X), x ∈ X)

if and only if there exists a map η : L (X) → C such that η(T) �= 0 for every nonzero
operator T and φ(T) = η(T)T for all T ∈ L (X).

The second consequence extends the main results of [8, 11].

Theorem 7 Let X be a complex Banach space of dimension at least two. A surjective
map φ from L (X) into itself satisfies

ιφ(T)−φ(S)(x) = 0 ⇐⇒ ιT−S(x) = 0 (T ∈ L (X)).
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if and only if there exist R ∈ L (X) and a map η : L (X) → C such that η(T) �= 0
for every nonzero operator T and φ(T) = η(T)T + R for all T ∈ L (X).

Proof of Theorems 6 and 7. As the notion of local invertibility encompasses inner
spectral radius zero: for any x ∈ X and T ∈ L (X) we have

0 ∈ σT (x) ⇐⇒ ιT (x) = 0

(see [26]), Theorems 1 and 4 remain validwhen the hypothesis “0 ∈ σ.(.)” is replaced
by “ι.(.) = 0”; which yield the desired conclusions in Theorems 6 and 7. �

From the above comment, Theorems 2, 3, and 5 also remain valid when the
assumption “0 ∈ σ.(.)” is replaced by “ι.(.) = 0”, and the obtained results in these
theorems and in Theorems 6 and 7 lead to the nonlinear inner local spectral radius
versions of the main results of [18] which describe surjective linear maps on L (X)

that are local spectral radius zero-preserving.
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More on the Hankel Pencil
Conjecture—News on the Root Conjecture

Alexander Kovačec

Abstract The Hankel pencil conjecture concerns certain pencils of n × n
Hankel matrices and has a control theoretic origin; see [4]. For each specific n it
was abbreviated in [2] as HPnC and reduced to a conjecture RnC about roots of pairs
of certain polynomials of degree n − 2. To be solved, each conjecture RnC would
be laboriously translated into a system of equations for the elementary symmetric
polynomials and solved by Gröbner basis methods (we stopped at n = 8). In this
paper we present conjecturally a parametrized system of equations in the symmetric
polynomials which permits to prove specific cases of the root conjecture and hence
of the Hankel pencil conjecture by much lighter computation. Other formulations of
the root conjecture are also given.

Keywords Matrix pencils ·Control theory ·Root conjecture · Systems of algebraic
equations

1 Introduction

The Hankel pencil conjecture is a deceptively simple looking conjecture on a certain
family of Hankel or equivalently Toeplitz matrices. It was published by Schmale
and Sharma who showed in [4] that its solution would significantly advance a 1981
conjecture by Bumby, Sontag, Sussmann, and Vasconcelos in control theory.

With x an indeterminate, and ci ∈ C∗ = C \ {0}, define the n × n Hankel matrix
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Hn(x) = Hn(x; c1, . . . , cn−1) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

x c1 c2
x c1 c2 c3

. .
.
. .

. ...
...

x c1 . . . . . . cn−2 cn−1

c1 c2 . . . . . . cn−1 cn
c2 c3 . . . . . . cn cn+1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

.

A formal definition of this matrix is Hn(x) = (ci+ j−n+1), where c0 = x is an
indeterminate, cl = 0 for l < 0, and cl ∈ C∗ for l ≥ 1.

Conjecture (Hankel Pencil Conjecture HPnC) If det Hn(x) ≡ 0, then the last two
columns are dependent, i.e. there exists a λ such that for all i ci = λi−1c1.

Webeginwith a short outline of howwe reduced in the paper [2] the Hankel pencil
conjecture to another conjecture which we called “root conjecture” and how we
proved this latter and hence the former conjecture for various special cases. We then
report on a twist we introduced in the root conjecture which led to an almost purely
combinatorial conjecture and show why its proof could mean significant progress in
the Hankel pencil conjecture.

The following facts were shown.

• Reference [2, Corollary 2.5] If HPnC is true for the subclass of admissiblematrices
for which c1 = c2 = 1, then HPnC is true in general.
Thus c1 = c2 = 1 together with det Hn(x) = 0 should imply c3 = · · · = cn = 1.

• Sylvester’s identity implies that there are polynomials mi j (x), i, j ∈ {n − 1, n},
such that there holds the formula:

mnn(x) · mn−1,n−1(x) − m2
n−1,n(x) = δn−1x

n−2 · det Hn(x), (δn = (−1)�(n−1)/2�).

Combinatorial reasoning allowed us to determine the polynomials explicitly and
for modified reciprocals of these polynomials, defined via m̂i j (x) = δnxn−2mi j

(1/x), we found the following formulae (and a similar one for m̂n−1,n−1(x) which
we do not need here).

m̂nn(x) = (−1)n
n−2
∑

j=0

(

∑

i

ci1 · · · ci j ci j+1

)

(−x) j ;

m̂n−1,n(x) = (−1)n
n−2
∑

j=0

(

∑

i

ci1 · · · ci1c1+i j+1

)

(−x) j ,

where the inner sums
∑

i , . . . changingwith j, are alwaysover all i = (i1, . . . , i j+1) ∈
Z

j+1
≥1 for which |i | = i1 + · · · + i j+1 = n − 1, a set of indices we designate I j+1, if

n is clear.
It is easy to see that if c1 = c2 = 1, then all the polynomials m̂i j , i, j ∈ {n − 1, n}

are monic and this is the reason why we preferred working with the m̂i j rather than
with the mi j .
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•The above relation between themi j and det Hn(x) and the fact that the hypothesis
of HPnC requires det Hn(x) = 0 then led to the following

Reference [2, Proposition 5.1] HPnC, n ≥ 3, is equivalent to the following asser-
tion for modified reciprocal polynomials.

m̂nn(x) · m̂n−1,n−1(x) = m̂2
n−1,n(x) & c1 = c2 = 1 implies c3 = · · · = cn+1 = 1.

Looking at the equation in the premisses of this implication one sees that every
root of m̂nn(x)must be a root of m̂2

n−1,n(x). This observation finally led to conjecture
that this apparently weaker hypothesis already implies the conclusion and herewith
the Hankel pencil conjecture. That is, we formulated [2], Conjecture 5.3. (Root
conjecture RnC)

I f roots(m̂n,n) ⊆ roots(m̂n−1,n) & c1 = c2 = 1, then roots(m̂n−1,n) = {1}.

It is easy to show that the conclusion roots(m̂n−1,n) = {1} is equivalent to c1 =
c2 = · · · = cn = 1. The discussion then shows

• Reference [2, Proposition 5.4] For every n ≥ 3, RnC implies HPnC.

• We finally proceeded to show RnC and hence HPnC for all n ≤ 8. We give an
example how we did this. For n = 5 and from now on always assuming c1 = c2 =
1, one finds

m̂55 = −c4 + (1 + 2c3)x − 3x2 + x3,

m̂45 = −c5 + (2c3 + c4)x − (2 + c3)x
2 + x3.

These polynomials each have three not necessarily distinct roots. Let roots(m̂45) =
{a, b, g}. The hypothesis of the root conjecture is roots(m̂55) ⊆ roots(m̂45) =
{a, b, g}. Of course, if we have here equality in the sense of multisets, then
m̂55 = m̂45, since the polynomials are monic. In this case we can do a direct com-
parison of coefficients and get c3 = c4 = c5 = 1. Then the polynomials are equal to
(−1 + x)3 hence only admitting the root 1. If m̂55 has only one root (of multiplicity
3), say a, then Viéte’s rules say 3 = 3a, so a = 1. Now assume m̂55 has roots we
can write roots(m̂55) = {a, a, b}. Then Viéte’s rules allow us to write this system
of equations as

3
1= 2a + b

1 + 2c3
1′= a2 + 2ab

c4
1′′= a2b

,

2 + c3
2= a + b + g

2c3 + c4
2′= ab + ag + bg

(c5
2′′= abg).

Using “
1=” one has b = 3 − 2a. Then “

1′=” yields c3 = 1
2 (−3a2 + 6a − 1), and then

by “
2=”, g = − 3

2a
2 + 4a − 3

2 ,while “
1′′=” gives c4 = −2a3 + 3a2. Substituting these
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expressions in a in “
2′=,” yields 0 = 7

2 (a − 1)3.Hence a = 1.Thus b = 1, and g = 1,
showing roots(m̂45) = {1}, hence R5C, thus HP5C.

Before solving, onemay opt, alternatively, to eliminate the ci altogether and obtain
a homogeneous polynomial system in only the roots of mn−1,n.

For illustration let us continue with R5C. Write ê j = e j (a, a, b), and e j =
e j (a, b, g), where e j (. . .) signifies the j-th elementary symmetric function; here
of three variables. Then we could alternatively substitute the right hand side of the
left system by ê1, ê2, ê3, respectively, and the right hand side of the right system by
e1, e2, e3 respectively. Having done this, we can eliminate c3, c4, c5 and obtain the
system

0 = ê1 − 3
0 = ê2 − 2e1 + 3
0 = ê3 − e2 + 2e1 − 4,

which is a system solely in a, b, g. In [2] we used this technique to eliminate the
ci similarly for the cases n = 6, 7, 8. Each of these cases requires to treat a number
of subcases which correspond to the various possibilities in which roots(m̂n,n) ⊆
roots(m̂n−1,n) can happen.

For example in the case n = 6 supposing roots(m̂n−1,n) = {a, b, g, h}, one has
to examine the subcases in which roots(m̂n,n) is equal to {a, a, a, a}, {a, a, a, b},
{a, a, b, b}, {a, a, a, b}, {a, a, b, g}, or {a, b, g, h}, respectively. In the first and the
last case it is easy to show that the system of equations obtained admits only the
solution a = b = g = h = 1, but for the other cases we solved the system computing
the solution via Gröbner bases.

One of the difficulties we did not know how to overcome at the time is that the
system in the ei and êi had to be computed for every n anew and we did not see
any pattern by which these systems evolve. The principal news of the present paper
was obtained by formulating the root conjecture not for the polynomials m̂nn(x) and
m̂n−1,n(x), but rather the polynomials m̂nn(1 + x) and m̂n−1,n(1 + x). Using these
polynomials we are now able to conjecture a pattern according to which the system
in the ê j and e j develops; these now defined w.r.t. the new polynomials analogously
as before ê j and e j were defined w.r.t m̂nn(x) and m̂n−1,n(x). Section3 reports these
developments. Furthermore we prove in Sect. 4 that if this conjecture is correct, then
it is equivalent to a homogeneous polynomial system which has as many equations
as it has unknowns. The Hankel pencil conjecture then follows if this latter system
of equations has only the trivial solution. The fact that in a certain sense “almost all”
systems of homogeneous equations of the referred type have only the trivial solution,
see [1, p. 80], earns the Hankel pencil conjecture well founded credibility.

Before we launch into those sections and in order to whet a reader’s appetite to
work on RnC, we present in Sect. 2 (without proofs) alternative formulations of the
root conjecture. Although we have not yet used these formulations for progress in
RnC, theymerit mention since they permit to present the root conjecture from scratch
in a succinct way.
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2 Alternative Formulations of the Root Conjecture

Miguel R. Moreira [3], a medalist of the International Mathematical Olympiads,
showed that the polynomials m̂n−1,n(x) and m̂nn(x) stand in close relationship with
a simple inductively defined sequence of polynomials.

Given a sequence c1 = c2 = 1, c3, . . . of nonzero complex numbers, define the
polynomials (Pn), n = 1, 2, 3, . . . by the rules

P1(x) = 1, P2(x) = 1 + x, Pn(x) = cn + x

(

n−1
∑

i=1

ci Pn−i (x)

)

.

One then can prove the following lemma

Lemma 1 There hold the relations

i. (−1)nm̂nn(−x) = Pn−1(x).
ii. (−1)nm̂n,n−1(−x) = Pn(x) − c1x Pn−1(x).

Thus it is easy to see the following conjecture as being (equivalent to) RnC.

Conjecture 1 (RnC). roots(Pn−1) ⊆ roots(Pn) implies roots(Pn−1) = {−1}.
It is in certain contexts reasonable to define “simplicity” as “having as many zeros
as possible”. From this point of view the following further formulation of RnC
may appeal to the reader. By a simple variable transformation one can introduce
polynomials of which one expects they have 0 as the only root. Since we also expect
then all ci will have value 1, we also put c′

i = 1 + ci . If one defines now polynomials
Q j (x) = Pj (−1 + x), one gets an inductively defined sequence given by

Q1 = 1,

Q2(x) = x,

Qn(x) = (1 + c′
n) + (−1 + x)(Qn−1 + Qn−2 + (1 + c′

3)Qn−3 + · · · + (1 + c′
n−1)Q1).

Then the first few polynomials read

Q3 = c′
3 + x2,

Q4 = (−2c′
3 + c′

4) + 2c′
3x + x3,

Q5 = (c′
3 − 2c′

4 + c′
5) + (−4c′

3 + 2c′
4)x + 3c′

3x
2 + x4.

This way one gets:

Conjecture 2 (RnC, version Q) roots(Qn−1) ⊆ roots(Qn) implies c′
3 = c′

4 = · · · =
c′
n = 0, or equivalently, roots(Qn) = {0}.



144 A. Kovačec

3 A Parametrized System of Equations for Elementary
Symmetric Functions

Instead of formulating the root conjecture for polynomials m̂n−1,n(x) and m̂nn(x),
one can, of course, use the polynomials m̂n−1,n(1 + x) and m̂nn(1 + x) and formulate
RnC this way reminiscent of Conjecture 2 above.

RnC: If c1 = c2 and the inclusion roots(m̂n,n(1 + x)) ⊆ roots(m̂n−1,n(1 + x))
holds in set theoretic sense, then roots(m̂n−1,n(1 + x)) = {0}.

One can now invoke a simple lemma relating the coefficients of polynomials f (x)
and f (1 + x).

Lemma 2 Let f (x) = f0 + f1x + · · · + fnxn be a polynomial and let g(x) =
f (1 + x) = g0 + g1x + · · · + gnxn . Then, for l = 0, 1, . . . , n, there holds the rela-
tion gl = ∑n

j=l

( j
l

)

f j . In particular if f is monic, then g is.

Now we use the formulae in Sect. 1 and name the roots of m̂n−1,n(1 + x) by
z1, . . . , zn−2; and similarly the roots of m̂n,n(1 + x) by z′

1, . . . , z
′
n . We use Viète,

and get for l = 0, 1, . . . , n − 2:

êl := el(z
′
1, . . . , z

′
n−2) =

n−2
∑

j=n−2−l

(−1) j+n+l

(

j

n − 2 − l

)

∑

i∈I j+1

ci1 · · · ci j ci j+1 .

For el = el(z1, . . . , zn−2) use the same formula, but replace ci j+1 by c1+i j+1 .

The first few of these formulae are the following. Again these could be simplified
somewhat introducing c′

i = −1 + ci , but the result in the ei and êi after elimination
of ci or c′

i would be the same.

e1 = −1 + c3,

e2 = 4 + c4 + c3(−5 + n) − n,

e3 = −9 + c5 + c3(19 − 4n) + c4(−6 + n) + c23(−5 + n) + 2n,

e4 = c6 + c4(23 − 4n) + c5(−7 + n) + 2c3c4(−6 + n) + c3(−69 + 18n − n2) +
(c23(76 − 19n + n2))/2 + (52 − 15n + n2)/2,

ê1 = 0

ê2 = 3 + c3(−3 + n) − n,

ê3 = −4 − 2c3(−4 + n) + c4(−4 + n) + n,

ê4 = −2c4(−5 + n) + c5(−5 + n) − c3(−7 + n)(−5 + n) + ((−6 + n)(−5 + n))/2

+(c23(−6 + n)(−5 + n))/2,

ê5 = −2c5(−6 + n) + c6(−6 + n) − c4(−8 + n)(−6 + n) + c3c4(−7 + n)(−6 + n)

−(−6 + n)2 − c23(−6 + n)(−13 + 2n) + c3(−6 + n)(−19 + 3n).
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Curiously, although these formulas are more complicated than the corresponding
ones in [2, Lemma 6.1] the elimination of the ci yields relations between the ei and
êi that are simpler and allow explicit parametrization. We explain the conjecture
which we came up with after a number of computer experiments.

It is not hard to show that the polynomials êi as symbolic expressions in n,
c3, . . . , ci+1 are divisible by n − i − 1 in the realm of integer coefficient polyno-
mials; that is defining

pi =
{

êi/(n − i − 1) if i ≤ n − 2
0 if i > n − 2,

,

the pi are polynomials in Z[n, c3, . . . , ci+1].
More generally, define the abbreviations pi j = pi p j , pi jk = pi p j pk, etc.
Recall that a finite sequence of positive integers,λ = (λ1, λ2, . . . , λk) is apartition

of an integer n, written λ � n, if λ1 ≥ λ2 ≥ λ3 ≥ · · · ≥ λk , and
∑

i λi = n. The
length of λ, lg(λ) = k. Further we define the typenumber of λ as the product of the
factorials of the multiplicities with which the positive components of λ occur. Thus
for example, for λ = (3, 3, 2, 2, 2, 2, 2, 1, 1, 1), we have λ � 19, lg(λ) = 10, and
typenb(λ) = 2!5!3!.

The mentioned conjecture is the following.

Conjecture 3 Considering the e j and ê j as polynomials in Q[n, c3, c4, . . .], for
every j = 0, 1, 2, . . . define

q1+ j = p1+ j + (n − j − 1) ×
∑

λ � j + 1
lg λ ≥ 2

(−1)lg λ
∏lg λ−2

j=1 ( jn − j − 1)

typenb(λ)
pλ.

Then there hold the relations 0 = e j − ê j − q1+ j , where j = 0, 1, 2, . . ..

We show the first few equations. Note that the first equation says that p1 = 0, so
that all λ in the sum which have a component 1 can be suppressed.

0. 0 = ê1
1. 0 = e1 − ê1 − p2
2. 0 = e2 − ê2 − p3
3. 0 = e3 − ê3 − p4 − (n − 4)(p22/2)
4. 0 = e4 − ê4 − p5 − (n − 5)p32
5. 0 = e5 − ê5 − p6 − (n − 6)

(

p42 + 1
2 p33 − n−2

6 p222
)

...

This conjecture which was tested up to j = 9 gives a relation between the e j and ê j
in a parametrized form as desired. It is not overly difficult to obtain this conjecture -
one tries to write for sufficiently many j e j as a linear combinations of the pi , and
its products i = 1, 2, .., j, j + 1 and finds after a number of observations the above



146 A. Kovačec

pattern. Unfortunately even very special cases of the conjecture, for example the one
arising when wishing to prove that the ci -free ‘constant’ coefficients of both sides
are equal, are hard to prove and the author has not yet succeeded in this endeavour.

However the system of equations in the elementary symmetric functions this way
obtained is considerably simpler than the previous one. While for example the sixth
equation for the case n = 8 in [2], p. 1523, involves symmetric polynomials from
degrees zero to six - it is 0 = 6392 − 2740e1 + 314e21 − 6e31 + 210e2 − 36e1e2 +
e22 − 18e3 + 2e1e3 + 2e4 − e5 + ê6, - the corresponding equation number 5 above,
involves only degrees 5 and 6 - it is (up to multiples)

0 = 3000(e5 − ê5 − ê6) − 800ê4ê2 − 375ê23 + 96ê32.

We see in the next section how the equations so obtained permit, by much lighter
and more insightful calculations than previously was possible, confirmation of the
root conjectures.

4 Transforming the Quasi-homogeneous Systems
into Homogeneous Ones and Solving Them

We begin by recalling a simple lemma for elementary symmetric polynomials. It
is convenient to introduce the convention to let e j (. . .) stand for the elementary
symmetric polynomial of the variables indicated in a specific case and to assume
e j (. . .) = 0 if j < 0 or j >number of variables. So for example e2(x1, x2, x3) =
x1x2 + x1x3 + x2x3 but e5(x1, x2, x3) = 0.Furthermore xi : j means in case 1 ≤ i ≤ j
the ( j − i + 1)−tuple (xi , . . . , x j ).

Lemma 3 There holds for any integers j and 1 ≤ k ≤ n the identity

e j (x1:n) =
∑

ν

eν(x1:k)e j−ν(x1+k:n),

where the sum is over the integers.

Wewill use this lemma in amoment only in cases inwhich n is replacedwith n − 2
and the xes by zs, names for the solutions of the enumerated system of equations
above.Keep inmind that the root conjecture says thatwhatever choice z′

1, . . . , z
′
n−2 ∈

{z1, . . . , zn−2},we suppose, the particular system of equations in z1, . . . , zn−2 which
arises from such a choice, will admit only the trivial solution.

The following explanations are exemplified in the example after the proposition
below.

Assume we make a choice in which certain k of the zi are not contained in the
left set. Then, by symmetry, ê j = e j (z′

1, . . . , z
′
n−2) can be thought of as being ê j =

e j (u1:k, z1+k:n−2) where {u1, . . . , uk} ⊆ {z1+k, . . . , zn−2} ⊆ {z1, . . . , zn−2}, while
e j = e j (z1, . . . , zn−2).
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Now apply the previous lemma as well to e j (z1, . . . , zn−2) = e j (z1:k, z1+k:n−2),

as to e j (u1:k, z1+k:n−2) and define the shorthands

ė j = e j (z1+k:n−2), E j = e j (z1:k) − e j (u1:k).

Note that for j ≥ 1 + k, E j = 0. We see that the subsystem of the equations
numbered 0, 1, . . . , n − 3 in Sect. 3 gains the following aspect:

0. 0 = ê1
1. 0 = E1 − q2
2. 0 = E1ė1 + E2 − q3
3. 0 = E1ė2 + E2ė1 + E3 − q4

...

k − 1. 0 = E1ėk−2 + E2ėk−3 + E3ėk−4 + · · · + Ek−1 − qk
k. 0 = E1ėk−1 + E2ėk−2 + E3ėk−3 + · · · + Ek−1ė1 + Ek − qk+1

k + 1. 0 = E1ėk + E2ėk−1 + E3ėk−2 + · · · + Ek−1ė2 + Ekė1 − qk+2
...

n − 3. 0 = E1ėn−4 + E2ėn−5 + E3ėn−6 + · · · + Ek−1ėn−k−2 + Ekėn−k−3 − qn−2

This system has furthermore the following features:

• Each ė j , ê j , E j , q j is a homogeneous polynomial of degree j (or possibly zero).
• ė j , ê j , and q j depend only on z1+k, . . . , zn−2, i.e., ė j = ė j (z1+k:n−2); q j =
q j (z1+k:n−2).

(• E j may depend on all variables.)

Proposition 1 A system of polynomial equations of this form and with these features
has a systemof n − 2 − k homogeneous equations of respective degrees1; k + 2, k +
3, . . . , n − 2 in the n − 2 − k variables z1+k, . . . , zn−2 as a consequence.

Proof Equation 0 can be written as 0 = e1(u1:k) + e1(z1+k:n−2). This equation is
homogeneous of degree 1 and as u1, . . . , uk ∈ {z1+k, . . . , z2+n}, it is an equation in
z1+k, . . . , zn−2. We show now that the remaining equations 1, . . . , n − 3 have as a
consequence a system of n − 3 − k homogeneous equations of respective degrees
k + 2, k + 3, . . . , n − 2 in variables z1+k, . . . , zn−2.

To see this note that equation 1 justifies to substitute q2 for E1; that is to do
E1 → q2 in all the following equations. Next equation 2 justifies the substitu-
tion E2 → q3 − E1ė1, that is E2 → q3 − q2ė1, in equations 3, 4, …Next we do
E3 → q4 − q2ė2 − (q3 − q2ė1)ė1 in the equations 4, 5,…We see by this process that,
having substituted E1, E2, . . . , E j−1, the first j − 1 terms of equation j turn into
terms of degree j + 1. In particular, when we use equation k − 1 to do a substitution
Ek−1 → . . . in equations k, 1 + k, . . . , n − 3, the first k − 1 terms in these equations
turn into terms of degrees 1 + number of equation. Once more doing this, using
now equation k to substitute Ek we see that equation k + 1 turns into a homogeneous
equation of degree k + 2, and in general equation l ≥ k + 1 into a homogeneous
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equation of degree l + 1. In particular equation n − 3 will turn into a homoge-
neous equation of degree n − 2. So we have at the end (n − 3) − (k + 1) + 1 =
n − 3 − k homogeneous equations. Finally observe that we have replaced the E j ,

j = 1, 2, . . . , k by polynomials in ė1, ė2, . . . , ėk−1, q2, . . . , qk+1. These polynomi-
als as well as qk+2, . . . , qn−2 are polynomials in z1+k, . . . , zn−2. The proposition
follows. �

A system of m homogeneous polynomial equations in m variables has typically
only the trivial solution. Let us assume that the homogeneous system obtained by the
process of the proof of the proposition is “typical”. Thenwe get x1+k = · · · = xn−2 =
0. This implies also that all q j are 0 and that u1:k = 0. Then from the system we
see 0 = E j = e j (x1:k) − e j (u1:k) = e j (x1:k), j = 1, 2, . . . , k. Since the map Ck 
x1:k �→ (e1(x1:k), . . . , ek(x1:k)) ∈ Cn defines (by the fundamental theoremof algebra
and by Viéte’s rules) a bijection from Ck to Ck, we find x1:k = 0.

Example 1 If n = 7, then we speak of variables z1, z2, z3, z4, z5. Assume for ê j
roots {z4, z5, z5, z4, z5}. Then the system of equations in explicit form is found to be

0 = 2z4 + 3z5,

0 = z1 + z2 + z3 − z4 − z24/4 − 2z5 − (3z4z5)/2 − (3z25)/4,

0 = z1z2 + z1z3 + z2z3 + z1z4 + z2z4 + z3z4 − z24 + z1z5 + z2z5 + z3z5 − 5z4z5 − z24z5

−3z25 − 2z4z
2
5 − z35/3,

0 = z1z2z3 + z1z2z4 + z1z3z4 + z2z3z4 − (3z44)/32 + z1z2z5 + z1z3z5 + z2z3z5

+z1z4z5 + z2z4z5 + z3z4z5 − 3z24z5 − (9z34z5)/8 − 6z4z
2
5 − (87z24z

2
5)/16 − z35

−(35z4z
3
5)/8 − (27z45)/32,

0 = z1z2z3z4 + z1z2z3z5 + z1z2z4z5 + z1z3z4z5 + z2z3z4z5 − z44z5 − 3z24z
2
5 − 8z34z

2
5

−2z4z
3
5 − (49z24z

3
5)/3 − 8z4z

4
5 − z55.

In practical work it is not necessary to write this system down explicitly. In fact it
would be sufficient to use equations 0 and 4 of the last of the following four blocks
below.

We now treat the system according to the proof of the proposition. According to
the above, u1:3 = (z4, z5, z5), and so k = 3, n − 3 = 4. In the form of Sect. 3 the
system takes the form as shown at the left.
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0. 0 = ê1
1. 0 = E1 − q2
2. 0 = E1ė1 + E2 − q3
3. 0 = E1ė2 + E2ė1 + E3 − q4
4. 0 = E1ė3 + E2ė2 + E3ė1 − q5

Substituting E1 → q2 the system takes the
form
0. 0 = ê1
1. 0 = 0
2. 0 = q2ė1 + E2 − q3
3. 0 = q2ė2 + E2ė1 + E3 − q4
4. 0 = q2ė3 + E2ė2 + E3ė1 − q5

Next substituting E2 → q3 − q2ė1, the
system becomes
0. 0 = ê1
1. 0 = 0
2. 0 = 0
3. 0 = q2ė2 + (q3 − q2ė1)ė1 + E3 − q4

= q2ė2 + q3ė1 − q2ė12 + E3 − q4.
4. 0 = q2ė3 + (q3 − q2ė1)ė2 + E3ė1 − q5

Finally substituting E3 →
q4 − q2ė2 − q3ė1 + q2ė12 one
gets
0. 0 = ê1
1. 0 = 0
2. 0 = 0
3. 0 = 0
4. 0 = q2ė3 + q3ė2 − q2ė1ė2

+(q4 − q2ė2 − q3ė1 + q2ė12)ė1 − q5
= q2ė3 + q3ė2 − q2ė1ė2 + q4ė1

−q2ė2ė1 − q3ė12 + q2ė13 − q5
In the case at hand ė j = e j (z4, z5), so ė1 = z4 + z5, ė2 = z4z5, and for j ≥

3, ė j = 0; furthermore one finds

q2 = (z24 + 6z4z5 + 3z25)/4;
q3 = (3z24z5 + 6z4z

2
5 + z35)/3;

q4 = (3z44 + 36z34z5 + 174z24z
2
5 + 140z4z

3
5 + 27z45)/32;

q5 = (3z44z5 + 24z34z
2
5 + 52z24z

3
5 + 24z4z

4
5 + 3z55)/6;

This then leads to these equations (after multiplying equation 4 with 96):

0. 0 = 2z4 + 3z5
4. 0 = 33z54 + 141z44z5 + 198z34z

2
5 + 30z24z

3
5 + 109z4z45 + 73z55,

which yields quite easily z4 = z5 = 0.
Onceweknows this,we inferq2 = q3 = q4 = q5 = 0, and hence from the original

equations 1, 2, 3, E1 = E2 = E3 = 0. We also find u1:3 = (0, 0, 0). Now E j =
e j (z1:3) − e j (u1:3). Thus e j (z1:3) = 0 for j = 1, 2, 3, and so z1 = z2 = z3 = 0.

This case was treated in [2] (as case n = 7, subcase 32) by solving a system of
equations obtained from aGröbner basis with 6 polynomials of lengths 3, 6, 6, 13, 13
and large coefficients. Thus while the new methods are still not as light as desirable,
we see that the case n = 7 can be still be done by hand, if necessary. This was
completely out of question previously.

Note added in proof. By a variation of the reasoning above we recently establi-
shed a conjecture analogous to Conjecture 3 but directly claiming a fully homoge-
neous system. This result would make Proposition 1 superfluous.
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Componentwise Products of Totally
Non-Negative Matrices Generated
by Functions in the Laguerre–Pólya Class

Prashant Batra

Abstract In connection with the characterisation of real polynomials which have
exclusively negative zeros Holtz and Tyaglov exposed in 2012 a new, totally non-
negative, infinite matrix. This matrix resembles the matrices considered in the sta-
bility problem, and was called a matrix of “Hurwitz-type”. No precise connection
to the Hurwitz matrices of the stability problem or structural properties could be
established. We identify those matrices as limits of Hurwitz matrices generated by
Hurwitz-stable polynomials. This allows to give a new and concise proof of the
Holtz–Tyaglov characterisation as we connect it here to the classical theorem of
Aissen, Edrei, Schoenberg and Whitney. Our approach naturally extends to entire
functions in the Laguerre–Pólya class which have exclusively non-negative Tay-
lor coefficients. Results on Hurwitz-stable polynomials are employed to show that
certain positive pairs of real functions in the Laguerre–Pólya class generate totally
non-negative matrices. Finally, we give the first composition result on the structured,
infinite matrices considered: We show that the componentwise product of any of the
considered infinite matrices is totally non-negative.

Keywords Schur-Hadamard product · Infinite matrices · Aperiodic polynomials ·
Positive pairs · Hurwitz-stability · Totally positive matrices

1 Introduction

It was shown by Holtz and Tyaglov [9] that the total non-negativity of all minors of
the infinite matrix
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E(f ) :=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

a0 a1 a2 a3 a4 a5 a6 · · ·
0 a1 2a2 3a3 4a4 5a5 6a6 · · ·
0 a0 a1 a2 a3 a4 a5 · · ·
0 0 a1 2a2 3a3 4a4 5a5 · · ·
0 0 a0 a1 a2 a3 a4 · · ·
0 0 0 a1 2a2 3a3 4a4 · · ·
...

...
...

...
...

...
...

. . .

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

(1)

is characteristic for f (x) = ∑d
k=0 akxk ∈ R[x]with ad > 0, a0 �= 0, to have all roots

exclusively on the negative real axis. Thus, a new class of totally non-negative matri-
ces was found in these “infinite matrices of Hurwitz-type”, (cf. [9], Definitions 1.40
and 1.42, p. 455f.). These matrices were considered as somehow related, but not
identical with, the classical Hurwitz matrices as considered in connection with the
stability problem [12].

We will show in the following that the matrix (1) is the limit of matrices pos-
sessing the classical Hurwitz structure (properly defined below cf. Definition 2),
and which matrices are generated by Hurwitz-stable polynomials or functions. This
approach allows us to extend the above characterisation of root-location to real entire
functions of low order with sufficiently separated zeros lying exclusively in the
open left half-plane, see Theorem 4. The connection to classical results via the Hur-
witz matrix-structure facilitates the independent, concise proof of the generalisation
Theorem 3 as well as of the result by Holtz and Tyaglov. The interested reader finds
a different proof of this generalisation in [5], together with the most general results.
Focussing on the Laguerre–Polyá class, we were able to use only simple polynomial
tools besides the classical canon of results.

Moreover, our interpretation allows to use a result of Garloff and Wagner [8]
on the Hadamard product of real Hurwitz-stable polynomials, and we thus show
that the Schur–Hadamard product of matrices E(f ) ◦ E(g), generated by certain real
entire functions f and g with exclusively negative zeros, is totally non-negative,
see Proposition 3. We extend the mentioned results to generalised positive pairs of
polynomials and their uniform limits in the Laguerre–Pólya class, see Proposition 4
and Theorem 6.

Paper outline: In the following subsection, we collect a number of definitions
and facts related to Hurwitz matrices and Hurwitz-stability. In Sect. 3 we use the
important result by Aissen et al. to prove our Theorem 3 generalising the characteri-
sation of exclusively negative roots via total non-negativity of (1) to entire functions.
In Sect. 4 we show that this approach naturally leads to the fact that the Schur–
Hadamard product of matrices of the form (1) is totally non-negative. Moreover,
we extend these results in Theorem 6 and Proposition 4 to matrices generated from
generalised positive pairs and their uniform limits. To achieve this, we use in Sect. 4
classical results on entire functions with zeros exclusively in the upper half-plane
{z ∈ C : �z > 0} (cf. [13]) in reformulations suitable for entire functions which are
the uniform limits of Hurwitz-stable polynomials.
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Terminology: By R>0 we denote the set of positive real numbers. An entire
function is a complex function analytic everywhere in C. Such functions can be
classified using order and genus of the function and the genus of its zeros, for these
notions cf., e.g., [4]. Polynomials are entire functions of order and genus zero.

For two entire functions f and g, with Taylor expansions f (x) = ∑∞
i=0 aixi and

g(x) = ∑∞
i=0 bixi, we denote by (f ◦ g)(x) the power series

∑∞
i=0(ai · bi)xi. This

power series is everywhere convergent in the complex plane (as a computation of the
radius of convergence by the Cauchy–Hadamard formula [1] shows), and we denote
the corresponding function by f ◦ g. The function f ◦ g is called the Hadamard
product of f and g.

For two matrices A and B of identical dimensions, with entries aij and bij

respectively, we denote by A ◦ B the matrix with entries aij · bij. We call A ◦ B the
Schur–Hadamard product of A and B.

2 Hurwitz-Stability, Hurwitz Matrices and Total
Non-Negativity

In this paper, the following definitions regarding stability will be used.

Definition 1 An entire function f is said to be Hurwitz-stable if all solutions of
f (z) = 0 lie in {z ∈ C : �z < 0}.

We call here quasi-stable any entire function f for which all solutions of f (z) = 0
lie in the closed left half-plane {z ∈ C : �z ≤ 0}.

Many authors have discussed the related questions of root-location on the real
axis, real roots of a single definite sign or the question of Hurwitz-stability using
expansions at Infinity. (The surveys [9, 12, 16] are no exception and contain refe-
rences to many more examples.) Especially, normalisations of a polynomial

d
∑

i=0

qix
d−i

would occur for the leading term q0xd . But to extend a result naturally from polyno-
mials with only non-negative Taylor coefficients to transcendental entire functions
it is more convenient to consider expansions at Zero, not at Infinity. So we choose
the (in this context uncommon) expansion near the origin. (And we are but little
surprised that this is exactly the type of expansion Hurwitz had used to derive his
determinant results viz. [10, p. 281 ff.]). Moreover, we phrase here Hurwitz’ classical
stability result for polynomials in terms of an infinite matrix.

Theorem 1 (Hurwitz) Given a real polynomial p of degree d ∈ N, positive at the
origin (p(0) > 0), with even-odd decomposition p(x) = h(x2) + xg(x2) into polyno-
mials h, g ∈ R[x], and with Taylor expansion
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p(x) = h(x2) + xg(x2) =
d

∑

i=0

pix
i = p0 + p1x + p2x2 + · · · + pdxd ∈ R[x].

The polynomial p is Hurwitz-stable if and only if the first d consecutive initial prin-
cipal minors of the infinite matrix

H(p) := H(g, h) :=

⎛

⎜

⎜

⎜

⎜

⎜

⎝

p1 p3 p5 p7 · · ·
p0 p2 p4 p6 · · ·
0 p1 p3 p5 · · ·
0 p0 p2 p4 · · ·
...

...
...

...
. . .

⎞

⎟

⎟

⎟

⎟

⎟

⎠

(2)

are positive.

While the preceding formulation of Hurwitz’ result might seem unconventional if
not unnecessary, the changed set-up allows for a smooth transition to entire functions
and totally non-negative infinite matrices as detailed further below.

The following definition of “Hurwitz matrix” may be found in [11, p. 331] or [14,
Sect. 4.8, p. 117].

Definition 2 We call Hurwitz matrix any finite or infinite matrix M = (mi,j)
ω
i=1;j=1

with entries mi,j generated from a single fixed, finite or infinite (1 ≤ ω ≤ +∞)
sequence

(mν)
μ
ν=0,

indexed by ν ∈ N0 with 0 ≤ μ ≤ +∞, such that we have mi,j = m2j−i whenever
0 ≤ 2j − i ≤ μ, and mi,j = 0 otherwise.

Thus, the matrix considered in (2) is a Hurwitz matrix. Let us additionally
point out the hitherto overlooked fact that the matrix E(f ) = (ei,j) defined in (1)
is a Hurwitz matrix: The matrix can be described as E(f ) = H(f , id · f ′) (where
(id · f ′)(z) = id(z)f ′(z) = zf ′(z)). But thematrixE(f ) is not generated by aHurwitz-
stable polynomial. Thus, the following important non-negativity result derived inde-
pendently first by Asner, and afterwards Kemperman [3, 11] does not apply.

Proposition 1 A real polynomial p with expansion

p(x) = h(x2) + xg(x2) =
d

∑

i=0

pix
i, where h, g ∈ R[x],

which is positive at the origin, and which is Hurwitz-stable or quasi-stable, yields a
totally non-negative, infinite Hurwitz matrix H(g, h).

Although the preceding proposition cannot be applied directly to the matrix E(f ),
the matrix E(f ) is totally non-negative by the mentioned result of Holtz and Tyaglov
[9, Theorem 4.29, p. 503]. We will show in the following that there is a connection
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between the Hurwitz matrices in (2) and (1), and point out the common source of the
total non-negativity of both structures. To this end let us consider in the following
pairs of polynomials with exclusively real, interlacing zeros.

2.1 Hurwitz-Stability and Positive Pairs

Hurwitz-stability of a real polynomial p(x) = h(x2) + xg(x2) hinges on the follow-
ing inter-connecting properties of h and g (as we re-call in Proposition 2) viz. [7,
Sect. 16.14].

Definition 3 Two real, non-zero polynomialsh andg constitute apositive pair (h, g),
if

(i) deg(h) ≥ deg(g),
(ii) sign(h(deg h)(0)) = sign(g(deg g)(0)),
(iii) h and g both have exclusively simple, negative roots, denoted by λi and γi

respectively, indexed in decreasing order and which alternate (interlace each
other) on the negative real axis beginning with the largest root of h:

0 > λ1 > γ1 > λ2 > γ2 > · · · .

A tuple (h, g) of real, non-zero polynomials with exclusively real, non-positive
roots λi and γi which satisfies (i) and (ii) in Definition 3, is called here (comp. [8, p.
799/800]) a generalised positive pair if the weak version of (iii) holds true, i.e., for
which instead of (iii) above it holds true with root-indexing such that λ1 ≥ λ2 ≥ . . . ,

and γ1 ≥ γ2 ≥ . . . , that

0 ≥ λ1 ≥ γ1 ≥ λ2 ≥ γ2 ≥ · · · .

We have the following connection of (generalised) positive pairs to Hurwitz-
stability cf. [7], and to quasi-stability cf. [8].

Proposition 2 Two real, non-zero polynomials (h, g) generate a Hurwitz-stable
polynomial p(x) = h(x2) + xg(x2) if and only if (h, g) constitute a positive pair.

Two real, non-zero polynomials (h, g) generate a quasi-stable polynomial p(x) =
h(x2) + xg(x2) if and only if (h, g) constitute a generalised positive pair.

The sign of the Taylor coefficients of a positive pair is not necessarily positive,
but with a suitable normalisation the combination of Proposition 2 with Proposition
1 yields the following.

Corollary 1 A positive, or generalised positive, pair of real polynomials (h, g) such
that h(0) > 0 generates a totally non-negative infinite Hurwitz matrix H(g, h).



156 P. Batra

The polynomial tuple (f , id · f ′)=̂(f (x), xf ′(x)) ∈ R[x] × R[x] which generates
the matrix E(f ) = H(f , id · f ′) is not a generalised positive pair as f (0) �= 0. Thus,
the preceding two results cannot directly yield the total non-negativity of the matrix
H(f , id · f ′) = E(f ). The total non-negativity of E(f ) will be shown to be a conse-
quence of a limiting process. In the next section, total non-negativity of E(f ) turns
out to be characteristic due to a related characterisation of exclusively negative zeros
involving upper triangular Toeplitz matrices.

3 Characterising Exclusively Negative Zeros

Let us change our perspective on the characterisation by Holtz and Tyaglov: Percei-
ving it as a result on root-location of (rational) entire functions rather than one on total
non-negativity of structured matrices, we see that it complements the well-known
theorem for meromorphic functions by Aissen, Edrei, Schoenberg and Whitney (for
reference, cf. [2, p. 306, Theorem 5] or, e.g., [6]) in our polynomial case. Let us spell
out the restriction to entire functions of the latter theorem.

Theorem 2 (Aissen et al.) Let f be an entire function with Taylor expansion f (x) =
∑∞

k=0 akxk such that a0 > 0. The function f has exclusively negative zeros and is of
the form

f (x) = g(x) · eβ·x, β ≥ 0, where g is a real entire function of genus 0, (3)

if and only if the upper triangular Toeplitz matrix

AESW (f ) :=

⎛

⎜

⎜

⎜

⎝

a0 a1 a2 a3 a4 a5 a6 · · ·
0 a0 a1 a2 a3 a4 a5 · · ·
0 0 a0 a1 a2 a3 a4 · · ·
...

...
...

. . .
. . .

. . .
. . .

. . .

⎞

⎟

⎟

⎟

⎠

= (ai,j)
∞
i,j=0, (4a)

where ai,j := 0 if j − i < 0, and ai,j := aj−i otherwise, (4b)

is totally non-negative, i.e., every minor is non-negative.

Viewing the matrix AESW (f ) as a sub-matrix of E(f ) is now crucial to properly
identify the nature of E(f ), and to extend the Holtz–Tyaglov result on the total non-
negativity of E(f ), f ∈ R>0[x], to entire functions. Our extension covers naturally
those real functions f of the form (3), positive at the origin, which have exclusively
negative zeros. These functions make the essential part of the Laguerre–Pólya class
L -P+ (cf. [15]) of real, entire functions with a product expansion of the form
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cxmeβx
∞
∏

i=1

(1 + xxi) with c, β ≥ 0, xi ≥ 0,
∞

∑

i=1

xi < ∞; m ∈ N0. (5)

Regarding this class, we establish here the following characterisation.

Theorem 3 An entire real function f of the form (3), with Taylor expansion f (x) =
∑∞

k=0 akxk, and such that f (0) = a0 > 0, has exclusively negative zeros if and only
if all minors of the matrix (1), repeated here as

E(f ) = H(f , id · f ′) =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

a0 a1 a2 a3 a4 a5 a6 · · ·
0 a1 2a2 3a3 4a4 5a5 6a6 · · ·
0 a0 a1 a2 a3 a4 a5 · · ·
0 0 a1 2a2 3a3 4a4 5a5 · · ·
0 0 a0 a1 a2 a3 a4 · · ·
0 0 0 a1 2a2 3a3 4a4 · · ·
...

...
...

...
...

...
...

...

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

, (6)

are non-negative.

Remark 1 The original result byHoltz/Tyaglov (cf. [9], Theorem4.29, p. 503, aswell
as p. 423) characterising exclusively negative roots of real polynomials of degree d
had the normalisation conditions: f (d)(0) > 0, f (0) �= 0. The normalisation assump-
tions of ourTheorem3, f (d)(0) �= 0, f (0) > 0, are equivalent to the former conditions
in either case of the theorem.

Proof of Theorem 3.
“⇐”: If the real, entire function f with f (0) > 0 generates a totally non-negative
matrix (6), we take the infinite submatrix of (6) consisting of the first, third, fifth etc.
rows, and the first, second, third etc. columns. This totally non-negative submatrix
is actually the matrix AESW (f ) defined in (4a), hence Theorem 2 implies that f has
exclusively negative zeros.
“⇒”: If f is a positive constant, the claim is trivial. Let f be a real polynomial of degree
d ∈ N such that f (0) > 0, and with exclusively negative zeros, say ζi, i = 1, . . . , d.

Then f and f ′ have positive non-trivial Taylor coefficients. Let us assume first that f
has exclusively simple zeros. Then the ordered tuple (f , f ′) is a positive pair as the
leading coefficients are of the same sign, and by Rolle’s theorem the roots of f and f ′
are negative as well as simple, and interlace each other - beginning with the largest
root maxi=1,...,d ζi = −mini=1,...,d |ζi| of f , the pair’s first member.

For ε > 0 chosen such that ε < min{mini=1,...,d |ζi|,mini=1,...,d 1/|ζi|}, we define

Fε(x) := f ′(x) · (x + ε) · (εx + 1),with Taylor expansion, say, Fε(x) =
d+2
∑

i=0

βix
i.

The choice of ε yields that (Fε, f ) is a positive pair. The positive pair (Fε, f ) generates
the Hurwitz matrix H(f , Fε) which we write as
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H(f , Fε) =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

a0 a1 a2 a3 a4 a5 a6 · · ·
β0 β1 β2 β3 β4 β5 β6 · · ·
0 a0 a1 a2 a3 a4 a5 · · ·
0 β0 β1 β2 β3 β4 β5 · · ·
0 0 a0 a1 a2 a3 a4 · · ·
0 0 β0 β1 β2 β3 β4 · · ·
...

...
...

...
...

...
...

...

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

.

The matrix H(f , Fε) is totally non-negative, by Corollary 1, for all sufficiently small,
positive ε, and hence by continuity also for ε = 0. With ε → 0+, the Taylor coeffi-
cients of Fε(x) tend to those of xf ′(x). Explicitly, we have that

β0 = εa1 → 0, β1 = (1 + ε2)a1 + ε2a2 → a1,

βk = ε(k − 1)ak−1 + (1 + ε2)kak + ε2(k + 1)ak+1 → kak for k = 2, . . . , d − 1, and

βd = (1 + ε2)dad + ε(d − 1)ad−1 → dad , βd+1 = εdad → 0.

Hence, letting ε → 0 we obtain H(f , Fε) → H(f , id · f ′) = E(f ),
and our claim is proved in this case.

If f is a real polynomial of degree d ≥ 1, with leading coefficient α, and exclusively
negative, pairwise different zeros ζk, k = 1, . . . , v, of arbitrary multiplicity μk ∈ , we
consider f̃n(x) := α

∏v
k=1

∏μk
j=1(x − ζk(1 + μk−1

j·n )). The sequence (f̃n)n∈� approximates

f (with f (0) > 0) uniformly on the unit disc. From the above, we have that the matrices E(f̃n)

generated by f̃n are totally non-negative, and this remains true, by continuity, for E(f ).
If f is a transcendental entire, real function of the form (3) with exclusively negative

zeros, and such that f (0) > 0, then the function f may be written as f (x) = ceβx ∏∞
i=1(1 +

xxi)with β ≥ 0, c, xi ≥ 0,
∑∞

i=1 xi < ∞, and hence has only positive Taylor coefficients.
We have to show that any minor of E(f ) is non-negative. Let us consider an arbitrary, but
fixed minor which is the determinant of l rows, indexed by r1, . . . , rl, and l columns, indexed
by c1, . . . , cl. Let us denote the thus specified minor by μ. To approximate the minor μ

let us define for entire functions g with g(0) �= 0 the minors M(g), determinant of the l × l
submatrix of E(g), composed from the rows r1, . . . , rl and the columns c1, . . . , cl. Suppose
the minor μ = M(f ) under consideration contains only rows and columns of the first k + 1 of
E(f ) (i.e., maxi=1,...,n max{ri, ci} = k + 1). This implies especially that only the first k + 1
coefficients of f (x) and xf ′(x) are involved in the determinant. These coefficients are less in
modulus than m := maxi=0,...,k |(i + 1) · ai|. We will show for all sufficiently small ε > 0
that μ = M(f ) ≥ −ε.

The transcendental function f can be obtained as the uniform limit of the polynomi-

als f2n(x) = c(1 + βx/n)n ∏n
i=1(1 + xxi) = ∑2n

i=0 a(2n)
i xi with only positive coefficients (cf.

[15], p. 96). Let b := (2k max{1; mk})−1. As f (0) > 0, and f is entire, there exists ε0 > 0
such that there are no negative zeros of f smaller than ε0 in modulus. Let us now take ε > 0
such that

ε < b · ε0.

There exists n = n(m, k, ε) such that the Taylor coefficients a(2n)
i , i = 0, . . . , k, of the func-

tions f2n approximate the corresponding coefficients ai of f as follows:
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|ai − a(2n)
i | ≤ ε/2k+1, for i = 0, . . . , k.

Thus, |M(f ) − M(f2n)| ≤ ε/2. As f2n is a polynomial with exclusively negative roots it can
be uniformly approximated by polynomials f̃N having exclusively simple, negative roots
for which M(f̃N ) ≥ 0. Choosing N = N(n, m, k, ε) suitably large, the estimate |M(f2n) −
M(f̃N )| ≤ ε/2 must eventually hold. Thus, we have for all suitably small ε > 0 that M(f ) ≥
−ε. This yields M(f ) ≥ 0, i.e., non-negativity of the arbitrarily chosen minor μ = M(f ). �

We may use the above technique for positive pairs other than (f , f ′), and their polynomial
limits. We easily obtain the following via our preceding arguments.

Theorem 4 For a positive pair (h, g) ∈ >0[x] × >0[x] the infinite Hurwitz matrix H(h, id ·
g) is totally nonnegative.

Our new approach allows to discuss in the following section the entrywise product of the
nonnegative matrices E(fi) = H(fi, id · f ′

i ), i = 1, 2, and H(hi, id · gi), i = 1, 2, considered
above.

4 The Entrywise Product of the Considered Matrices

The Cauchy–Binet determinant formula (cf., e.g., [7]) implies that thematrix product of totally
non-negative (TNN) matrices is again totally non-negative. For certain classes of structured
TNN matrices, we even know that the componentwise product in the class is again a TNN
matrix (cf., e.g., [14]).

4.1 The Polynomial Case

In the class of Hurwitz matrices generated by Hurwitz-stable polynomials p(x) = h(x2) +
xg(x2) ∈ >0[x] we may deduce total non-negativity of the Schur–
Hadamard product from a fundamental result of Garloff and Wagner
[8, Theorem 3.b].

Theorem 5 (Garloff/Wagner) For two positive pairs (resp. generalised positive pairs) of
polynomials, (h1, g1) and (h2, g2), the componentwise Hadamard product (h1 ◦ h2, g1 ◦ g2)
is a positive pair (resp. generalised positive pair).

This implies that the Schur–Hadamard product of two totally non-negative Hurwitz matri-
ces H(gi, hi), i = 1, 2, generated by generalised positive pairs (hi, gi) is itself a totally non-
negative Hurwitz matrix generated by a generalised positive pair. From our approximation
approach leading to Theorems 3 and 4 we obtain
from Theorem 5 the following for the matrices H(hi, id · gi).

Proposition 3 For two quasi-stable real polynomials f1 and f2, both positive at the origin
and with even-odd polynomial decomposition fi(x) = hi(x

2) + xgi(x
2), i = 1, 2, the matrix
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H(h1, id · g1) ◦ H(h2, id · g2) = H(h1 ◦ h2, id · (g1 ◦ g2))

is totally non-negative. Especially, we obtain for two polynomials fi ∈ >0[x], i = 1, 2, with
exclusively negative zeros that

E(f1) ◦ E(f2) = H(f1, id · f ′
1) ◦ H(f2, id · f ′

2) = H(f1 ◦ f2, id · (f ′
1 ◦ f ′

2))

is totally non-negative.

Before we begin a discussion of Hurwitz matrices H(h, id · g) generated by transcendental
entire functions f , let us gather information on the limit of sequences of Hurwitz-stable poly-
nomials in the following sub-section.

4.2 Function-Theoretic Description and Characterisation
of the Limits of Hurwitz-Stable Polynomials

What happens to the matrices H and E discussed in Sect. 3 if we consider a sequence of
Hurwitz-stable polynomials fn with uniform limit f �≡ 0? Let us first think of the nature of
the limit function f . In view of (1 + xβ/n)n → eβx for n → ∞, factors like eβx, β ≥ 0,
may appear in the limit function. Thus, the uniform limits of real Hurwitz-stable polynomials
with positive coefficients contain the Laguerre–Pólya class L -P+ of entire functions as
described above in (5). Discussion of Hurwitz-stable polynomial sequences with non-real

root pairs tending towards the imaginary axis shows that a term eγ x2 , γ ≥ 0, cannot generally
be avoided in the limit function. The following description is essentially well-known (but
usually formulated for functions with zeros exclusively in �z ≥ 0).

Fact 1 (Comp. [13, Theorem 3, p. 331], and [13, (7.23), p. 318)])
If a sequence (fn) of real Hurwitz-stable polynomials converges uniformly (on some open,
non-empty neighbourhood of the origin) to a function f �≡ 0, it converges uniformly on every
bounded domain, and the function f is a real entire function of the form

f (x) = cxqeγ ·x2+β·x
∞
∏

k=1

(1 − xak)exak , (7)

where c ∈ , q ∈ 0;β, γ ≥ 0; ak ∈ ,
∑∞

k=1 |ak |2 < ∞.

For sake of brevity, we introduce the following definition (compare [13, p. 334]) for entire
functions f of order and genus at most m + 1.

Definition 4 We say here that an entire function f is of lifted genus at most m, if f (x) =
k(x) · eα·xm+1

, α ≥ 0, where k is an entire function of genus at most m.

The Hurwitz-stable entire functions of the form (7), i.e., the uniform limits of Hurwitz-
stable polynomials thus are functions of lifted genus at most one. Not all of the latter functions
can be obtained as those uniform limits, e.g., e−x . We have the following characterisation of
those uniform limits.
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Fact 2 (Compare [13, Theorem 4, p. 334f. and p. 313])
An entire function f is the uniform limit of Hurwitz-stable polynomials if and only if it is of
lifted genus at most 1, with no roots in the right open half-plane and such that

|f (z)| ≤ |f (−z)| for all z with �z < 0 (8)

holds true.

For real entire functions with expansion (7) and roots lying exclusively in the left half-plane
the condition (8) obviously holds true.

4.3 Schur–Hadamard Matrix Product Arising
from Hurwitz-Stable Transcendental Functions

If the real entire function f �≡ 0 is the uniform limit (on every bounded domain) of a sequence of
real Hurwitz-stable polynomials fn with positive Taylor coefficients and even-odd polynomial
decomposition fn(x) = hn(x2) + xgn(x2), we have the uniform approximations

hn(x2) → f (x) + f (−x)

2
=: f e(x2), and

gn(x2) → f (x) − f (−x)

2x
=: f o(x2).

As the (hn, gn) are positive pairs with exclusively positive non-trivial Taylor coefficients, the
HurwitzmatricesH(hn, id · gn) are totally non-negative byTheorem4.Considering individual
minors as in the proof of Theorem 3we see that this property transfersminor-wise to thematrix
generated by the limit functions.

Proposition 4 For a real, Hurwitz-stable entire function f , positive at the origin, with product
representation (7) and even-odd decomposition f (x) = f e(x2) + xf o(x2), where f e and f o are
real entire functions, the Hurwitz matrix

H(f e, id · f o) (9)

is totally non-negative.

The Schur–Hadamard product of Hurwitz matrices H(f e
i , id · f o

i ), i = 1, 2, as considered
in (9), generated by Hurwitz-stable fi of the form (7), essentially inherits totally non-negativity
from the positive pairs uniformly approximating fi as we will see next.

Theorem 6 Given two real, Hurwitz-stable entire functions f1, f2 such that f1(0) > 0 and
f2(0) > 0, of the form (7), and with even-odd decomposition fi(x) = f e

i (x2) + xf o
i (x2), where

f e
i , f o

i are real entire functions.
The matrices H(f e

1 , id · f o
1 ) and H(f e

2 , id · f o
2 ) as well as their product H(f e

1 , id · f o
1 ) ◦

H(f e
2 , id · f o

2 ) = H(f e
1 ◦ f e

2 , id · (f o
1 ◦ f o

2 )) are totally non-negative.
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Proof The real functions fi are Hurwitz-stable, of lifted genus at most one, and of the form
(7). Hence, condition (8) holds true. Thus, the functions fi can by approximated uniformly by
Hurwitz-stable polynomials f [i]

n , n ∈ , with even-odd polynomial decomposition given by
f [i]
n (x) = h[i]

n (x2) + xg[i]
n (x2).

By Theorem 4, a positive pair (hn, gn) with non-negative, real coefficients generates a
totally non-negative, infinite Hurwitz matrix H(hn, id · gn). Thus, by Theorem 4 the matri-
ces H[i]

n := H(h[i]
n , id · g[i]

n ) are totally non-negative. By Proposition 3 and Theorem 5, the
product πn := H(h[1]

n , id · g[1]
n ) ◦ H(h[2]

n , id · g[2]
n ) = H(h[1]

n ◦ h[2]
n , id · (g[1]

n ◦ g[2]
n )) is a

Hurwitz matrix generated from the limit of positive pairs, and hence totally non-negative.
The total non-negativity of the minors of the matrices H[i]

n , i = 1, 2, and of the minors of
their Schur–Hadamard product πn transfers to their limits as in the proof of Theorem 3. �

Regarding function pairs with common zeros we consider here merely pairs (f , f ′), where
f ∈ L -P+ is positive at the origin, i.e., f is a real entire function of lifted genus at most
0 with exclusively negative zeros and exclusively positive (non-trivial) Taylor coefficients.
From the proof of Theorem 3 we obtain mutatis mutandis the following.

Theorem 7 Given two real entire functions f1, f2 ∈L -P+ which are both positive at the
origin, the Schur–Hadamard product E(f1) ◦ E(f2) of the two matrices E(f1) = H(f1, id ·
f ′
1), E(f2) = H(f2, id · f ′

2) (generated according to (1)) is totally non-negative, and we have

E(f1) ◦ E(f2) = H(f1 ◦ f2, id · (f ′
1 ◦ f ′

2)).
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Fields of Values of Linear Pencils
and Spectral Inclusion Regions

Natália Bebiano, João da Providência, Ana Nata and
João P. da Providência

Abstract Wepropose efficient methods for the numerical approximation of the field
of values of the linear pencil A − λB, when one of the matrix coefficients A or B is
Hermitian and λ ∈ C. Our approach builds on the fact that the field of values can
be reduced under compressions to the bidimensional case, for which these sets can
be exactly determined. The presented algorithms hold for matrices both of small
and large size. Furthermore, we investigate spectral inclusion regions for the pencil
based on certain fields of values. The results are illustrated by numerical examples.
We point out that the given procedures complement the known ones in the literature.

Keywords Field of values · Linear pencil · Selfadjoint linear pencil

1 Introduction

Consider the linear pencil A − λB, where A and B are n × n complex matrices and
λ ∈ C. The study of linear pencils has a rich and long history that goes back to
Weierstrass and Kronecker in the nineteenth century, usually in the context of their
spectral analysis. A complex number λ is said to be an eigenvalue of the pencil if
there exists a nonzero x ∈ Cn such that
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Ax = λBx. (1)

The vector x is called an eigenvector of the pencil corresponding to the eigenvalue
λ. The set of all eigenvalues is known as the spectrum of A − λB and denoted by
σ(A,B).

In the present work we are particularly interested in the numerical computation
of certain fields of values, that are spectral inclusion regions for linear pencils. Moti-
vations to investigate this problem come from stability theory and from the study of
certain over-damped vibration systems, e.g. see [6].

The field of values of a linear pencil is denoted and defined as

W (A,B) = {λ ∈ C : x∗(A − λB)x = 0, for some 0 �= x ∈ Cn}, (2)

(cf. [8, 10, 12]). The set (2) does not contain the point at infinity. If B is singular,
then σ(A,B) may have an infinite eigenvalue. Therefore, from the above definition,
W (A,B) is not necessarily a spectral inclusion region for the generalized eigenvalue
problem (1). So, we consider a slightly modified definition: if A,B have a common
null space, then W (A,B) = C ∪ {∞}; otherwise

W (A,B) =
{

x∗Ax
x∗Bx

: 0 �= x ∈ Cn

}

, (3)

where 1/0 is understood as the point at infinity. When B = I , (3) reduces to the
classical field of values of the n × n matrix A,

W (A) = {x∗Ax : x ∈ Cn, ‖x‖ = 1},

where ‖x‖ = 〈x, x〉1/2 = (x∗x)1/2 is the usual Euclidean norm in Cn. This concept
has been extensively investigated; see, for instance, [5, 7].

Psarrakos [12] investigated the problemof the numerical computation ofW (A,B),
when one of the coefficients A or B is Hermitian. His approach uses the algorithm
of Li and Rodman [9] to compute boundary points (u, v,w) of the so-called joint
numerical range

JNR(B,H, S) = {(x∗Bx, x∗Hx, x∗Sx) : x ∈ Cn, with x∗x = 1},

where A = H + iS and H and S are Hermitian. Given a point (u, v,w) of
JNR(B,H, S) the solutions of the equations uλ + v + iw = 0 (u �= 0) are points
of W (A,B). Psarrakos method performs specially well for matrices of small size.
So, for large matrices, there is place for improvement and this is one of our main
concerns. Our second goal is to obtain eigenvalue inclusion regions for matrix linear
pencils, based on fields of values.

If B is Hermitian positive definite, we clearly have W (A,B) = W
(

B−1/2AB−1/2
)

and due to the convexity of the classical field of values (stated by the Toeplitz-
Hausdorff Theorem [4]), W (A,B) is a convex set. However, W (A,B) is not always
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convex and not even bounded or connected [8]. If 0 ∈ W (B), then W (A,B) is
unbounded and consequently this set is not an informative spectral inclusion region
for the pencil. This motivated the investigation of other inclusion regions of field
of values type. If B is nonsingular, the spectrum of B−1A coincides with that of the
pencil A − λB. Henceforth, W (B−1A) and W (AB−1) are inclusion regions for the
eigenvalues of (1). Interchanging the roles of A and B and considering the gene-
ralized eigenvalue problem Bx = λ−1Ax, the sets 1/W (A−1B) and 1/W (BA−1), for
nonsingular A, are also inclusion regions for (1). Division is interpreted elementwise.

The paper is organized as follows. In Sect. 2 we characterize the field of values of
selfadjoint linear pencils, i.e., with Hermitianmatrices as coefficients. In Sect. 3, aux-
iliary background is presented. In Sect. 4 we give a method to approximate W (A,B)

for Hermitian positive semi-definite B. In Sect. 5, a procedure to numerically approx-
imate W (A,B) for indefinite invertible B is presented, based on the connection of
this set with the Krein space field of values. Finally, in Sect. 6, some conclusions
are included. A few illustrative examples are provided. All images were computed
numerically using MATLAB.

The key idea behind the algorithms here proposed is the following: we use sub-
space projectionmethods, a line of attack exploited byHochstenbach in [6], stressing
the fact that the field of values is often well approximated from a low dimension
Krylov space. Our attempts are in this vein, and in summary, their advantages over
the existing ones are that we perform projections on bidimensional spaces, in which
case the fields of values are easily and exactly determined.

2 Selfadjoint Linear Pencils

In the sequel, Mn denotes the algebra of n × n complex matrices. If the matrices A
and B have a common nonzero isotropic vector, i.e., x∗Ax = 0 and x∗Bx = 0, then
W (A,B) = C.To avoid this situation, we assume thatA andB do not have a common
isotropic vector and so W (A,B) �= C. For A and B Hermitian, we define

σ+(A,B) = {λ ∈ C : Au − λBu = 0, 0 �= u ∈ Cn, u∗Bu > 0},

σ−(A,B) = {λ ∈ C : Au − λBu = 0, 0 �= u ∈ Cn, u∗Bu < 0}.

The shape of W (A,B) when A and B are Hermitian is described in Theorem 4.1
of [8]. The statement of this theorem is not correct, and is incorrectly reproduced in
[12, Theorem 9]. Next we present the proper result and proof.

Theorem 1 Let A − λB be a n × n self-adjoint pencil with W (A,B) �= C.

(a) If B is positive or negative definite, then W (A,B) is a closed interval inR.
(b) If B is positive (or negative) semi-definite, thenW (A,B) is an unbounded interval

of the form [a,+∞[ or ] − ∞, a].
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(c) If B is indefinite and A is positive (negative) definite, then W (A,B) is the union
of 2 disjoint unbounded intervals and 0 /∈ W (A,B).

(d) If B is indefinite and A is semi-definite positive (or negative), then one of the
following holds

(1) W (A,B) =] − ∞, a] ∪ [0,+∞[ with a < 0,
(2) W (A,B) =] − ∞, 0] ∪ [b,+∞[ with 0 < b.

(e) If both B and A are indefinite, then two possibilities may occur:

(1) W (A,B) =] − ∞, a] ∪ [b,+∞[, with 0 ∈ W (A,B) and a < b.
(2) W (A,B) = R.

In all cases, the endpoints of the intervals are eigenvalues of the pencil.

Proof (a) Let B = diag (β1, . . . , βn) with all β’s positive and let σ(A,B) =
{α1, . . . αn}, α1 ≥ · · · ≥ αn. There exists a non-singular matrix T such that

T∗AT = diag (α1β1, . . . , αnβn), T∗BT = B.

Let v = ∑n
i=1 γiei, where γi ∈ C and ei is the column vector with 1 in place i and 0

everywhere else. Then, we have

v∗T∗ATv =
n

∑

i=1

|γi|2αiβi, v∗Bv =
n

∑

i=1

|γi|2βi,

and so
v∗T∗ATv
v∗Bv

=
∑n

i=1 |γi|2αiβi
∑n

i=1 |γi|2βi
.

Hence,

α1 ≥ v∗T∗ATv
v∗Bv

≥ αn,

and consequently
W (A,B) = [αn, α1].

(b) If B is positive semi-definite with rank r, we can take B = diag (β1, . . . , βr,

0, . . . , 0). Let σ(A,B) = {α1, . . . αr}, α1, . . . αr ∈ R. There exists a non-singular
matrix T such that

T∗AT = diag (α1β1, . . . , αrβr, αr+1, . . . , αn), αr+1, . . . , αn ∈ R, T∗BT = B.

Since W (A,B) �= C, the eigenvalues αr+1, . . . , αn are non-vanishing and have all
the same sign. In fact, suppose αr+1 > 0, αr+2 < 0. We may choose v = γ er+1 +
δer+2, γ, δ ∈ C, such that
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v∗T∗ATv = |γ |2αr+1 + |δ|2αr+2 = 0,

which is impossible because, by hypothesis, A and B do not have common isotropic
eigenvectors. Let v = ∑n

i=1 γiei, γi ∈ C. Then, assuming that αr+1 ≥ · · · ≥ αn > 0,
we get

v∗T∗ATv =
r

∑

i=1

|γi|2αiβi +
n

∑

i=r+1

|γi|2αi ≥
r

∑

i=1

|γi|2αiβi, v∗Bv =
r

∑

i=1

|γi|2βi,

and so we obtain
v∗T∗ATv
v∗Bv

≥
∑r

i=1 |γi|2αiβi
∑r

i=1 |γi|2βi
≥ αr .

On the other hand, if 0 > αr+1 ≥ · · · ≥ αn, we find

v∗T∗ATv
v∗Bv

≤ α1.

(c) Let B be indefinite with inertia (r, n − r). Let 1/α > 0 > 1/β be the largest
and smallest eigenvalue of the pencil (B,A), so that W (B,A) = [1/β, 1/α]. Since
W (A,B) = 1/W (B,A), we have

W (A,B) =] − ∞, β] ∪ [α,+∞[,

and 0 /∈ W (A,B).
(d) Similar to (c).
(e) Let A be indefinite and let B have inertia (r, n − r). As before, Bmay be taken

of the form

B = diag (β1, . . . , βn), β1 ≥ · · · ≥ βr > 0 > βr+1 ≥ · · · ≥ βn.

According to hypothesis W (A,B) �= C, the eigenvalues of the pencil (A,B) are all
real and the associated eigenvectors are non-isotropic. Let us consider thematrix T =
(u1, . . . , un) where u1, . . . , un are B-orthogonal eigenvectors of the pencil. Clearly,
the number of columns with positive B-norm is r and the number of columns with
negative B-norm is n − r. This matrix is non-singular and may be chosen so that

T∗AT = diag (α1β1, . . . , αnβn), T∗BT = B.

We further assume that σ+(A,B) = {α1, . . . , αr}, α1 ≥ · · · ≥ αr, and σ−(A,B) =
{αr+1, . . . , αn}, αr+1 ≥ · · · ≥ αn. For v = ∑n

i=1 γiei, with γi ∈ C, we find

v∗T∗ATv =
n

∑

i=1

|γi|2αiβi, v∗Bv =
n

∑

i=1

|γi|2βi.
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Let z = v∗T∗ATv/v∗Bv ∈ W (A,B), so we may write

z = ap − bq

p − q
,

where

a =
∑r

i=1 |γi|2αiβi
∑r

i=1 |γi|2βi
, b =

∑n
i=r+1 |γi|2αiβi

∑s
i=r+1 |γi|2βi

, p =
r

∑

i=1

|γi|2βi, q = −
s

∑

i=r+1

|γi|2βi.

Thus, a ∈ [αr, α1] and b ∈ [αr+1, αn]. Moreover, z ∈] − ∞, a] ∪ [b,+∞[ if a <

b and z ∈] − ∞, b] ∪ [a,+∞[ if a > b. If αr > αr+1 it follows that ] − ∞, b] ∪
[a,+∞] ⊆] − ∞, αr+1] ∪ [αr,+∞[, so that αr is the lowest value which z may
assume if p > q, while αr+1 is the highest value which zmay assume if p < q. Thus,

W (A,B) =] − ∞, αr+1] ∪ [αr,+∞[.

It may be seen that αrαr+1 > 0 so that 0 ∈ W (A,B).

If αn > α1 it follows that ] − ∞, a] ∪ [b,+∞[⊆] − ∞, α1] ∪ [αn,+∞[, and so

W (A,B) =] − ∞, α1] ∪ [αn,+∞[ ,

with αnα1 > 0 and so 0 ∈ W (A,B).

If αn < α1 and αr < αr+1 it follows that W (A,B) = R.

Next, let A be indefinite and let B have inertia (r, s − r, n − s). We may consider

B = diag (β1, . . . , βs, 0, . . . , 0), β1 ≥ · · · ≥ βr > 0 > βr+1 ≥ · · · ≥ βs.

Since by hypothesis W (A,B) �= C, the eigenvalues of the pencil (A,B) are all real
and the associated eigenvectors are non-isotropic. We may assume that σ+(A,B) =
{α1, . . . , αr}, α1 ≥ · · · ≥ αr, σ−(A,B) = {αr+1, . . . , αs}, αr+1 ≥ · · · ≥ αn, so that
there exists a non-singular T such that

T∗AT = diag (α1β1, . . . , αsβs, αs+1, . . . , αn), αs+1, . . . , αn ∈ R, T∗BT = B.

Indeed, we consider the matrix T = (u1, . . . , us, us+1, . . . , un) where u1, . . . , us are
B-orthogonal eigenvectors of the pencil and us+1, . . . , un are eigenvectors of the
projection of A to the eigenspace of B associated with the eigenvalue 0. Moreover,
the eigenvalues αs+1, . . . , αn are non-vanishing, since W (A,B) �= C, and all them
have the same sign.

For v = ∑n
i=1 γiei, γi ∈ C, we find

v∗T∗ATv =
s

∑

i=1

|γi|2αiβi +
n

∑

i=s+1

|γi|2αi, v∗Bv =
n

∑

i=1

|γi|2βi.
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Let z = v∗T∗ATv/v∗Bv ∈ W (A,B). We may write

z = ap − bq

p − q
+ t,

where

a =
∑r

i=1 |γi|2αiβi
∑r

i=1 |γi|2βi
, b =

∑n
i=r+1 |γi|2αiβi

∑s
i=r+1 |γi|2βi

, p =
r

∑

i=1

|γi|2βi, q = −
s

∑

i=r+1

|γi|2βi,

t =
n

∑

i=s+1

|γi|2
p − q

αi.

Thus, a ∈ [αr, α1] and b ∈ [αr+1, αn]. Furthermore, z ∈] − ∞, a] ∪ [b,+∞[+t if
a < b, while z ∈] − ∞, b] ∪ [a,+∞[+t if a > b.

Let αr > αr+1 and αi > 0, i = s + 1, . . . , n. Then, a > b and t > 0 if p > q,
while t < 0 if p < q. Since (ap − bq)/(p − q) ∈] − ∞, b] ∪ [a,+∞[, a ≥ αr and
b ≤ αr+1, it follows that

z ∈] − ∞, b] ∪ [a,+∞[⊆] − ∞, αr+1] ∪ [αr,+∞[,

so that αr is the lowest value which z may assume if p > q. Indeed, z = αr if and
only if all the γi vanish except γr . On the other hand, αr+1 is the highest value which
zmay assume if p < q and z = αr+1 if and only if all the γi vanish except γr+1. Thus,

W (A,B) =] − ∞, αr+1] ∪ [αr,+∞[.

As αrαr+1 ≥ 0, αr �= αr+1, we have 0 ∈ W (A,B).

Similarly, if αn > α1 and αi < 0, i = s + 1, . . . , n, we get

z ∈] − ∞, a] ∪ [b,+∞] ⊆] − ∞, α1] ∪ [αn,+∞[,

so that
W (A,B) =] − ∞, α1] ∪ [αn,+∞[,

with 0 ∈ W (A,B).

If αn < α1 and αr < αr+1 it follows that W (A,B) = R.

If αr > αr+1 and αi < 0, i = s + 1, . . . , n, or if αn > α1 and αi > 0, i = s +
1, . . . , n, we may also conclude that W (A,B) = R. �
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3 Background

3.1 Compression of W(A,B)

The classical field of values may be characterized as a union of elliptical disks. This
result is many times referred as the Marcus–Pesce Theorem [11], although it was
already known long before. In the following, we recall the standard compression of
W (A,B) into fields of values of 2 × 2 pencils [3].

Theorem 2 (Chien and Nakazato) For any A,B ∈ Mn,

W (A,B) =
⋃

u,v

W (Auv,Buv),

where u and v vary over all pairs of orthonormal vectors in Cn and

Auv =
[ 〈Au, u〉 〈Av, u〉

〈Au, v〉 〈Av, v〉
]

, Buv =
[ 〈Bu, u〉 〈Bv, u〉

〈Bu, v〉 〈Bv, v〉
]

. (4)

When B is Hermitian positive definite, then also Buv is Hermitian positive definite,
because it is a principal submatrix of a positive definite matrix. If B is indefinite, Buv

may be definite or indefinite. The field of values W (A,B) in the 2 by 2 case, can
be easily drawn from the entries of the matrices according to the Elliptical Range
Theorem, the Hyperbolical Range Theorem, and the Parabolical Range Theorem
(cf. [2, Sect. 2]).

3.2 Connection of W(A,B) with the Krein Space Field of
Values for B Indefinite

There is an interesting relation of W (A,B) when B is indefinite Hermitian, with the
Krein space field of values [1]. Indeed, suppose thatB is an n × n indefiniteHermitian
matrix with inertia (r, n − r). Consider Cn endowed with indefinite inner product
[x, y] = y∗Bx, x, y ∈ Cn. The Krein space field of values of A ∈ Mn is defined by

WB(A) =
{ [Aw,w]

[w,w] : w ∈ Cn, [w,w] �= 0

}

.

We easily find the connection ofWB(A)with the field of values of the pencil A − λB.
Indeed, we easily get

WB(A) = W (BA,B) =
{ 〈BAw,w〉

〈Bw,w〉 : w ∈ Cn, 〈Bw,w〉 �= 0

}

,

and so W (A,B) = WB(B−1A).
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4 Approximation of W(A,B) for B Positive Semidefinite

Throughout, for A ∈ Mn, we consider the Cartesian decomposition A = H(A) +
iK(A) where H(A) = (A + A∗)/2 and K(A) = (A − A∗)/(2i) are Hermitian.

4.1 Algorithm 1

Input: A matrix A ∈ Mn, a Hermitian positive semidefinite matrix B and m angles.
Output: An approximation for W (A,B).

1. Set θk = (k − 1)π/m, k = 1, . . . ,m + 1 for some positive integer m ≥ 3.
2. Starting with k = 1 and up to k = m, take the following steps:

(i) Compute an eigenvector uk associated to λmin(H
(

e−iθkA
) − λB), if

W (H
(

e−iθkA
)

,B) = [a,+∞[ (to λmax(H
(

e−iθkA
) − λB), if

W (H
(

e−iθkA
)

,B) =] − ∞, a]).
(ii) Compute the compressions of A and B to span{uk, uk+1}, denoted by Aũk ũk+1

and Bũk ũk+1 .
(iii) Compute and draw the boundary of W (Aũk ũk+1 ,Bũk ũk+1) denoted by Γk .
(iv) If k < m, take next k value and return to (i). Otherwise, continue.

3. Take the convex-hull of the collection of curves Γ1, . . . , Γm, as an approximation
for W (A,B).

According to the Elliptical and the Parabolical Range Theorems, the collection
of curves in Step 3 of Algorithm 1 is constituted by ellipses and parabolas.

4.2 Approximation of W(A,B) for B Positive Definite

Algorithm 1 may be applied when B is positive definite with the following replace-
ments of Sub-steps (i), (ii), (iii) of Step 2:

(i) Compute eigenvectors uk and vk associated, respectively, to λmin(H
(

e−iθkA
) −

λB) and λmax(H
(

e−iθkA
) − λB).

(ii) Compute the compressions of A to span{uk, uk+1} and span{vk, vk−1}, denoted
by Aũk ũk+1 and Aṽk ṽk−1 , and do the same for B, notation: Bũk ũk+1 and Bṽk ṽk−1 .

(iii) Compute and draw the boundary of W (Aũk ũk+1 ,Bũk ũk+1) denoted by Γk and the
boundary of W (Aṽk ṽk−1 ,Bṽk ṽk−1) denoted by Λk ,

and the following replacement of Step 3:
3. Take the convex-hull of the collection of curves Γ1, . . . , Γm,Λ1, . . . , Λm as an
approximation for W (A,B).
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Fig. 1 Eigenvalues of A − λB (asterisks) and part of the boundary of W (A,B). Here, B is PSD.
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Fig. 2 a Eigenvalues of A − λB (asterisks) and the boundaries of W (A,B), W (B−1A), W (AB−1),
1/W (AB−1), 1/W (B−1A), for Example 2, m = 6. b Exclusion regions for the eigenvalues of the
pencil, 1/W (AB−1), 1/W (B−1A)

Example 1 We take the matrix A = randn(20), and the positive semidefinite matrix
B = I19 ⊕ 01. We carry out Algorithm 1 with m = 6. Considered as a spectral inclu-
sion region, W (A,B) has drawbacks since it is unbounded. See Fig. 1.

Example 2 We take the matrix A = C1 ⊕ iC2 and the positive definite matrix B =
I20 + 0.1DD∗, with C1 = randn(10), C2 = randn(10), D = randn(20) with m = 6.
See Fig. 2. The Zoom shows that the bounded complements of 1/W (A−1B) and
1/W (BA−1) are spectral exclusion regions for the eigenvalues of the pencil.
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5 Approximation of W(A,B) for B Indefinite

To avoid trivial situations, assume that thematricesA andB have no common nonzero
isotropic vector. Let us define

W+(A,B) = {λ ∈ C : u∗Au − λu∗Bu = 0, u ∈ Cn, u∗Bu > 0},

W−(A,B) = {λ ∈ C : u∗Au − λu∗Bu = 0, u ∈ Cn, u∗Bu < 0},

and so W (A,B) = W+(A,B) ∪ W−(A,B). To avoid trivial cases of degeneracy of
W (A,B), we shall be specially concerned with the class of matrices inMn, for which
there exists a real interval [θ1, θ2], with 0 < θ2 − θ1<π , such that for θ ranging over
that interval, the Hermitian pencil

H(e−iθA) − λB, (5)

has real eigenvalues satisfying simultaneously the following conditions:

(i) λ1(H(e−iθA),B) ≥ · · · ≥ λr(H(e−iθA),B) ∈ σ+(H(e−iθA),B);
(ii) λr+1(H(e−iθA),B) ≥ · · · ≥ λn(H(e−iθA),B) ∈ σ−(H(e−iθA),B);
(iii) λr(H(e−iθA),B) > λr+1(H(e−iθA),B).

For the pencils of this class, W (H(e−iθA),B) is non-degenerate, that is, it is not
a singleton, a whole line (possibly without a point), or the whole complex plane
(possibly without a line). This class of pencils is called classN D , the acronym for
non-degenerate.

When B is indefinite Hermitian nonsingular, Buv may be indefinite or definite.
If Buv is indefinite, ∂W (Auv,Buv), the boundary of W (Auv,Buv), is the union of
two hyperbolical arcs, one in W+(Auv,Buv) and the other one in W−(Auv,Buv). If
Buv is definite, ∂W (Auv,Buv) may be in W+(A,B) or in W−(A,B). Let the curves
C+
1 ,C+

2 , . . . ,C+
r (C−

1 ,C−
2 , . . . ,C−

s ) denote the arcs of ∂W (Auv,Buv) in W+(A,B)

(W−(A,B)). Let K+ = conv (C+
1 ,C+

2 , . . . ,C+
r ) and K− = conv (C−

1 ,C−
2 , . . . ,C−

s ).
The pseudo-convex hull of C+

1 ,C+
2 , . . . ,C+

r , C−
1 ,C−

2 , . . . ,C−
s , denoted pconv(C+

1 ,

C+
2 , . . . , C+

r ,C−
1 ,C−

2 , . . . ,C−
s ), is the union of all half-rays of the lines passing

through z+ ∈ K+, z− ∈ K− with endpoint in z+ not containing z−, or with endpoint
in z− not containing z+.

As a preliminary stage to Algorithm 2, we start by searching an admissible angle
θ . If the matrix is complex, we test the angle −π/2 for this property. If the answer is
positive, we go to Step 0. If not, we test the admissibility of θ = 0. In the affirmative
case, we proceed to Step 0. Otherwise, we test the admissibility of the angles

θ,k = −2k−1π/2k + (2 − 1)π/2k,  = 0, 1, . . . , 2k−1, k = 1, 2, 3, . . .

until an admissible angle is found, and then we proceed to Step 0. It is worth noticing
that replacing the matrix A by e−iθ,k A, where θ,k is admissible for the pencilH(A) −
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λB, then θ = 0 is admissible for the rotated pencil

H(e−iθ,k A) − λB

Step 0. Choice of [θmin, θmax] Fix a tolerance tol =π/2N , N ≥ 4 and let θ = 0 be
an admissible angle. Starting with θ0 = 0, construct a set of admissible angles, as
follows. Bisect successively the interval [0, π/2] until we find an admissible angle
θ1 = π/2ν1 , the integer ν1 being such that the angle θ1 + π/2ν1 is non-admissible.
Proceed in this way until we find a new admissible angle θ2 = π/2ν1 + π/2ν1+ν2 ,

the integer ν2 being such that the angle θ2 + π/2ν1+ν2 is non-admissible, and so on,
until we reach the admissible angle θk = π/2ν1 + π/2ν1+ν2 + · · · + π/2ν1+ν2+...+νk ,

such that θk + π/2ν1+ν2+···+νk is non-admissible, being ν1 + ν2 + · · · + νk ≤ N .

The admissible angles θ̄1 = −π/2ν̄1 , θ̄2 = −π/2ν̄1 − π/2ν̄1+ν̄2 , . . ., θ̄ = −π/2ν̄1 −
π/2ν̄1+ν̄2 − · · · − π/2ν̄1+ν̄2+···+ν̄ are analogously obtained. If the matrix is real,
we obviously have θ̄j = −θj, j = 1, . . . k. The interval of admissible angles is
[θmin, θmax] = [θ̄, θk].

5.1 Algorithm 2

Input: A matrix A ∈ Mn, an indefinite nonsingular matrix B and m angles.
Output: An approximation for W (A,B).

1. Set θk = θmin + k−1
m (θmax − θmin), k = 1, . . . ,m + 1 for some positive integer

m ≥ 3.
2. Starting with k = 1 and up to k = m, take the following steps:

(i) Compute eigenvectors uk and vk associated, respectively, to

λmax(H(e−iθA),B) ∈ σ−(H(e−iθkA),B)

and
λmin(H(e−iθA),B) ∈ σ+(H(e−iθkA),B).

(ii) Compute the compressions of A and B to span{uk, uk+1} and span{vk, vk+1},
Aũk ũk+1 , Aṽk ṽk+1 , Bũk ũk+1 and Bṽk ṽk+1 , respectively.

(iii) Compute and draw ∂W (Aũk ũk+1 ,Bũk ũk+1) and ∂W (Aṽk ṽk+1 ,Bṽk ṽk+1), denoted
by Γk and Λk , respectively.

(iv) If k < m, take next k value and return to (i). Otherwise, continue.

3. Take the pseudo-convex hull of the collection of curves Γ1, . . . , Γm,Λ1, . . . , Λm

as an approximation for W (A,B).

We now present an illustrative example.
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Fig. 3 Field of values W (A,B), eigenvalues of the pencil (asterisks), boundaries of W (B−1A)

(green) and of 1/W (B−1A) (blue) for A = randn(20) + 7I20, B = I10 ⊕ −I10, m = 6 (Example 3)

Table 1 Performance of Algorithm 2 and Psarrakos Algorithm [12], for the matrix of Example 3.
The computed area is the one of the domain bounded by the approximation of ∂W (A,B) and by
the vertical lines x = −8 and x = 8

m Eigenanalyses Area Acc. digits Seconds

Algorithm 2 6 24 160.7854 2 0.121777

12 30 161.5071 3 0.230439

24 42 161.6953 3 0.322045

48 66 161.7327 5 0.494298

96 114 161.7378 5 1.082117

192 210 161.7391 6 2.783337

Psarrakos
algorithm

6 602 159.2174 1 0.387542

12 2354 160.6860 2 0.731580

24 9314 161.5101 3 1.967806

48 37058 161.6773 3 7.043684

96 147842 161.7255 4 27.077536

192 590594 161.7368 5 111.270553

Example 3 The fields of values W (A,B) and W (B−1A), where A = randn(20) +
7I20 and B = I10 ⊕ −I10, have been obtained using Algorithm 2 and are plotted in
Fig. 3. We have used θmax = −θmin = 0.5915413 and m = 6. To compare, in accu-
racy, Algorithm 2 with Psarrakos Algorithm, we have computed the area of the
domain bounded by the obtained approximation of ∂W (A,B) and by the lines paral-
lel to the imaginary axis with abscissas x = 8 and x = −8. We have also considered
higher values of m in order to improve the accuracy. As Table1 shows, Algorithm
2 requires much fewer eigenanalyses and reaches faster a given number of accurate
digits.
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6 Conclusions

We have given procedures to numerically approximate W (A,B), of which at least
one of the two matrices is Hermitian. Several matrices in [13] have been tested.
In our approach we used the key fact that the field of values of a linear pencil
is efficiently approximated by the compression into bidimensional linear pencils.
Our algorithms compute the extreme eigenvalues of a small number of rotated pen-
cils H(e−iθj A) − λB together with the respective eigenvectors uj. In a second stage
compression matrices of size 2 for the span{uj, uj+1} for each j = 2, . . . ,m are con-
structed. Elliptical and hyperbolical arcs generated from the compression matrices
provide a quick and quite accurate approximation of the searched boundaries. Eva-
luating eigenvalues and eigenvectors involves O(n3) operations for n sized matri-
ces. Performing 2-by-2 compressions is an O(n2) process and determining ellipses,
parabolas or hyperbolas by using the Elliptical, Parabolical and Hyperbolical Range
Theorems takes almost no time. Variations in relative speed and accuracy occur for
varying dimensions, varying matrices and obviously changing the prescribed degree
of accuracy. The preliminary stages for Algorithm 2 take negligible time. We stress
that the proposed algorithms hold for both matrices of small and large dimensions.
Psarrakos method [12] can be used for pairs of matrices of small dimension but it
appears not to be interesting for large sized matrices. In fact, his method uses a dis-
cretization of the unit sphere inR3 and for each grid point amaximum eigenvalue of a
certain associated Hermitian matrix has to be computed. Hochstenbach’s Algorithm
[6] applies only for Hermitian positive definite matrices B (or any positive definite
linear combination of A and B). We have also focused on spectral inclusion regions
for matrix pencils based on fields of values.

It would be of interest to obtain accurate and fast algorithms to plot W (A,B)

whenever neither A nor B are Hermitian.
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The Characteristic Polynomial of Linear
Pencils of Small Size and the Numerical
Range

Natália Bebiano, João da Providência and Fatemeh Esmaeili

Abstract Thenumerical range of a linear pencil (A,B)ofmatrices of sizen, ofwhich
either A or B is Hermitian, may be characterized in terms of a certain algebraic curve
of class n, called the boundary generating curve. This curve is explicitly given by
the characteristic polynomial of the pencil. For n = 2 and n = 3, each possible type
of boundary generating curve can be completely described. For n = 3, the curve
type is given by Newton’s classification of cubic curves. Illustrative examples of the
different possibilities are given.

Keywords Linear pencil · Numerical range · Characteristic polynomial

1 Introduction

Let A,B ∈ Mn, the algebra of n × n complex matrices. The linear pencil (A,B) is the
set of matrices A − λB, where λ is a real or complex parameter. A pencil is said to
be regular if the polynomial det(A − λB) does not identically vanish, otherwise it is
singular. If the matrix B is nonsingular, the spectrum of the regular pencil denoted
by σ(A,B) consists of all the zeros λ of the polynomial det(A − λB). The spectral
theory of pencils is an important issue in pure mathematics as well as in applications
(e.g., see [3, 8, 12, 13] and their references). An informative containment region for
the spectrum of (A,B) is the numerical range [4, 8].
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The numerical range (also called the field of values) of a linear pencil is defined
and denoted as

W (A,B) = {λ ∈ C : x∗(A − λB)x = 0, for some 0 �= x ∈ Cn} (1)

(cf. [10, 13]). If B is singular, then the pencil (A,B) may have an infinite eigenvalue
λ, nevertheless (1) does not contain the point at infinity. So, from the above definition,
W (A,B) is not necessarily a spectral inclusion region for the generalized eigenvalue
problem Ax = λBx. Indeed, we consider a slightly modified definition: if A,B have
a common null space, then

W (A,B) = C ∪ {∞};

otherwise

W (A,B) =
{

x∗Ax
x∗Bx

: 0 �= x ∈ Cn

}

. (2)

where 1/0 is understood as the point at infinity. When B is the identity matrix, (2)
reduces to the (classical) field of values of the n × n matrix A,

W (A) = {x∗Ax : x ∈ Cn, ‖x‖ = 1},

where ‖x‖ = 〈x, x〉1/2 = (x∗x)1/2 is the usual Euclidean norm in Cn. This concept
has been extensively investigated; see, for instance, [7] and references therein.

Throughout, we shall be concerned with regular pencils (A,B) of which either A
or B is Hermitian. Let us assume that B is Hermitian. The characteristic polynomial
of the pencil (A,B) is defined as

f (u, v,w) = det(uH + vK + wB),

where A = H + iK , and

H = (A + A∗)/2, K = (A − A∗)/(2i)

are Hermitian matrices.
The main goal of this article is to investigate connections between the charac-

teristic polynomial f (u, v,w) and the shape of W (A,B). The paper is organized as
follows. In Sect. 2 we recall some properties of algebraic curves used subsequently.
In Sect. 3 we characterize the field of values of 2 × 2 linear pencils, distinguishing
the cases of B being definite, indefinite and singular. These results allow simple
direct proofs of the convexity ofW (A,B) for B Hermitian definite or semidefinite as
well as the pseudo-convexity of W (A,B) for B indefinite. In Sect. 4, each possible
boundary generating curve is described for 3 × 3 matrices of which one of them is
Hermitian. In Sect. 5 illustrative examples are given.
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2 The Polynomial f (u, v,w) and W(A,B)

As we shall see in the sequel, the characteristic polynomial of (A,B) gives rise to
the boundary generating curve of the numerical range W (A,B). To investigate this
relation and for the sake of completeness, we present some prerequisites concerning
plane algebraic curves.

An ordered pair of complex numbers (x, y) is a (complex) point in nonhomoge-
neous point coordinates. If x and y are real numbers, (x, y) is called a real point. A
point in homogeneous point coordinates is a triple of complex numbers (x, y, z), not
all zero. If r is any non zero complex number, then (x, y, z) and (rx, ry, rz) represent
the same point. We identify the point (x, y, z) in homogeneous coordinates with the
point (x/z, y/z) in nonhomogeneous coordinates. On the other hand, the point (x, y)
becomes (x, y, 1) in homogeneous coordinates. Any point with z = 0 is a point at
infinity.

If B is Hermitian positive definite (HPD), we clearly have

W (A,B) = W (B−1/2AB−1/2),

and so the numerical range of the pencil reduces to the classical numerical range.
Toeplitz and Hausdorff have proven that the classical field of values is a convex set
[7]. So, assuming that B is positive definite, then W (A,B) is convex.

A supporting line of a convex set S ⊂ C is a line that intersects S at least in one
point and that defines two half-planes, such that one of them does not contain any
point of S. It can be shown, using similar reasoning to the one in [9, Theorem 10]
that

Theorem 1 Let B be positive definite and let A be arbitrary. If ux + vy + w = 0 is
the equation of a supporting line of W (A,B), then

f (u, v,w) = det(uH + vK + wB) = 0. (3)

It can be easily proved that a similar result to the above one holds for B indefinite
or semi-definite. Since f (u, v,w) is a homogeneous polynomial of degree n, (3)
may be viewed as the line equation of an algebraic curve in the complex projective
plane PC2. The set of lines (u : v : w) (with equation ux + vy + wz = 0) such that
f (u, v,w) = 0, may be regarded as a set of lines in the plane whose envelope is a
certain curve. Considering the dual curve, i.e., the curve in line coordinates,

Γ ∗ = {(u : v : w) ∈ PC2 : f (u, v,w) = 0},

by dualization, we may easily determine:

Γ = {(x : y : z) ∈ PC2 : xu + yv + zw = 0 is a tangent of Γ ∗}.

The real affine view of Γ , say
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C(A,B) = {(x, y) ∈ R2 : (x : y : 1) ∈ Γ },

is called the associated curve or boundary generating curve of W (A,B).
For (A,B) ∈ Mn, with B positive definite, it is a simple consequence of an exten-

sion of a result of Kippenhahn (see [9]) that the curve C(A,B) generatesW (A,B) as
its convex hull.

We recall that an usual procedure to find the point equation of the boundary
generating curve C(A,B) is to eliminate one of the indeterminates, say u, from (3)
and ux + vy + w = 0, dehomogenize the result by setting w = 1, and to eliminate
the remaining parameter v from the equations

F(v, x, y) = f (−(1 + vy)x−1, v, 1) = 0 and
∂F(v, x, y)

∂v
= 0.

The curve f (u, v,w) = 0 has class n (because the defining polynomial has degree
n), that is, through a general point in the plane there are n lines (may be complex)
tangent to the curve.

A point P, not equal to the circular points at infinity (1 : i : 0) and (1 : −i : 0),
is called a focus of a curve C if the line l1 through P and (1 : i : 0) and the line l2
through P and (1 : −i : 0) are tangent to C at points other than the circular points
at infinity. The coefficients of the polynomial f (u, v,w) are real, as it can be easily
seen. A curve of class n with real coefficients has n real foci, according to proper
multiplicities, and n2 − n foci which are not real [14].

As a consequence of a result, independently obtained by Murnaghan [11] and
Kippenhahn [9], the real foci of the algebraic curve defined by det(uH + vK +
wB) = 0, where B is positive definite, are the eigenvalues of the matrix B−1A, with
A = H + iK . The corresponding result for B indefinite is as follows [3].

Theorem 2 Let A,B ∈ Mn, with B indefinite nonsingular. The n real foci of the
algebraic curve defined by the equation f (u, v,w) = det(uH + vK + wB) = 0 are
the eigenvalues of the pencil (A,B), where A = H + iK with H and K Hermitian.

For details on plane algebraic curves, we refer the interested reader to [5].

3 Linear Pencils Generated by 2 × 2 Matrices

For matrices A and B of dimension two, the boundary generating curve C(A,B) is
a curve of class two, more concretely, a conic. The three theorems that characterize
the boundary of W (A,B), for B Hermitian, in terms of the invariants of the pencil
(A,B) are stated below. The case 2 by 2 is specially important, since the numerical
range of an n × n pencil may be characterized by compression to the bidimensional
setting [4, 12].
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Theorem 3 (Elliptical Range Theorem) Let A,B be 2 × 2 matrices with B positive
definite. Then W (A,B) is a (possibly degenerate) closed elliptical disc, whose foci
are the eigenvalues of B−1A, λ1 and λ2. and the lengths of the major and minor axis
are, respectively,

M =
√

Tr
(

A∗B−1AB−1
) − 2Re

(

λ1λ2
)

,

and

N =
√

Tr
(

A∗B−1AB−1
) − |λ1|2 − |λ2|2.

In the case of degeneracy,W (A,B)may reduce to a line segment whose endpoints
are λ1 and λ2, or to a singleton if and only if λ1 = λ2.

Theorem 4 (Hyperbolical Range Theorem) Let A,B be 2 × 2matrices with B indef-
inite. Then W (A,B) is bounded by a hyperbola with foci at λ1 and λ2, the eigenvalues
of B−1A, and transverse and non-transverse axis of length

M =
√

Tr(B−1A∗B−1A)−2Re(λ1λ̄2)

and
N =

√

|λ1|2 + |λ2|2 − Tr(B−1A∗B−1A).

If Tr(B−1A∗B−1A)−2Re(λ1λ̄2) < 0, the hyperbola degenerates and W (A,B) is
the whole complex plane. In the case of degeneracy of the hyperbola, W (A,B) may
reduce to two half-lines of the line defined by λ1 and λ2, and with these endpoints.

Now, we considerW (A,B) forA,B ∈ M2, withB positive (negative) semidefinite.
Observing that

W (eiφ(A + ζB), kB) = 1

k
eiφ(W (A,B) + ζ ), k, φ ∈ R, ζ ∈ C,

and using the invariance of W (A,B) under unitary similarities, we may take

B = diag(1, 0), A =
[

aeiγ ceiγ

d b

]

, c, d ≥ 0, b > 0, a = cd

b
. (4)

Notice that W (A,B) = C if b = 0.

Theorem 5 (Parabolical Range Theorem) Let A,B be of the form (4). Then W (A,B)

is bounded by the (possibly degenerate) parabola with focus λ0 = 0 and equation

y2

4p2
− x

p
= 1,

where

p = a2b2 + c4 − 2abc2 cos γ

4bc2
.
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In the case of degeneracy of the parabola, W (A,B) reduces to one half-line with
λ0 = 0 as endpoint.

We remark that for A = (aij) ∈ M2, with a22 �= 0 and B = diag(1, 0), the slope
of the axis of the parabolic boundary, relatively to the positive semi real axis, is
equal to θ0 = Arg(a22), and the focus of the parabola is the (finite) eigenvalue of the
pencil (A,B). The vertex of the parabola is the point u∗

0Au0/u
∗
0Bu0, where u0 is an

eigenvector of the Hermitian pencil

(

1

2
(Ae−iθ0 + A∗eiθ0),B

)

associated with its single (finite) eigenvalue.

4 Characterization of W(A,B) for A,B ∈ M3 with B
Hermitian

4.1 C(A,B) for B Positive Definite and A Arbitrary

Under the present assumptions, W (A,B) is convex, bounded and closed, since it
reduces toW (B−1/2AB−1/2), and so inherits the properties of the classical numerical
range. Following the arguments in [9, Theorem 10], we can prove the following

Theorem 6 The convex hull of C(A,B) is W (A,B).

Kippenhahn classified the associated curve in this context, considering the factor-
izability of the polynomial f (u, v,w). Adopting this procedure, we easily conclude
that the following possibilities may occur.

1st Case: The polynomial f (u, v,w) factorizes into three linear factors. Each one
of these factors corresponds to an eigenvalue of B−1A and C(A,B) reduces to these
eigenvalues. This property is still valid for A,B ∈ Mn with B Hermitian positive
definite.

2nd Case: Suppose that B = diag(b1, b2, b3) and that A ∈ M3 is a
B-decomposable matrix, i.e., there exists a nonsingular matrix V ∈ M3, such that

V ∗BV = B, V ∗AV =
[

cb1 0
0 A1

]

, (5)

where c ∈ C and A1 ∈ M2. Thus, f (u, v,w) factorizes into a linear and an irreducible
quadratic factor, and so C(A,B) consists of the point c and of the boundary of the
elliptical disc W (A1, diag(b2, b3)).

3rd Case:ThematrixA isB-indecomposable, but the polynomial f (u, v,w) factor-
izes into a linear and a quadratic factor. The linear factor corresponds to an eigenvalue
of B−1A. The quadratic factor corresponds to an ellipse. In fact, the conic can not be
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neither a parabola, because one of its real foci is a point at infinity and this contradicts
Theorem 2, nor an hyperbola because this curve is unbounded. Therefore, C(A,B)

consists of an ellipse and a point.
4th Case: Finally, suppose that the polynomial f (u, v,w) is irreducible. The num-

ber of real cusps of an (irreducible) class three curve is 1 or 3, and the order of the
boundary generating curve is 4 or 6. By Newton’s classification of cubic curves [1]
and dual considerations, there are the following possibilities for the associated curve:

C1. C(A,B) is a sextic, consisting of an oval and a closed tricuspid curve lying in
its interior;

C2. C(A,B) is a quartic, with one cusp and an ordinary double tangent at two of its
points.

There are examples showing that all these types of curves appear as boundary gene-
rating curves of W (A,B).

4.2 C(A,B) for B Indefinite and A Arbitrary

A set S ⊂ C is said to be pseudo-convex if, for any x, y ∈ S, either the line segment
px + (1 − p)y, 0 ≤ p ≤ 1, is contained in S, or the halflines px + (1 − p)y, with
p ≥ 1, and px + (1 − p)y, with p ≤ 0, are there contained.

Theorem 7 Let A,B ∈ Mn with B indefinite. Then W (A,B) is pseudo-convex.

Proof Let us consider λ1 �= λ2 ∈ W (A,B). Then, there exist 0 �= v1, 0 �= v2 ∈
W (A,B) such that v∗

i Avi = λiv∗
i Bvi, i = 1, 2. Let ṽ1, ṽ2 be orthonormal vectors

belonging to the subspaceH2 spanned by v1, v2.Assume first thatH2 is non degen-
erate. Let Aṽ1,ṽ2 and Bṽ1,ṽ2 be the compressions of A and B, respectively, toH2. Obvi-
ously, W (Aṽ1,ṽ2 ,Bṽ1,ṽ2) is either an elliptical, parabolical or hyperbolical domain,
depending on Bṽ1,ṽ2 being definite, semidefinite or indefinite. If W (Aṽ1,ṽ2 ,Bṽ1,ṽ2) is
an elliptical or parabolical disc, it is convex. In this case, we have that

{λ1 + x(λ2 − λ1) : 0 ≤ x ≤ 1} ⊆ W (Aṽ1,ṽ2 ,Bṽ1,ṽ2) ⊆ W (A,B).

If W (Aṽ1,ṽ2 ,Bṽ1,ṽ2) is hyperbolical, it is pseudo-convex. In this case, either

{λ1 + x(λ2 − λ1) : 0 ≤ x ≤ 1} ⊆ W (Aṽ1,ṽ2 ,Bṽ1,ṽ2) ⊆ W (A,B).

or
{λ1 + x(λ2 − λ1) : x ≤ 0 or x ≥ 1} ⊆ W (Aṽ1,ṽ2 ,Bṽ1,ṽ2) ⊆ W (A,B),

This completes the proof whenH2 is non degenerate.
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IfH2 is degenerate, replace ν2 by ν2 + εν3, where ν3 is such that the space spanned
by ν1, ν3, is non degenerate. For ε sufficiently small, the point generated by ν2 + εν3
is in the neighborhood of λ2 and the result follows. �

For B indefinite nonsingular, consider Cn endowed with the B-inner product
〈Bx, y〉 = y∗Bx, and correspondingB-norm‖x‖2B = 〈Bx, x〉 [6]. For arbitraryA ∈ M3,
W (A,B) has been characterized in [3], following Kippenhahn’s approach in the clas-
sical case.

Let us consider

W (A,B) =
{ 〈Au, u〉

〈Bu, u〉 : u ∈ Cn, 〈Bu, u〉 �= 0

}

.

For convenience, we also consider the sets

W+(A,B) =
{ 〈Au, u〉

〈Bu, u〉 : u ∈ Cn, 〈Bu, u〉 > 0

}

,

and

W−(A,B) =
{ 〈Au, u〉

〈Bu, u〉 : u ∈ Cn, 〈Bu, u〉 < 0

}

.

Obviously,
W (A,B) = W+(A,B) ∪ W−(A,B).

In our analysis, when A and B are both Hermitian, we shall consider the eigenva-
lues of positive and negative type, that is, the eigenvalues with associated eigenvec-
tors with positive and negative B-norm, respectively. We shall denote by σ+(A,B)

(σ−(A,B)) the set of eigenvalues of positive (negative) type.
Let X+ (X−) be a set of points in W+(A,B) (W−(A,B)) and let Ξ+ (Ξ−) be the

convex hull of X+ (X−). Consider the lines defined by points z+, z− with z+ ∈ Ξ+
and z− ∈ Ξ−. The union of all half-lines with z+ as endpoint not containing z− and
the half-lines with z− as endpoint not containing z+, is the so called pseudo-convex
hull of X+and X−.

The curve C(A,B) has branches of a well defined sign type, either positive or
negative, say C+(A,B) and C−(A,B). The sign is determined by considering for the
corresponding root w of (3), an associated eigenvector ξ , such that

(uH + vK + wB)ξ = 0.

The type of each branch ofC(A,B) is characterized by the sign of theB-norm 〈Bξ, ξ 〉.
For pencils of the class N D (see [4, Section5]) the following holds. The proof

follows analogous steps to those in [9, Theorem 10].
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Theorem 8 Let A,B ∈ Mn with B Hermitian indefinite non singular. If the pencil
(A,B) is inN D , then the pseudo-convex hull of C+(A,B) and C−(A,B) is W (A,B).

We classify the associated curve C(A,B), considering the factorizability of the
polynomial f (u, v,w). Without loss of generality, we may assume that B = diag(b1,
b2,−b3), b1, b2, b3 > 0. The following possibilities may occur.

1st Case: The polynomial f (u, v,w) factorizes into three linear factors. Each one
of these factors corresponds to an eigenvalue of B−1A and C(A,B) reduces to the
eigenvalues. This result still holds for matrices A,B of arbitrary size, under the above
conditions.

2nd Case: Suppose thatA ∈ M3 isB-decomposable, i.e., there exists a nonsingular
matrix V , such that V ∗BV = B = diag(b1, b2,−b3) and

V ∗AV =
[

cb1 0
0 A1

]

, (6)

or

V ∗AV =
[

A1 0
0 −cb3

]

, (7)

where c ∈ C and A1 ∈ M2.
If A is of the form (6), then C(A1, diag(b2,−b3)) is an hyperbola with one branch

in W+(A,B) and the other one in W−(A,B). We may write

C(A1, diag(b2,−b3)) = C+(A1, diag(b2,−b3)) ∪ C−(A1, diag(b2,−b3)),

where C±(A1, diag(b2,−b3)) ⊂ W±(A,B). Clearly, c ∈ W+(A,B). Let X+ =
conv(c, C+(A1, diag(b2,−b3))). The pseudo-convex hull of X+ and C−(A1,

diag(b2,−b3)) coincides with W (A,B).
Suppose, now, that A is of the form (7). Notice that c ∈ W−(A,B) and C(A1,

diag(b1, b2)) ⊂ W+(A,B). Then W (A,B) is the pseudo-convex hull of c and an
ellipse (possibly degenerate): C(A1, diag(b1, b2)).

3rd Case:ThematrixA isB-indecomposable, but the polynomial f (u, v,w) factor-
izes into a linear and an irreducible quadratic factor. The quadratic factor corresponds
to an hyperbola or to an ellipse. The conic can not be a parabola, because one of its
real foci is a point at infinity and this contradicts Theorem 2.

Therefore, C(A,B) consists of: 1) one point, produced by vectors with a negative
B-norm, and an ellipse produced by vectors with a positive B-norm, 2) one point,
produced by vectors with a positive B-norm, and an hyperbola, with one branch
produced by vectorswith a negativeB-norm and the other branch produced by vectors
with a positive B-norm.

In case 1),W (A,B) = C. In case 2),W (A,B) = C, whenever the point lies inside
the hyperbolic disc of negative type, otherwise W (A,B) is a hyperbolical disc.
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4th Case: Finally, suppose that the polynomial f (u, v,w) is irreducible. The num-
ber of real cusps of an (irreducible) class three curve is 1 or 3, and the order of the
boundary generating curve is 4 or 6. By Newton’s classification of cubic curves and
dual considerations, there are the following possibilities for the associated curve:

C1. C(A,B) is a sextic, with three real cusps and at least one oval component;
C2. C(A,B) is a quartic, with three real cusps and a real double tangent (at two

complex points of the curve);
C3. C(A,B) is a quartic with one real cusp and a real double tangent (at two real

points of the curve);
C4. C(A,B) is a cubic with a real cusp and a real flex;
C5. C(A,B) is a sextic, with three real cusps and not containing neither oval com-

ponents nor double tangents.

There are examples showing that all the above curves may occur as boundary ge-
nerating curves [3]. The characterization of W (A,B) requires the determination of
the signs of each branch of C(A,B), in order to obtain the pseudo-convex hull of the
boundary generating curve.

4.3 C(A,B) for B Positive Semidefinite and A Arbitrary

Theorem 9 Let A,B ∈ Mn with B positive semidefinite. Then W (A,B) is convex.

Proof Let us consider λ1 �= λ2 ∈ W (A,B). Then, there exist 0 �= v1, 0 �= v2 ∈
W (A,B) such that v∗

i Avi = λiv∗
i Bvi, i = 1, 2. Let ṽ1, ṽ2 be orthonormal vectors

belonging to the subspaceH2 spanned by v1, v2.LetAṽ1,ṽ2 andBṽ1,ṽ2 be the compres-
sions of A and B, respectively, toH2. Obviously,W (Aṽ1,ṽ2 ,Bṽ1,ṽ2) is either a parabol-
ical or elliptical disc, so it is convex. Thus, [λ1, λ2] ∈ W (Aṽ1,ṽ2 ,Bṽ1,ṽ2) ⊆ W (A,B),

which completes the proof. �

We next characterize W (A,B), for B positive semi-definite and an arbitrary A ∈
M3, using again Kippenhahn’s approach. We classify the associated curve C(A,B),
considering the factorizability of the polynomial f (u, v,w).

Assume that A ∈ M3 and B is positive semidefinite. The following possibilities
for C(A,B) may occur.

1st Case: Suppose that B = diag(b1, b2, 0), b1, b2 > 0, and A ∈ M3 is a B-
decomposable matrix, i.e., there exists a nonsingular matrix V such that V ∗BV = B
and V ∗AV is as in (6). Then,W (A,B) is the convex hull of c and C(A1, diag(b2, 0)).

2nd Case: Suppose that B = diag(b1, b2, 0), b1, b2 > 0, and A is a 3 × 3 B-
decomposablematrix, i.e., there exists a non-singular matrix V , such that V ∗BV = B
and

V ∗AV =
[

A1 0
0 c

]

, (8)
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where c ∈ C and A1 is a 2 × 2 matrix. Thus, W (A,B) is the convex hull of a certain
point at infinity and C(A1, diag(b1, b2)) (cf. Example 4).

3rd Case: Suppose that B = diag(b1, b2, 0), b1, b2 > 0, and the matrix A is B-
indecomposable, but the polynomial f (u, v,w) factorizes into a linear and an irre-
ducible quadratic factor. The linear factor corresponds to an eigenvalue of the pencil,
and the quadratic factor corresponds to a parabola. Therefore, C(A,B) consists of
one real point and a parabola (cf. Example 3), being W (A,B) its convex hull.

4th Case: Suppose that B = diag(b1, b2, 0), b1, b2 > 0, and the polynomial
f (u, v,w) is irreducible. By Newton’s classification of cubic curves and dual consid-
erations, there are the following possibilities for the associated curve:

C1. C(A,B) is a sextic, with three real cusps and at least one oval component (cf.
Example 1);

C2. C(A,B) is a quartic, with one cusp and an ordinary double tangent at two of its
real points (cf. Example 2).

5th Case: Suppose that B = diag(b1, 0, 0), b1 > 0. There exists a non-singular
matrix V , such that V ∗BV = B and

V ∗AV =
⎡

⎣

a11 a12 a13
0 a22 a23
0 0 a33

⎤

⎦ .

If the existence of vectors ξ �= 0 such that ξ ∗Aξ = ξ ∗Bξ = 0 is excluded, it follows
that

0 /∈ W

([

a22 a23
0 a33

])

and then W (A,B) is a proper subset of the complex plane bounded by a certain
algebraic curve, which is a quartic, if the characteristic polynomial is irreducible (cf.
Example 5), and a conic if the characteristic polynomial is factorizable (cf. Example
7). However, if

0 ∈ W

([

a22 a23
0 a33

])

,

then W (A,B) is the whole complex plane (cf. Example 6)

4.4 C(A,B) for B Indefinite Singular and A Arbitrary

Let A be arbitrary, B = diag(b1,−b2, 0), with b1, b2 > 0. We say that θ ∈ [0, 2π [
is an admissible direction if the Hermitian pencil (H(e−iθA),B) has real eigenva-
lues with associated non-isotropic eigenvectors, and for σ+(H(e−iθA),B) = {αθ },
σ−(H(e−iθA),B) = {βθ }, we have (αθ − βθ) u∗Au > 0, where u = (0, 0, 1)T . The
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condition (αθ − βθ) u∗Au > 0, ensures that W (H(e−iθA),B) �= R. If admissible
directions do not exist, W (A,B) = C (see Theorem 2.1 of [4]).

Proposition 1 Let (A,B) be a 3 × 3 self-adjoint pencil with B = diag(b1,−b2, 0),
b1, b2 > 0, such that W (A,B) �= C. Let u = (0, 0, 1)T , σ+(A,B) = {α},
σ−(A,B) = {β}.
(i) If (α − β) u∗Au > 0, then W (A,B) =] − ∞,min(α, β)] ∪ [max(α, β),+∞[.
(ii) If (α − β) u∗Au < 0, then W (A,B) = R.

For A ∈ M3 and B indefinite singular, the different possibilities that may occur
for C(A,B) can be identified according with the procedures in the previous sections
(cf. Example 8).

5 Examples

The figures presented in this section have been produced withMathematica 5.1, also
used to determine the point equation of C(A,B). The associated curve is represented
in the figures. The boundaries of W (A,B) are represented by thick lines.

Example 1 Let

A =
⎡

⎣

1 1 4/5
0 1 4/5
0 0 1

⎤

⎦ , B = diag(1, 1, 0).

The characteristic polynomial of the pencil is

f (u, v,w) = 1

100
(71u3 − 29uv2 + 192u2w − 8v2w + 100uw2).

The Cartesian equation of the boundary generating curve of W (A,B) is

−1731619 + 6115752x − 6709556x2 + 3123808x3 − 655104x4 + 51200x5

−1891452y2 + 7557408xy2 − 17370208x2y2 + 9142400x3y2 − 160000x4y2

−15865104y4 + 51091200xy4 − 21320000x2y4 − 21160000y6 = 0.

The boundary of W (A,B) is represented in Fig. 1 by the outer curve.

Example 2 Let

A4 =
⎡

⎣

1 1/2 1
0 1 1
0 0 1

⎤

⎦ , B = diag(1, 1, 0)

The characteristic polynomial of the pencil (A4,B) is
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Fig. 1 Boundary generating
curve of W (A,B)

(Example 1)

0 1 2 3 4
1.0
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0.0

0.5
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Fig. 2 Boundary generating
curve of W (A4,B)

(Example 2)

0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
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0
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f (u, v,w) = 1

16
(9u3 − 7uv2 + 24u2w − 8v2w + 16uw2).

The Cartesian equation of the boundary generating curve of W (A4,B) is

−343 + 1176x − 1344x2 + 512x3 − 592y2 + 1024xy2 − 256x2y2 − 256y4 = 0.

W (A4,B) is the convex hull of C(A4,B), represented in Fig. 2, and has a flat portion
on the boundary parallel to the imaginary axis.

Example 3 Let

A1 =
⎡

⎣

1 1 1
0 1 1
0 0 1

⎤

⎦ , B = diag(1, 1, 0).
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Fig. 3 Boundary of
W (A1,B) (Example 3)
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The characteristic polynomial of the pencil (A1,B) is

f (u, v,w) = 1

2
(u + w)(u2 − v2 + 2uw).

The Cartesian equation of the boundary generating curve of W (A1,B) is

(y2 − 2x + 1)((x − 1)2 + y2) = 0.

(cf. Fig. 3).

Example 4 Let

A =
⎡

⎣

1 1 0
0 1 0
0 0 1

⎤

⎦ , B = diag(1, 1, 0)

The characteristic polynomial of (A,B) is

f (u, v,w) = 1

4
u(3u2 − v2 + 8uw + 4w2).

The Cartesian equation of C(A,B) is (x − 1)2 + y2 = 1
4 and is represented in Fig. 4.

There are two flat portions, extending to infinity, on the boundary of W (A,B).

Example 5 Let B = diag(1, 0, 0) and A = A1 in Example 3. The characteristic poly-
nomial of the pencil is f (u, v,w) = (2u3 − 2uv2 + 3u2w − v2w)/4. The Cartesian
equation of the boundary of W (A,B) is

16 − 48x + 48x2 − 20x3 + 3x4 + 36y2 − 36xy2 − 18x2y2 + 27y4 = 0

and is represented in Fig. 5.

Example 6 Let B = diag(1, 0, 0) and
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Fig. 4 Boundary of
W (A,B) (Example 4)
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Fig. 5 Boundary of
W (A,B) (Example 5)
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A =
⎛

⎝

1 1 1
0 1 1
0 0 −1

⎞

⎠ .

The characteristic polynomial of (A,B) is f (u, v,w) = 1/4(−4u3 − 5u2w − v2w).
The Cartesian equation of C(A,B) is the deltoid

−4x3 + 5x4 + 108y2 − 180xy2 + 50x2y2 + 125y4 = 0.

Since

0 ∈ W

((

1 1
0 −1

))

,

it follows that W (A,B) = C.

Example 7 Let B = diag(1, 0, 0), and

A =
⎛

⎝

1 1 1
0 1 0
0 0 1

⎞

⎠ .
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Fig. 6 C(A,B) forExample8
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The characteristic polynomial of (A,B) is given by f (u, v,w) = 1/2u(u2 − v2 +
2uw). The boundary of W (A,B) is parabolic and its Cartesian equation is

y2 − 2x + 1 = 0.

Example 8 Let B = diag(1,−1, 0), and

A =
⎛

⎝

2 2 1
0 2 2
0 0 1

⎞

⎠ .

The characteristic polynomial of (A,B) is given by

f (u, v,w) = 1

2
3u3 − 1

2
5uv2 − 1

4
3u2w − 1

4
3v2w − uw2.

The boundary generating curve C(A,B) is represented in Fig. 6, it has Cartesian
equation

6000 − 2400x − 5080x2 + 4248x3 − 1161x4 + 108x5 + 2808y2 + 1752xy2 + 1678x2y2

−2184x3y2 + 36x4y2 + 2007y4 + 2316xy4 − 568x2y4 + 420y6 = 0

and is constituted of 2 branches, C+(A,B) for x ≤ (3 − √
105)/8 and C−(A,B) for

x ≥ (3 + √
105)/8. The pseudo-convex hull of C+(A,B) and C−(A,B) is W (A,B).
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6 Final Remarks

We presented the classification of the boundary generating curves of W (A,B) for
2 × 2 and 3 × 3 matrices A,B, following Kipenhann’s approach for the classical
numerical range of a matrix. We have considered linear pencils generated by a pair
(A,B) of which at least one of the matrices is Hermitian. It would be challenging to
drop this constraint. The systematic investigation of the existence of flat portions on
the boundary, as well as its implications on the matrix structure, are open problems
deserving the attention of researchers. The interplay between the algebraic properties
of the polynomial f (u, v,w) and the geometric properties ofW (A,B)must be stressed
and deserves further investigation.
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Integer Powers of Certain Complex
Pentadiagonal Toeplitz Matrices

Hatice Kübra Duru and Durmuş Bozkurt

Abstract In this paper, we obtain a general expression for the entries of the r th
(r ∈ Z) power of a certain n × n pentadiagonal Toeplitz matrix. Additionally, we
present the complex factorizations of Fibonacci polynomials.

Keywords Pentadiagonal Toeplitz matrices · Fibonacci polynomials · Fibonacci
numbers · Pell numbers

1 Introduction

Band matrices are used in many areas and are also included in the solution of many
systems. In particular they appear in numerical analysis, differential equations, differ-
ence equations, in the solution of boundary value problems, in the numerical solution
of ordinary and partial differential equations, delay differential equations, interpola-
tion problems, and in many applied fields. Lately, the calculations of integer powers
and of the eigenvalues of band matrices have been well studied in the literature. In
[10–12] Rimas obtained the positive integer powers of certain symmetric pentadi-
agonal matrices and symmetric anti-pentadiagonal matrices in terms of the Cheby-
shev polynomials. The characteristic polynomial and eigenvectors for pentadiagonal
matrices are derived in [4]. Arslan et al. [1] investigated the general expression of the
powers of even order symmetric pentadiagonal matrices. Öteleş and Akbulak [9] pre-
sented the general expression for the entries of the powers of certain n × n complex
tridiagonal matrices, in terms of the Chebyshev polynomials of the first kind and two
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complex factorizations for Fibonacci and Pell numbers. The result for all positive
integer powers of a Toeplitz matrix is restated in [13]. Duru and Bozkurt [3] obtained
the general expression of the powers of some tridiagonal matrices. The powers of
odd order circulant matrices are calculated in [6].

In this paper, we present a general expression for the entries of the r th power of
a certain n × n complex pentadiagonal Toeplitz matrix.

2 Eigenvalues and eigenvectors of An

Theorem 1 Let An be the n × n (n = 2t , 2 ≤ t ∈ N) pentadiagonal Toeplitz matrix

An :=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

a 0 b
0 a 0 b

c 0 a 0
. . .

c
. . .

. . .
. . . b

. . . 0 a 0 b
c 0 a 0

c 0 a

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, (1)

where a ∈ C and b, c ∈ C \ {0}. Then the eigenvalues and eigenvectors of the matrix
An are

λk = a − 2
√
bc cos

(

2kπ

n + 2

)

, k = 1, 2, . . . ,
n

2
(2)

and
⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

U0 (αk)

0
μ1/2U1 (αk)

0
μU2 (αk)

0
...

μ(n−2)/4Un−2
2

(αk)

0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, j = 1, 3, 5, . . . , n − 3, n − 1; k = j + 1

2
,
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⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0
U0 (αk)

0
μ1/2U1 (αk)

0
μU2 (αk)

0
...

μ(n−4)/4Un−4
2

(αk)

0
μ(n−2)/4Un−2

2
(αk)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

; j = 2, 4, 6, . . . , n − 2, n; k = j

2
,

where μ = c
b , αk = λk−a

2
√
bc

and Un(.) is the nth degree Chebyshev polynomial of the
second kind.

Proof Let

det(Qn) :=

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

x − a b
c x − a b

c x − a b
. . .

. . .
. . .

c x − a b
c x − a

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

.

For the initial conditions det(Q0) = 1 and det(Q1) = x − a, we have

det(Qn) = (x − a) det(Qn−1) − bc det(Qn−2), n ≥ 2. (3)

The solution of the difference equation in (3) is

det(Qn(x)) = (bc)
n
2 Un

(

x − a

2
√
bc

)

, (4)

where Un(.) is the nth degree Chebyshev polynomial of the second kind [8]:

Un(x) = sin((n + 1)θ)

sin(θ)
,

with x = cos(θ). All the roots of Un(x) are in the interval [−1, 1]. Let

|λIn − An| = ΔAn (λ)

and due to (3), we have
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ΔA4(λ) = (λ2 − 2λa + a2 − bc)2 = (Q2)
2

ΔA6(λ) = (a − λ)2(λ2 − 2λa + a2 − 2bc)2 = (Q3)
2

ΔA8(λ) = ((λ − a)4 − 3λ2bc − 3a2bc + 6λabc + b2c2)2 = (Q4)
2

...

ΔAn (λ) = (

Q n
2
(λ)

)2
.

Then we have

ΔAn (λ) = (bc)
n
2

(

Un
2

(

λ − a

2
√
bc

))2

. (5)

The eigenvalues of An are obtained as

λk = a − 2
√
bc cos

(

2kπ

n + 2

)

, k = 1, 2, . . . ,
n

2
,

from (5).
The multiplicity of all the eigenvalues λk (k = 1, 2, . . . , n

2 ) of the matrix An are
2. Since rank(λk In − An) = n − 2, to each eigenvalue λk correspond two Jordan
cells Jk(λk) in the matrix J . That is,

Jn = diag(λ1, λ1, λ2, λ2, . . . , λ n
2
, λ n

2
). (6)

Considering the relations K−1AnK = Jn [5], we obtain the matrices K and K−1 and
derive the expression of the matrix Ar

n for r ∈ N. Let us denote the j-th column of
K by K j ( j = 1, . . . , n). Then

AnK = (K1λ1 K2λ1 K3λ2 K4λ2 . . . Kn−1λ n
2
Knλ n

2
). (7)

From Eq. (7), we have the system of linear equations as follows:

AnK1 = K1λ1

AnK2 = K2λ1

AnK3 = K3λ2

AnK4 = K4λ2
...

AnKn−3 = Kn−3λ n−2
2

AnKn−2 = Kn−2λ n−2
2

AnKn−1 = Kn−1λ n
2

AnKn = Knλ n
2
.

(8)

Solving the system of linear equations in (8), we obtain



Integer Powers of Certain Complex … 203

K j =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

U0 (αk)

0
μ1/2U1 (αk)

0
μU2 (αk)

0
...

μ(n−2)/4Un−2
2

(αk)

0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, j = 1, 3, 5, . . . , n − 3, n − 1; k = j + 1

2
, (9)

and

K j =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0
U0 (αk)

0
μ1/2U1 (αk)

0
μU2 (αk)

0
...

μ(n−4)/4Un−4
2

(αk)

0
μ(n−2)/4Un−2

2
(αk)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

; j = 2, 4, 6, . . . , n − 2, n; k = j

2
, (10)

where μ = c
b , αk = λk−a

2
√
bc

and Un(.) is the nth degree Chebyshev polynomial of the
second kind. �

Theorem 2 Let An be the n × n (n = 2t + 1, t ∈ N) pentadiagonal Toeplitz matrix
in (1). Then the eigenvalues and eigenvectors of the matrix An are

βm =
{

a − 2
√
bc cos

(

(m+1)π
n+3

)

, m = 1, 3, 5, . . . , n

a − 2
√
bc cos

(

mπ
n+1

)

, m = 2, 4, 6, . . . , n − 1
(11)

and
⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

U0
(

δ j
)

0
μ1/2U1

(

δ j
)

0
μU2

(

δ j
)

...

0
μ(n−1)/4Un−1

2

(

δ j
)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

; j = 1, 3, 5, . . . , n − 2, n;
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⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0
U0

(

δ j
)

0
μ1/2U1

(

δ j
)

0
μU2

(

δ j
)

0
...

μ(n−3)/4Un−3
2

(

δ j
)

0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

; j = 2, 4, 6, . . . , n − 3, n − 1,

where μ = c
b , δ j = β j−a

2
√
bc

and Un(.) is the nth degree Chebyshev polynomial of the
second kind.

Proof Let
|β In − An| = ΔAn (β)

and owing to (3), we obtain

ΔA3(β) = a(a2 − bc) = Q1 (β) Q2 (β)

ΔA5(β) = a(a2 − 2bc)(a2 − bc) = Q2 (β) Q3 (β)

ΔA7(β) = a(a2 − 2bc)(a4 − 3a2bc − b2c2) = Q3 (β) Q4 (β)
...

ΔAn (β) = Q n−1
2

(β) Q n+1
2

(β) .

From Eq. (4), we have

ΔAn (β) = (bc)
n
2 Un−1

2

(

β − a

2
√
bc

)

Un+1
2

(

β − a

2
√
bc

)

.

The eigenvalues of An (n = 2t + 1, t ∈ N) are

βm =
{

a − 2
√
bc cos

(

(m+1)π
n+3

)

, m = 1, 3, 5, . . . , n

a − 2
√
bc cos

(

mπ
n+1

)

, m = 2, 4, 6, . . . , n − 1.

All the eigenvalues βm (m = 1, 2, . . . , n) of the matrix An are simple. Since
rank(βm In − An) = n − 1, to each eigenvalue βm correspond Jordan cells J †

m(βm)

in the matrix J †. That is,

J † = diag (β1, β2, β3, . . . , βn) . (12)

Using the well known equality S−1AnS = J †, we obtain the matrices S and S−1. Let
us denote the j-th column of S by Sj ( j = 1, . . . , n). Then
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AnS = (S1β1 S2β2 S3β3 S4β4 . . . Sn−1βn−1 Snβn). (13)

We have the system of linear equations

AnS1 = S1β1

AnS2 = S2β2

AnS3 = S3β3

AnS4 = S4β4
...

AnSn−3 = Sn−3βn−3

AnSn−2 = Sn−2βn−2

AnSn−1 = Sn−1βn−1

AnSn = Snβn.

(14)

Solving the system of linear equations in (14), we have

Sj =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

U0
(

δ j
)

0
μ1/2U1

(

δ j
)

0
μU2

(

δ j
)

...

0
μ(n−1)/4Un−1

2

(

δ j
)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

; j = 1, 3, 5, . . . , n − 2, n; (15)

and

Sj =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0
U0

(

δ j
)

0
μ1/2U1

(

δ j
)

0
μU2

(

δ j
)

0
...

μ(n−3)/4Un−3
2

(

δ j
)

0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

; j = 2, 4, 6, . . . , n − 3, n − 1, (16)

where μ = c
b , δ j = β j−a

2
√
bc

and Un(.) is the nth degree Chebyshev polynomial of the
second kind. �
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3 The Integer Powers of the Matrix An

Firstly, we suppose n a positive even integer (n = 2t , 2 ≤ t ∈ N).
Considering (9) and (10), we write the matrix K

K =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

U0 (α1) 0 U0 (α2)

0 U0 (α1) 0
μ1/2U1 (α1) 0 μ1/2U1 (α2)

0 μ1/2U1 (α1) 0
μU2 (α1) 0 μU2 (α2)

0 μU2 (α1) 0
.
.
.

.

.

.
.
.
.

μ(n−4)/4Un−4
2

(α1) 0 μ(n−4)/4Un−4
2

(α2)

0 μ(n−4)/4Un−4
2

(α1) 0

μ(n−2)/4Un−2
2

(α1) 0 μ(n−2)/4Un−2
2

(α2)

0 μ(n−2)/4Un−2
2

(α1) 0

0 . . . U0

(

α n
2

)

0

U0 (α2) . . . 0 U0

(

α n
2

)

0 . . . μ1/2U1

(

α n
2

)

0

μ1/2U1 (α2) . . . 0 μ1/2U1

(

α n
2

)

0 . . . μU2

(

α n
2

)

0

.

.

.
. . .

.

.

.
.
.
.

0 . . . μ(n−4)/4Un−4
2

(

α n
2

)

0

μ(n−4)/4Un−4
2

(α2) . . . 0 μ(n−4)/4Un−4
2

(

α n
2

)

0 . . . μ(n−2)/4Un−2
2

(

α n
2

)

0

μ(n−2)/4Un−2
2

(α2) . . . 0 μ(n−2)/4Un−2
2

(

α n
2

)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

. (17)

Now, let us find the inverse matrix K−1 of the matrix K . If we denote the i-th row
of the inverse matrix K−1 by K−1

i , then we have

K−1
i :=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

qkU0 (αk)

0
qkμ−1/2U1 (αk)

0
qkμ−1U2 (αk)

0
qkμ−3/2U3 (αk)

.

.

.

0
qkμ−(n−2)/4Un−2

2
(αk)

0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

T

; i = 1, 3, 5, . . . , n − 1; k = i + 1

2
(18)

and



Integer Powers of Certain Complex … 207

K−1
i :=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0
qkU0 (αk)

0
qkμ−1/2U1 (αk)

0
qkμ−1U2 (αk)

0
...

qkμ−(n−4)/4Un−4
2

(αk)

0
qkμ−(n−2)/4Un−2

2
(αk)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

T

; i = 2, 4, 6, . . . , n; k = i

2
, (19)

where μ = c
b , qk = 4−4α2

k
n+2 and αk = λk−a

2
√
bc

for k = 1, 2, . . . , n
2 . Thus, we obtain

K−1 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

q1U0(α1) 0 q1μ−1/2U1(α1)

0 q1U0(α1) 0
q2U0(α2) 0 q2μ−1/2U1(α2)

0 q2U (α2) 0
q3U0(α3) 0 q3μ−1/2U1(α3)

0 q3U0(α3) 0
...

...
...

q n−2
2
U0(α n−2

2
) 0 q n−2

2
μ−1/2U1(α n−2

2
)

0 q n−2
2
U0(α n−2

2
) 0

q n
2
U0(α n

2
) 0 q n

2
μ−1/2U1(α n

2
)

0 q n
2
U0(α n

2
) 0

. . . qμ−(n−2)/4Un−2
2

(α1) 0
. . . 0 q1μ−(n−2)/4Un−2

2
(α1)

. . . qμ−(n−2)/4Un−2
2

(α2) 0
. . . 0 q2μ−(n−2)/4Un−2

2
(α2)

. . . q3μ−(n−2)/4Un−2
2

(α3) 0
. . . 0 q3μ−(n−2)/4Un−2

2
(α3)

. . .
...

...

. . . q n−2
2

μ−(n−2)/4Un−2
2

(α n−2
2

) 0
. . . 0 q n−2

2
μ−(n−2)/4Un−2

2
(α n−2

2
)

. . . q n
2
μ−(n−2)/4Un−2

2
(α n

2
) 0

. . . 0 q n
2
μ−(n−2)/4Un−2

2
(α n

2
)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

. (20)
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By combining (6), (17) and (20) and using the equality Ar
n = K Jr K−1 (r ∈ N) [5],

we compute the r th powers of the matrix An

Ar
n = K Jr K−1 = W (r) = (

wi j (r)
)

. (21)

So for i, j = 1, n

wi j (r) =
⎧

⎨

⎩

0, i f (−1)i+ j = −1,
n
2∑

k=1
λr
kqkμ

i− j
4 Uiεi j−ϕi j

2
(αk)U jεi j−ϕi j

2
(αk) , i f (−1)i+ j = 1 ,

(22)

εi j =
{

1, i f (−1)i = (−1) j = −1,
−1, i f (−1)i = (−1) j = 1 ,

(23)

ϕi j =
{

1, i f (−1)i = (−1) j = −1,
−n, i f (−1)i = (−1) j = 1 ,

(24)

where μ = c
b , qk = 4−4α2

k
n+2 , αk = λk−a

2
√
bc

, and λk
(

k = 1, 2, 3, . . . , n
2

)

are the eigen-
values of the matrix An (n = 2t , 2 ≤ t ∈ N).

Example 1 Setting n = 6 in Theorem 1, we have

J = diag(λ1, λ1, λ2, λ2, λ3, λ3)

= diag(a − 1.414
√
bc, a − 1.414

√
bc, a, a, a + 1.414

√
bc, a + 1.414

√
bc)

and

Ar
6 = K Jr K−1 = W (r)

= (

wi j (r)
) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

w11 (r) w12 (r) w13 (r) w14 (r) w15 (r) w16 (r)
w21 (r) w22 (r) w23 (r) w24 (r) w25 (r) w26 (r)
w31 (r) w32 (r) w33 (r) w34 (r) w35 (r) w36 (r)
w41 (r) w42 (r) w33 (r) w44 (r) w45 (r) w46 (r)
w51 (r) w52 (r) w53 (r) w54 (r) w55 (r) w56 (r)
w61 (r) w62 (r) w63 (r) w64 (r) w65 (r) w66 (r)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

,

wi j (r) = 0 f or (−1)i+ j = −1,
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w11 (r) = w22 (r) = w55 (r) = w66 (r)

= 0.25
(

a − 1.414
√
bc

)r + 0.5ar + 0.25
(

a + 1.414
√
bc

)r ;
w13 (r) = w24 (r) = w35 (r) = w46 (r)

= −0.354
(

a − 1.414
√
bc

)r
μ−1/2 + 0.354

(

a + 1.414
√
bc

)r
μ−1/2;

w15 (r) = w26 (r)

= 0.25
(

a − 1.414
√
bc

)r
μ−1 − 0.5arμ−1 + 0.25

(

a + 1.414
√
bc

)r
μ−1;

w31 (r) = w42 (r) = w53 (r) = w64 (r)

= −0.354
(

a − 1.414
√
bc

)r
μ1/2 + 0.354

(

a + 1.414
√
bc

)r
μ1/2;

w33 (r) = w44 (r) = 0.5
(

a − 1.414
√
bc

)r + 0.5
(

a + 1.414
√
bc

)r ;
w51 (r) = w62 (r)

= 0.25
(

a − 1.414
√
bc

)r
μ − 0.5arμ + 0.25

(

a + 1.414
√
bc

)r
μ.

Example 2 Setting r = 4, n = 8, a = i + 1, b = 2 and c = 1 in Theorem 1, we
get

J = diag(λ1, λ1, λ2, λ2, λ3, λ3, λ4, λ4)

= diag(−1.288 + i,−1.288 + i, 0.126 + i, 0.126 + i,

1.874 + i, 1.874 + i, 3.288 + i, 3.288 + i)

and

A4
8 = (

wi j (4)
)

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

4 + 24i 0 16 + 48i 0 24 + 48i 0 32 + 32i 0
0 4 + 24i 0 16 + 48i 0 24 + 48i 0 32 + 32i

8 + 24i 0 16 + 48i 0 32 + 64i 0 24 + 48i 0
0 8 + 24i 0 16 + 48i 0 32 + 64i 0 24 + 48i

6 + 12i 0 16 + 32i 0 16 + 48i 0 16 + 48i 0
0 6 + 12i 0 16 + 32i 0 16 + 48i 0 16 + 48i

4 + 4i 0 6 + 12i 0 8 + 24i 0 4 + 24i 0
0 4 + 4i 0 6 + 12i 0 8 + 24i 0 4 + 24i

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

.

Secondly, we suppose n a positive odd integer (n = 2t + 1, t ∈ N). From (15)
and (16) we write S as:
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S =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

U0 (δ1) 0 U0 (δ3)

0 U0 (δ2) 0
μ1/2U1 (δ1) 0 μ1/2U1 (δ3)

0 μ1/2U1 (δ2) 0
μU2 (δ1) 0 μU2 (δ3)

0 μU2 (δ2) 0
...

...
...

0 μ(n−5)/4Un−5
2

(δ2) 0
μ(n−3)/4Un−3

2
(δ1) 0 μ(n−3)/4Un−3

2
(δ3)

0 μ(n−3)/4Un−3
2

(δ2) 0
μ(n−1)/4Un−1

2
(δ1) 0 μ(n−1)/4Un−1

2
(δ3)

U0 (δ4) · · · 0 U0 (δn)

0 · · · U0 (δn−1) 0
μ1/2U1 (δ4) · · · 0 μ1/2U1 (δn)

0 · · · μ1/2U1 (δn−1) 0
μU2 (δ4) · · · 0 μU2 (δn)

0 · · · μU2 (δn−1) 0
...

. . .
...

...

0 · · · μ(n−5)/4Un−5
2

(δn−1) 0
μ(n−3)/4Un−3

2
(δ4) · · · 0 μ(n−3)/4Un−3

2
(δn)

0 · · · μ(n−3)/4Un−3
2

(δn−1) 0
μ(n−1)/4Un−1

2
(δ4) · · · 0 μ(n−1)/4Un−1

2
(δn)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

. (25)

Now let us find the inverse matrix S−1 of the matrix S. If we denote the i th row
of the inverse matrix S−1 by S−1

i , then we obtain

S−1
i :=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

yiU0 (δi )

0
yiμ−1/2U1 (δi )

0
yiμ−1U2 (δi )

0
yiμ−3/2U3 (δi )

...

yiμ−(n−3)/4Un−3
2

(δi )

0
yiμ−(n−1)/4Un−1

2
(δi )

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

T

; i = 1, 3, 5, . . . , n (26)

and
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S−1
i :=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0
yiU0 (δi )

0
yiμ−1/2U1 (δi )

0
yiμ−1U2 (δi )

0
...

0
yiμ−(n−3)/4Un−3

2
(δi )

0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

T

; i = 2, 4, 6, . . . , n − 1, (27)

where μ = c
b , δm = βm−a

2
√
bc

and

yi =
⎧

⎨

⎩

4−4δ2i
n+3 , i f i = 1, 3, 5, . . . , n
4−4δ2i
n+1 , i f i = 2, 4, 6, . . . , n − 1,

for m = 1, 2, . . . , n. Then we have

S−1 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

y1U0(δ1) 0 y1μ−1/2U1(δ1)

0 y2U0(δ2) 0
y3U0(δ3) 0 y3μ−1/2U1(δ3)

0 y4U0(δ4) 0
y5U0 (δ5) 0 y5μ−1/2U1 (δ5)

0 y6U0(δ6) 0
.
.
.

.

.

.
.
.
.

0 yn−3U0(δn−3) 0
yn−2U0(δn−2) 0 yn−2μ

−1/2U1(δn−2)

0 yn−1U0(δn−1) 0
ynU0(δn) 0 ynμ−1/2U1(δn)

. . . 0 y1μ−(n−1)/4Un−1
2

(δ1)

. . . y2μ−(n−3)/4Un−3
2

(δ2) 0

. . . 0 y3μ−(n−1)/4Un−1
2

(δ3)

. . . y4μ−(n−3)/4Un−3
2

(δ4) 0

. . . 0 yμ−(n−1)/4Un−1
2

(δ5)

. . . y6μ−(n−3)/4Un−3
2

(δ6) 0

. . .
.
.
.

.

.

.

. . . yn−3μ
−(n−3)/4Un−3

2
(δn−3) 0

. . . 0 yn−2μ
−(n−1)/4Un−1

2
(δn−2)

. . . yn−1μ
−(n−3)/4Un−3

2
(δn−1) 0

. . . 0 ynμ−(n−1)/4Un−1
2

(δn)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

. (28)

By combining (12), (25) and (28) and using the equality Ar
n = S

(

J †
)r
S−1

(r ∈ N) [5], we compute the r th powers of the matrix An
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Ar
n = S

(

J †
)r
S−1 = Z (r) = (

zi j (r)
)

. (29)

Therefore

zi j (r) =
⎧

⎨

⎩

0 , if (−1)i+ j = −1,
vi j
∑

ω=1
βr
2ω−ψi j

y2ω−ψi j μ
i− j
4 U i+ψi j−2

2

(

δ2ω−ψi j

)

U j+ψi j−2
2

(

δ2ω−ψi j

)

, if (−1)i+ j = 1,

(30)

ψi j =
{

1, i f (−1)i = (−1) j = −1,
0, i f (−1)i = (−1) j = 1 ,

(31)

νi j =
{

n+1
2 , i f (−1)i = (−1) j = −1,

n−1
2 , i f (−1)i = (−1) j = 1 ,

(32)

yi =
⎧

⎨

⎩

4−4δ2i
n+3 , i f i = 1, 3, 5, . . . , n
4−4δ2i
n+1 , i f i = 2, 4, 6, . . . , n − 1,

μ = c
b , δm = βm−a

2
√
bc

and βm
(

m = 1, n
)

are the eigenvalues of the matrix An (n =
2t + 1, t ∈ N).

Example 3 Taking n = 5 in Theorem 2, we obtain

J †=diag (β1, β2, β3, β4, β5) =diag
(

a − √
2bc, a − √

bc, a, a + √
bc, a + √

2bc
)

and

Ar
5 = S

(

J †
)r
S−1 = (

zi j (r)
) =

⎡

⎢

⎢

⎢

⎢

⎣

z11 (r) z12 (r) z13 (r) z14 (r) z15 (r)
z21 (r) z22 (r) z23 (r) z24 (r) z25 (r)
z31 (r) z32 (r) z33 (r) z34 (r) z35 (r)
z41 (r) z42 (r) z43 (r) z44 (r) z45 (r)
z51 (r) z52 (r) z53 (r) z54 (r) z55 (r)

⎤

⎥

⎥

⎥

⎥

⎦

,

zi j (r) = 0 f or (−1)i+ j = −1,

and

z11 (r) = z55 (r) =
(

a − √
2bc

)r + 2ar +
(

a + √
2bc

)r

4
;

z13 (r) = z35 (r) =
(

a + √
2bc

)r −
(

a − √
2bc

)r

2
√
2μ1/2

;

z15 (r) =
(

a − √
2bc

)r − 2ar +
(

a + √
2bc

)r

4μ
;
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z22 (r) = z33 (r) = z44 (r) =
(

a + √
2bc

)r +
(

a − √
2bc

)r

2
;

z24 (r) =
(

a + √
2bc

)r −
(

a − √
2bc

)r

2μ1/2
;

z31 (r) = z53 (r) =
((

a + √
2bc

)r −
(

a − √
2bc

)r)

μ1/2

2
√
2

;

z42 (r) =
((

a + √
2bc

)r −
(

a − √
2bc

)r)

μ1/2

2
;

z51 (r) =
((

a − √
2bc

)r − 2ar +
(

a + √
2bc

)r)

μ

4
.

Example 4 Taking r = 5, n = 9, a = i + 2; b = −i and c = i in Theorem 2,
we get

J † = diag (β1, β2, β3, β4, β5, β6, β7, β8, β9)

= diag(0.268 + i, 0.382 + i, 1 + i, 1.382 + i, 2 + i,

2.618 + i, 3 + i, 3.618 + i, 3.732 + i)

and

A5
9 = S

(

J †
)5

S−1 = (

zi j (5)
)

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

2 + 161i 0 200 − 30i 0
0 2 + 161i 0 200 − 30i

−200 + 30i 0 52 + 286i 0
0 −200 + 30i 0 52 + 286i

−50 − 125i 0 −240 + 64i 0
0 −50 − 125i 0 −240 + 63i

40 − 34i 0 −60 − 130i 0
0 40 − 33i 0 −50 − 125i

10 + 5i 0 40 − 34i 0

−50 − 125i 0 −40 + 34i 0 10 + 5i
0 −50 − 125i 0 −40 + 33i 0

240 − 64i 0 −60 − 130i 0 −40 + 34i
0 240 − 63i 0 −50 − 125i 0

62 + 291i 0 240 − 64i 0 −50 − 125i
0 52 + 286i 0 200 − 30i 0

−240 + 64i 0 52 + 286i 0 200 − 30i
0 −200 + 30i 0 2 + 161i 0

−50 − 125i 0 −200 + 30i 0 2 + 161i

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

.
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Corollary 1 Let the matrix An be the n × n pentadiagonal matrix in (1) (a, b, c ∈
C \ {0}), let for Theorem 1

a �= 2
√
bccos

(

2kπ

n + 2

)

(n = 2t, 2t ∈ N), and for Theorem 2

a �= 2
√
bccos

(

(m + 1)π

n + 3

)

, a �= 2
√
bccos

(

mπ

n + 1

)

(n = 2t + 1, t ∈ N). Then, there exists the inverse of the matrix An, and there are
negative integer powers of the matrix An.

Example 5 Setting r = −4, n = 4, a = 8, b = 7 and c = 9 in Theorem 1, we get

J = diag(λ1, λ1, λ2, λ2)

= diag(0.063, 0.063, 15.937, 15.937)

and

A−4
4 = (

wi j (−4)
) =

⎡

⎢

⎢

⎣

32257 0 −28448 0
0 32257 0 −28448

−36576 0 32257 0
0 −36576 0 32257

⎤

⎥

⎥

⎦

.

Example 6 Taking r = −3, n = 7, a = 1; b = 1 and c = 2 in Theorem 2, we
get

J † = diag (β1, β2, β3, β4, β5, β6, β7)

= diag (−1.288,−1, 0.126, 1, 1.874, 3, 3.288)

and

A−3
7 = (

zi j (−3)
) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

181 0 −79 0 −56 0 64
0 7

27 0 7
27 0 − 10

27 0
−158 0 69 0 49 0 −56
0 14

27 0 − 13
27 0 7

27 0
−224 0 98 0 69 0 −79
0 − 40

27 0 14
27 0 7

27 0
512 0 −224 0 −158 0 181

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

.

Remark 1 Note that our results in this paper are more general forms of the results
obtained in [1, 2]. One can easily see this, taking a := 0, b := 1 and c := 1 in
Theorem 1 and Theorem 2, respectively.
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4 Complex Factorization

The well-known Fibonacci polynomials F(x) = {Fn(x)}∞n=1 are defined in [7] by the
recurrence relation

Fn(x) = xFn−1(x) + Fn−2(x),

where F0(x) = 0, F1(x) = 1, F2(x) = x and n ≥ 3. Notice that F1(2) = 1, F2(2) =
2 and Fn(2) = 2Fn−1(2) + Fn−2(2), where n ≥ 3. So Pn = Fn(2) defines the well-
known Pell numbers [7].

Corollary 2 Let the matrix An be the n × n (n = 2t , 2 ≤ t ∈ N) pentadiagonal
matrix as in (1) with a := x, b := i and c := i where i = √−1. Then

det(An) = (

Fn
2 +1(x)

)2
, (33)

where Fn (x) is the nth Fibonacci polynomial.

Proof The determinant of An (n = 2t , 2 ≤ t ∈ N) can be written as

det(An) =
[∣

∣

∣tridiag n
2
(c, a, b)

∣

∣

∣

]2
. (34)

In [2], authors acquired that

Fn+1 = ∣

∣tridiagn(i, 1, i)
∣

∣ . (35)

If we choose a := x, b := i and c := i in (34), and substituting (35) into (34), we
obtain

det(An) =
[∣

∣

∣tridiag n
2
(i, x, i)

∣

∣

∣

]2

= [

Fn
2 +1(x)

]2
.

�
Corollary 3 Let the matrix An be the n × n (n = 2t , 2 ≤ t ∈ N) pentadiagonal
matrix in (1). Then

det(An) =
{

(

Fn
2 +1

)2
i f a = 1, b = i and c = i

(

Pn
2 +1

)2
i f a = 2, b = i and c = i,

(36)

where Fn and Pn denote the nth Fibonacci and the nth Pell numbers, respectively.

Theorem 3 Let the matrix An be as in (1) with a := x, b := i and c := i. Then the
complex factorization of the generalized Fibonacci polynomial is of the following
form:

Fn
2 +1(x) =

n
∏

k=1

(

x + 2 cos

(

2kπ

n + 2

))

. (37)
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Proof The eigenvalues of the matrix An in (2) are

λk = x + 2 cos

(

2kπ

n + 2

)

, k = 1, 2, . . . ,
n

2
,

so the determinant of the matrix An is

det(An) =
n

∏

k=1

(

x + 2 cos

(

2kπ

n + 2

))2

.

FromEq. (37) andCorollary 2, the complex factorization of the generalizedFibonacci
polynomial is provided. �

Corollary 4 Let the matrix An, n × n (n = 2t + 1, t ∈ N) be a pentadiagonal
matrix as in (1) with a := x, b := i and c := i where i = √−1. Then

det(An) = Fn+1
2

(x)Fn+1
2 +1(x), (38)

where Fn (x) is nth Fibonacci polynomial.

Proof The determinant of An (n = 2t + 1, t ∈ N) can be written as

det(An) =
∣

∣

∣tridiag n−1
2

(c, a, b)
∣

∣

∣

∣

∣

∣tridiag n+1
2

(c, a, b)
∣

∣

∣ . (39)

If we choose a := x, b := i and c := i in (39), and substituting (35) into (39), we
have

det(An) =
∣

∣

∣tridiag n−1
2

(i, x, i)
∣

∣

∣

∣

∣

∣tridiag n+1
2

(i, x, i)
∣

∣

∣

= Fn+1
2

(x)Fn+1
2 +1(x).

�

Corollary 5 Let the matrix An, n × n (n = 2t + 1, t ∈ N) be a pentadiagonal
matrix as in (1). Then

det(An) =
{

Fn+1
2
Fn+1

2 +1 i f a = 1, b = i and c = i
Pn+1

2
Pn+1

2 +1 i f a = 2, b = i and c = i,
(40)

where Fn and Pn denote the nth Fibonacci and the nth Pell numbers.
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Chains and Antichains in the Bruhat Order
for Classes of (0, 1)-Matrices

Ricardo Mamede

Abstract LetA (R, S) denote the set of all matrices of zeros and ones with row sum
vector R and column sum vector S. This set can be ordered by a generalization of
the usual Bruhat order for permutations. Contrary to the classical Bruhat order on
permutations, where permutations can be seen as permutation matrices, the Bruhat
order on the class A (R, S) is not, in general, graded, and an interesting problem is
the determination of bounds for the maximal length of chains and antichains in this
poset. In this survey we aim to provide a self-contained account of the recent deve-
lopments involving the determination of maximum lengths of chains and antichains
in the Bruhat order on some classes of matrices in A (R, S).

Keywords (0, 1)-Matrices · Majorization · Bruhat order · Row and column sum
vector

1 Introduction

Matrices whose entries are just zeros and ones occur naturally in many different con-
texts, both in mathematics, in connection with graphs and, more generally, families
of subsets of a finite set, and in other areas including educational tests, ecological
studies, and social networks. A special class amongst these are the zero-one matrices
with a prescribed row sum vector R and a prescribed column sum vector S, denoted
byA (R, S). This class of zero-one matrices was object of intensive study during the
1950s and 1960s by H.J. Ryser, D.R. Fulkerson, R.M. Haber, and D. Gale (see [5–7,
16, 17, 24, 32] and the references therein), and has since then attracted the attention
of many combinatorists.

One of the fundamental results involving the class A (R, S) is the beautiful cha-
racterization, in terms of majorization, of the existence of a matrix in this class,
obtained independently by D. Gale [17], using the theory of network flows, and by
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H.J. Ryser [31], using induction and a direct combinatorial reasoning. An interesting
case in which the nonemptiness is guaranteed emerges when R = S = (k, . . . , k) is
the constant vector having each of its n components equal to k. In this case we simply
write A (n, k) for A (R, S). In particular, A (n, 1) is the class of all permutation
matrices of order n, which can be identified with the symmetric group Sn.

This identification inspired Brualdi and Hwang [8] to define a Bruhat partial order
� on a nonempty classA (R, S), which generalizes the classical Bruhat order on the
symmetric group. Nevertheless, the characterization of this order seemsmuch harder
than the classical order: for instance, a characterization of the cover relations for the
Bruhat order inA (R, S) is not known. Since, in general, this is not a graded poset, an
interesting problem is the determination of bounds for the maximal length of chains
and antichains for the Bruhat order in A (R, S). The aim of the present article is to
contribute to the clarification of this problem by providing a self-contained account
of the recent developments involving chains and antichains in the Bruhat order of
the matrix classes A (2k, k) and A (n, 2).

2 The Class A (R,S)

Let N denote the set of non-negative integers. A weak composition with sum
τ ∈ N is a finite sequence R = (r1, . . . , rm) of non-negative integers with

∑

i ri = τ .
A partition is a weakly decreasing weak composition. It is convenient to not distin-
guish between two partitions which only differ by a string of zeros at the end. We
identify a partition P = (p1, . . . , pm) with its Ferrers diagram, obtained by placing
pi left justified ones in the ith row, for 1 ≤ i ≤ m. For example, if P = (3, 3, 2, 2, 1),
its Ferrers diagram is

1 1 1
1 1 1
1 1
1 1
1

.

The conjugate partition P∗ = (p∗
1, . . . , p

∗
n) of P is the partition corresponding to the

transpose of the Ferrers diagram of P. In other words, each entry p∗
i of P

∗ satisfy

p∗
i = |{k : pk ≥ i}|.

For instance, the conjugate of P = (3, 3, 2, 2, 1) is the partition P∗ = (5, 4, 2) and
its Ferrers diagram is

1 1 1 1 1
1 1 1 1
1 1

.
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The dominance or majorization order on partitions R = (r1, . . . , rm) and S =
(s1, . . . , sn) with the same sum τ is defined by setting R ≤ S if

r1 + · · · + ri ≤ s1 + · · · + si,

for i = 1, . . . ,min{m, n}. The set of all partitionswith sum τ ordered bymajorization
is a lattice with maximum element (n) and minimum element (1n) = (1, 1, . . . , 1),
and is self dual under themapwhich sends each partition to its conjugate.Graphically,
R ≤ S if and only if the diagram of R is obtained by “lowering” at least one 1 in the
diagram of S. Clearly R ≤ S if and only if S∗ ≤ R∗. Moreover, S covers R, written
as R � S, if and only if S is obtained from R by lifting exactly one 1 in the diagram
of R to the next available position such that the transfer must be from some rk to rj
with j < k and either k = j + 1 or rk = rj [9]. In this case we say that S is obtained
from R by a transfer from rk to rj.

Lemma 1 Let R and S be partitions with sum τ . Then R ≤ S if and only if S can be
obtained from R by a finite sequence of transfers.

Letm and n be two positive integers and let R = (r1, . . . , rm) and S = (s1, . . . , sn)
be compositions with the same sum

r1 + r2 + · · · + rm = s1 + s2 + · · · + sn.

The set of allm × nmatrices over {0, 1} with ith row sum equal to ri, for 1 � i � m,
and jth column sum equal to sj, for 1 � j � n, is commonly denoted by A (R, S).
For the characterization of A (R, S) we may assume that all entries ri and sj are
positive, since otherwise each matrix inA (R, S) has a row of 0’s or a column of 0’s.
Moreover, without loss of generality we may also assume that R and S are partitions,
since otherwise for permutation matrices P and Q of orders m and n, respectively,
we have

A (RP, SQ) = {PAQ : A ∈ A (R, S)}.

When S = R∗ it is easy to check that the set A (R,R∗) has only one element,
namely the matrix A(R, n) of size m × n obtained by completing with zeros the Fer-
rers diagram of R, placed in the upper left corner. For instance, if R = (3, 3, 2, 2, 1),
then

A(R, 3) =

⎛

⎜

⎜

⎜

⎜

⎝

1 1 1
1 1 1
1 1 0
1 1 0
1 0 0

⎞

⎟

⎟

⎟

⎟

⎠

∈ A (R,R∗).

The general characterization of the set A (R, S) was obtained independently by
D. Gale [17], using the theory of network flows, and by H.J. Ryser [31], using induc-
tion and a direct combinatorial reasoning. Since then various proofs were obtained
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[5]. The proof we present here is due to M. Krause [25] and uses properties of
dominance order (see also [3, 4, 13, 26]).

Theorem 1 (Gale–Ryser theorem) Let R and S be partitions with the same sum τ .
Then, A (R, S) is nonempty if and only if S ≤ R∗.

Proof Assume there is a (0, 1)-matrix with row sum R and columns sum S. Since
the ones in A(R, n) are left-justified, any matrix A = [aij] ∈ A (R, S) has at most as
many ones in the first k columns as A(R, n) has, for all k ≤ n, that is,

k
∑

j=1

sj =
k

∑

j=1

m
∑

i=1

aij ≤
k

∑

j=1

m
∑

i=1

A(R, n)ij =
k

∑

j=1

r∗
j .

It follows that S ≤ R∗.
Reciprocally, assume that S ≤ R∗. Then, by Lemma 1, R∗ can be obtained from

S by a finite number of transfers

S = Rt � Rt−1 � · · · � R1 = R∗,

where Rk is obtained from Rk−1 by a transfer, for i = 2, . . . , t. We proceed by induc-
tion over t ≥ 1. When t = 1 we have S = R∗ and in this caseA (R,R∗) is nonempty
and has only the matrix A(R, n). The conclusion follows by induction after we have
proven the following claim:

Claim: IfA (R,P) is nonempty, and P′ � P is obtained from P by a transfer, then
also A (R,P′) is nonempty.

Proof of Claim: Let A = [aij] ∈ A (R,P) and assume that P′ is obtained from
P = (p1, . . . , pn) by a transfer from pi to pj, for some i < j. Then pi > pj and there
is a row k in A where aki = 1 and akj = 0. Consider A′ = [a′

pq] where a′
ki = 0 and

a′
kj = 1, while all other entries of A′ agree with those from A. Clearly, A′ ∈ A (R,P′).
This proves the claim, and therefore the theorem. �
For example, by theGale–Ryser theorem there exists amatrixA in the setA (R, S),

with R = (3, 3, 2, 2, 1) and S = (4, 4, 2, 1), since R∗ = (5, 4, 2) majorizes S. Start-
ing with the matrix A(R, 4) and the sequence of cover relations

S = (4, 4, 2, 1) � (5, 3, 2, 1) � (5, 4, 1, 1) � (5, 4, 2) = R∗,

the procedure obtained from the proof of the theorem above leads to a solution for
A as follows:

A(R, 4) =

⎛

⎜

⎜

⎜

⎜

⎝

1 1 1 0
1 1 1 0
1 1 0 0
1 1 0 0
1 0 0 0

⎞

⎟

⎟

⎟

⎟

⎠

→

⎛

⎜

⎜

⎜

⎜

⎝

1 1 1 0
1 1 0 1
1 1 0 0
1 1 0 0
1 0 0 0

⎞

⎟

⎟

⎟

⎟

⎠

→

⎛

⎜

⎜

⎜

⎜

⎝

1 1 1 0
1 0 1 1
1 1 0 0
1 1 0 0
1 0 0 0

⎞

⎟

⎟

⎟

⎟

⎠

→



Chains and Antichains in the Bruhat Order for Classes of (0,1)-Matrices 223

→

⎛

⎜

⎜

⎜

⎜

⎝

1 1 1 0
0 1 1 1
1 1 0 0
1 1 0 0
1 0 0 0

⎞

⎟

⎟

⎟

⎟

⎠

= A ∈ A (R, S).

An important class of matrices in which nonemptiness is assured by the Gale–
Ryser theorem occurs when m = n, k ∈ N such that 0 ≤ k ≤ n, and

R = S = (k, . . . , k)

is the constant vector having each component equal to k: in this casewewriteA (n, k)
instead of A (R, S).

While the proof of the nomemptiness of the setA (R, S) is constructive, as Ryser
predicted “the exact number of them is undoubtedly an extremely intricate function
of the row and column sums”. In 1988 Wang [33] presented such a formula which
involves 2n − 2n variables. Several improvements have since then been achieved
with a substancial reduction of the number of variables. Nevertheless, computing a
closed manageable formula for such sequence is still an open problem which looks
quite hard (cf., e.g., [1, 10, 21–23, 27, 30, 34] and the references therein for some
partial results). For the caseA (n, k), an asymptotic formula was obtained by O’Neil
[29] (see also [15]):

#A (n, k) ∼ (kn)!
(k!)2n e

−(k−1)2/2. (1)

3 The Bruhat Order on A (R,S)

Amongst the various ways to define a partial order on the symmetric group Sn, the
Bruhat order is the most prominent of all as it can be generalized to any Coxeter
group. Identifying permutations with permutation matrices, Brualdi and Hwang [8]
generalized further this partial order to the class of matricesA (R, S). In this section
we describe this process and analyse some characteristics of the Bruhat order on
A (R, S).

An inversion of a permutation p = p1p2 · · · pn ∈ Sn is a pair (pi, pj) such that
i < j but pi > pj. The Bruhat order on the symmetric group Sn can then be defined
by declaring that permutation p is less than or equal to permutation q, denoted p 	 q,
if and only if either p = q, or p can be obtained from q by a series of operations,
each of which interchanges the two entries of an inversion. An operation of this type
reduces the number of inversions in a permutation. The identity permutation 12 · · · n
is the unique minimal element in the Bruhat order on Sn, and the unique maximal
element is the permutation n(n − 1) · · · 1.

The symmetric group can be identified in a natural way with the class of per-
mutation matrices A (n, 1) of order n. Using this identification, an inversion on a
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permutation p ∈ Sn corresponds to a pair of ones in the corresponding permutation
matrix P, one of which is located to the top-right of the other. More precisely, if
P = [pij] ∈ A (n, 1), an inversion in P consists of any two entries pij = pk� = 1 such
that (i − k)(j − k) < 0. We denote the total number of inversions in P by ν(P) [19].

For permutation matrices P and Q of order n, corresponding to permutations p
and q, we say that P is less than or equal to Q in the Bruhat order, and write P 	 Q,
whenever p 	 q.

An alternative, but equivalent, way to define the Bruhat order on the symmetric
group is to use the Gale order [2] on subsets of a fixed size of [n] := {1, . . . , n}.
Given two nonempty subsets X = {a1, . . . , ak} and Y = {b1, . . . , bk} of [n], written
in increasing order, we say that X is less than, or equal to Y in the Gale order,
denoted X ≤G Y , if and only if a1 ≤ b1, a2 ≤ b2, . . . , ak ≤ bk . For p = p1p2 · · · pn,
let p[k] = {p1, p2, . . . , pk}. The following lemma is a straightforward consequence
of the definitions [8].

Lemma 2 Let p and q be permutations inSn. Then,

p 	 q if and only if p[k] ≤G q[k], (1 ≤ k ≤ n).

For a m × n matrix A = [aij], let �A = (σij(A)) denote the m × n matrix whose
(i, j)-entry equals

σij(A) =
i

∑

k=1

j
∑

�=1

ak,� (1 ≤ i ≤ m, 1 ≤ j ≤ n).

That is, σi,j(A) is the sum of the entries in the leading i by j submatrix of A. Using
the Gale order, it is easy to check that for permutation matrices P and Q of order n,
one has P 	 Q if and only if �P ≥ �Q, where this latter order is the entrywise order
(see [5] for a proof).

Lemma 3 If P and Q are permutation matrices of order n, then P � Q if and only
if �P ≥ �Q.

This result, which is equivalent to Lemma 2, can be used to extend to the class
A (R, S) the Bruhat order on permutation matrices. If A1 and A2 are matrices in the
class A (R, S), then we say that A1 is less than, or equal to A2 in the Bruhat order,
denoted A1 	 A2, if and only if �A1 ≥ �A2 in the entrywise order, i.e. σij(A1) ≥
σij(A2) for all 1 ≤ i ≤ m and 1 ≤ j ≤ n.

It is well known that the Bruhat order on permutation matrices is graded, that is
all maximal chains have the same length, with rank function given by the number of
inversions. But in general, the Bruhat order on A (R, S) is not graded. For instance,
consider the following matrices in A (4, 2):
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A =

⎛

⎜

⎜

⎝

1 1 0 0
0 0 1 1
0 1 0 1
1 0 1 0

⎞

⎟

⎟

⎠

and C =

⎛

⎜

⎜

⎝

1 1 0 0
0 1 0 1
1 0 1 0
0 0 1 1,

⎞

⎟

⎟

⎠

and also

X1 =

⎛

⎜

⎜

⎝

1 1 0 0
0 1 0 1
0 0 1 1
1 0 1 0

⎞

⎟

⎟

⎠

, Y1 =

⎛

⎜

⎜

⎝

1 1 0 0
0 0 1 1
1 0 0 1
0 1 1 0

⎞

⎟

⎟

⎠

,

Y2 =

⎛

⎜

⎜

⎝

1 1 0 0
0 0 1 1
1 0 1 0
0 1 0 1

⎞

⎟

⎟

⎠

and Y3 =

⎛

⎜

⎜

⎝

1 1 0 0
0 0 1 1
1 1 0 0
0 0 1 1,

⎞

⎟

⎟

⎠

.

In [7], it shown that A covers X1, X1 covers C, A covers Y1, Y1 covers Y2, Y2 covers
Y3, and Y3 covers C. That is, there are maximal chains from A to C of lengths 2 and
4 in the Bruhat order, proving that the class A (4, 2), under the Bruhat order, is not
graded.

Also, as pointed before, in the Bruhat order on the classA (n, 1) there is a unique
minimal matrix, the identity In, and a uniquemaximal matrix, the permutationmatrix
Dn with 1’s in the positions (1, n), (2, n − 1), . . . , (n, 1). In general, however, there
can be many minimal and maximal matrices in a nonempty class A (R, S). Brualdi
and Hwang showed in [8] that the following algorithm constructs a minimal matrix
in the Bruhat order on the classA (n, k). Note that if A � B inA (n, k), and A′ and B′
are obtained from A and B respectively by reversing the order of their columns, then
B′ � A′. Therefore, maximal matrices in the Bruhat order of A (n, k) are obtained
by reversing the order of the columns in minimal matrices.

As usual, we let Jmn denote the m by n matrix of all 1’s, abbreviated to Jn when
m = n.

Algorithm to Construct a Minimal Matrix in the Bruhat Order on A (n, k).

1. Let n = qk + r where 0 ≤ r < k.
2. If r = 0, then A = Jk ⊕ · · · ⊕ Jk , (q Jk’s) is a minimal matrix, where ⊕ denotes

the direct sum of matrices.
3. Else, r �= 0.

a. If q ≥ 2, let

A = X ⊕ Jk ⊕ · · · ⊕ Jk, (q − 1 Jk’s,X has order k + r),

and let n ← k + r.
b. Else, q = 1, and let
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A =
(

Jr,k Or

X Jk,r

)

, (X has order k),

and let n ← k and k ← k − r.
c. Proceed recursively with the current values of n and k to determine X.

For example, with n = 9 and k = 2 the algorithm above construct the following
minimal matrix in A (9, 2):

A =
(

J1,2 O1

J1 ⊕ J1 J2,1

)

⊕ J2 ⊕ J2 ⊕ J2.

We start by writing 9 = 4 · 2 + 1 to get, by step 3(a), A = X ⊕ J2 ⊕ J2 ⊕ J2, where
the matrix X has order 3, and we set n = 3 and k = 2. Next, since 3 = 1 · 2 + 1, by
step 3(b), we get

X =
(

J1,2 O1

Y J2,1

)

,

where Y is of order 2, and we set n = 2 and k = 1. Finally, since 2 = 2 · 1, by step
2 we get Y = J1 ⊕ J1.

If we let Fn denote the matrix of order n with 0’s in positions (1, n),
(2, n − 2), . . . , (n, 1) and 1’s elsewhere, then the minimal matrix for A (9, 2)
obtained in the example above is a direct sum of matrices equal to J2 and F3 =
⎛

⎝

1 1 0
1 0 1
0 1 1

⎞

⎠. As Brualdi and Hwang proved in [8], this is part of a general property of

the classes A (n, 2).

Theorem 2 [8] Let n be an integer greater than or equal to 2. Then a matrix in
A (n, 2) is a minimal matrix in the Bruhat order if and only if it is the direct sum of
matrices equal to J2 and F3.

Hence, when n is odd, we can construct a minimal matrix Pn in A (n, 2) as the
direct sum of n/2 copies of J2, and the corresponding maximal matrix Qn:

Pn =

⎛

⎜

⎜

⎜

⎝

J2 0 · · · 0
0 J2 · · · 0
...

...
. . .

...

0 0 · · · J2

⎞

⎟

⎟

⎟

⎠

and Qn =

⎛

⎜

⎜

⎜

⎝

0 · · · 0 J2
0 · · · J2 0
...

. . .
...

...

J2 · · · 0 0

⎞

⎟

⎟

⎟

⎠

, (2)

and when n is odd, we construct a minimal matrix Pn as the direct sum of (n − 3)/2
copies of J2 and one copy of F3, and the corresponding maximal matrix Qn:
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Pn =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

J2 0 · · · 0 0
0 J2 · · · 0 0
...

...
. . .

...
...

0 0 · · · J2 0
0 0 · · · 0 F3

⎞

⎟

⎟

⎟

⎟

⎟

⎠

and Qn =

⎛

⎜

⎜

⎜

⎜

⎜

⎝

0 0 · · · 0 J2
0 0 · · · J2 0
...

...
. . .

...
...

0 J2 · · · 0 0
F ′
3 0 · · · 0 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

. (3)

In [7] it was proved thatA (n, k) contains a unique minimal element in the Bruhat
order if and only if k ∈ {0, 1, n − 1, n} or n = 2k. Notice also that when n = 2k, step
2 of the algorithm above produces the minimal matrix Jk ⊕ Jk , so this is the only
minimal matrix in A (2k, k).

Theorem 3 [7] Let n and k be integers with 0 ≤ k ≤ n. Then the classA (n, k) has
a unique minimal element in the Bruhat order if and only if k ∈ {0, 1, n − 1, n} or
n = 2k. The unique minimal and maximal matrices in A (2k, k) are, respectively

Pk =
(

Jk Ok

Ok Jk

)

and Qk =
(

Ok Jk
Jk Ok

)

.

SinceA (n, k)  A (n, n − k) (the map A �−→ Jn − A does the job), #A (n, 0) =
1 andA (n, 1)  Sn, themost interesting case inwhich there is uniqueness ofminimal
and maximal matrices is A (2k, k).

4 Chains in A (2k, k) and A (n, 2)

In this sectionwe address the problemof finding themaximum length of a chain in the
Bruhat order on the classes A (2k, k) and A (n, 2), giving algorithms to construct
such chains, following [11, 19]. We start by proving that the maximum length of
a chain in the Bruhat order on the class A (2k, k) is k4, giving an algorithm that
construct such a sequence.

Theorem 4 [11] For any positive integer k, the maximal length of a chain in the
Bruhat order in A (2k, k) equals k4.

Proof For any A,B ∈ A (R, S) such that A 	 B, as an immediate consequence of
the definition of Bruhat order, an upper bound for the length of any admissible chain
between A and B is clearly given by

ϕ(A,B) :=
m

∑

i=1

n
∑

j=1

[σij(A) − σij(B)].

Since by Theorem 3 the poset (A (2k, k),	) admits a unique minimum Pk and a
unique maximum Qk , any chain between two pairwise comparable elements can be
extended to a chain between Pk and Qk .
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After some lengthy but rather straightforward computations we get

σij(Pk) =

⎧

⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎩

ij if i, j ≤ k

ik if i ≤ k ≤ j

jk if i ≥ k ≥ j

ij − k(i + j − 2k) if i, j ≥ k

,

σij(Qk) =

⎧

⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎩

0 if i, j ≤ k

i(j − k) if i ≤ k ≤ j

j(i − k) if i ≥ k ≥ j

k(i + j − 2k) if i, j ≥ k

,

and ϕ(Pk,Qk) = k4.
Hence it suffices to present an instance of a chain between Pk and Qk having

exactly such length. We do that in an algorithmic way, presenting a procedure to
generate an order preserving path in the Hasse diagram of A (2k, k).
Procedure [Switch(t, r)] 1 ≤ t, r ≤ 2k − 1.

Input: A = (aij) ∈ A (2k, k) such that the submatrix

(

at,r at,r+1

at+1,r at+1,r+1

)

=
(

1 0
0 1

)

.

Output: B = (bij) ∈ A (2k, k) such that bij = aij if 1 ≤ i, j ≤ 2k and {i, j} /∈
{{t, r}, {t, r + 1}, {t + 1, r}, {t + 1, r + 1}}, and

(

bt,r bt,r+1

bt+1,r bt+1,r+1

)

=
(

0 1
1 0

)

.

It is easy to see that executing procedure Switch(t, r) the output covers the input
in the Bruhat order for any choice of parameters. Our chain will be made by repeated
applications of the procedure Switch(t, r).
Procedure [Switch-rows(t)] 1 ≤ t ≤ 2k − 1.

Input: A = (aij) ∈ A (2k, k) such that rows t, t + 1 equal

(

1, . . . , 1, 0, . . . , 0
0, . . . , 0, 1, . . . , 1

)

.

For α = k down to 1 do
Begin
For β = α to α + k − 1 do Switch(t,β).

End.
Output: B = (bij) ∈ A (2k, k) such that bi,j = ai,j for any 1 ≤ i, j ≤ 2k such that

i �= t, t + 1, and rows t, t + 1 equal
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(

0, . . . , 0, 1, . . . , 1
1, . . . , 1, 0, . . . , 0

)

.

Algorithm [Chain(k)] k ∈ N \ {0}.
Input: Pk .
For α = k down to 1 do
Begin
For β = α to α + k − 1 do Switch-rows(β).

End.
Output: Qk .
We can see that, for any choice of parameters, the procedure “Switch” is invoked

k2 times by procedure “Switch-rows”, and that algorithm “Chain” recalls procedure
“Switch-rows” k2 times as well, so there are k4 application of procedure “Switch”.
Since, as already remarked, each time that procedure “Switch” is recalled we are
moving up (by one cover relation) in the Hasse diagram of the poset (A (2k, k),	),
all the constructed elements are pairwise distinct members of the desired chain, and
the result follows. �

For the sake of clarity, we present in detail our construction of the chain for the
case k = 2.

Example 1 A chain of maximal length in the class A (4, 2). Dots represent zeros.

P2 =
(

1 1 · ·
1 1 · ·
· · 1 1
· · 1 1

)

�→
(

1 1 · ·
1 · 1 ·
· 1 · 1
· · 1 1

)

�→
(

1 1 · ·
1 · · 1
· 1 1 ·
· · 1 1

)

�→
(

1 1 · ·
· 1 · 1
1 · 1 ·
· · 1 1

)

�→
(

1 1 · ·
· · 1 1
1 1 · ·
· · 1 1

)

�→
(

1 1 · ·
· · 1 1
1 · 1 ·
· 1 · 1

)

�→
(

1 1 · ·
· · 1 1
1 · · 1
· 1 1 ·

)

�→
(

1 1 · ·
· · 1 1
· 1 · 1
1 · 1 ·

)

�→
(

1 1 · ·
· · 1 1
· · 1 1
1 1 · ·

)

�→
(

1 · 1 ·
· 1 · 1
· · 1 1
1 1 · ·

)

�→
(

1 · · 1
· 1 1 ·
· · 1 1
1 1 · ·

)

�→
( · 1 · 1

1 · 1 ·
· · 1 1
1 1 · ·

)

�→
( · · 1 1

1 1 · ·
· · 1 1
1 1 · ·

)

�→
( · · 1 1

1 · 1 ·
· 1 · 1
1 1 · ·

)

�→
( · · 1 1

1 · · 1
· 1 1 ·
1 1 · ·

)

�→
( · · 1 1

· 1 · 1
1 · 1 ·
1 1 · ·

)

�→
( · · 1 1

· · 1 1
1 1 · ·
1 1 · ·

)

= Q2.

We turn nowour attention to the problemof finding themaximum length of a chain
in the Bruhat order on the class A (n, 2), following closely M. Ghebleh [19]. The
key factor for the construction of such a maximal chain is the number of inversions
of a (0, 1)-matrix, which was shown by Ghebleh to be monotonic with respect to the
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Bruhat order on the classA (n, 2) using a variation of the Bruhat order onA (R, S),
called the secondary Bruhat order, which coincides with the Bruhat order on the class
A (n, 2).

Lemma 4 Let A,C ∈ A (n, 2). If A � C, then ν(A) < ν(C).

Note that from this result we can conclude that if ν(A) = ν(C) for two distinct
A,C ∈ A (n, 2) then A and C are incomparable in the Bruhat order. Therefore, the
set ν−1(t) of all matrices A ∈ A (n, 2) with ν(A) = t is an antichain in the Bruhat
order of A (n, 2), for any integers n ≥ 2 and t ≥ 0.

In the next results, we present Ghebleh’s construction of chains of lengths 2n(n −
2) if n ≥ 4 is even, or 2n(n − 2) − 1 if n ≥ 5 is odd, respectively, in the Bruhat order
of A (n, 2), starting at the minimal matrices Pn and ending at the maximal matrices
Qn given in (2) and (3), respectively.

Proposition 1 If n ≥ 4 is even, then there is a chain of length 2n(n − 2) from Pn to
Qn in the Bruhat order of A (n, 2).

Proof The chain is constructed recursively by induction on n. For n = 4 the chain
was given by Theorem 4 and presented in Example 1. So, let n ≥ 6 be even, and note
that by (2), Pn = Pn−2 ⊕ J2. By the induction hypothesis, there is a chain of length
2(n − 2)(n − 4) from Pn−2 to Qn−2. Taking the direct sum of the matrices in such
chain with J2, we obtain a chain of the same length from Pn to A1 = Qn−2 ⊕ J2. This
chain can be extended to one from Pn toQn as follows. Let E1 be the submatrix of A1

induced by rows 1, 2, n − 1, n and columns n − 3, n − 2, n − 1, n. Then, E1 = P4.
We extend the current chain by keeping all entries outside E1 constant, and applying
the chain of case n = 4 in the positions corresponding to E1. This extends the current
chain by 16. Let A2 denote the end of this chain. We procced by applying the same
procedure to the submatrixE2 = P4 ofA2 inducedby rows3, 4, n − 1, n, and columns
n − 5, n − 4, n − 3, n − 2. The process is repeated for a total of n/2 − 1 times, after
which the resulting chain ends at An/2 = Qn. The length of this chain is

2(n − 2)(n − 4) + 16(n/2 − 1) = 2n(n − 2),

as required. �

Example 2 A chain of maximal length in the class A (5, 2). Dots represent zeros.

P5 =
(

1 1 · · ·
1 1 · · ·
· · 1 1 ·
· · 1 · 1
· · · 1 1

)

�→
(

1 1 · · ·
1 1 · · ·
· · 1 1 ·
· · · 1 1
· · 1 · 1

)

�→
(

1 1 · · ·
1 · 1 · ·
· 1 · 1 ·
· · · 1 1
· · 1 · 1

)

�→
⎛

⎜

⎝

1 1 · · ·
1 · · 1 ·
· 1 1 · ·
· · · 1 1
· · 1 · 1

⎞

⎟

⎠ �→
⎛

⎜

⎝

1 1 · · ·
1 · · 1 ·
· 1 · 1 ·
· · 1 · 1
· · 1 · 1

⎞

⎟

⎠ �→
⎛

⎜

⎝

1 1 · · ·
1 · · 1 ·
· 1 · · 1
· · 1 1 ·
· · 1 · 1

⎞

⎟

⎠
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�→
⎛

⎜

⎝

1 1 · · ·
1 · · 1 ·
· 1 · · 1
· · 1 · 1
· · 1 1 ·

⎞

⎟

⎠ =: Z �→
⎛

⎜

⎝

1 1 · · ·
1 · · · 1
· 1 · 1 ·
· · 1 · 1
· · 1 1 ·

⎞

⎟

⎠ �→
⎛

⎜

⎝

1 1 · · ·
1 · · · 1
· · 1 1 ·
· 1 · · 1
· · 1 1 ·

⎞

⎟

⎠

�→
⎛

⎜

⎝

1 1 · · ·
1 · · · 1
· · 1 1 ·
· · 1 · 1
· 1 · 1 ·

⎞

⎟

⎠ �→
⎛

⎜

⎝

1 1 · · ·
1 · · · 1
· · 1 1 ·
· · · 1 1
· 1 1 · ·

⎞

⎟

⎠ �→
⎛

⎜

⎝

1 · 1 · ·
1 · · · 1
· 1 · 1 ·
· · · 1 1
· 1 1 · ·

⎞

⎟

⎠

�→
⎛

⎜

⎝

1 · · 1 ·
1 · · · 1
· 1 1 · ·
· · · 1 1
· 1 1 · ·

⎞

⎟

⎠ �→
⎛

⎜

⎝

1 · · 1 ·
1 · · · 1
· 1 · 1 ·
· · 1 · 1
· 1 1 · ·

⎞

⎟

⎠ �→
⎛

⎜

⎝

1 · · 1 ·
1 · · · 1
· 1 · · 1
· · 1 1 ·
· 1 1 · ·

⎞

⎟

⎠

�→
⎛

⎜

⎝

1 · · · 1
1 · · 1 ·
· 1 · · 1
· · 1 1 ·
· 1 1 · ·

⎞

⎟

⎠ �→
⎛

⎜

⎝

1 · · · 1
1 · · 1 ·
· · 1 · 1
· 1 · 1 ·
· 1 1 · ·

⎞

⎟

⎠ �→
⎛

⎜

⎝

1 · · · 1
· 1 · 1 ·
· · 1 · 1
1 · · 1 ·
· 1 1 · ·

⎞

⎟

⎠

�→
⎛

⎜

⎝

1 · · · 1
· 1 · 1 ·
· · 1 · 1
· 1 · 1 ·
1 · 1 · ·

⎞

⎟

⎠ �→
⎛

⎜

⎝

1 · · · 1
· 1 · 1 ·
· · 1 · 1
· · 1 1 ·
1 1 · · ·

⎞

⎟

⎠ �→
⎛

⎜

⎝

1 · · · 1
· · 1 1 ·
· 1 · · 1
· · 1 1 ·
1 1 · · ·

⎞

⎟

⎠

�→
⎛

⎜

⎝

1 · · · 1
· · 1 1 ·
· · 1 · 1
· 1 · 1 ·
1 1 · · ·

⎞

⎟

⎠ �→
⎛

⎜

⎝

1 · · · 1
· · 1 1 ·
· · · 1 1
· 1 1 · ·
1 1 · · ·

⎞

⎟

⎠ �→
⎛

⎜

⎝

· · 1 · 1
1 · · 1 ·
· · · 1 1
· 1 1 · ·
1 1 · · ·

⎞

⎟

⎠

�→
⎛

⎜

⎝

· · · 1 1
1 · 1 · ·
· · · 1 1
· 1 1 · ·
1 1 · · ·

⎞

⎟

⎠ �→
⎛

⎜

⎝

· · · 1 1
1 · · 1 ·
· · 1 · 1
· 1 1 · ·
1 1 · · ·

⎞

⎟

⎠ �→
⎛

⎜

⎝

· · · 1 1
1 · · · 1
· · 1 1 ·
· 1 1 · ·
1 1 · · ·

⎞

⎟

⎠

�→
⎛

⎜

⎝

· · · 1 1
· · 1 · 1
1 · · 1 ·
· 1 1 · ·
1 1 · · ·

⎞

⎟

⎠ �→
⎛

⎜

⎝

· · · 1 1
· · · 1 1
1 · 1 · ·
· 1 1 · ·
1 1 · · ·

⎞

⎟

⎠ �→
⎛

⎜

⎝

· · · 1 1
· · · 1 1
· 1 1 · ·
1 · 1 · ·
1 1 · · ·

⎞

⎟

⎠ = Q5

Proposition 2 If n ≥ 5 is odd, then there is a chain of length 2n(n − 2) − 1 from
Pn to Qn in the Bruhat order of A (n, 2).

Proof As for the even case, the chain is constructed recursively by induction on n.
For n = 5 the chain is shown in Example 2. Let n = 2k + 5 with k ≥ 1. Then Pn =
P2k ⊕ P5. By applying the chain for the case n = 5 of Example 2 to the submatrix
of Pn formed by its last five rows and its last five columns, we obtain a chain of
length 29 from Pn to A = P2k + Q5. Let E be the 5 × 5 submatrix of A induced
by the rows 2k − 1, 2k, n − 1, n − 1, n and columns 2k − 1, . . . , 2k + 3. Then E =
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J2 ⊕ F ′
3. Note that �E ≥ �Z , where Z is the seventh matrix of the chain in A (5, 2)

constructed in Example 2. Thus, E 	 Z and we may apply the subchain of Example
2 that start with Z and ends withQ5 to extend the current chain by 24. We repeat this
procedure k times to obtain a chain ending at

C =
(

0 Pn−3

F ′
3 0

)

.

Using now Proposition 1, we may extend this chain to end at

Qn =
(

0 Qn−3

F ′
3 0

)

.

This chain has length 29 + 24k + 2(n − 3)(n − 5) = 2n(n − 2) − 1. �

The next result shows that the chains constructed in Propositions 1 and 2 are
indeed the longest possible chains in the Bruhat order of A (n, 2).

Theorem 5 [19] Let n ≥ 4 and let δ(n) denote the maximum length of a chain in
the Bruhat order of A (n, 2). Then,

δ(n) =
{

2n(n − 2), if n ≡ 0(mod 2)

2n(n − 2) − 1, if n ≡ 1(mod 2)
.

Proof LetA0 	 A1 	 · · · 	 Ak be a chain in the Bruhat order ofA (n, 2). By Lemma
4 we have ν(A0) < ν(A1) < · · · < ν(Ak), from which it follows that k ≤ ν(Ak) −
ν(A0). Since a chain of maximum length δ(n) begins with a minimal element and
ends with a maximal element, we obtain

δ(n) ≤ max{ν(Q)} − min{ν(P)},

where the maximum is over all maximal matrices Q and the minimum is over all
minimal matrices P in the Bruhat order of A (n, 2).

On the other hand, since by Theorem 2 any minimal matrix in A (n, 2) is a
direct sum of matrices equal to J2 and F3, and ν(J2) = 1 and ν(F3) = 2, a minimal
matrix with the smallest number of inversions cannot have more than one direct
sum component F3. Therefore, ν(Pn) is the smallest possible value of ν(P), for
any P ∈ A (n, 2), and similarly, ν(Qn) is the largest possible value of ν(Q), for any
Q ∈ A (n, 2). Therefore, we obtain

δ(n) ≤ ν(Qn) − ν(Pn).

Note that there are no inversions in Pn involving entries from different J2 and F3

direct sum components. Thus, ν(Pn) = �n/2�. In the maximal matrix Qn, however,
every pair of ones in different J2 and F ′

3 sum components gives an inversion, while
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there are ν(J2) = 1 and ν(F ′
3) = 7 inversionswithin each block. A simple calculation

gives ν(Qn) = �(4n2 − 7n)/2�. Hence,

δ(n) ≤ �(4n2 − 7n)/2� − �n/2� =
{

2n(n − 2), if n ≡ 0(mod 2)

2n(n − 2) − 1, if n ≡ 1(mod 2)
.

The constructions obtained in the proofs of Propositions 1 and 2 proves the lower
bound. �

5 Antichains in A (2k, k) and A (n, 2)

Dilworth’s theorem [14] states that themaximumnumber of elements in any antichain
in a partially ordered set equals theminimumnumber of chains intowhich the setmay
be partitioned. Mirsky’s dual of this theorem [28] states that the maximum number
of elements in any chain in a partially ordered set equals the minimum number of
antichains into which the set may be partitioned. Denoting by h(n, k) (respectively
w(n, k)) the maximum number of elements in a antichain (respectively chain) in the
Bruhat order of A (n, k), Dilworth’s and Mirsky’s theorems imply

h(n, k)w(n, k) ≥ #A (n, k). (4)

By Theorems 4 and 5 we have

h(2k, k) = k4 + 1 and h(n, 2) = 2n(n − 2) + ε,

for k ≥ 1, n ≥ 4,where ε is 0 if n is odd, and 1 if n is even. These values, togetherwith
Eqs. (1) and (4), indicates that the maximum number of elements in any antichain on
the Bruhat order of the setsA (2k, k) andA (n, 2) have exponentially large sizes. In
what follows we derive lower bound for the number w(n, k) of the Bruhat order on
the classes A (2k, k) and A (n, 2).

In the first result we explain the construction made in [12] of antichains of size

( k2
4 + 1)2 on the classA (2k, k), a result which was improved in [20], as we will see.

Nevertheless, the constructive nature of these antichains make it worth to include it
in this survey.

Theorem 6 For any integer k � 2, let w(2k, k) be the largest size of an antichain
in the Bruhat order in A (2k, k). Then

w(2k, k) ≥
(

k

2

4

+ 1

)2

.
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Proof We start by proving the bound forw(2k, k)when k ≡ 0(mod2). Recalling that
by Theorem 3, A (2k, k) admits a minimum Pk and a maximum Qk , let us consider
the matrix

A =

⎛

⎜

⎜

⎜

⎜

⎝

J k
2

J k
2
O k

2
O k

2

O k
2
O k

2
J k

2
J k

2

O k
2
O k

2
J k

2
J k

2

J k
2

J k
2
O k

2
O k

2

⎞

⎟

⎟

⎟

⎟

⎠

=

⎛

⎜

⎜

⎜

⎜

⎝

J k
2

O k
2

P k
2

O k
2

J k
2

O k
2

J k
2

Q k
2

J k
2

O k
2

⎞

⎟

⎟

⎟

⎟

⎠

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

J∗
k
2

O∗
k
2

P•
k
2

O∗
k
2

J∗
k
2

O†
k
2

J†k
2

Q�
k
2

J†k
2

O†
k
2

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

(5)

which satisfies is actually the matrix generated at step k4

2 by the algorithm in Theo-
rem 4. We use symbols •, �, ∗, and † just to mark and indicate the corresponding
submatrices of A. Note that •  ∗  Pk

2
and �  †  Qk

2
.

The Chain algorithm of Theorem 4 generates a chain of maximal length n4

between Pn and Qn, for any integer n � 2, and it is straightforward to see that it
can be reverted, viz. we can consider the Rev–Chain algorithm which generates the
same chain backwards from Qn and Pn.

Applying simultaneously Chain and Rev–Chain algorithms to • and �, and denot-
ing this operation as central-antichain algorithm, we get

(

k
2

)4 + 1 incomparable
elements. In fact, let

Aca
� =

⎛

⎜

⎜

⎜

⎝

J k
2

Ok
2

P�
k
2

Ok
2

J k
2

Ok
2

J k
2

Q�
k
2

J k
2

Ok
2

⎞

⎟

⎟

⎟

⎠

be thematrix obtained fromA after � > 0 iterations of the central-antichain algorithm,
i.e.P�

k
2
is obtained fromPk

2
after � iterations of theChain algorithm andQ�

k
2
is obtained

from Qk
2
after � iterations of the Rev–Chain algorithm.

Now consider � < t and Aca
� and Aca

t (i.e. Aca
t is obtained from Aca

� after t − � ite-
rations of the central-antichain algorithm): obviously we have P�

k
2

� Pt
k
2
as elements

ofA (k, k
2 ), i.e. there exist (u, v) with 1 ≤ u, v ≤ k such that σuv

(

P�
k
2

)

> σuv

(

Pt
k
2

)

.

Similarly,Qt
k
2

� Q�
k
2
as elements ofA (k, k

2 ), i.e. there exist (w, z) with 1 ≤ w, z ≤ k

such that σuv

(

Qt
k
2

)

> σuv

(

Q�
k
2

)

.

Therefore, considering in A (2k, k) the two matrices Aca
� and Aca

t we have
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σu, k2 +v

(

Aca
�

) = σu, k2

(

J k
2

Ok
2

)

+ σuv

(

P�
k
2

)

> σu, k2

(

J k
2

Ok
2

)

+ σuv

(

Pt
k
2

)

= σu, k2 +v

(

Aca
t

)

.

We now show that σk+w, k2 +z

(

Aca
�

)

< σk+w, k2 +z

(

Aca
t

)

, and therefore Aca
� and Aca

t are
incomparable in A (2k, k).

Note that since P�
k
2
,Pt

k
2

∈ A (k, k
2 ), for any 1 ≤ j ≤ k, we have

σjk

(

P�
k
2

)

= σjk

(

Pt
k
2

)

= σkj

(

P�
k
2

)

= σkj

(

Pt
k
2

)

= jk

2
,

hence

σk+w, k2 +z

(

Aca
�

) = σk, k2

(

J k
2

Ok
2

)

+ σkz

(

P�
k
2

)

+ σw, k2

(

Ok
2

J k
2

)

+ σwz

(

Q�
k
2

)

= σk, k2

(

J k
2

Ok
2

)

+ kz

2
+ σw, k2

(

Ok
2

J k
2

)

+ σwz

(

Q�
k
2

)

< σk, k2

(

J k
2

Ok
2

)

+ kz

2
+ σw, k2

(

Ok
2

J k
2

)

+ σwz

(

Qt
k
2

)

= σk, k2

(

J k
2

Ok
2

)

+ σkz

(

Pt
k
2

)

+ σw, k2

(

Ok
2

J k
2

)

+ σwz

(

Qt
k
2

)

= σk+w, k2 +z

(

Aca
t

)

.

Analogously, we can apply simultaneously Chain and Rev–Chain algorithms to
the submatrices ∗ and † in Eq. (5), denoting this operation by lateral-antichain algo-

rithm, and we get
(

k
2

)4 + 1 incomparable elements, as well.
In fact, it is possible to apply independently both central-antichain and lateral-

antichain algorithms to A in Eq. (5) and still get an antichain, namely
Z = {Aij | 0 � i, j � ( k2 )

4} is an antichain, where Aij is the matrix obtained from
A applying i-times the central-antichain algorithm and j-times the lateral-antichain
algorithm; thus we get an instance of an antichain having size

(
(

k

2

)4

+ 1

)2

.

It is easy to see that Z is an antichain because the upper half of the matrix A is the
disjoint union of two submatrices Pk

2
, whereas the lower half is the disjoint union

of two submatrices Qk
2
, hence for any transformation we apply, the upper half goes
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up in the Bruhat order, and the lower half goes down, and therefore the resulting
elements are incomparable.

For any integer k � 3, not necessary even, we obviously have

w(2(k − 1), k − 1) � w(2k, k),

and the desired result follows. �

Consider now the classA (n, 2). Recall that by the discussion after Lemma 4, we
know that for t ≥ 0 and n ≥ 2, the set ν−1(t) of all matrices A ∈ A (n, 2) such that
ν(A) = t forms an antichain in the Bruhat order of A (n, 2).

Given a m × n matrix A = [aij], let A′ = [bij] be the m × n matrix obtained from
A by reversing the order of their columns, i.e. with bij = ai,n−j+1 for all 1 ≤ i ≤ m
and 1 ≤ j ≤ n. We say that A′ is the conjugate of A. Applying the inclusion-exclusion
principle, we find that if A ∈ A (R, S), with R = (r1, . . . , rm) and S = (s1, . . . , sn),
then

ν(A) + ν(A′) =
(

r1 + · · · + rm
2

)

−
m

∑

i=1

(

ri
2

)

−
n

∑

j=1

(

sj
2

)

.

In particular, if A ∈ A (n, 2) is such that A = A′, then we get ν(A) = n2 − 3n/2.
From this equality we conclude that if n is odd there is no self-conjugate matrix
in the class A (n, 2), but for n even self-conjugate matrices were used in [20] to
construct antichains. In the next results we describe such constructions.

Theorem 7 If n ≥ 2 is an even integer, then there is an antichain of size n!
2n/2 in the

Bruhat order of A (n, 2).

Proof Let n = 2k be an even integer. The first n/2 columns of any self-conjugate
matrix AC ∈ A (n, 2) induces a matrix C of size 2k × k, with columns sums equal to
2 and row sums equal to 1, such that A = [C C′]. Since ν(AC) = n2 − 3n/2, the set
of all self-conjugate matrices forms, an which we can identify with the setA (R, S),
where R = (1n) and S = (2n/2). In [18], the cardinal of such class A (R, S) was
proved to be n!/2n/2. Thus, the antichain formed by the self-conjugate matrices of
A (n, 2) have(2k)!/2k elements. �

The construction of an antichain in the Bruhat order of A (n, 2) when n is odd
follows the same lines of the even case.

Theorem 8 If n ≥ 3 is an odd integer, then there is an antichain of size (n−1)!
2(n−3)/2 in the

Bruhat order of A (n, 2).

Proof Let n = 2k + 1 be an odd integer and let C be an 2k × k (0, 1)-matrix with
columns sums equal to 2 and row sums equal to 1. Let AC = [aij] be the n × nmatrix
such that its the restriction to the submatrix induced by rows 1, . . . , 2k and columns
1, . . . , k is C, the restriction to the submatrix induced by rows 2, . . . , 2k + 1 and
columns k + 1, . . . , 2k is C, has ones in positions a1n and ann, and zeros in the
remaining positions. The number of inversions in both AC and A′

C is given by
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ν(AC) = ν(A′
C) = k(4k − 1).

Thus, the set of matrices of the form AC and A′
C is an antichain in the Bruhat order of

A (n, 2). As mentioned in the proof of Theorem 7, there are (2k)!/2k such matrices
C, and each induces two matrices AC and A′

C . Thus, there are (2k)!/2k−1 elements
in the antichain. �

In the following theorem, whose proof we refer to M. Ghebleh [20], we present a
construction of antichains in the Bruhat order of the classA (R, S) that are products
of known antichains. This construction was used in [20] to improve the lower bound
for the antichains ofA (2k, k) obtained in Theorem 6. We use the notation R ⊗ S to
denote the Kronecker product of the vectors R and S = (s1, . . . , sn), and let t + S =
(t + s1, . . . , t + sn).

Theorem 9 For positive integers a, b,m, n, let R1=(r1, . . . , ra), R2=(r′
1, . . . , r

′
m),

R3 = (r′′
1 , . . . , r

′′
m), S1 = (s1, . . . , sb), S2 = (s′1, . . . , s′n), and S3 = (s′′1, . . . , s′′m) be

nonnegative integer vectors. Let u = r1 + r2 + · · · + ra, u′ = r′
1 + r′

2 + · · · + r′
m and

u′′ = r′′
1 + r′′

2 + · · · + r′′
m, and suppose that u

′ �= u′′. IfD1,D2 andD3 are antichains
in the Bruhat order of the classesA (R1, S1),A (R2, S2) andA (R3, S3) respectively,
then there is an antichain of size |D1||D2|u|D3|ab−u in the Bruhat order of the class
A (R, S), where R = R1 ⊗ R2 + (b − R1) ⊗ R3 and S = S1 ⊗ S2 + (a − S1) ⊗ S3.

Corollary 1 For any integer k � 2, let w(2k, k) be the largest size of an antichain
in the Bruhat order in A (2k, k). Then

w(2k, k) ≥ g(k) =
{

(k!)4
4k if k is even

((k−1)!)4
4k−3 if k is odd

.

Proof Consider the antichains D1 = {I2} in the Bruhat order of A (2, 1), and D2 in
the Bruhat order of A (k, 2) given in Theorem 7 or 8, depending on the parity of k.
Then,D3 = {J2 − X : X ∈ D2}, formed by the complements of the matrices inD2, is
also an antichain in the Bruhat order ofA (k, 2), since matrix complements reverses
the Bruhat order. Applying Theorem 9 to the antichains D1,D2 and D3 we get an
antichain of the desired length in the Bruhat order in A (2k, k). �
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Iterative Method for Linear System
with Coefficient Matrix as anM∨-matrix

Manideepa Saha

Abstract AnM∨-matrix A has the form A = sI − B, with B an eventually nonneg-
ative matrix and s ≥ ρ(B), the spectral radius of B. In this paper we study iterative
procedures associated with a splitting of A, to solve the linear system Ax = b, with
the coefficient matrix A an M∨-matrix. We generalize the concepts of regular and
weak regular splitting of a matrix using the notion of eventually nonnegative matrix,
and term them asE-regular andweakE-regular splitting, respectively.We obtain nec-
essary and sufficient conditions for the convergence of these types of splittings. We
also discuss the convergence of Jacobi and Gauss-Seidel splittings forM∨-matrices.

Keywords E-regular splitting ·Weak E-regular splitting · Jacobi splitting · Gauss-
Seidel splitting

1 Introduction

Consider the linear system
Ax = b (1)

where x, b ∈ Rn and A ∈ Rn,n, is an invertible matrix. An iterative technique to
solve the linear system (1) involves an initial approximation x0 to the solution x
and determines a sequence {xk} that converges to the exact solution x. Most of these
methods reduce to the iterative scheme xk+1 = Hxk + c, with k ≥ 0,where thematrix
H is called an iteration matrix of the system (1). It is well known that the iterative
scheme converges to the exact solution x of (1) if and only if ρ(H) < 1 for ρ(H) the
spectral radius of H.

As it iswell knownwith a splittingA = M − N ofA, onemay associate an iterative
scheme
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xk+1 = M−1Nxk + M−1b (2)

for solving the system (1) (see [2, 15]), and the convergence of such iterative scheme
depends on the spectral radius of M−1N . An M-matrix has the form A = sI − B
with B a nonnegative matrix and s ≥ ρ(B). To solve (1) with the coefficient matrix
A an M-matrix, deserves attention due to its occurrence in a wide variety of areas
including finite difference method for solving partial differential equations. In [8],
the authors considered such system of linear equations with A an M-matrix, and
the convergence of iterative scheme (2) was obtained via regular and weak regular
splittings of A, concept introduced in [12, 15].

Initiated by Friedland [7], attempts were made to study generalized nonnegative
matrices, called eventually nonnegative matrices (see [3, 4, 6, 9, 10]), and sub-
sequently generalized M-matrices were studied (see [5, 11]). In [11], the authors
introducedM∨-matrices,which have the formA = sI − B, whereB is eventually non-
negative and s ≥ ρ(B). Thereafter, in [13, 14], researchers studied some combinato-
rial properties of this class of matrices. One of the reason that motivated researchers
to study this class of matrices is due to its occurrence in engineering, biological and
economic applications (see [1]).

Elhashash and Szyld in [5], generalized the concept of regular and weak regular
splitting based on Perron-Frobenius property and studied the convergence of such
splittings for another generalization of M-matrices, known as GM-matrices. In this
paper, we are concerned with the system (1), where the coefficient matrix A is an
M∨-matrix.Wegeneralize regular andweak regular splitting using the notion of even-
tually nonnegative matrices, to study the convergence of the iterative scheme (2).

The paper proceeds as follows. In Sect. 2, we consider the basic definitions and
some preliminary notations. In Sect. 3, we generalize the concept of regular andweak
regular splitting and discuss the convergence of the iterative scheme (2), when the
coefficient matrix A in (1) is a nonsingularM∨-matrix. In particular, we concern with
the convergence of Jacobi and Gauss-Seidel methods for such type of linear systems.
Lastly, in Sect. 4, we consider singular linear systems and derive a necessary and
sufficient condition for semi-convergence of the linear system (1).

2 Notations and Preliminaries:

Let Rm,n denote the set of all m × n real matrices. We say a matrix A ∈ Rm,n is
nonnegative (or positive) if aij ≥ ( or >)0, for all i, j, and we denote it by A ≥
0 (or A > 0). For any matrix A ∈ Rn,n, and for any negative integer k with 0 <

|k| < n, tril(A, k) is the lower triangular part of A with aij = 0 for i = j + r, r =
0, 1, 2, . . . , |k| − 1, and for any positive integer k with 0 < k < n, triu(A, k) is the
upper triangular part of A with aij = 0 for j = i + r, r = 0, 1, 2, . . . , k − 1.

The spectral radius ofA is denoted by ρ(A), and by σ(A), wemean the spectrum of
A. Letλ ∈ σ(A), then indexλ(A) defines the size of the largest Jordan block associated
with λ. When A is singular, we simply write index(A) for index0(A).

We begin with some preliminary definitions.
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Definition 1 ([11]) A matrix B is said to be an eventually nonnegative matrix if
there exists a positive integer k0 such that Bk ≥ 0 for all k ≥ k0. A matrix A which
has the form A = sI − B, with eventually non-negative B and s ≥ ρ(B), is called an
M∨-matrix.

Definition 2 ([9]) A matrix B is said to possess Perron-Frobenius property if there
exists a nonnegative vector y �= 0 such that By = ρ(B)y. By WPFn, we denote the
collectionof allmatricesB ∈ Rn,n such that bothB andBT possessPerron-Frobenious
property.

Definition 3 ([12, 15]) Recall that a splitting of a matrix A is of the form

A = M − N (3)

with a nonsingular matrix M. Then the splitting (3) is called

(i) a nonnegative splitting ifM−1N ≥ 0.
(ii) a regular splitting if M−1 ≥ 0 and N ≥ 0.
(iii) a weak regular splitting if M−1N ≥ 0 and M−1 ≥ 0.

Lemma 1 ([2]) Let A = M − N ∈ Rn,n with nonsingular matrices A and M. Then
for H = M−1N and c = M−1b, the iterative method (2) converges to the solution
A−1b of (1) for each x0 if and only if ρ(H) < 1.

The following definition is due to Elhashash and Syzld, which generalized the above
definition.

Definition 4 ([6]) A splitting A = M − N is called a Perron-Frobenius splitting if
M−1N is a nonnilpotent matrix having the Perron-Frobenius property.

3 Splitting of NonsingularM∨-matrices

In this section we generalize the concepts of regular and weak regular splitting using
the notion of eventually nonnegativematrices and call them asE-regular andweakE-
regular splitting, respectively.We study the convergence of such types of splittings for
nonsingular A. We also obtain sufficient conditions for the convergence of classical
Jacobi and Gauss-Seidel iterative methods, in case the coefficient matrix A of (1) is
a nonsingularM∨-matrix. We now define the new splittings introduced in this paper.

Definition 5 For A ∈ Rn,n, a splitting of A is defined as A = M − N , with nonsin-
gular M. The splitting A = M − N is said to be an E-regular splitting if both M−1

and N are nonnilpotent eventually nonnegative matrices.
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Definition 6 For A ∈ Rn,n, a splitting A = M − N is said to be a weak E-regular
splitting if both M−1N and M−1 are nonnilpotent eventually nonnegative matrices.

We now consider the iterative schemes (2) starting with two different initial
approximations and show that their convex combination approximates the exact
solution A−1b of (1). We also give a sufficient condition for the existence such initial
guess.

Theorem 1 Let A = M − N with nonsingularmatricesAandM, and let the iterative
matrix H = M−1N be a nonnilpotent eventually nonnegative matrix. Consider the
system (1) and the iterative scheme (2).

(i) If there exist vectors x0 and y0 such that x0 ≤ x1, x0 ≤ y0, y0 ≤ y1, where x1

and y1 are computed from the iterative scheme (2) with initial values x0 and y0,
respectively, then there exists k0 such that

xk0 ≤ xk0+1 ≤ . . . ≤ xk ≤ . . . ≤ A−1b ≤ . . . ≤ yk ≤ . . . ≤ yk0+1 ≤ yk0 (4)

and for any scalar λ

A−1b = λ lim
k→∞

xk + (1 − λ) lim
k→∞

yk . (5)

(ii) If the iterative scheme (2) converges, then the existence of such x0 and y0 is
ensured.

Proof (i) As H is eventually nonnegative, so there exists a positive integer k0 such
that Hk ≥ 0, for all k ≥ k0. Equation (2) implies that for any k ≥ k0 we have

xk = Hkx0 + Hk−1M−1b + Hk−2M−1b + . . . + HM−1b + M−1b
and xk+1 = Hkx1 + Hk−1M−1b + Hk−2M−1b + . . . + HM−1b + M−1b,
so that xk+1 − xk = Hk(x1 − x0) ≥ 0. Thus xk+1 ≥ xk , for all k ≥ k0.
Similarly it can be checked that for k ≥ k0, yk+1 ≤ yk and xk ≤ yk . Thus for
any k we have

xk0 ≤ xk0+1 ≤ . . . ≤ xk ≤ yk ≤ . . . ≤ yk0+1 ≤ yk0 ,

so that both sequences {xk} and {yk} are bounded and so they converge. Hence
both the iterative schemes (2) with initial values x0 and y0 converge to A−1b.

(ii) Suppose that the iterative scheme (2) converges, say to x. Then it follows that x =
A−1b andρ(H) < 1. SinceH is nonnilpotent eventually nonnegative, there exists
z ≥ 0 such that Hz = ρ(H)z < z (see [3]). If we take x0 = A−1b − z and y0 =
A−1b + z, then y0 − x0 = 2z ≥ 0 and x1 = Hx0 + M−1b = HA−1b − ρ(H)z +
M−1b. As A−1 = (I − H)−1M−1, which implies that M−1 = (I − H)A−1, so
x1 = A−1b − ρ(H)z ≥ A−1b − z = x0. Similarly, it can be verified that y1 ≤ y0.
�
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Our next result contains a necessary and sufficient condition for the convergence of a
weak E-regular splitting. We first state a theorem from [9], used to prove our result.

Theorem 2 ([9]) If (i) AT ∈ Rn,n possesses the Perron-Frobenius property and x ≥
0 (x �= 0) is such that Ax − αx ≤ 0 for a constant α > 0, or, (ii) A ∈ Rn,n possesses
the Perron-Frobenius property and x ≥ 0 (x �= 0) is such that xTA − αxT ≤ 0, for a
constant α > 0, then α ≤ ρ(A).

Theorem 3 Let A = sI − B ∈ Rn,n, with B a nonnilpotent eventually nonnegative
matrix, be a nonsingular matrix. Then A is an M∨-matrix if and only if every weak
E-regular splitting A = M − N with M ≥ 0 is convergent.

Proof Suppose that ρ = ρ(M−1N) ≥ 1. AsM−1N is a nonnilpotent, eventually non-
negative matrix, there exists x ≥ 0 (x �= 0) such that M−1Nx = ρx which implies
that Nx = ρMx ≥ Mx, that is, Ax ≤ 0 or, sx ≤ Bx. Hence by Theorem 2 we have
that s ≤ ρ(B), which is a contradiction. Hence the splitting A = M − N converges.

Conversely let every weak E-regular splitting is convergent. As A = sI − B is a
weak E-regular splitting of A, hence ρ(s−1B) < 1, that is ρ(B) < s. Thus A is an
M∨-matrix. �

We now turn to the special splitting ofM∨-matrices, namely Jacobi and Gauss-Seidel
splittings and to their convergence.

Corollary 1 Let A = sI − B be an nonsingular M∨-matrix with positive diagonals.
If the Jacobi iterativematrix J = D−1(L + U), withD = diag(A) L = − tril(A,−1),
U = triu(A, 1), is a nonnilpotent eventually nonnegative matrix, then the Jacobi
splitting converges.

Similarly, if the Gauss-Seidel iterative matrix G = (D − L)−1U is a nonnilpotent
eventually nonnegative matrix and L ≥ 0, then Gauss-Seidel method for solving the
system (1) converges.

In [2], the authors established that for nonsingular M-matrices, both Jacobi and
SOR(and hence Gauss-Seidel) splittings converge. But the following example shows
that neither Jacobi nor Gauss-Seidel methods may converge for M∨-matrices, if the
associated iterative matrix is not a nonnilpotent eventually nonnegative matrix.

Example 1 Consider the nonsingular M∨-matrix A = 12.5I − B, with

B =
⎡

⎣

9.5 1 1.5
−14.5 16 10.5
10.5 −3 4.5

⎤

⎦ .

Consider the Jacobi splittingA = M − N , withM = diag(A) andN = M − A. If J =
M−1N is the Jacobi iteration matrix, ρ(J) = 2.0454 and hence the Jacobi splitting
of A does not converge.

Again, if we consider the Gauss-Seidel iterative matrix G = (D − L)−1U, with
L = − tril(A,−1) and U = − triu(A, 1), ρ(G) = 4.248, the Gauss-Seidel splitting
of A also diverges.
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As both Jacobi and Gauss-Seidel methods converge forM-matrices, andM-matrices
have nonnegative diagonals and off-digonals are nonpositive, so one may raise the
question whether Jacobi and Gauss-Seidel methods converge for M∨-matrices if
D ≥ 0 or −L − U ∈ WPFn or eventually nonnegative matrices. But this is not the
case as the following example shows.

Example 2 Consider the M∨-matrix A = 12I − B, where

B =
⎡

⎣

9.5 1 1.5
−14.5 11.9 10.5
10.5 −3 4.5

⎤

⎦

Let M = diag(A) and N = −L − U, where L = tril(A,−1), U = triu
(A, 1). Note that M ≥ 0, and the eigenvalues of N are − 3.8763, − 1.9381 ±
6.4435i. The Jacobi iterative matrix J = M−1N has eigenvalues −0.4678 ± 9.9908i
so that Jacobi method does not converge, because ρ(J) = 10.0018 > 1.

LetM = diag(A) + L andN = −U,whereL = tril(A,−1), U = triu(A, 1).Note
that the Gauss iterative matrix G = M−1N has eigenvalues 0,−65.2610, 0.9010 so
that Jacobi method does not converge, because ρ(G) = 65.2610 > 1.

The following example shows that there are someM∨-matrices for which both Jacobi
and Gauss-Seidel methods converge, whereas the corresponding iterative matrices
are not eventually nonnegative matrices.

Example 3 Consider the M∨-matrix A = 3I − B with

B =

⎡

⎢

⎢

⎣

0 1 1 −1
1 0 1 1
0 0 1 1
0 0 1 1

⎤

⎥

⎥

⎦

Consider the Jacobi splitting A = M − N , withM = diag(A) and N = M − A. If
J = M−1N is the Jacobi iteration matrix, ρ(J) = 0.5 < 1 and hence Jacobi splitting
of A converges. But note that the matrix

J =

⎡

⎢

⎢

⎢

⎣

0 1
3

1
3 − 1

3
1
3 0 1

3
1
3

0 0 0 0.5

0 0 0.5 0

⎤

⎥

⎥

⎥

⎦

is not an eventually nonnegative matrix.
Again if we consider the Gauss-Seidel iterative matrix G = (D − L)−1U, with

L = − tril(A,−1) and U = − triu(A, 1), ρ(G) = 0.8431, the Gauss-Seidel splitting
of A also converges, whereas the matrix
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G =

⎡

⎢

⎢

⎣

0 0.3333 0.3333 −0.3333
0.6667 −0.1111 0.2222 0.4444

0 0 0 0.5
0 0 1 −0.25

⎤

⎥

⎥

⎦

is not an eventually nonnegative matrix.

Remark 1 Jacobi splitting of the matrix A in Example 3 is not an E-regular splitting,
but the splitting converges. Like with Theorem 3, it is not possible to characterize
nonsingular M∨-matrices in terms of convergence of E-regular splittings.

The following theorem gives a sufficient condition for a matrix A = sI − B with B
an eventually nonnegative matrix to be an M∨-matrix and for the convergence of
the Jacobi method for A. But the condition is not necessary. An example has been
considered to illustrate the fact.

Lemma 2 If M ∈ Rn and D = diag(di), is an nonsingular diagonal matrix, then
min
i

|di| · ρ(M) ≤ ρ(DM) ≤ max
i

|di| · ρ(M).

Proof Let y be a nonzero vector such that yTDM = λyT , where |λ| = ρ(DM). Let
x be a nonzero vector such that Mx = ρx, where |ρ| = ρ(M). Then DMx = ρDx
implies that λyTx = ρyTDx. But,

|ρ| · min
i

|di| · |yTx| ≤ |ρ| · |yTDx| ≤ |ρ| · max
i

|di| · |yTx|.

Hence |ρ| · min
i

|di| · |yTx| ≤ |λ| · |yTx| ≤ |ρ| · max
i

|di| · |yTx| Thus, if yTx �= 0,

ρ(M) · min
i

|di| ≤ ρ(DM) ≤ ρ(M) · max
i

|di|. (6)

If yTx = 0, we consider a small perturbation of the matrices M and D such that
the corresponding eigenvectors x̃ and ỹ of M and DM, respectively, satisfy ỹT x̃ �=
0. Equation (6) holds for the new matrices and as the eigenvalues are continuous
functions on the matrix entries, so (6) is true for the given M and DM. �

Theorem 4 Let A = sI − B = D + L + U, where D = diag(A), L = tril(A,−1)
and U = triu(A, 1), and let B be an eventually nonnegative matrix. If (−L − U) ∈
WPFn and ρ(L + U) < min

i
|aii|, then A is a nonsingular M∨-matrix and the Jacobi

splitting of A converges.

Proof If A is an M∨-matrix and ρ(L + U) < min
i

|aii|, then from the righthand side

inequality of Lemma 2, ρ(−D−1(L + U)) ≤ ρ(L+U)

min
i

|aii| < 1, and hence the Jacobi split-

ting converges.
Letmin

i
|aii| = d, and let λ = ρ(L + U). As (−L − U) ∈ WPFn andB is an even-

tually nonnegative matrix, we choose nonnegative vectors x, y such that
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(L + U)x = −λx and yTA = λnyT , where λn = s − ρ(B). Now, yTAx = yT (D −
λI)x ≥ (d − λ)yTx. Therefore λn ≥ (d − λ), if yTx �= 0. Otherwise, the statement
is also true considering perturbed matrices and using the continuity of spectral
radius on the entries of the matrix, as discussed in Lemma 2. Thus, in any case
λn ≥ (d − λ) > 0, and hence s > B, so that A is a nonsingular M∨-matrix. �

Example 4 Consider the M∨-matrix A = 3I − B with

B =

⎡

⎢

⎢

⎣

0 0 1 1
0 0 1 1
1 1 1 1

−1 −1 1 1

⎤

⎥

⎥

⎦

Consider the Jacobi splitting A = M − N , withM = diag(A) and N = M − A. If
J = M−1N is the Jacobi iteration matrix, ρ(J) = 0.5 < 1 and hence Jacobi splitting
of A converges. But note that the matrix N = −L − U /∈ WPFn.

4 Splitting of SingularM∨-matrices

In this section we consider singular M∨-matrices and characterize an interesting
subclass of these matrices A with index(A) ≤ 1, with the convergence of weak E-
regular splitting of A and with eventually monotone property.

Definition 7 ([2]) A matrix A ∈ Rn,n is said to be semiconvergent if lim
j→∞Aj exists.

Theorem 5 ([2]) Let A ∈ Rn,n. Then A is semiconvergent if and only if each of the
following conditions hold.

(i) ρ(A) ≤ 1.
(ii) if ρ(A) = 1, then index1(A) = 1.
(iii) if ρ(A) = 1, then λ ∈ σ(A) with |λ| = 1, implies that λ = 1.

Definition 8 Let A ∈ Rn,n and S ⊆ Rn. Then we say that A is eventually monotone
on S, if there exists a positive integer k0, such that for any x ∈ S, Akx ≥ 0, for all
k ≥ k0, implies x ≥ 0.

Theorem 6 Let A = ρI − B be a singular M∨-matrix where ρ(B) = ρ, B is an
irreducible, nonnilpotent, eventually nonnegative matrix with index(B) ≤ 1. Then
A is an M∨-matrix with index(A) ≤ 1 if and only if every weak E-regular splitting
A = M − N with M−1 eventually monotone on range(M) is semiconvergent.

Proof Suppose that every weak E-regular splitting is semiconvergent. Note that A =
sI − B is an weak E-regular splitting of A and hence by the assumption ρ(s−1B) ≤ 1
so thatA is anM∨-matrix. If ρ(B) < s, thenA is nonsingular and hence index(A) < 1.
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As the splittingA = sI − B is semiconvergent, so Theorem 5 implies that index(A) =
1.

Conversely, suppose that A is anM∨-matrix with index(A) ≤ 1 and choose k0 > 0
such that for all k ≥ k0, (M−1N)k ≥ 0, M−k ≥ 0. For k ≥ k0, consider the series
∞

∑

i=0

(M−1N)iM−(k+1)x, where x ≥ 0 and x ∈ range(MkA).

Let Sp =
p−1
∑

i=0

(M−1N)iM−(k+1). Note that {Spx} is a monotonic increasing

sequence. If we set x = MkAz and z ≥ 0, then

Spx =
p−1
∑

i=0

(M−1N)iM−(k+1)x =
p−1
∑

i=0

(M−1N)iM−1Az = z − (M−1N)pz

so that for a large value of p, Spx ≤ z. Thus the sequence {Spx} converges, and hence
the series

∞
∑

i=0

(M−1N)iM−(k+1)x converges.

Assume that ρ = ρ(M−1N) and let ρ > 1. Let z be a nonzero nonnegative vector

such that M−1Nz = ρz, so that z =
(

1
1−ρ

)

M−1Az. Now, if we set α =
(

1
1−ρ

)

, then

∞
∑

i=0

(M−1N)iz = α

∞
∑

i=0

(M−1N)iM−(k+1)MkAz =
∞

∑

i=0

(M−1N)iM−(k+1)x,

where x =
(

1
1−ρ

)

MkAz ∈ range(Mk) for large k, which implies thatM−kx =
(

1
1−ρ

)

Az = Mz so that M−(k+1)x ≥ 0, for sufficiently large k. As M−1 is eventually

monotone on range(M) =
∞
⋂

k=1

range(Mk), then x ≥ 0.Hence the series
∞

∑

i=0

(M−1N)iz

converges, which contradicts the fact that ρ > 1. Hence we have ρ ≤ 1.
If ρ < 1, the Drazin inverse (I − M−1N)# = (I − M−1N)−1 exists. Let ρ = 1 so

that M−1A = I − M−1N is an M∨-matrix. As index(A) < 1 and M is nonsingular,
index(M−1A) < 1 and hence (I − M−1N)# exists. �

The following example shows that the condition index(B) ≤ 1 in Theorem 6 can
not be relaxed.

Example 5 Consider an M∨-matrix A = 2I − B, with

B =

⎡

⎢

⎢

⎣

0 0 1 1
0 0 1 1
1 1 1 1

−1 −1 1 1

⎤

⎥

⎥

⎦
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Consider the splitting A = M − N of A, where

M = tril(A) =

⎡

⎢

⎢

⎣

2 0 0 0
0 2 0 0

−1 −1 1 0
1 1 −1 1

⎤

⎥

⎥

⎦

and N = M − A.

AsM−1 =

⎡

⎢

⎢

⎢

⎣

1
2 0 0 0

0 1
2 0 0

1
2

1
2 1 0

0 0 1 1

⎤

⎥

⎥

⎥

⎦

andM−1N =

⎡

⎢

⎢

⎢

⎣

0 0 1
2

1
2

0 1
2

1
2 0

0 0 1 2

0 0 0 1

⎤

⎥

⎥

⎥

⎦

are bothnonnegativematrices, the

splittingA = M − N is aweakE-regular splitting ofA. But index(I − M−1N) = 2 >

1, and hence (I − M−1N)# does not exist, which implies that the E-regular splitting
A = M − N is not semiconvergent. Note that index(A) = 1 and index(B) = 2 > 1
and thus the condition index(B) < 1 in Theorem 6 cannot be relaxed.

5 Conclusion

In this article, we considered splittings of M∨-matrices. We introduced two types
of splittings of a matrix, named as E-regular and weak E-regular splittings. We
characterized an important subclass ofM∨-matrices in terms of convergence of weak
E-regular splittings. We also discussed necessary conditions for the convergence of
Jacobi and Gauss-Seidel methods for M∨-matrices, and examples are considered to
illustrate that the conditions are not sufficient.

Theorems 6 and 3, respectively, characterize an important subclass of singular and
nonsingular M∨-matrices in terms of weak E-regular splittings. As E-regular split-
tings generalize regular splittings using the notion of eventually nonnegative matri-
ces, andM-matrices are characterized using regular splittings (see [8]), an interesting
open problem in this context is to discuss the convergence of E-regular splittings,
in particular to develop necessary and sufficient conditions for their convergence, or
for the convergence of Jacobi and Gauss-Seidel splittings.

As in the entire work we use the Perron-Frobenius property of the matrixB, where
A = sI − B, the results obtained in the paper are also true for GM-matrices which
have the form A = sI − B, where s ≥ ρ(B) and B ∈ WPFn.
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Symmetrized Tensors and Spherical
Functions

Carlos Gamas

Abstract Let G be a subgroup of the symmetric group and ϕ a complex function
on G. A longstanding question in Multilinear Algebra is to find conditions for the
vanishing of the decomposable symmetrized tensor associated with G and ϕ (we
recall the definition below). When ϕ is an irreducible complex character of G, the
problem has been studied by several authors, see for example [1–3, 5]. In the present
paper we study and solve the vanishing problem for the case when G is the full
symmetric group and ϕ is a certain type of spherical function.

Keywords Symmetric group ·Decomposable symmetrized tensor · Spherical func-
tion

1 Introduction

Let V a finite dimensional vector space over the complex numbers. Let N be a posi-
tive integer with N ≥ 2. Let

⊗N V be the Nth tensor power of V , and x1 ⊗ · · · ⊗ xN
the tensor product of the vectors x1, . . . , xN . Let SN be symmetric group of degree
N . Let G be a subgroup of SN . For each σ ∈ G there exists a unique linear mapping
P(σ ) : ⊗N V −→ ⊗N V such that

P(σ )(x1 ⊗ · · · ⊗ xN ) = xσ−1(1) ⊗ · · · ⊗ xσ−1(N )

for all xi ∈ V , i = 1, . . . , N . If ϕ is a complex valued function of G we denote by
T (G, ϕ) the operator

T (G, ϕ) = ϕ(1)

|G|
∑

σ∈G
ϕ(σ)P(σ ).
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The image of x1 ⊗ · · · ⊗ xN under T (G, ϕ) is called decomposable symmetrized
tensor associated with G and ϕ.

Let λ = (λ1, . . . , λq) be a partition of N .We denote the partition and the character
it induces in SN by the same letter λ. We define in the set of all partitions of N the
dominance order: If α = (α1, . . . , αt ), β = (β1, . . . , βs) are partitions of N then

α ≺ β ⇔ s ≤ t ∧
v

∑

i=1

αi ≤
v

∑

i=1

βi , ∀v = 1, . . . , s. (1)

Let m and p be positive integers with m < p. We identify Sm with the subgroup
{σ ∈ Sp : σ( j) = j ,∀ j = m + 1, . . . , p} of Sp. Let λ (respectively χ ) be an irre-
ducible complex character of Sp (respectively Sm).

The spherical function ϕλ,χ is a complex valued function of Sp defined by

ϕλ,χ (g) = λ(1)χ(1)

m!p!
∑

h∈Sm
λ(gh)χ(h−1) , g ∈ Sp. (2)

We denote by (λ, χ)Sm the nonnegative integer

(λ, χ)Sm = 1

m!
∑

h∈Sm
λ(h)χ(h−1)

and by Aλ the set
Aλ = {χ ∈ I rr(Sm) : (λ, χ)Sm �= 0}, (3)

where I rr(Sm) denotes the set of all irreducible characters of Sm . Note that if
λ = (λ1, . . . , λt ) and χ = (χ1, . . . , χs) then, χ ∈ Aλ if and only if s ≤ t and
χ1 ≤ λ1, . . . , χs ≤ λs .

Let χ be a minimal element of Aλ relatively to the partial order ≺. A necessary
and sufficient condition on the vectors x1 ⊗ · · · ⊗ xp is given for T (Sp, ϕλ,χ )(x1 ⊗
· · · ⊗ xp) to be zero (Theorem 2).

2 Definitions

Let N be a positive integer and λ = (λ1, . . . , λq) a partition of N . We denote by
Fλ the corresponding Young table. The Young diagram, Dλ,ρ , associated with the
partition λ and ρ ∈ SN is the table Fλ whose boxes are occupied by the integers
1, . . . , N in the following way: The box in the ith row and jth column, i = 1, . . . , q,
j = 1, . . . , λi is occupied by the integer

ρ(λ1 + · · · + λi−1 + j).
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A standard diagram, Dλ,ρ , is one in which the integers appearing in each row and
each column increase. For a fixedλ, we arrange the diagrams Dλ,ρ lexicrographically,
according to the sequence (ρ(1), . . . , ρ(N )).

It is well known that the number of standard diagrams is λ(1) and if Dλ,ρ , Dλ,σ

are standard diagrams with Dλ,ρ < Dλ,σ , there are two integers in the same column
of Dλ,σ and in the same row of Dλ,ρ .

Let L j , 1 ≤ j ≤ q , denote the set of integers in the jth row of Dλ,ρ and E j ,
1 ≤ j ≤ λ1, the set of integers in its jth column. We define R(Dλ,ρ), C(Dλ,ρ) and
ξ(Dλ,ρ) as follows:

R(Dλ,ρ) = {σ ∈ SN : σ(L j ) = L j , j = 1, . . . , q},

C(Dλ,ρ) = {σ ∈ SN : σ(E j ) = E j , j = 1, . . . , λ1},

ξ(Dλ,ρ) = λ(1)

N !
∑

τ∈R(Dλ,ρ )

∑

σ∈C(Dλ,ρ )

ε(σ )τσ,

where ε is the alternating character. As is well known ξ(Dλ,ρ) is a primitive idem-
potent element in the group algebra CSN .

Let χ = (χ1, . . . , χs) be an irreducible character of Sm and λ = (λ1, . . . , λt )

an irreducible character of Sp, m < p. Suppose χ ∈ Aλ. Then s ≤ t and χ1 ≤
λ1, . . . , χs ≤ λs . Let N be a positive integer.Wedenote by< N > the set {1, . . . , N }.
Let σ ∈ Sm . We define Hλ,χ ⊂ Sp as follows:

Hλ,χ={ρ ∈ Sp : ρ(λ1 + · · · + λi−1 + j) ∈< m >, i=1, . . . , s, j=1, . . . , χi }.

We define in Hλ,χ an equivalence relation ∼ putting for all ρ, γ ∈ Hλ,χ

ρ ∼ γ ⇔ ρ(λ1 + · · · + λi−1 + j)

= γ (λ1 + . . . + λi−1 + j), ∀i = 1, . . . , s, j = 1, . . . , χi .

Let ρ ∈ Hλ,χ . We denote by ρχ the element of Sm defined as follows:

ρχ(χ1 + · · · + χi−1 + j)=ρ(λ1 + · · · + λi−1 + j), ∀i=1, . . . , s, j = 1, . . . , χi .

(4)
It is not difficult to see that if, ρ, γ ∈ Hλ,χ belong to the same equivalence class,

then ρχ = γ χ and, for all σ ∈ Sm , there exists a ρ ∈ Sp such that ρχ = σ . Thus,
there exists a bijective correspondence between Sm and the set of the∼ - equivalence
classes.We denote byUχ,σ , σ ∈ Sm , the∼ - equivalence class such that for ρ ∈ Uχ,σ

we have ρχ = σ . We denote by Zλ,χ the set of the elements ρ of Hλ,χ such that Dλ,ρ
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is a standard table associated with λ and ρ. It is clear that if ρ ∈ Zλ,χ then Dχ,ρχ is
a standard table associated with χ and ρχ . It is also clear that if Dχ,σ is a standard
table, σ ∈ Sm , there exists ρ ∈ Zλ,χ such that ρχ = σ .

3 Auxiliary Results

Lemma 1 ([4, Lemma 3.6]) Let Dχ,σ1 , . . . , Dχ,σχ(1) be the standard tables associ-
ated with χ . We have

|Uχ,σ1 ∩ Zλ,χ | = · · · = |Uχ,σχ(1) ∩ Zλ,χ |.

Let < ℘ > denote the set {1, . . . , ℘}. Let i ∈< ℘ > and let

Dχ i ,σ i
1
< · · · < Dχ i ,σ i

wi
,wi = χ i (1), σ i

1 = 1, . . . , σ i
wi

∈ Sm (5)

be the standard tables associated with χ i . For all j = 1, . . . ,wi let

Uχ i ,σ i
j
∩ Zλ,χ i = {ρi, j,1, . . . , ρi, j,gi },

where gi = |Uχ i ,σ i
1
∩ Zλ,χ i |. Let

Dλ,ρi, j,1 < · · · < Dλ,ρi, j,gi
, j ∈< wi > (6)

be the standard tables associated with λ and the elements of Uχ i ,σ i
j
∩ Zλ,χ i .

Lemma 2 ([4, Lemma 3.8]) Let ρ ∈ Hλ,χ i , i ∈< ℘ >. Let π ∈ Sp be such that

πρi,wi ,gi = ρ. (7)

We have

(a) π ∈ Sm.
(b) πρi, f,l ∈ Hλ,χ i for all f = 1, . . . ,wi , l = 1, . . . , gi .

Definition 1 For all i ∈< ℘ − 1 >, f ∈< ωi > and for all l ∈< gi >, let φi
f and

δi, f,l denote ξ(Dχ i ,σ i
f
) and ξ(Dλ,ρi, f,l ), respectively. For all f ∈< ℘ >, l ∈< g℘ >,

let φ℘

f and δ℘, f,l denote ξ(Dχ℘,(π |<m>)σ
℘

f
) and ξ(Dλ,πρ℘, f,l ), respectively.

For all i ∈< ℘ > let
ψ i

1 = φi
1

and for f = 2, . . . , ωi ,

ψ i
f = (1 − ψ i

1 − · · · − ψ i
f −1)φ

i
f .
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Let Θ1,1,1 denote δ1,1,1. For i ∈< ℘ >, f ∈< wi >, l = 2, . . . , gi , let

Θi, f,l =
⎛

⎝1 −
i

∑

x=1

f
∑

y=1

l−1
∑

z=1

Θx,y,z

⎞

⎠ δi, f,l .

For i ∈< ℘ >, f = 2, . . . ,wi , let

Θi, f,1 =
⎛

⎝1 −
i

∑

x=1

f −1
∑

y=1

gi
∑

z=1

Θx,y,z

⎞

⎠ δi, f,1.

For i = 2, . . . , ℘, let

Θi,1,1 =
⎛

⎝1 −
i−1
∑

x=1

wi−1
∑

y=1

gi−1
∑

z=1

Θx,y,z

⎞

⎠ δi,1,1.

Lemma 3 ([4, Lemma 3.10]) We have

(a) ψ i
f , i = 1, . . . , ℘, f = 1, . . . ,wi , are orthogonal idempotents in the group alge-

bra CSm.

(b) Θi, f,l , i = 1, . . . , ℘, f = 1, . . . ,wi , l = 1, . . . , gi , are ortogonal idempotents
in the group algebra CSp.

(c) For all i = 1, . . . , ℘ and σ ∈ Sm, we have

χ i (σ ) = m!
χ i (1)

((ψ i
1 + · · · + ψ i

wi
)(σ ).

(d) For all σ ∈ Sp we have

λ(σ) = λ(1)

(

℘
∑

u=1

wu
∑

v=1

gu
∑

h=1

Θu,v,h

)

(σ ).

(e) φi
jψ

i
j = φi

j for all i = 1, . . . , ℘ and j = 1, . . . ,wi .

(f) Let u ∈< ℘ >, v ∈< wu >, h, l ∈< gu > with l > h. We have

δu,v,lφ
u
v Θu,v,h = 0,

δu,v,hφ
u
v Θu,v,h = Mδu,v,h,

where M is a positive rational integer.



258 C. Gamas

Lemma 4 ([4, Theorem 3.2]) For all u ∈< ℘ >, v ∈< wu >, h ∈< gu >, we have

Θu,v,h =
u−1
∑

i=1

wi
∑

f =1

gi
∑

l=1

ϒ
u,v,h
i, f,l ψ i

f ρi, f,l(ρu,v,h)
−1δu,v,h+

+
v

∑

f =1

h
∑

l=1

ϒ
u,v,h
u, f,l ψ

u
f ρu, f,l(ρu,v,h)

−1δu,v,h, (8)

with ϒ
u,v,h
i, f,l ∈ C and ϒ

u,v,h
u,v,h = 1.

If α =
∑

σ∈Sn
α(σ)σ ∈ CSn let α denote

α(1)

n! α.

4 Results

Definition 2 Let λ = (λ1, . . . , λt ) be a partition of p and (x1, . . . , xp) be a fa-
mily of nonzero vectors of V . The collection of subfamilies of (x1, . . . , xp),
(�1 = (xi )i∈Λ1 , . . . ,�t = (xi )i∈Λt ), is said to be a λ-coloring of (x1, . . . , xp) if the
following conditions hold:

(a) �i is a set of linearly independent vectors, i = 1, . . . , t .
(b) Λi ∩ Λ j = ∅, i �= j , i, j = 1, . . . , t .
(c) |Λi | = λi , i = 1, . . . , t .

The collection (Λ1, . . . , Λt ) is called support of the coloring (�1, . . . ,�t ).

Definition 3 Let λ = (λ1, . . . , λt ) be a partition of p and let (x1, . . . , xp) be a family
of nonzero vectors of V . Let χ = (χ1, . . . , χs) be a partition of m with m < p and
s ≤ t . We say that a collection (�1 = (xi )i∈Λ1 , . . . ,�t = (xi )i∈Λt ) of subfamilies of
(x1, . . . , xp) is a (λ, χ)-coloring of (x1, . . . , xp) if the following conditions hold:

(a) (�1, . . . ,�t ) is λ-coloring of (x1, . . . , xp).
(b) ((xi )i∈Λ1∩<m>, . . . , (xi )i∈Λs∩<m>) is a χ -coloring of (x1, . . . , xm).

Let a = ∑

σ∈Sp a(σ )σ be an element of the group algebra CSp. We denote by
P(a) the linear mapping

∑

σ∈Sp a(σ )P(σ )where P(σ ) is the linear mapping defined
above. Note that if a, b ∈ CSp then P(ab) = P(a)P(b) and P(a + b) = P(a) +
P(b).

Lemma 5 Let λ = (λ1, . . . , λt ) be a partition of p and let (x1, . . . , xp) be a family
of nonzero vectors of V . Let Dλ,ρ be a Young table associated with λ and ρ ∈ Sp.
Let Λ j , j = 1, . . . , λ1 denote the set of integers in its j th column. We have
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P(ξ(Dλ,ρ))(x1 ⊗ · · · ⊗ xp) �= 0,

if and only if (Λ1, . . . , Λλ1) is the support of a λ
′
-coloring of (x1, . . . , xp), where

λ
′
denotes the conjugate partition of λ.

Theorem 1 Let λ = (λ1, . . . , λt ) be a partition of p and let (x1, . . . , xp) be a family
of nonzero vectors of V . Let m be a positive integer with m < p and let Aλ =
{χ1, . . . , χ℘} with χ r = (χ r

1 , . . . , χ
r
qr ), for r = 1, . . . , ℘. Let χ r be an element of

Aλ. If
T (Sp, ϕλ,χ r )(x1 ⊗ · · · ⊗ xp) �= 0,

then there exists a (λ
′
, (χ r )

′
)-coloring of (x1, . . . , xp).

Proof Suppose
T (Sp, ϕλ,χ r )(x1 ⊗ · · · ⊗ xp) �= 0.

From this inequality we get

P(ϕλ,χ r )(x1 ⊗ · · · ⊗ xp) �= 0.

As ϕλ,χ r = χ r λ, from this inequality, (a), (b), (c) and (d) of Lemma 3 we obtain

P

(

(ψr
1 + · · · + ψr

wr
)

(

℘
∑

u=1

wu
∑

v=1

gu
∑

h=1

Θu,v,h

))

(x1 ⊗ · · · ⊗ xp) �= 0.

From this inequality we can conclude that there exist f ∈< wr >, u ∈< ℘ >,
v ∈< wu >, h ∈< gu > such that

P(ψr
f Θu,v,h)(x1 ⊗ · · · ⊗ xp) �= 0. (9)

From this inequality and Lemma 4 we have r < u or r = u and f ≤ v and: if r < u
then

P(ψr
f Θu,v,h) = P

(

gr
∑

l=1

ϒ
u,v,h
r, f,l ψr

f ρr, f,l(ρu,v,h)
−1δu,v,h

)

,

if r = u , f ≤ v then

P(ψr
f Θu,v,h) = P

(

h
∑

l=1

ϒ
u,v,h
r, f,l ψr

f ρr, f,l(ρu,v,h)
−1δu,v,h

)

.

From these two last equalities and (9) we can conclude that

P(ψr
f ρr, f,l(ρu,v,h)

−1δu,v,h)(x1 ⊗ · · · ⊗ xp) �= 0,
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with l ∈< gr > if r < u or l ∈< h > if r = u , f ≤ v. From this inequality we
derive (note that δu,v,h = ρu,v,hξ(Dλ,1)(ρu,v,h)

−1)

P(ψr
f δr, f,lρr, f,l(ρu,v,h)

−1)(x1 ⊗ · · · ⊗ xp) �= 0.

Putting σ−1 = ρr, f,l(ρu,v,h)
−1 this inequality becomes

P(ψr
f δr, f,l)(xσ(1) ⊗ · · · ⊗ xσ(p)) �= 0.

This inequality leads to

P(δr, f,l)(xσ(1) ⊗ · · · ⊗ xσ(p)) �= 0.

This inequality and the definition of δr, f,l imply

P(ξ(Dλ,ρr, f,l ))(xσ(1) ⊗ · · · ⊗ xσ(p)) �= 0. (10)

Let Λ j , j = 1, . . . , λ1 denote the set of integers in the j th column of Dλ,ρr, f,l and
let � j = (xi )i∈Λ j , j = 1, . . . , λ1. From (10) and Lemma 5

(�1, . . . ,�λ1) (11)

is a λ
′
-coloring of (x1, . . . , xp). By definition we have

ρr, f,l ∈ Hλ,χ r .

From this relation we derive

|Λ j∩ < m > | = (χ r )
′
j , j = 1, . . . , χ r

1 .

From this last relation and (11) we can conclude that

((xi )i∈Λ1∩<m>, . . . , (xi )i∈Λχr1
∩<m>)

is a (χ r )
′
-coloring of (x1, . . . , xm). �

Theorem 2 Let λ = (λ1, . . . , λt ) be a partition of p and let (x1, . . . , xp) be a
family of nonzero vectors of V . Let m be a positive integer wih m < p and let
χ = (χ1, . . . , χs) be a minimal element of Aλ. We have

T (Sp, ϕλ,χ )(x1 ⊗ · · · ⊗ xp) �= 0,

if and only if there exists a (λ
′
, χ

′
)-coloring of (x1, . . . , xp).
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Proof From Theorem 1 we have only to prove the sufficiency. As χ is a minimal
element of Aλ we can assume, without lost of generality, that χ = χ℘ . Suppose

(�1, . . . ,�λ1) (12)

is a (λ
′
, (χ℘)

′
)-coloring of (x1, . . . , xp) with � j = (xi )i∈Λ j , j = 1, . . . , λ1. Let

Λ j = {a1j , . . . , al jj }, j = 1, . . . , λ1, (13)

with a1j < · · · < a
l j
j . We define ρ ∈ Sp as follows:

ρ(λ1 + · · · + λi−1 + j) = aij , i = 1, . . . , t, j = 1, . . . , λi . (14)

From (12) to (14) we have
ρ ∈ Hλ,χ℘ . (15)

Let π ∈ Sp such that
πρ℘,w℘,g℘

= ρ. (16)

From (15), (16), (a)–(d) of Lemma 3 we have

T (Sp, ϕλ,χ )(x1 ⊗ · · · ⊗ xp)

= P

(

(ψ
℘

1 + · · · + ψ℘
w℘

)

(

℘
∑

u=1

wu
∑

v=1

gu
∑

h=1

Θu,v,h

))

(x1 ⊗ · · · ⊗ xp). (17)

As ψ
℘

1 , . . . , ψ
℘
w℘

are ortogonal idempotents we have

P(ψ
℘

1 + · · · + ψ℘
w℘

)

(

p
⊗

V

)

= P(ψ
℘

1 )

(

p
⊗

V

)

⊕

· · ·
⊕

P(ψ℘
w℘

)

(

p
⊗

V

)

.

From this equality we can conclude that if

P

(

ψ℘
w℘

(

℘
∑

u=1

wu
∑

v=1

gu
∑

h=1

Θu,v,h

))

(x1 ⊗ · · · ⊗ xp) �= 0, (18)

then (17) is a nonzero element of
⊗p V .

We prove (18) by contradiction. Suppose

P

(

ψ℘
w℘

(

℘
∑

u=1

wu
∑

v=1

gu
∑

h=1

Θu,v,h

))

(x1 ⊗ · · · ⊗ xp) = 0.
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From this equality and Lemma 4 we obtain

P

(

ψ℘
w℘

( g℘
∑

h=1

Θ℘,w℘,h

))

(x1 ⊗ · · · ⊗ xp) = 0.

From this equality we get

P

(

δ℘,w℘,g℘
φ℘
w℘

ψ℘
w℘

( g℘
∑

h=1

Θ℘,w℘,h

))

(x1 ⊗ · · · ⊗ xp) = 0.

This equality, (f) of Lemma 3 leads to

MP(δ℘,w℘,g℘
)(x1 ⊗ · · · ⊗ xp) = 0,

where M is a positive rational number. Thus we have

P(δ℘,w℘,g℘
)(x1 ⊗ · · · ⊗ xp) = 0.

This equality and the definition of ρ lead to

P(ξ(Dλ,ρ))(x1 ⊗ · · · ⊗ xp) = 0. (19)

From (12), (14), Definition 3, and Lemma 5 we obtain

P(ξ(Dλ,ρ))(x1 ⊗ · · · ⊗ xp) �= 0,

which contradicts (19). �
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Testing Independence via Spectral Moments

Jolanta Pielaszkiewicz, Dietrich von Rosen and Martin Singull

Abstract Assume that a matrix X : p × n is matrix normally distributed and that
the Kolmogorov condition, i.e., limn,p→∞ n

p = c > 0, holds. We propose a test for
identity of the covariance matrix using a goodness-of-fit approach. Calculations are
based on a recursive formula derived by Pielaszkiewicz et al. [19]. The test performs
well regarding the power compared to presented alternatives, for both c < 1 or c ≥ 1.

Keywords Test of independence ·Goodness of fit test ·Covariancematrix ·Wishart
matrix · Spectral moments

1 Introduction

Nowadays a large amount of empirical problems generate high-dimensional data
sets. We are interested in discussing an independence test for the covariance matrix
that works in the case where the dimension p exceeds, is equal or is smaller than the
sample size n, i.e., p > n, p = n or p < n.
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1.1 Notation and Assumptions

The data matrix X ∈ R
p×n follows the central matrix normal distribution, denoted

X ∼ Np,n(0,Σ, In), where the dispersion matrix Σ is assumed to be positive
definite and In is the identity matrix of size n × n. Alternatively, one can think of a
set of n independently distributed p-dimensional column vectors Xi , i = 1, . . . , n,
each distributed according to a multivariate normal distribution, Np(0,Σ). Then,
W = XX ′ = ∑n

i=1 Xi X ′
i , where X = (X1, . . . , Xn) and X ′ denotes the transpose of

X , follows a Wishart distribution, W ∼ Wp(Σ, n).
We assume that the Kolmogorov condition holds, so that both p and n increase

with the same speed, i.e., limn,p→∞ n
p = c ∈ (0,∞).

Note also that for an arbitrary matrix A the matrix Ak denotes AA · · · A, where
usual matrix multiplication is applied k times. E[·] denotes expectation and the trace
Tr{·} is defined as the sum of the diagonal elements of a square matrix.

1.2 Stating Hypothesis and Brief Review of Historical Results

The hypothesis for testing identity of the covariance matrix is given by

H0 : Σ = Ip against H1 : Σ �= Ip (1)

which of course is the same as

H0 : Σ = Σ0 against H1 : Σ �= Σ0,

where the matrix Σ0 is a given positive definite matrix. Equivalence of both formu-

lations holds since we can consider the transformation Σ
− 1

2
0 X instead of the data

matrix X . Given the equivalence, that case will not be discussed further.
Stated in this way the hypothesis (1) was tested for the very first time by Mauchly

in [15], using a likelihood ratio approach. Tests based on the likelihood ratio test
statistics were, for a long time, commonly applied method. As the likelihood ratio
approach is only suitable in the case p < n, see [1, 16], further results were derived.

Nagao [17] introduced a statistic based on a1 = 1
p

∑p
i=1 λi and a2 = 1

p

∑p
i=1 λ2

i ,

where λi are eigenvalues of 1
n X X ′. Furthermore, in the paper by Ledoit and Wolf

[14] a modification of Nagao’s test statistics was suggested and given as

TW = 1

p
Tr

[(

1

n
X X ′ − Ip

)2]

− p

n

(

1

p
Tr

[

1

n
X X ′

])2

+ p

n
.

The reason for the improvement was the lack of consistency of Nagao’s result for
p > n, with that which was obtained for TW . The result of [14] has been further
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analyzed for limn,p→∞ n
p = c > 0 in [4, 8]. Another modification of the result pre-

sented in [17] is a paper by Chen et al. [5] in which the normality assumption is
relaxed. Srivastava’s publication [24] also follows the paper of Nagao [17] and pro-
poses a test statistic of the form

TS = n

2
(â2 − 2â1 + 1),

where

â1 = 1

p
Tr

{

1

n
X X ′

}

,

â2 = n2

(n − 1)(n + 2)p

[

Tr

{

1

n2
(XX ′)2

}

− 1

n

(

Tr

{

1

n
X X ′

})2]

are unbiased and consistent, under Kolmogorov condition, estimators of a1 and a2.
Natural continuation of Srivastava’s research is given in [6, 7], where asymptoti-

cally normally distributed test statistics

T1 = n

c
√
8
(â4 − 4â3 + 6â2 − 4â1 + 1),

T2 = n
√

8(c2 + 12c + 8)
(â4 − 2â2 + 1)

are based on the unbiased and consistent, under Kolmogorov condition, estimators
of a j = 1

p

∑p
i=1 λ

j
i , for j = 1, 2, 3, 4.

The results proposed in [6, 7, 24] are based on the idea that the null hypothesis
Σ = Ip implies, that all the eigenvalues are equal to 1. Then,

1

p

p
∑

i=1

(λi − 1)2k = 1

p

p
∑

i=1

2k
∑

j=0

(−1) j
(

2k

j

)

λ
2k− j
i =

2k
∑

j=0

(−1) j
(

2k

j

)

a2k− j ≥ 0

as it is a sum of even powers of λi − 1. Moreover, keeping notation a2k− j =
1
p

∑p
i=1 λ

2k− j
i , we have

1

p

p
∑

i=1

(λi − 1)2k =
2k

∑

j=0

(−1) j
(

2k

j

)

a2k− j = 0 under H0.

Furthermore, other methods to test the hypothesis (1) allowing for large p are
given in, among others, [3, 9–11, 20–22].
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1.3 Outline

The paper is organized as follows. After the introduction and brief review of the his-
torical results in Sect. 1, Sect. 2 states and discusses a new test statistic for testing (1)
based on Jonsson’s result, see [12], on joint asymptotic normality of some, specified
later, m-dimensional vector Y . The presented test statistics follows a χ2-distribution
under H0 in contrast to a number of normally distributed results. Simulations and
comparison to alternative test statistics are carried out in Sect. 3.

2 Test

It is well known that under the assumptions given in Sect. 1.1 and under H0 thematrix
W = XX ′ of size p × p follows a Wishart distribution, i.e., W = XX ′ ∼ Wp(I, n).

Then, an asymptotic distribution of 1
p Tr{( 1n X X ′)t }, when n

p

p,n→∞→ c, is degenerated

(with variance converging to zero with increasing n and p) normal for any t ∈ N as
proven e.g. in [18].

We present recursive formula (see [19])

E

[ k
∏

i=0

Tr{Wmi }
]

= (n − p + mk − 1)E

[

Tr{Wmk−1}
k−1
∏

i=0

Tr{Wmi }
]

+2
k−1
∑

i=1

miE

[

Tr{Wmk+mi−1}
k−1
∏

j=0
j �=i

Tr{Wm j }
]

+
mk−1
∑

i=0

E

[

Tr{Wi }Tr{Wmk−1−i }
k−1
∏

j=0

Tr{Wm j }
]

, (2)

where k ∈ N, m0 = 0, mk ∈ N and mi ∈ N0 for i = 1, . . . , k − 1. Let us denote
expectation E[ 1p Tr{( 1n X X ′)t }] by m(t)

1 (n, p). Then, using (2) for each t ∈ N expec-

tation m(t)
1 (n, p) can be computed as a function of n and p. In particular

m(1)
1 (n, p) = E

[

1
p Tr

{

1
n W

}]

= 1,

m(2)
1 (n, p) = E

[

1
p Tr

{(

1
n W

)2}]

= 1 + p
n + 1

n ,

m(3)
1 (n, p) = E

[

1
p Tr

{(

1
n W

)3}]

=
(

1 + p
n + 2

n

)(

1 + p
n + 1

n

)

+ p
n + 2

n2
,

m(4)
1 (n, p) = E

[

1
p Tr

{(

1
n W

)4}]

=
(

1 + p
n + 3

n

)((

1 + p
n + 2

n

)(

1 + p
n + 1

n

)

+ p
n + 2

n2

)

+ 2
(

1 + p
n + 1

n

)(

p
n + 4

n2

)

.
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Moreover, m(t)
1 (n, p) represents the t th spectral moment of matrix 1

n X X ′ and under
Kolmogorov condition converges to moments of Marchenko–Pastur distribution.

Furthermore, by the application of the result given in [12] to

Yt = √
np

(

1

p
Tr

{(

1
n X X ′)t} − m(t)

1 (n, p)

)

(3)

we claim the joint asymptotic multivariate normality of the vector Y = (Y1, . . . ,Ym)

under Kolmogorov condition. Moreover, the random vector Y has a mean equal to
zero and covariance matrix

ΣY = (Cov(Yi , Y j ))
m
i, j=1

=

⎛

⎜

⎜

⎝

2 4(1 + 1
c ) 6((1 + 1

c )2 + 1
c ) · · · Cov(Y1, Ym )

4(1 + 1
c ) 4

c + 8(1 + 1
c )2 12(1 + 1

c )((1 + 1
c )2 + 2

c ) · · · Cov(Y2, Ym )

6((1 + 1
c )2 + 1

c ) 12(1 + 1
c )((1 + 1

c )2 + 2
c ) 24((1 + 1

c )2 + 1
c )2 + 42

c (1 + 1
c )2 · · · Cov(Y3, Ym )

.

.

.

.

.

.
. . .

.

.

.

.

.

.

Cov(Ym , Y1) Cov(Ym , Y2) · · · · · · Var(Ym )

⎞

⎟

⎟

⎠

,

where c stands for constant from the Kolmogorov condition, i.e., limn,p→∞ n
p = c.

The result of Jonsson, mentioned above, was inspired by [2].
Elements of the covariancematrix can be calculated analytical using (2). For illus-

tration purpose the calculations of the upper left element of the matrix are presented
below:

Var [Y1] = Var

[√
np

(

1

p
Tr

{ 1
n X X ′} − m(1)

1 (n, p)

)]

= npVar

[

1

p
Tr

{ 1
n X X ′}

]

= np

(

E

[(

1

p
Tr

{ 1
n X X ′}

)2]

−
(

E

[

1

p
Tr

{ 1
n X X ′}

])2)

= np

(

E

[

1
p2n2

Tr{XX ′}Tr{XX ′}
]

− 1

)

= np
(

1
p2n2

(np(np + 2)) − 1
)

= 2.

Finally, we suggest new test for (1) through the goodness-of-fit approach that is
based on the result regarding multivariate normality of the vector Y . We define a test
statistic by

TJm = Y TΣ−1
Y Y ∼ χ2(m), (4)

where the distribution under H0 is asymptotically, limn,p→∞ n
p = c, χ2 with m

degrees of freedom. We reject the hypothesis for large values of TJm , since our
test statistics, that is by construction non negative, tends to zero under H0.
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3 Simulation Studies

Let Y = (Y1, Y2, Y3, Y4), where Yt = √
np

(

1
p Tr

{(

1
nW

)t} − m(t)
1 (n, p)

)

, for t =
1, 2, 3, 4. We are going to analyze the results of 2000 simulated matrices X of size
p = n, p > n and p < n with a) p = 125, n = 125, b) p = 250, n = 125 and c)
p = 125, n = 250.

3.1 On the Distribution of Yt

In the Sect. 2 we claim the marginal and joint normal distribution of the vector
Y = (Y1, . . . ,Ym) following [12] and give the recursive formula (2) for calculating
the variances and covariances of Yi , i = 1, . . . ,m.

In this section the test statistics and p-value of Shapiro–Wilk test of normality
will be given. Classical Shapiro–Wilk test have been introduced by [23] with test
statistics obtained by dividing the square of the linear combination of the sample
order statistics by the estimate of variance. Moreover, the comparison of empirical
and theoretical density functions, and QQ-plots are provided.

By Table1 we cannot reject normal distribution of Yi , i = 1, 2, 3, 4 on a signifi-
cance level of 2.5%.We see that normality ismuch stronger in the classical casewhen
the sample size is bigger than the dimension of the problem (p < n). Nevertheless,
normality holds even in the case when p > n.

Normality is also illustrated in Figs. 1 and 2 by the comparison of empirical and
theoretical distribution functions and in Figs. 3 and 4 using QQ-plots.

3.2 On the Distribution of the Test Statistics

Data simulated in Sect. 3.1 is used to analyze the distribution of test statistics TJm ,
form = 2, 3, 4. The Kolmogorov–Smirnov test (see [13]) is used to verify the χ2(m)

distribution and have been introduced by Kolmogorov in 1933.

Table 1 The results of the Shapiro–Wilk normality test for the distribution function of Y1, Y2, Y3
and Y4, where Yi is given as (3). Values of Shapiro–Wilk test statistics and p-values for rejection
under H0 are given for particular choices of p and n in the two cases: p < n and p > n

Shapiro–Wilk test for normality

W p-value W p-value

Y1 0.99952 0.9213 0.99892 0.2666

Y2 0.99949 0.8967 0.9986 0.09905

Y3 0.99931 0.6909 0.99846 0.06208

Y4 0.99907 0.3966 0.99833 0.04067

p = 125, n = 250 p = 250, n = 125
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(a) Y1 for p= 125, n= 250 (b) Y1 for p = 250, n= 125

Fig. 1 Comparison of the empirical density function and theoretical asymptotic density function,
i.e., the normal distribution, of Y1, which is defined in (3)

(a) Y2 for p = 125, n= 250 (b) Y3 for p= 125, n= 250 (c) Y4 for p= 125, n= 250

(d) Y2 for p= 250, n= 125 (e) Y3 for p= 250, n= 125 (f) Y4 for p = 250, n= 125

Fig. 2 Comparison of the empirical density function and theoretical asymptotic density function,
i.e., the normal distribution, of Y2, Y3, Y4, where Yi is defined as in (3)

Following the p-values of the Kolmogorov–Smirnov test in Table2 we cannot
reject χ2-distribution of test statistics for all considered values of the parameter m.
Visual illustration of the comparison between the theoretical and empirical density
function is given in Fig. 5.
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(a) Y1 for p= 125, n= 250 (b) Y1 for p= 250, n= 125

Fig. 3 Normal QQ-plots for the empirical distribution of Y1, which is defined in (3)

(a) Y2 for p = 125, n= 250 (b) Y3 for p= 125, n= 250 (c) Y4 for p= 125, n= 250

(d) Y2 for p= 250, n= 125 (e) Y3 for p= 250, n= 125 (f) Y4 for p= 250, n= 125

Fig. 4 Normal QQ-plots for the empirical distribution of Y2, Y3, Y4, where Yi is defined as in (3)

3.3 Attained Significance Level and Empirical Power

To check how well the proposed test statistics TJ2, TJ3 and TJ4 perform we present
a comparison with the tests obtained by Ledoit and Wolf in [14] and Srivastava in
[24], as well as by Fisher et al. in [6, 7]. In Table3 the significance levels are given,
while Table4 gives empirical statistical power.
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Table 2 The results of the Kolmogorov–Smirnov test for testing χ2-distribution of, defined by (4),
test statistics TJ2, TJ3 and TJ4 for the particular choices of p and n in the two cases: p < n and
p > n

Kolmogorov–Smirnov test

D p-value D p-value

TJ2 0.024805 0.1706 0.015531 0.7203

TJ3 0.01566 0.7107 0.021177 0.3311

TJ4 0.015463 0.6403 0.010643 0.9773

p = 125, n = 250 p = 250, n = 125

(a) TJ2 for p= 125, n= 250 (b) TJ4 for p= 125, n= 250 (c) TJ4 for p= 125, n= 250

(d) TJ2 for p= 250, n= 125 (e) TJ4 for p= 250, n= 125 (f) TJ4 for p= 250, n= 125

Fig. 5 Comparison of the empirical density function of test statistics TJ2, TJ3 and TJ4, defined
by (4), and theoretical asymptotic density function, i.e., χ2(2)-, χ2(3)- and χ2(4)-distribution,
respectively

Power studies are performed for the alternative hypothesis that the data comes
from a distribution with covariance matrix Σ = aI for fixed a close to 1, for a
values following uniform distribution on the interval symmetric around 1, i.e., a ∼
U (1 − ε, 1 + ε), forΣ =

(

aIk 0
0 Ip−k

)

as well asΣ =
(

Ip/2 aJp/2
aJp/2 Ip/2

)

, where Jp/2

stands for matrix of ones of the size p
2 × p

2 .
In Tables3 and 4, we see that this paper proposes tests which provides better

empirical power than alternative methods and keeps a similar performance with
respect to the size of the test. Already with Σ = 1.032 I we reject H0 : Σ = Ip
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Table 3 Comparison of empirical significance levels. TJ2, TJ3, TJ4 are defined in (4). Test statistics
introduced by Ledoit and Wolf is denoted by TW , TS stands for Srivastava’s test statistics, T1 and
T2 for the two test statistics introduced by Fisher, see Sect. 1.2

α TJ Alternative tests

TJ2 TJ3 TJ4 TW TS T1 T2

p = 125
n = 250

0.1 0.097 0.093 0.0935 0.1045 0.104 0.097 0.0995

0.05 0.0405 0.051 0.0515 0.049 0.048 0.058 0.0565

0.025 0.021 0.0225 0.028 0.024 0.023 0.0305 0.0325

0.01 0.009 0.0075 0.0135 0.0095 0.0095 0.0155 0.0175

p = 250
n = 125

0.1 0.1065 0.098 0.0955 0.107 0.106 0.107 0.103

0.05 0.0505 0.0455 0.0495 0.053 0.0515 0.058 0.056

0.025 0.024 0.023 0.028 0.0285 0.028 0.0305 0.0315

0.01 0.0085 0.01 0.0135 0.013 0.012 0.012 0.0135

Table 4 Comparison of empirical powers of tests for α = 0.05. The test statistics TJ2, TJ3 are TJ4
are defined in (4), TW stands for the Ledoit and Wolf test statistic, TS for Srivastava’s test statistic,
T1 and T2 for the two test statistics introduced by Fisher, see Sect. 1.2. The highest power is marked
with black

TJ Alternative tests

TJ2 TJ3 TJ4 TW TS T1 T2

p = 125
n = 125

Σ = 1.0052 I 0.1195 0.121 0.13 0.0585 0.0585 0.0685 0.0805

Σ = 1.012 I 0.2855 0.296 0.2855 0.054 0.0525 0.0705 0.0715

Σ = 1.032 I 0.9985 0.9975 0.9935 0.124 0.1135 0.102 0.1295

p = 125
n = 250

Σ = 1.0052 I 0.19 0.16 0.152 0.0475 0.0465 0.0595 0.061

Σ = 1.012 I 0.5995 0.534 0.504 0.0705 0.069 0.07 0.0795

Σ = 1.032 I 1 1 1 0.175 0.159 0.111 0.1745

p = 250
n = 125

Σ = 1.0052 I 0.194 0.171 0.163 0.052 0.049 0.0655 0.0695

Σ = 1.012 I 0.6155 0.551 0.512 0.068 0.064 0.069 0.067

Σ = 1.032 I 1 1 1 0.117 0.1045 0.102 0.115

p = 125
n = 125

Σ = diag(U ),

U ∼ U (1 ± .01)2
0.1405 0.127 0.118 0.059 0.058 0.0575 0.063

Σ = diag(U ),

U ∼ U (1 ± .1)2
0.885 0.875 0.87 0.2585 0.265 0.0815 0.142

Σ = diag(U ),

U ∼ U (1 ± .3)2
0.961 0.9575 0.956 0.748 0.747 0.2715 0.659

(continued)
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Table 4 (continued)

TJ Alternative tests

TJ2 TJ3 TJ4 TW TS T1 T2

p = 128
n = 128

Σ =
(

0.95I64 0

0 I64

)

0.508 0.4215 0.3615 0.046 0.047 0.0405 0.048

Σ =
(

0.9I64 0

0 I64

)

0.99 0.9825 0.968 0.065 0.071 0.0315 0.0465

Σ =
(

0.5I64 0

0 I64

)

1 1 1 1 1 0.321 0.996

Σ =
(

0.9I32 0

0 I96

)

0.531 0.4565 0.3895 0.065 0.069 0.0475 0.054

Σ =
(

0.9I16 0

0 I112

)

0.1505 0.1255 0.1185 0.069 0.0695 0.0575 0.0545

Σ =
(

I64 0.01J64
0.01J64 I64

)

0.1215 0.1875 0.2465 0.2085 0.2085 0.249 0.358

Σ =
(

I64 0.02J64
0.02J64 I64

)

0.7305 0.944 0.9735 0.85 0.8495 0.971 0.983

Σ =
(

I64 0.1J64
0.1J64 I64

)

1 1 1 1 1 1 1

with probability 1, while the other tests reach a maximum power of 17.5%. Test
performance remains good while the elements of the diagonal covariance matrix
come from the uniform distribution on the interval surrounding 1.
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Some Further Remarks on the Linear
Sufficiency in the Linear Model

Radosław Kala, Augustyn Markiewicz and Simo Puntanen

Abstract In this article we consider the linear sufficiency of statistic Fy when
estimating the estimable parametric function of β under the linear model A =
{y, Xβ, V}. We review some properties that have not been received much attention in
the literature and provide some new results and insight into the meaning of the linear
sufficiency. In particular, we consider the best linear unbiased estimation (BLUE)

under the transformed model At = {Fy, FXβ, FVF′} and study the possibilities to
measure the relative linear sufficiency of Fy by comparing the BLUEs underA and
At . We also consider some new properties of the Euclidean norm of the distance
of the BLUEs under A and At . The concept of linear sufficiency was essentially
introduced in early 1980s by Baksalary, Kala and Drygas, but to our knowledge
the concept of relative linear sufficiency nor the Euclidean norm of the difference
between the BLUEs under A and At have not appeared in the literature. To make
the article more self-readable we go through some basic concepts related to linear
sufficiency. We also provide a rather extensive list of relevant references.

Keywords Best linear unbiased estimator · generalized inverse · linear model ·
linear sufficiency · orthogonal projector · transformed linear model
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y = Xβ + ε, or shortly notated A = {y, Xβ, V}, (1)

wherey is ann-dimensional observable response variable,X is a knownn × pmatrix,
i.e., X ∈ R

n×p, β ∈ R
p is a vector of fixed (but unknown) parameters, and ε is an

unobservable random error with a known covariance matrix cov(ε) = V = cov(y)

and expectation E(ε) = 0.
Under the model A = {y, Xβ, V}, the statistic Gy, where G ∈ R

n×n , is the best
linear unbiased estimator, BLUE, of Xβ whenever Gy is unbiased, i.e., GX = X,
and it has the minimal covariance matrix in the Löwner sense among all unbiased
linear estimators of Xβ. The BLUE of an estimable parametric function Kβ, where
K ∈ R

k×p, is defined in the correspondingway. Recall thatKβ is said to be estimable
under A if it has a linear unbiased estimator Ly, say, so that E(Ly) = LXβ = Kβ

for all β ∈ R
p, which happens if and only if

C (K′) ⊂ C (X′), (2)

where C (·) stands for the column space (range) of the matrix argument.
In what follows, we frequently refer to the following lemma; see, e.g., [18, p. 55],

[38, p. 282], and [3].

Lemma 1 Consider the general linear model A = {y, Xβ, V}. Then the statistic
Gy is the BLUE for Xβ if and only if G satisfies the equation

G(X : VX⊥) = (X : 0). (3)

The corresponding condition for By to be the BLUE of an estimable parametric
function Kβ is

B(X : VX⊥) = (K : 0). (4)

The notation (X : VX⊥) refers to a columnwise partitioned matrix by juxtaposing
matricesX andVX⊥. ThematrixX⊥ refers to amatrix spanning the orthocomplement
of the column space C (X). One convenient choice for X⊥ is M := In − PX = In −
H, with PX = XX+ =: H denoting the orthogonal projector onto C (X) and X+
referring to theMoore–Penrose inverse ofX. Of course,C (X⊥) = C (M) = N (X′),
where N (·) stands for the null space.

The solution G for (3) always exists but is unique if and only if C (X : V) = R
n .

However, the observed value of Gy is unique (with probability 1) once the random
vector y has realized its value in the space

C (X : V) = C (X) ⊕ C (VM). (5)

In (5) the symbol ⊕ stands for the direct sum. Two estimators G1y and G2y are said
to be equal (with probability 1) whenever G1y = G2y for all y ∈ C (X : V). When
talking about the equality of estimators we sometimes may drop the phrase “with
probability 1”. The consistency of the model A means that the observed y lies in
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C (X : V) which is assumed to hold whatever model we have. For the consistency
concept, see, e.g., [13].

In this paper we use the notation W for the set of nonnegative definite matrices
defined as

W = {

W ∈ R
n×n : W = V + XUU′X′, C (W) = C (X : V)

}

. (6)

In (6) U can be any p × m matrix as long as C (W) = C (X : V) is satisfied. One
obvious choice is of course U = Ip. In particular, if C (X) ⊂ C (V), we can choose
U = 0. The setW appears to be a very useful class of matrices and it has numerous
applications related to linear models. For example, it is easy to confirm the following
lemma.

Lemma 2 Let W ∈ W . Then Gy is theBLUE for Xβ underA = {y, Xβ, V} if and
only if Gy is the BLUE for Xβ under AW = {y, Xβ, W}.

We will later consider some interesting properties of W and the corresponding
extended set

W∗ = {

W ∈ R
n×n : W = V + XTX′, C (W) = C (X : V)

}

. (7)

Notice that W that belongs to W∗ is not necessarily nonnegative definite and it can
be nonsymmetric. For example, the following statements concerning W belonging
to W∗ are equivalent:

C (X : V) = C (W), (8a)

C (X) ⊂ C (W), (8b)

X′W−X is invariant for any choice ofW−, (8c)

C (X′W−X) = C (X′) for any choice ofW−, (8d)

X(X′W−X)−X′W−X = X for any choices ofW− and (X′W−X)−. (8e)

Moreover, each of these statements is equivalent also to C (X : V) = C (W′), and
hence to the statements (8b)–(8e) by replacing W with W′. Notice that obviously
C (W) = C (W′) and that the invariance properties in (8d) and (8e) concern also
the choice of W ∈ W∗. For further properties of W∗, see, e.g., [11, Theorem 1], [12,
Theorem 2], [10, Theorem 2], and [37, Sect. 12.3].

The usefulness ofW∗ appears, e.g., from the following well-known representation
of the BLUE of Xβ:

BLUE(Xβ | A ) = X(X′W−X)−X′W−y =: Cy, (9)

where W ∈ W∗. The general representation for the BLUE can be written as Ay,
where

A = C + N(In − PW), (10)
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withN ∈ R
n×n being free to vary. In this context wemightmention also the following

expression:
BLUE(Xβ | A ) = [In − VM(MVM)−M]y. (11)

For further expressions, see, e.g., [37, Sect. 10.4].
Recall that themultipliers of the randomvector y in (9) and (11) are not necessarily

the same but the following holds:

X(X′W−X)−X′W−y = [In − VM(MVM)−M]y for all y ∈ C (W). (12)

One more property requiring attention before proceeding into the concept of
linear sufficiency is the invariance of the matrix product AB−C. According to [39,
Lemma 2.2.4], for any nonnull A and C the following holds:

AB−C = AB+C for all B− ⇐⇒ C (C) ⊂ C (B) and C (A′) ⊂ C (B′). (13)

We shall frequently need the invariance property (13). For example, we immediately
see that for W ∈ W∗, the matrices X′W−X and X(X′W−X)−X′ are invariant for any
choice of W−. Similarly in (12) we can use any generalized inverses involved.

2 Definition of the Linear Sufficiency

Nowwe can formally define the concept of linear sufficiency as done by [7]. Actually
they talked about “linear transformations preserving best linear unbiased estimators”
and it was [19] who adopted the term “linear sufficiency”.

Definition 1 A linear statistic Fy, where F ∈ R
f ×n , is called linearly sufficient for

Xβ under the model A = {y, Xβ, V}, if there exists a matrix A ∈ R
n× f such that

AFy is the BLUE for Xβ. Correspondingly, Fy is linearly sufficient for estimable
Kβ, where K ∈ R

k×p, if there exists a matrix A ∈ R
k× f such that AFy is the BLUE

for Kβ.

Sometimes we may use the short notations

Fy ∈ S(Xβ), Fy ∈ S(Kβ) (14)

to indicate that Fy is linearly sufficient for Xβ or for Kβ, respectively.
By definition, Fy is linearly sufficient for Xβ if and only if the equation

AF(X : VM) = (X : 0) (15)

has a solution for A, which happens if and only if
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C

(

X′
0

)

⊂ C

(

X′F′
MVF′

)

. (16)

The concept of linear minimal sufficiency, introduced by [19], is defined as fol-
lows.

Definition 2 A linear statisticFy is called linearlyminimal sufficient if for any other
linearly sufficient statistics Sy, there exists a matrix A such that Fy = ASy almost
surely.

In Lemma 3 we collect some well-known equivalent conditions for Fy being
linearly sufficient for Xβ. For the proofs of parts (c) and (d), see [7]; part (e), see [8,
Corollary 2]; and part (f), [32, Proposition 3.1a]. For further related references, see
[4, 9, 19, 20, 26–28, 30].

Lemma 3 The statistic Fy is linearly sufficient for Xβ under the linear modelA =
{y, Xβ, V} if and only if any of the following equivalent statements holds:

(a) C

(

X′
0

)

⊂ C

(

X′F′
MVF′

)

,

(b) N (FX : FVX⊥) ⊂ N (X : 0),
(c) C (X) ⊂ C (WF′), where W ∈ W ,
(d) rank(X : VF′) = rank(WF′), where W ∈ W ,
(e) C (X′F′) = C (X′) and C (FX) ∩ C (FVX⊥) = {0},
(f) N (F) ∩ C (X : V) ⊂ C (VX⊥),
(g) there exists a matrix A such that AF(X : VX⊥) = (X : 0).

Moreover, Fy is linearly minimal sufficient for Xβ if and only if C (X) = C (WF′),
or equivalently, the equality holds in (a), (b) or (f).

Baksalary and Kala [8] proved the following:

Lemma 4 Let Kβ be an estimable parametric function underA = {y, Xβ, V}, i.e.,
C (K′) ⊂ C (X′). Then Fy is linearly sufficient for Kβ underA if and only if any of
the following equivalent statements holds:

(a) C

(

K′
0

)

⊂ C

(

X′F′
MVF′

)

,

(b) N (FX : FVX⊥) ⊂ N (K : 0),

(c) C [X(X′W−X)−K′] ⊂ C (WF′), where W ∈ W ,

(d) there exists a matrix A such that AF(X : VX⊥) = (K : 0).

Moreover, Fy is linearly minimal sufficient for Kβ if and only if equality (instead of
subspace inclusion) holds in (a), (b) or equivalently (c).

Suppose that Fy is linearly sufficient for Xβ under the modelA , and F1 is some
arbitrary matrix with n columns. Then it is interesting to observe that the extended
statistic

F0y :=
(

F
F1

)

y (17)
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is also linearly sufficient for Xβ. This is so because

C (X) ⊂ C (WF′) ⊂ C [W(F′ : F′
1)] = C (WF′

0). (18)

Similarly
Fy ∈ S(Xβ) =⇒ F∗y ∈ S(Xβ), if C (F′) = C (F′

∗). (19)

Thus if rank(F) = r we can replace F ∈ R
f ×n with F∗ ∈ R

r×n , where r ≤ f , i.e.,
the columns of F′∗ provide a spanning basis for C (F′).

Notice also that the linear sufficiency condition C (X) ⊂ C (WF′) implies that we
necessarily must have

rank(Xn×p) ≤ p ≤ rank(F f ×n) ≤ f. (20)

In passing we note that X′W−y is linearly minimal sufficient for Xβ under the
model A ; this follows from C (X) = C [W(W−)′X].

3 The Transformed Model At

Consider the model A = {y, Xβ, V} and let F ∈ R
f ×n be such a matrix that Fy

is linearly sufficient for Xβ. Then the transformation F applied to y induces the
transformed model

At = {Fy, FXβ, FVF′}. (21)

Now, as the statistic Fy is linearly sufficient for Xβ, it sounds intuitively believable
that both models provide the same starting point for obtaining the BLUE of Xβ.
Indeed this appears to be true as proved by [7, 8]. Moreover, [40, Theorem 2.8] and
[29, Theorem 2] showed the following:

Lemma 5 Consider the model A = {y, Xβ, V} and its transformed version

At = {Fy, FXβ, FVF′}, (22)

and let Kβ be estimable under A . Then the following statements are equivalent:

(a) Fy is linearly sufficient for Kβ.
(b) BLUE(Kβ | A ) = BLUE(Kβ | At ) with probability 1.
(c) There exists at least one representation of BLUE of Kβ under A which is the

BLUE also under the transformed model At .

It is noteworthy that if Fy is linearly sufficient for Xβ, then, in view of (16), we
have

C (X′) = C (X′F′), i.e., rank(FX) = rank(X). (23)
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On the other hand, on account of (2), Xβ is estimable under the transformed model
At = {Fy, FXβ, FVF′} if and only if

C (X′) ⊂ C (X′F′), (24)

i.e., C (X′) = C (X′F′), which is (23). This confirms the following:

Fy ∈ S(Xβ) =⇒ Xβ is estimable underAt . (25)

However, the reverse implication in (25) does not hold. In viewof part (e) ofLemma3,
we need the following two conditions for Fy ∈ S(Xβ):

C (X′F′) = C (X′) and C (FX) ∩ C (FVX⊥) = {0}, (26)

which can be expressed equivalently as

Xβ is estimable underAt and C (FX) ∩ C (FVX⊥) = {0}. (27)

Let us consider some special choices of F. For example, if F has the property
C (F′) = R

n (implying that the number of the rows in F ∈ R
f ×n is at least n), then

C (X) ⊂ C (W) = C (WF′), (28)

and therebyFy is linearly sufficient forXβ. In particular, for a nonsingularF ∈ R
n×n ,

the statistic Fy is linearly sufficient. For a positive definite V the linear sufficiency
condition becomes simply

C (X) ⊂ C (VF′). (29)

Supposing that V1/2 is the positive definite square root of V we observe that V−1/2y
is linearly sufficient and thus the BLUE of Xβ under the transformed model

At = {V−1/2y, V−1/2Xβ, In} (30)

is the same as in the original model A = {y, Xβ, V}, i.e., the BLUE(Xβ) under A
equals the ordinary least squares estimator of Xβ, OLSE(Xβ), under At :

BLUE(Xβ | A ) = OLSE(Xβ | At ). (31)

This technique, sometimes referred to as the Aitken-approach, see [1], is well known
in statistical textbooks. However, usually these textbooks do not mention anything
about linear sufficiency feature of this transformation.

Consider then a more general case. By Lemma 2 we know that the BLUEs under
A = {y, Xβ, V} and AW = {y, Xβ, W} are equal. Suppose that rank(W) = w and
that W has the eigenvalue decomposition W = ZΛZ′, where the columns of Z ∈
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R
n×w are orthonormal eigenvectors of W with respect to nonzero eigenvalues λ1 ≥

· · · ≥ λw > 0 of W, and Λ = diag(λ1, . . . , λw). Choosing

F = Λ−1/2Z′ ∈ R
w×n, (32)

we observe that
C (WF′) = C (WZΛ−1/2) = C (W) (33)

and hence C (X) ⊂ C (WF′) and thereby Fy is linearly sufficient in AW. Thus the
BLUE of Xβ under the original model A is the same as under AW and further the
same as under the transformed model

At = { Λ−1/2Z′y, Λ−1/2Z′Xβ, Iw}. (34)

Because F′F = ZΛ−1Z′ = W+, we have

BLUE(Xβ | A ) = BLUE(Xβ | At ) = OLSE(Xβ | At )

= X(X′W+X)−X′W+y, (35)

where we actually can use any generalized inverses involved.
We may note that [17, p. 239] uses the transformation matrix Λ−1/2Z′ when

considering the so-called weakly singular linear model, i.e., when C (X) ⊂ C (V),
and [25, Sect. 4] while comparing the BLUEs under two linear models with different
covariance matrices.

We complete this section by considering a partitioned linear model

A12 = {y, X1β1 + X2β2, V}. (36)

Let us assume that C (X1) ∩ C (X2) = {0} implying that X1β1 is estimable. Premul-
tiplying the model A12 by M2 = In − PX2 yields the reduced model

A12·2 = {M2y, M2X1β1, M2VM2} . (37)

Now the well-known Frisch–Waugh–Lovell theorem, see, e.g., [22, 23] and
[2, Theorem 1], states that the BLUEs of X1β1 underA12 andA12·2 coincide. Hence,
in view of Lemma 5, the statistic M2y is linearly sufficient for X1β1. One expression
for the BLUE of X1β1, obtainable from the reduced model A12·2, is

Ay := X1(X′
1Ṁ2X1)

−X′
1Ṁ2y, (38)

where Ṁ2 = M2(M2W1M2)
−M2 and W1 = V + X1U1U′

1X′
1 is such thatC (W1) =

C (X1 : V). Notice that of course the BLUE of X1β1 can be written also as

By := (X1 : 0)(X′W−X)−X′W−y = K(X′W−X)−X′W−y, (39)
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where K = (X1 : 0) ∈ R
n×p and W ∈ W . The equality AW = BW implies

WṀ2X1(X′
1Ṁ2X1)

−X′
1 = X(X′W−X)−K′, (40)

and it is easy to confirm that C [WṀ2X1(X′
1Ṁ2X1)

−X′
1] = C (WṀ2X1). Thus, in

view of part (c) of Lemma 4, the statistic Fy is linearly sufficient for X1β1 if and
only if

C (WṀ2X1) ⊂ C (WF′). (41)

From (41) we immediately see that X′
1Ṁ2y is linearly minimal sufficient for X1β1,

as observed by [26, Theorem 2].

4 Properties of C (WF′)

Consider the linear sufficiency condition

C (X) ⊂ C (WF′), whereW ∈ W . (42)

One question: is the column space C (WF′) unique, i.e., does it remain invariant
for any choice of W ∈ W ? In statistical literature, the invariance of C (WF′) is not
discussed. It might be somewhat tempting to conjecture that for a givenF, the column
space C (WF′) would be invariant. However, our counterexample below shows that
this is not the case. In any event, it is of interest to study the mathematical properties
of the possible invariance.

Before our counterexample, we will take a quick look at the rank of WF′ by
allowing W to belong to set W∗, defined as in (7),

W∗ = {

W ∈ R
n×n : W = V + XTX′, C (W) = C (X : V)

}

. (43)

Now, on account of (5) and the equality C (W) = C (W′) = C (X : V), we have
C (FW′) = C (FW) = C [F(X : VM)].Using the rank rule for the partitionedmatrix:
rank(A : B) = rank(A) + rank[(I − PA)B], see, e.g., [31, Theorem 19], we get

rank(WF′) = rank(FW′) = rank(FW) = rank(FX) + rank(QFXFVM), (44)

where QFX = I − PFX. Now (44) means that rank(WF′) is invariant with respect to
W ∈ W∗. In particular, if C (X) ⊂ C (WF′), we obtain

rank(WF′) = rank(X : WF′) = rank(X) + rank(MWF′)
= rank(X) + rank(MVF′)
= rank(X : VF′). (45)
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We can summarise our observations as follows:

Theorem 1 Consider the linear model A = {y, Xβ, V}. Then:
(a) The rank of WF′ is invariant for any W ∈ W∗ and it can be expressed as

rank(WF′) = rank(FX) + rank(QFXFVM). (46)

(b) For any W ∈ W∗, the inclusion C (X) ⊂ C (WF′) holds if and only if

rank(WF′) = rank(X) + rank(FVM) = rank(X : VF′). (47)

(c) For any W ∈ W∗, we have rank(W′F′) = rank(WF′).

Example 1 Our purpose is to confirm that the following statement is not correct:
Let W1, W2 ∈ W . Then for any matrix F,

C (W1F′) = C (W2F′). (48)

Consider the model where

V =
⎛

⎝

1 0 0
0 1 0
0 0 0

⎞

⎠ , X =
⎛

⎝

1 0
0 0
0 1

⎞

⎠ , F′ =
⎛

⎝

1
0
0

⎞

⎠ , (49)

and let U1U′
1 = I2, U2U′

2 = (

2 1
1 1

)

. Denoting Wi = V + XUiU′
iX

′, we have

C (W1F′) = C

⎛

⎝

1
0
0

⎞

⎠ = C (W2F′) = C

⎛

⎝

3
0
1

⎞

⎠ , (50)

and hence the statement (48) is not correct. �

It is interesting to observe that in the above Example 1 the linear sufficiency con-
dition C (X) ⊂ C (WF′) does not hold. Actually Xβ is not even estimable under the
transformed model At since rank(X′F′) = rank(X). For Fy to be linearly sufficient
it is necessary that rank(X) ≤ rank(F), which in this case would mean rank(F) ≥ 2.
Consider the Example 1 by extending the matrix F′ by one column:

F′ =
⎛

⎝

1 0
0 0
0 1

⎞

⎠ = X. (51)

Then we immediately observe that C (W1F′) = C (W2F′). Actually,

C (X) = C (WiF′) = C (WiX), i = 1, 2, (52)
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implying that in this situation Fy = X′y is linearly minimal sufficient for Xβ. This
provokes the following questions:

(A) When is X′y linearly sufficient for Xβ?
(B) What can be said about C (WF′) in such a case when rank(X′F′) = rank(X),

i.e., Xβ is estimable under At?
(C) Is C (WF′) invariant for any choice of W if Fy ∈ S(Xβ)?

Let us first take a look at the problem (A). Now X′y is linearly sufficient for Xβ

if and only if C (X) ⊂ C (WX), which, in light of rank(WX) = rank(X), becomes
equality

C (X) = C (WX). (53)

The column space equality (53) holds if and only if

HWX = WX, (54)

where H = PX. Now (54) can be equivalently expressed as

HV = VH, (55)

which is the well-known condition for the equality of the OLSE(Xβ) = Hy and
BLUE(Xβ) under the model A ; see, e.g., [36] and [37, Chap. 10]. We can express
our conclusion as follows:

Theorem 2 The statistic X′y is linearly sufficient for Xβ under the model A =
{y, Xβ, V} if and only if

OLSE(Xβ) = BLUE(Xβ). (56)

In this situation X′y is linearly minimal sufficient.

The corresponding result as in Theorem 2, for a positive definite V, appears also
in [7, p. 913]. We recall that expression (56) is supposed to hold with probability 1,
just like any other equality between estimators.

Example 2 As a reply to question (B) above, let us consider the situation where

V =
⎛

⎝

1 0 0
0 0 0
0 0 1

⎞

⎠ , X =
⎛

⎝

1 0
0 1
0 0

⎞

⎠ , F′ =
⎛

⎝

1 0
0 1
1 0

⎞

⎠ . (57)

In this situation the estimability condition rank(FX) = rank(X) holds but Fy is not
linearly sufficient forXβ. ChoosingU1U′

1 = I2, U2U′
2 = (

0 0
0 1

)

, and denotingWi =
V + XUiU′

iX
′, we have

C (W1F′) = C

⎛

⎝

2 0
0 1
1 0

⎞

⎠ = C (W2F′) = C

⎛

⎝

1 0
0 1
1 0

⎞

⎠ . (58)
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Thus the estimability condition is not enough for the invariance of C (WF′). �

The following theorem is a reply to question (C) above. However, we formulate
it in a more general setup by using the set W∗ of W-matrices defined by (7) instead
of W .

Theorem 3 Consider the linear model A = {y, Xβ, V}, let W ∈ W∗ and suppose
that C (X) ⊂ C (WF′). Then the column space C (WF′) is invariant for any choice
of W ∈ W∗ and

C (WF′) = C (X) ⊕ C (MVF′) = C (W′F′). (59)

Proof Suppose that C (X) ⊂ C (WF′). Then

C (WF′) = C (X : WF′) = C (X) ⊕ C (MVF′), (60)

and the proof is completed. �

Next we present the following extended version of Lemma 3:

Theorem 4 Let W ∈ W∗. Then the statistic Fy is linearly sufficient for Xβ under
the linear model A = {y, Xβ, V} if and only if

C (X) ⊂ C (WF′), (61)

or, equivalently,
C (X) ⊂ C (W′F′). (62)

Proof The proof is parallel to that of [7, p. 914] who utilize the fact that By is a
BLUE of estimable Kβ if and only if

BW = K(X′W+X)+X′, where W ∈ W . (63)

However, it is easy to confirm, using (8a)–(8e), that in this condition the setW can be
replaced withW∗. Moreover, ifW ∈ W∗, then alsoW′ ∈ W∗ and (63) can be replaced
with

BW′ = K[X′(W′)+X]+X′. (64)

Proceeding then along the same lines as [7], we observe that AFy is the BLUE for
Xβ under A = {y, Xβ, V} if and only if

AFW′ = X[X′(W′)+X]+X′. (65)

Now (65) has a solution for A, i.e., Fy is linearly sufficient for Xβ, if and only if

C [X(X′W+X)+X′] ⊂ C (WF′). (66)
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Using (8a)–(8e), we observe that C [X(X′W+X)+X′] = C (X) and so we have
obtained (61). Notice also that in light of Theorem 3, the statements (61) and (62)
are equivalent. �

According to our knowledge, in all linear sufficiency considerations appearing in
literature, it is assumed thatW is nonnegative definite. However, this is not necessary,
and W can also be nonsymmetric. Of course, sometimes it is simpler to have W from
set W .

Remark 1 There is one feature in the paper of [7] that is worth special attention.
Namely in their considerations they need the “W-matrix” in the transformed model
At = {Fy, FXβ, FVF′}. The appropriate set is the following:

Wt = {Wt : Wt = F(V + XSX′)F′, C (Wt ) = C [F(X : V)]}. (67)

Let W = V + XSX′ be some matrix from W∗, and so W may not be nonnegative
definite. We then have

C (Wt ) = C (FWF′) ⊂ C (FW) = C [F(X : V)]. (68)

If W is nonnegative definite, as [7] have, then we have equality in (68). However, if
W belongs to W∗ and is not nonnegative definite, then we must add the condition

rank(FWF′) = rank(FW) (69)

if we want to have FWF′ ∈ Wt . Thus one representation for the BLUE of FXβ under
At is

FX[X′F′(FWF′)−FX]−X′F′(FWF′)−Fy, (70)

where W ∈ W∗ and W satisfies (69). �

5 Comments on the Relative Linear Sufficiency

When studying the relative efficiency of OLSE versus BLUE of β we are dealing
with two linear models

A = {y, Xβ, V}, AI = {y, Xβ, In}, (71)

where the corresponding BLUEs are

β̃ = (X′V−1X)−1X′V−1y, β̂ = (X′X)−1X′y. (72)

Then it is assumed that model {y, Xβ, V} is correct and then the relative goodness
of β̂ with respect to β̃ is measured by various means. The most common measure is
the Watson efficiency, see [16, 41],
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φ = |cov(β̃)|
|cov(β̂)| = |X′X|2

|X′VX| · |X′V−1X| , (73)

where |·| refers to the determinant. Obviously 0 < φ ≤ 1 and the upper bound is
attained when β̃ = β̂.

Let us consider the models

A = {y, Xβ, V}, At = {Fy, FXβ, FVF′}, (74)

and try to do something similar with

BLUE(β | A ) = β̃ = (X′V−1X)−1X′V−1y, (75)

BLUE(β | At ) = β̃ t = [X′F′(FVF′)−FX]−1X′F′(FVF′)−Fy. (76)

Abovewehave some rankproblems.To simplify the considerations,wehave assumed
that V is positive definite. The model matrix X has to have full column rank so that
β would be estimable under A . Similarly, FX has to have full column rank for β

to be estimable under At ; using the rank rule of [31, Corollary 6.2] for the matrix
product, we must have

p = rank(X) = rank(FX) = rank(X) − dimC (X) ∩ C (F′)⊥, (77)

so that
C (X) ∩ C (F′)⊥ = {0}. (78)

It is noteworthy that in view of C (FX) ⊂ C (FVF′) = C (F) the model At =
{Fy, FXβ, FVF′} is so-called weakly singular linear, or Zyskind–Martin model, see
[42], and hence the representation (76) indeed is valid for any (FVF′)−. Moreover,
it is easy to confirm that X′F′(FVF′)−FX is positive definite.

Notice that E(β̃) = E(β̃ t ) = β and

cov(β̃ t ) = [X′F′(FVF′)−FX]−1, cov(β̃) = (X′V−1X)−1. (79)

Remark 2 The following Löwner ordering obviously holds:

cov(β̃) ≤L cov(β̃ t ), (80)

i.e.,
(X′V−1X)−1 ≤L [X′F′(FVF′)−FX]−1. (81)
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We can rewrite (81) as

X′V−1/2PV1/2F′V−1/2X ≤L X′V−1/2V−1/2X, (82)

where the equality is obtained if and only if C (V−1/2X) ⊂ C (V1/2F′), i.e., C (X) ⊂
C (VF′), which is precisely the condition for linear sufficiency (when V is positive
definite). �

Corresponding to Watson efficiency, we could consider the ratio

γ = |cov(β̃)|
|cov(β̃ t )|

= |(X′V−1X)−1|
|[X′F′(FVF′)−FX]−1|

= |X′F′(FVF′)−FX|
|X′V−1X|

= |X′V−1/2PV1/2F′V−1/2X|
|X′V−1/2V−1/2X| . (83)

Clearly
0 < γ ≤ 1, (84)

where the upper bound is attained if and only if Fy is linearly sufficient for β. What
might be the lower bound? Here we now keep X and V given and try to figure out
which F yields the minimum of γ subject to the condition rank(X) = rank(FX).
The lower bound for the Watson efficiency was found by [16] (actually it appeared
already in [41] but there was a flaw in the proof). However, it seems to be nontrivial to
find the lower bound for γ . The (attainable) lower bound zero does not make sense,
of course.

Remark 3 Consider matrices F1 and F2 and the corresponding transformed models

Ati = {Fiy, FiXβ, FiVF′
i }, i = 1, 2, (85)

and suppose that rank(F1X) = rank(F2X) = rank(X) = p, so that β is estimable
under both models. We observe that the Löwner ordering

cov(β̃ t1) ≤L cov(β̃ t2) (86)

holds if and only if

X′V−1/2PV1/2F′
2
V−1/2X ≤L X′V−1/2PV1/2F′

1
V−1/2X, (87)

i.e.,
X′V−1/2(PV1/2F′

1
− PV1/2F′

2
)V−1/2X ≥L 0. (88)
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The matrix PV1/2F′
1
− PV1/2F′

2
is nonnegative definite if and only if

C (F′
2) ⊂ C (F′

1). (89)

Hence we can conclude that (86) holds if C (F′
2) ⊂ C (F′

1). In this case we can say
that in a sense F1y is “more than or equally linearly sufficient” than F2y even though
neither of them need to be “fully linearly sufficient”. Notice that if C (F′

1) = R
n , i.e.,

F1 is a nonsingular n × n matrix, then cov(β̃ t1) is the smallest in the Löwner sense
in the set of cov(β̃ t ): it is cov(β̃).

However, it may well be that there is no Löwner ordering between the covariance
matrices cov(β̃ t1) and cov(β̃ t2). Then some other criteria should be used to compare
the “linear sufficiency” of F1y and F2y. �

Bloomfield, Watson [16] introduced also another measure of efficiency of the
OLSE, based on the Frobenius norm of the commutator HV − VH:

δ = 1
2 ‖HV − VH‖2F = ‖HVM‖2F = tr(HVMVH), (90)

where tr(·) refers to the trace. They showed that the maximum of δ is attained in the
same situation as the minimum of the Watson efficiency φ. Of course, δ = 0 if and
only if OLSE(Xβ) equals BLUE(Xβ).

We can now try to develop something similar as the commutator criterion for the
linear sufficiency condition C (X) ⊂ C (WF′) which is equivalent to

PWF′X = X. (91)

Hence one can wonder how “badly” (42) is satisfied by considering the difference

D := X − PWF′X. (92)

The “size” of D could be measured by the Frobenius norm as

‖D‖2F = tr(D′D) = tr(X′X) − tr(X′PWF′X). (93)

Hence the relative linear sufficiency of Fy could be defined as

ψ = tr(X′PWF′X)

tr(X′X)
. (94)

Now
0 ≤ ψ ≤ 1, (95)

where the lower bound is attained when C (X) ⊂ C (WF′)⊥ and the upper bound is
attained when C (X) ⊂ C (WF′), i.e., when Fy is linearly sufficient for Xβ.
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6 Euclidean Norm of the Difference Between the BLUEs
Under A and At

In this section we will study the properties of the Euclidean norm of the difference
between the BLUEs ofμ := Xβ under the modelsA andAt . We can denote shortly

BLUE(Xβ | A ) = μ̃, and BLUE(Xβ | At ) = μ̃t . (96)

The corresponding considerations for OLSE(Xβ) − BLUE(Xβ) have been made by
[5, 6] and for the BLUEs under two models by [25]; see also [14, 24, 33–35].

Suppose that W ∈ W . Then the BLUE under the original model A can be
expressed as Gy where

G = X(X′W−X)−X′W−. (97)

Moreover, assuming that Xβ is estimable under the transformed modelAt , the esti-
mator BFy is the BLUE for Xβ under At if and only if B satisfies

B[FX : FVF′(FX)⊥] = (X : 0). (98)

One choice for B is X[X′F′(FWF′)−FX]−X′F′(FWF′)− and so the BLUE of Xβ

under At has representation Gty, where

Gt = X[X′F′(FWF′)−FX]−X′F′(FWF′)−F. (99)

We observe that GtG = G and hence for all y ∈ C (W) we have

(Gt − G)y = (Gt − GtG)y

= Gt (In − G)y

= GtVM(MVM)−My, (100)

where we have used (12), i.e.,

(In − G)y = VM(MVM)−My for all y ∈ C (W). (101)

Notice that in view of (13), the expression VM(MVM)−My is invariant for the
choice of (MVM)− for all y ∈ C (W).

The Euclidean norm of vector a is of course ‖a‖2 = √
a′a and the correspond-

ing matrix norm (spectral norm) ‖A‖2 is defined as the square root of the largest
eigenvalue of A′A. Then, for all y ∈ C (W), we have

‖Gty − Gy‖22 = ‖GtVM(MVM)−My‖22
≤ ‖GtVM‖22 ‖(MVM)+‖22 ‖My‖22. (102)
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The inequality in (102) follows from the consistency and multiplicativity of the
matrix norm ‖A‖2; see, e.g., [15, pp. 19–20].

The special situationwhenVM = 0, i.e.,C (V) ⊂ C (X), deserves some attention.
Notice also, as pointed out by [24, p. 554], thaty′My = 0 for ally ∈ C (X : V)holds if
and only if VM = 0. [21, p. 317] calls a model with property VM = 0 a degenerated
model. If A is not a degenerated model then the right-hand side of (102) is zero if
and only if

GtVM = 0. (103)

Noticing that obviously Gt satisfies GtX = X, we can conclude that (103) means
that Gty is a BLUE also under the original model A . Thus, in light of Lemma 5,
(103) means also that Fy is linearly sufficient.

Thus we have proved the following:

Theorem 5 Suppose that μ = Xβ is estimable under the transformed model At .
Then, using the above notation,

‖μ̃t − μ̃‖22 ≤ ‖GtVM‖22 ‖(MVM)+‖22 y′My

= a

α2
y′My, (104)

where α is the smallest nonzero eigenvalue of MVM, and a is the largest eigenvalue
of GtVMVG′

t . Moreover, if A is not a degenerated model then the right-hand side
of (104) is zero if and only if Fy is linearly sufficient for Xβ.

7 Conclusions

The origins of the idea of transformingA = {y, Xβ, V} by amatrixF of order f × n
follow from a desire of reduction of the initial information delivered by an observed
value of a random vector variable y in such a way that it is still possible to obtain
the BLUE of Xβ from the transformed model At = {Fy, FXβ, FVF′}. Hence the
concept of the linear sufficiency has an essential role when studying the connection
between A and its transformed version At .

In the theory of linear models the classes of matrices

W = {

W ∈ R
n×n : W = V + XUU′X′, C (W) = C (X : V)

}

, (105a)

W∗ = {

W ∈ R
n×n : W = V + XTX′, C (W) = C (X : V)

}

, (105b)

have important roles. In our paper we study in details the properties of these
W-matrices related to the concept of linear sufficiency. As far as we know, in all
linear sufficiency considerations appearing in literature, it is assumed that W is non-
negative definite, i.e., W belongs to setW . We have shown that this is not necessary:
it is enough if W belongs to set W∗.
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If Fy is linearly sufficient then the BLUEs of Xβ under A and under At are
equal (with probability 1). Hence it might be of interest to describe the relative
linear sufficiency of Fy by comparing the BLUEs under A and under At by some
means. Some suggestions on this matter are made in Sect. 5. The applicability of
these measures is left for further research.
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Abstract The authors start by approximating the exact distribution of the negative
logarithm of the likelihood ratio statistic, used to test the reality of the covariance
matrix in a certain complex multivariate normal distribution, by an infinite mixture
of Generalized Near-Integer Gamma (GNIG) distributions. Based on this representa-
tion they develop a family of near-exact distributions for the likelihood ratio statistic,
which are finite mixtures of GNIG distributions and match, by construction, some of
the first exact moments. Using a proximity measure based on characteristic functions
the authors illustrate the excellent properties of the near-exact distributions. They
are very close to the exact distribution but far more manageable and have very good
asymptotic properties both for increasing sample sizes as well as for increasing
number of variables. These near-exact distributions are much more accurate than the
asymptotic approximation considered, namely when the sample size is small and the
number of variables involved is large. Furthermore, the corresponding cumulative
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1 Introduction

LetX be a randomvectorwith a p-variate complex normal distribution,with variance-
covariance matrixΣ = Σ1 + iΣ2, which is a p × p positive Hermitian matrix, where
Σ1 is a p × p symmetric positive-definitematrix,Σ2 is a p × p skew-symmetricmatrix
and i = (−1)1/2.

The multivariate complex normal distribution we refer to is the one defined by
Wooding [27] and used in [11, 12], [20, Sect. 8], [3, 22, 23], [1, Probl. 2.64] and
[18], where

X
(p × 1)

= Y
(p × 1)

+ i Z
(p × 1)

with
[

Y
Z

]

∼ N2p

([

μ
1

μ
2

]

,
1

2

[

Σ1 −Σ2

Σ2 Σ1

])

,

where Σ2 is a skew-symmetric matrix, with Σ2 = −Σ ′
2, so that

E(X) = μ
X

= μ
1
+ iμ

2

and

Σ = Var(X) = E

[
(

X − μ
X

) (

X − μ
X

)′]

= E

[
(

(Y + i Z) − (μ
1
+ iμ

2
)
) (

(Y − i Z) − (μ
1
− iμ

2
)
)′]

= E
[

(Y − μ
1
)(Y − μ

1
)′ − i(Y − μ

1
)(Z − μ

2
)′

+ i(Z − μ
2
)(Y − μ

1
)′ −i2(Z − μ

2
)(Z − μ

2
)′
]

= Var(Y) − iCov(Y ,Z) + iCov(Z,Y) + Var(Z)

= 1

2
Σ1 + i

1

2
Σ2 + i

1

2
Σ2 + 1

2
Σ1 = Σ1 + iΣ2 ,

the p.d.f. of X being

fX(x) = e−( x−μ
X

)′Σ−1(x−μ
X
)

πp |Σ | ,

where the overbar denotes the complex conjugate.
To test the reality of Σ , that is to test

H0 :Σ2 = 0 versus H1 :Σ2 �= 0 ,
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wemay consider, for a sample of size n + 1, the power 2/(n + 1) of the likelihood
ratio test statistic, obtained in [22],

Λ = |S1 + iS2|
|S1| , (1)

where S = S1 + iS2 is the maximum likelihood estimator of Σ .
When Σ2 = 0, the statistic Λ in (1), is shown in [22] to be distributed as a prod-

uct of independent beta random variables (r.v.’s) with specific parameters. More
precisely, for n ≥ p, if p is even,

Λ
st∼

p/2
∏

j=1

Yj with Yj ∼ Beta

(

n − p

2
− j + 1,

p

2
− 1

2

)

, (2)

where ‘
st∼’ means ‘stochastically equivalent to’ and where the Yj are p/2 independent

r.v.’s, or, if p is odd,

Λ
st∼

(p−1)/2
∏

j=1

Yj with Yj ∼ Beta

(

n − p + 1

2
− j + 1,

p

2

)

, (3)

where the Yj are (p − 1)/2 independent r.v.’s, or, for any p in (2) or (3), taking
q∗ = �p/2� and q = 	p/2
, where � · � denotes the floor of the argument, that is, the
largest integer that does not exceed the argument and 	 · 
 denotes the ceiling of the
argument, that is, the smallest integer not less than the argument, we may write

Λ
st∼

q∗
∏

j=1

Yj with Yj ∼ Beta

(

n − q − j + 1, q − 1

2

)

, (4)

where the Yj are q∗ independent r.v.’s.
Since for a r.v. X with a Beta distribution, with parameters α and β, the h-th

moment of X is given by

E(Xh) = B(α + h, β)

B(α, β)
= Γ (α + β)

Γ (α)

Γ (α + h)

Γ (α + β + h)
, (h > −α) , (5)

we may write, for the r.v.’s Yj in (4),

E(Yh
j ) = Γ

(

n − j + 1
2

)

Γ (n − q − j + 1)

Γ (n − q − j + 1 + h)

Γ
(

n − j + 1
2 + h

) , with h > −(n − q − j + 1) ,

so that, given the independence of the q∗ r.v.’s in (4), we may easily obtain, for
h > −(n − p + 1)
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E(Λh) =
q∗
∏

j=1

E(Yh
j ) =

q∗
∏

j=1

Γ
(

n − j + 1
2

)

Γ (n − q − j + 1)

Γ (n − q − j + 1 + h)

Γ
(

n − j + 1
2 + h

) . (6)

In the next section, we will address the exact distribution ofΛ. Based on a factori-
zation of the exact characteristic function ofW = − log Λ, we first express the exact
distribution of W as the distribution of the sum of two independent r.v.’s, one with a
Generalized Integer Gamma (GIG) distribution and the other with a distribution of
a sum of an independent Logbeta distributions.

Then, in Sect. 3, we will first approximate the exact distribution of W by an
infinite mixture of Generalized Near-Integer Gamma (GNIG) distributions and then,
based on this representation, we develop near-exact distributions for W = − log Λ

which are finite mixtures of GNIG distributions and which equate some of the first
exact moments of W . From these we obtain near-exact distributions for Λ, with
very manageable cumulative distribution functions (c.d.f.’s), much useful in practice
to compute quantiles and p-values. The concept of a near-exact distribution and
the procedure used to develop these distributions has already been introduced in a
number of papers [6, 13–17].

In Sect. 4 we address the asymptotic distribution in [4, 23] and express it in a
manner that is adequate for our purpose of using it to be compared with our near-
exact distributions.

The fact that the near-exact distributions developed in Sect. 3 have a much better
performance than the asymptotic distribution used in [4, 23] is shown in Sect. 5where
numerical studies are carried out using ameasure of proximity between distributions,
based on characteristic functions. The numerical studies developed, for different
sample sizes, numbers of variables and number of moments equated, show the high
closeness of these near-exact distributions to the exact distribution and also their
excellent performance, namely when the sample size and the difference between the
sample size and the number of variables involved are small.

2 The Exact Distribution of Λ

For a r.v. X ∼ Beta(α, β), the r.v. Y = − log X has what is called a Logbeta distribu-
tion [21], fact that is denoted by Y ∼ Logbeta(α, β), and since the Gamma functions
in (5) are still valid for any strictly complex h, the characteristic function (cf.) of the
r.v. Y is given by

ΦY (t) = E(eitY ) = E(e−it log X) = E(X−it) = Γ (α + β)

Γ (α)

Γ (α − it)

Γ (α + β − it)
, (7)

where t ∈ R. Considering the independence of the q∗ r.v.’s Yj in (4) and considering
(6) and (7) we may write the cf. of W = − log Λ as
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ΦW (t) = E(e−itW ) = E(Λ−it) =
q∗
∏

j=1

E(Y−it
j )

=
q∗
∏

j=1

Γ
(

n − j + 1
2

)

Γ (n − q − j + 1)

Γ (n − q − j + 1 − it)

Γ
(

n − j + 1
2 − it

) .

(8)

Using the identity

Γ (α + β)

Γ (α)
=

β−1
∏

k=0

(α + k) ,

for β ∈ N and α real or complex, we may write

ΦW (t) =
q∗
∏

j=1

Γ
(

n − j + 1
2

)

Γ (n − q − j + 1)

Γ (n − q − j + 1 − it)

Γ
(

n − j + 1
2 − it

)

=
q∗
∏

j=1

Γ
(

n−j+ 1
2

)

Γ (n−j)

Γ (n−j−it)

Γ
(

n−j+ 1
2 −it

)

Γ (n−j)

Γ (n−q−j+1)

Γ (n−q−j+1−it)

Γ (n−j−it)

=
q∗
∏

j=1

Γ
(

n − j + 1
2

)

Γ (n − j)

Γ (n − j − it)

Γ
(

n − j + 1
2 − it

)

︸ ︷︷ ︸

Φ1,W (t)

×
q∗
∏

j=1

q−2
∏

k=0

(n − q − j + 1 + k)(n − q − j + 1 + k − it)−1

︸ ︷︷ ︸

Φ2,W (t)

(9)

where Φ1,W (t) is the cf. of the sum of q∗ independent r.v.’s with Logbeta(n −
j, 1/2) distributions (j = 1, . . . , q∗), and Φ2,W (t) is the cf. of the sum of q∗(q − 1)
independent r.v.’s with Exp(n − q − j + 1 + k) distributions (k = 0, . . . , q − 2;
j = 1, . . . , q∗).

By identifying the different Exponential distributions that occur in Φ2,W (t) in (9)
and using a counting technique similar to the one used by [26], wemaywriteΦ2,W (t)
as

Φ2,W (t) =
p−1
∏

j=2

(n − j)rj (n − j − it)−rj ,

where

rj =
{

j − 1, j = 2, . . . , q
p − j, j = q + 1, . . . , p − 1 ,
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that is, Φ2,W (t) is the cf. of a sum of p − 2 independent Gamma r.v.’s with integer
shape parameters rj and rate parameters n − j (j = 2, . . . , p − 1), which is a GIG
distribution of depth p − 2 (see [5]).

Therefore, we may write the exact cf. of W = − log Λ as

ΦW (t) =
q∗
∏

j=1

Γ
(

n − j + 1
2

)

Γ (n − j)

Γ (n − j − it)

Γ
(

n − j + 1
2 − it

)

︸ ︷︷ ︸

Φ1,W (t)

p−1
∏

j=2

(n − j)rj (n − j − it)−rj

︸ ︷︷ ︸

Φ2,W (t)

(10)

which is the cf. of the sum of a GIG distribution, of depth p − 2, with an independent
sum of q∗ independent Logbeta distributed r.v.’s.

Since from the two first expressions in Sect. 5 of [25] and also expressions (11)
and (14) in the same paper, we may write

Γ (a − it)

Γ (a + b − it)
=

∞
∑

k=0

pk(b)(a − it)−b−k

where p0(b) = 1 and for k = 1, 2, . . . ,

pk(b) = 1

k

k−1
∑

m=0

(

Γ (1 − b − m)

Γ (−b − k)(k − m + 1)! + (−1)k+mbk−m+1

)

pm(b) ,

we may write the cf. of Y in (7) as

ΦY (t) =
∞

∑

k=0

Γ (α + β)

Γ (α)

pk(β)

αβ+j
︸ ︷︷ ︸

p∗
k (α,β)

αβ+k(α − it)−(β+k) , (11)

which is the cf. of an infinitemixture ofGamma(β + k, α) distributionswithweights
p∗
k(α, β).
But then Φ1,W (t) may be written as

Φ1,W (t) =
q∗
∏

j=1

∞
∑

k=0

p∗
k(n − j, 1/2) (n − j)1/2+k (n − j − it)−(1/2+k) (12)

=
∞

∑

k=0

K∗
∑

ν=1

p∗∗
kν

q∗
∏

j=1

(n − j)1/2+ηνj (n − j − it)−(1/2+ηνj) , (13)

with

K∗ =
(

k + q∗ − 1

k

)

,

q∗
∑

j=1

ηνj = k (0 ≤ ηνj ≤ k)
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and

p∗∗
kν =

q∗
∏

j=1

p∗
ηνj

(n − j, 1/2 + ηνj) , (14)

where K∗ is the number of different partitionsPk,q∗ of the integer k into a sequence
of q∗ non-negative integers not larger than k and where the ν-th of these partitions
is, for ν ∈ {1, . . . ,K∗}, a list with components ηνj, for j = 1, . . . , q∗. The weights
p∗

ηνj
(n − j, 1/2 + ηνj) in (14) are the weights p∗

k(α, β) in (11) for α = n − j, β =
1/2 + ηνj and k = ηνj.

While the cf. in (12) is the cf. of a sum of q∗ independent infinite mixtures of
Gamma(1/2 + k, n − j) distributions (j = 1, . . . , q∗; k = 0, 1, . . . ), (13) is the cf.
of an infinite mixture of sums of q∗ independent Gamma(1/2 + ηνj, n − j) distrib-
utions, for j = 1, . . . , q∗.

Although this form of the exact distribution of W may seem more complicated
than the one obtained from (10), in the next section we will show how we may use
it to develop very sharp near-exact distributions for W and Λ.

3 A Family of Near-Exact Distributions for Λ

Given the fact that the rate parameters of the Gamma distributions in (13) are some-
what similar, with a constant step as a function of j and given the fact that the shape
parameters in these Gamma distributions are equal to 1/2 + ηνj, with

∑q∗
j=1 ηνj = k

and we are just adding these q∗ Gamma distributions, a somewhat heuristic asymp-
totic approximation forΦ1,W (t), for increasing nwould be a cf. of an infinite mixture
of Gamma(q∗/2 + k, λ∗) distributions, where λ∗ is the rate parameter in

Φ∗∗(t) = θ(λ∗)s1(λ∗ − it)−s1 + (1 − θ)(λ∗)s2(λ∗ − it)−s2 , (15)

which is determined together with θ , s1 and s2, by solving the system of equations

∂h

∂th
Φ∗∗(t)

∣

∣

∣

∣

t=0

= ∂h

∂th
Φ1,W (t)

∣

∣

∣

∣

t=0

, h = 1, . . . , 4 .

This would yield an asymptotic distribution for W which is an infinite mixture of
GNIG distributions.

In practice, to obtain a family of near-exact distributions forW we will thus leave
Φ2,W (t) in (10) unchanged and replace Φ1,W (t) by

Φ∗
1,W (t) =

m∗
∑

k=0

πk(λ
∗)q

∗/2+k (λ∗ − it)−(q∗/2+k) ,
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which is the cf. of a finite mixture of m∗ + 1 Gamma(q∗/2 + k, λ∗) distributions,
with weights πk (k = 0, . . . ,m∗), where λ∗ will be the rate parameter in (15) above
and the weights πk , for k = 0, . . . ,m∗ − 1, are determined by solving the system of
linear equations

∂h

∂th
Φ∗

1,W (t)

∣

∣

∣

∣

t=0

= ∂h

∂th
Φ1,W (t)

∣

∣

∣

∣

t=0

, h = 1, . . . ,m∗ ,

with πm∗ = 1 − ∑m∗−1
k=0 πk .

Near-exact distributions built this way will match the first m∗ exact moments of
W and yield near-exact cf.’s for W , Φ∗

W (t), of the form

Φ∗
W (t) =

m∗
∑

k=0

πk(λ
∗)q

∗/2+k (λ∗ − it)−(q∗/2+k)

︸ ︷︷ ︸

Φ∗
1,W (t)

p−1
∏

j=2

(n − j)rj (n − j − it)−rj

︸ ︷︷ ︸

Φ2,W (t)

=
m∗
∑

k=0

⎧

⎨

⎩

πk(λ
∗)q

∗/2+k (λ∗ − it)−(q∗/2+k)
p−1
∏

j=2

(n − j)rj (n − j − it)−rj

⎫

⎬

⎭

(16)

which is:

• for odd q∗, the cf. of a mixture of length m∗ + 1 of GNIG distributions of depth
p − 1 with integer shape parameters rj (j = 2, . . . , p − 1) and non-integer shape
parameter q∗/2 + k, and corresponding rate parameters n − j and λ∗;

• for even q∗, the cf. of a mixture of length m∗ + 1 of GIG distributions of depth
p − 1 with integer shape parameters rj (j = 2, . . . , p − 1) and q∗/2 + k, and cor-
responding rate parameters n − j and λ∗.

Then, considering the cf. in (16) and the notation in Appendix B of [24], for odd q∗,
the near-exact p.d.f.’s of W and Λ, are, respectively

fW (w) =
m∗
∑

k=0

πkf
GNIG(w | r2, ... , rp−1, q

∗/2 + k; n − 2, ... , n−p+1, λ∗; p − 1) ,

for w > 0, and

fΛ(�) =
m∗
∑

k=0

πkf
GNIG(− log � | r2, ... , rp−1, q

∗/2 + k; n − 2, ... , n − p + 1, λ∗; p − 1)
1

�
,

for 0 < � < 1, while the near-exact c.d.f.’s for W and Λ are, respectively, given by

FW (w) =
m∗
∑

k=0

πkF
GNIG(w | r2, ... , rp−1, q

∗/2 + k; n − 2, ... , n−p+1, λ∗; p − 1) ,



The Exact and Near-Exact Distributions for Reality Test of Covariance Matrix 303

for w > 0, and

FΛ(�) =
m∗
∑

k=0

πk

(

1−FGNIG(−log � | r2, ... , rp−1,q
∗/2+k;

n−2, ... , n−p+1, λ∗; p−1)
)

,

for 0 < � < 1.
For evenq∗, since theGIGdistributions are a particular case ofGNIGdistributions,

the p.d.f. and c.d.f. expressions for W and Λ are similar to those presented before,
but where the shape parameter q∗/2 + k is an integer. For example, the near-exact
c.d.f. of Λ is given by,

FΛ(�) =
m∗
∑

k=0

πk

(

1−FGIG(−log � | r2, . . . , rp−1,q
∗/2+k;

n−2, . . . , n−p+1, λ∗; p−1)
)

,

for 0 < � < 1.

4 Asymptotic Distribution

In order to compare with the near-exact distributions developed in the previous
section, we consider here the asymptotic distribution in [4, 23]. For

m=2n − p − 1/2 , f = p(p − 1)/2 and γ2=p(p−1)(p2+(p − 1)2 − 8)/96 ,

it is used in [4, 23] a Box-type asymptotic distribution for mW which is a two-
component mixture of a chi-square with f degrees of freedom and another chi-square
with f + 4 degrees of freedom, with weights 1 − γ2/m2 and γ2/m2. This yields for
mW the asymptotic cf.

Φ∗∗
mW (t) =

(

1 − γ2

m2

)
(

1

2

)f /2 (

1

2
− it

)−f /2

+ γ2

m2

(

1

2

)f /2+2 (

1

2
− it

)−(f /2−2)

,

which, for W , yields the asymptotic cf.

Φ∗∗
W (t) =

(

1 − γ2

m2

)
(

1

2

)f /2 (

1

2
− i

t

m

)−f /2

+ γ2

m2

(

1

2

)f /2+2 (

1

2
− i

t

m

)−(f /2−2)

=
(

1 − γ2

m2

) (m

2

)f /2 (m

2
− it

)−f /2 + γ2

m2

(m

2

)f /2+2 (m

2
− it

)−(f /2−2)
.

(17)
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5 Numerical Studies

In order to assess the closeness/proximity of the exact distribution to an approximate,
near-exact or asymptotic, distribution we use the measure [13–18]

Δ = 1

2π

∫ +∞

−∞

∣

∣

∣

∣

ΦW (t) − Φ+
W (t)

t

∣

∣

∣

∣
dt (18)

where ΦW (t) represents the exact cf. ofW and Φ+
W (t) its approximate, near-exact or

asymptotic, cf.
The measure Δ in (18) is an upper bound on the difference between the exact and

the corresponding approximate c.d.f. of W , with

Δ ≥ sup
w>0

∣

∣FW (w) − F+
W (w)

∣

∣ = sup
0<�<1

∣

∣FΛ(�) − F+
Λ(�)

∣

∣ ,

where FW ( · ) and FΛ( · ) are, respectively, the exact c.d.f.’s of W and Λ, and F+
W ( · )

is the c.d.f. that corresponds to Φ+
W ( · ), being F+

Λ(�) = 1 − F+
W (− log �).

The measure Δ in (18) may be directly derived from the Gil–Pelaez inversion
formula for the c.d.f. [10] (see Appendix A) and, as noted in [14], it may also be seen
as intimately related with the Berry–Esseen upper-bound [2, 9, 19]. This measure
gives us a very accurate assessment of the quality of the approximations, as we have
seen in several studies [13–18], with smaller values of this measure showing a better
agreement with the exact distribution, both in terms of p-values and quantiles.

In Table1 we have the results of the numerical studies conducted, using the mea-
sure Δ in (18) and the cf.’s in (8), (16) and (17), to assess the behavior of the asymp-
totic distribution in [4, 23] and the near-exact distributions developed in Sect. 3,
for different numbers of exact moments equated (m∗), number of variables (p) and
sample sizes n = p + 1, n = 2p and n = 3p.

We have to point out the excellent performance of the familymembers of the near-
exact distributions, with very low values of the proximity measure, thus showing an
extreme closeness to the exact distribution, even for the case where only two exact
moments are equated. We can confirm that they are particularly adequate and useful
for small sample sizes, that is, for small values of n, or rather, when the values of
n and p are close. They also have an asymptotic behavior for increasing number of
variables, that is, increasing values of p, while the asymptotic distribution goes the
other way around.

One other fact to be pointed out about Table1 is the fact that, for the two larger
values of p, that is, for p = 35 and p = 55 and the smaller sample sizes associated
with these two values of p, that is, respectively for n = 36 and n = 56, the value of
the measure Δ exceeds 1, which, from its definition, should never happen. However
it does happen because for these cases with quite large values of p and small sample
sizes, the asymptotic distribution is indeed not any more a distribution, with its
‘p.d.f.’ assuming values below zero and above one. This is a commonly overlooked
fact which, for other asymptotic distributions of this type, was already called the
attention for in [8] and [7], and which is clearly detected by the measure Δ.
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Table 1 Values of themeasureΔ in (18) for the asymptotic distribution in [4, 23] and the near-exact
distributions developed in Sect. 3

p n Asymp.
distrib.

Near-exact distributions

m∗

2 4 6 10

5 6 7.41 × 10−3 2.58 × 10−7 7.59 × 10−9 1.10 × 10−10 1.14 × 10−13

10 2.74 × 10−4 2.81 × 10−8 3.11 × 10−10 2.27 × 10−12 4.02 × 10−16

15 3.31 × 10−8 4.69 × 10−9 2.26 × 10−11 7.53 × 10−14 4.51 × 10−18

15 16 2.43 × 10−1 1.02 × 10−6 1.91 × 10−9 5.58 × 10−12 1.20 × 10−16

30 3.44 × 10−3 2.26 × 10−7 1.55 × 10−10 1.60 × 10−13 3.65 × 10−19

45 4.26 × 10−4 4.86 × 10−8 1.46 × 10−11 6.50 × 10−15 2.71 × 10−21

25 26 6.83 × 10−1 3.38 × 10−7 2.61 × 10−10 2.96 × 10−13 9.22 × 10−19

50 9.13 × 10−3 1.14 × 10−7 3.74 × 10−11 1.78 × 10−14 8.80 × 10−21

75 1.14 × 10−3 2.62 × 10−8 3.79 × 10−12 7.97 × 10−16 7.47 × 10−23

35 36 1.13 × 10 0 1.49 × 10−7 6.51 × 10−11 3.90 × 10−14 3.07 × 10−20

70 1.75 × 10−2 7.05 × 10−8 1.42 × 10−11 4.01 × 10−15 6.52 × 10−22

105 2.20 × 10−3 1.70 × 10−8 1.52 × 10−12 1.89 × 10−16 5.95 × 10−24

55 56 1.92 × 10 0 4.26 × 10−8 9.31 × 10−12 2.50 × 10−15 3.27 × 10−22

110 4.22 × 10−2 3.63 × 10−8 3.91 × 10−12 5.61 × 10−16 2.10 × 10−23

165 5.37 × 10−3 9.37 × 10−9 4.50 × 10−13 2.87 × 10−17 2.11 × 10−25

With the near-exact distributions displaying so low values of the measureΔ it can
only be assured that there is a very good agreement between the exact and the near-
exact distributions throughout thewhole range of the randomvariable and as such that
also all near-exact quantiles will display a sharp agreement with the corresponding
exact quantiles.

In Tables2 and 3 we show some near-exact quantiles for p = 6 and n = 6, 7, 8,
9, 10, since in [4] there were some problems in computing the exact 0.05 quantiles
for n = 6, 7, 8 and the 0.01 quantiles for n = 6, 7, 8, 9 not only in order tomake them
available for practical use but also in order to show how by increasing the number
of exact moments matched we may obtain quantiles which indeed converge, with
convergence being assuredly towards the corresponding exact quantiles, given the
sharp decrease in the value of the measure Δ that may be observed in Table1 when
the number of exact moments matched is increased.

As we may see from Tables2 and 3, there are no problems in computing the
near-exact quantiles for any combination of number of variables and sample sizes,
with the values for the near-exact quantiles for p = 6 and n = 6, 7 showing that for
small sample sizes the asymptotic quantiles show quite some deviation from the
exact value, while for n = 9 and n = 10 the near-exact quantiles match the values
presented in [4] for the exact quantiles. To show that there is no problem in computing
near-exact quantiles even for quite large numbers of variables, either with very small



306 L.M. Grilo and C.A. Coelho

Ta
bl
e
2

0.
05

qu
an
til
es

fo
rΛ

fo
rp

=
6

(n
=

6,
7,
8,
9,
10

),
p

=
35

(n
=

36
,
70

,
10
5)

an
d
p

=
55

(n
=

56
,
11
0,

16
5)
,f
or

th
e
ne
ar
-e
xa
ct
di
st
ri
bu
tio

ns
th
at
m
at
ch

m
∗

=
2,

4,
6
an
d
10

ex
ac
tm

om
en
ts

p
n

m
∗ 2

4
6

10

6
6

0.
00
27
29
94
22

0.
00
27
29
79
70

0.
00
27
29
79
83

0.
00
27
29
79
83

7
0.
02
37
27
89
48

0.
02
37
27
49
40

0.
02
37
27
49
76

0.
02
37
27
49
76

8
0.
05
99
86
05
02

0.
05
99
85
73
42

0.
05
99
85
73
61

0.
05
99
85
73
61

9
0.
10
31
28
65
63

0.
10
31
28
47
19

0.
10
31
28
47
25

0.
10
31
28
47
25

10
0.
14
79
77
22
84

0.
14
79
77
13
37

0.
14
79
77
13
39

0.
14
79
77
13
39

35
36

8.
73
15
39
42
35

×
10

−1
1

8.
73
15
31
89
34

×
10

−1
1

8.
73
15
31
89
62

×
10

−1
1

8.
73
15
31
89
62

×
10

−1
1

70
1.
70
94
44
46
79

×
10

−3
1.
70
94
44
51
81

×
10

−3
1.
70
94
44
51
81

×
10

−3
1.
70
94
44
51
81

×
10

−3

10
5

2.
31
17
84
92
66

×
10

−2
2.
31
17
84
89
59

×
10

−2
2.
31
17
84
89
59

×
10

−2
2.
31
17
84
89
59

×
10

−2

55
56

1.
04
53
18
02
65

×
10

−1
6

1.
04
53
17
73
84

×
10

−1
6

1.
04
53
17
73
85

×
10

−1
6

1.
04
53
17
73
85

×
10

−1
6

11
0

5.
72
53
17
40
91

×
10

−5
5.
72
53
17
12
08

×
10

−5
5.
72
53
17
12
08

×
10

−5
5.
72
53
17
12
08

×
10

−5

16
5

3.
08
89
62
16
85

×
10

−3
3.
08
89
62
14
49

×
10

−3
3.
08
89
62
14
49

×
10

−3
3.
08
89
62
14
49

×
10

−3



The Exact and Near-Exact Distributions for Reality Test of Covariance Matrix 307

Ta
bl
e
3

0.
01

qu
an
til
es

fo
rΛ

fo
rp

=
6

(n
=

6,
7,
8,
9,
10

),
p

=
35

(n
=

36
,
70

,
10
5)

an
d
p

=
55

(n
=

56
,
11
0,

16
5)
,f
or

th
e
ne
ar
-e
xa
ct
di
st
ri
bu
tio

ns
th
at
m
at
ch

m
∗

=
2,

4,
6
an
d
10

ex
ac
tm

om
en
ts

p
n

m
∗ 2

4
6

10

6
6

0.
00
05
17
68
79

0.
00
05
17
62
08

0.
00
05
17
62
09

0.
00
05
17
62
09

7
0.
00
94
60
27
83

0.
00
94
59
40
34

0.
00
94
59
40
70

0.
00
94
59
40
70

8
0.
03
09
22
59
09

0.
03
09
21
08
80

0.
03
09
21
09
43

0.
03
09
21
09
42

9
0.
06
10
10
27
66

0.
06
10
08
70
13

0.
06
10
08
70
68

0.
06
10
08
70
68

10
0.
09
55
87
90
31

0.
09
55
86
52
57

0.
09
55
86
52
98

0.
09
55
86
52
98

35
36

2.
65
15
42
33
21

×
10

−1
1

2.
65
15
37
01
98

×
10

−1
1

2.
65
15
37
01
95

×
10

−1
1

2.
65
15
37
01
95

×
10

−1
1

70
1.
33
14
44
25
66

×
10

−3
1.
33
14
43
87
77

×
10

−3
1.
33
14
43
87
77

×
10

−3
1.
33
14
43
87
77

×
10

−3

10
5

1.
99
63
93
30
22

×
10

−2
1.
99
63
93
22
07

×
10

−2
1.
99
63
93
22
07

×
10

−2
1.
99
63
93
22
07

×
10

−2

55
56

2.
95
94
02
35
52

×
10

−1
7

2.
95
94
00
45
10

×
10

−1
7

2.
95
94
00
45
09

×
10

−1
7

2.
95
94
00
45
09

×
10

−1
7

11
0

4.
48
55
04
24
22

×
10

−5
4.
48
55
03
59
77

×
10

−5
4.
48
55
03
59
77

×
10

−5
4.
48
55
03
59
77

×
10

−5

16
5

2.
67
63
13
11
39

×
10

−3
2.
67
63
13
05
50

×
10

−3
2.
67
63
13
05
50

×
10

−3
2.
67
63
13
05
50

×
10

−3



308 L.M. Grilo and C.A. Coelho

or quite large sample sizes, in those tables are also shown the 0.05 and 0.01 quantiles
for p = 35 and p = 55 for the same sample sizes that themeasureΔwas computed in
Table1, with the near-exact distributions that match only 4 exact moments exhibiting
quantiles that already match 8–10 significant digits.

We may see how for only 2 or 4 exact moments matched the near-exact quantiles
already display a quite large number of decimal places that match those of the corre-
sponding exact quantile, which, in all cases may be taken as the quantile displayed
for the near-exact distribution that matches 10 exact moments.

We may also see how the near-exact distributions that exhibit lower values of
the measure Δ displaying quantiles which have more decimal places that match the
corresponding exact quantiles.

The quantiles shown in Tables2 and 3 are the 0.05 and the 0.01 quantiles, since
the quantiles to be used in testing hypothesis with the statistic Λ will be the left
tail quantiles. To show that a similar behavior is displayed by all other quantiles, in
TablesB.1, B.2 and B.3 in Appendix B may be analyzed the median and the 0.95
and 0.99 quantiles for the same distributions.

6 Conclusions and Final Remarks

Thenear-exact distributions developed lie very close to the exact distribution, in terms
of cf.’s, moments, c.d.f.’s and quantiles, and the general expressions obtained for the
c.d.f.’s are, in fact, very manageable and easily allow the calculation of near-exact
quantiles and p-values through the use of some symbolic software. Note that even
when we have the expressions for the exact p.d.f.’s and c.d.f.’s available from the
literature, these are usually only available for specific numbers of variables and the
expressions are highly complex, which renders the computation of exact quantiles
too hard.

The comparative analysis conducted allows us to confirm and reinforce the impor-
tance of near-exact distributions over the asymptotic ones. The near-exact distribu-
tions remain very close to the exact distribution even when the difference between
the sample size and the total number of variables, that is, the value of n − p, is very
small, situation in which the usual asymptotic distributions do not work well, mainly
if p is quite large. Furthermore, the near-exact distributions developed also display
an asymptotic behavior for increasing number of variables.
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gia (Portuguese Foundation for Science and Technology) through project UID/MAT/00297/2013
(Centro de Matemática e Aplicações – CMA).
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Appendix A

Derivation of the Measure Δ in (18) from the Gil–Pelaez
Inversion Formula

The measure Δ in (18) may be directly derived from the Gil–Pelaez [10] inversion
formula for the c.d.f., which may be written in a number of equivalent forms, as for
example

FW (w) = 1

2
− 1

2π

∫ +∞

−∞
e−itw ΦW (t)

it
dt .

Then, if we take FW ( · ) and F+
W ( · ) as the c.d.f.’s corresponding to the cf.’s ΦW ( · )

and Φ+
W ( · ) respectively, we have

∣

∣FW (w) − F+
W (w)

∣

∣ = 1

2π

∣

∣

∣

∣

∫ +∞

−∞
e−itw

it

(

ΦW (t)+ − ΦW (t)
)

dt

∣

∣

∣

∣

≤ 1

2π

∫ +∞

−∞

∣

∣

∣

∣

e−itw

it

(

ΦW (t)+ − ΦW (t)
)

∣

∣

∣

∣
dt

where, for any t ∈ R and any w ∈ R,

∣

∣

∣

∣

e−itw

i

∣

∣

∣

∣
= 1 ,

so that we may write

sup
w

∣

∣FW (w) − F+
W (w)

∣

∣ ≤ 1

2π

∫ +∞

−∞

∣

∣

∣

∣

ΦW (t) − Φ+
W (t)

t

∣

∣

∣

∣
dt .

The measure Δ gives thus very sharp upper-bounds on the difference between the
c.d.f.’s FW ( · ) and F+

W ( · ), indeed much sharper than any similar measure that would
be based on the more common inversion formula for the c.d.f..

The measure Δ clearly verifies the triangular inequality since if we take

Δ1 = 1

2π

∫ +∞

−∞

∣

∣

∣

∣

Φ1(t) − Φ2(t)

t

∣

∣

∣

∣
dt , Δ2 = 1

2π

∫ +∞

−∞

∣

∣

∣

∣

Φ1(t) − Φ3(t)

t

∣

∣

∣

∣
dt

and

Δ3 = 1

2π

∫ +∞

−∞

∣

∣

∣

∣

Φ2(t) − Φ3(t)

t

∣

∣

∣

∣
dt
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we have Δ1 ≤ Δ2 + Δ3 since

|Φ1(t) − Φ2(t)| = |Φ1(t) − Φ3(t) + Φ3(t) − Φ2(t)|
≤ |Φ1(t) − Φ3(t)| + |Φ3(t) − Φ2(t)|

and, in a similar manner, also Δ2 ≤ Δ1 + Δ3 and Δ3 ≤ Δ1 + Δ2.

Appendix B

Median, 0.95 and 0.99 Quantiles for the Statistic Λ
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Variance Components Estimation in Mixed
Linear Model—The Sub-diagonalization
Method

A. Silva, M. Fonseca and J. Mexia

Abstract This work aims to introduce a new method of estimating the variance
components in mixed linear models. The approach will be done firstly for models
with 3 variances components and secondly attention will be devoted to general case
of models with an arbitrary number of variance components. In our approach, we
construct and apply a finite sequence of orthogonalmatrices to themixed linearmodel
variance-covariance structure in order to produce a set of Gauss–Markov sub-models
which will be used to create pooled estimators for the variance components. Nume-
rical results will be given, comparing the performance of our proposed estimator to
the one based on likelihood procedure.

Keywords Mixed linear model · Variance components · Orthogonal matrices ·
Simultaneous diagonalization

1 Introduction

Mixed linear models (MLM) arise due to the necessity of assessing the amount of
variation caused by certain sources in a statistical designs with fixed effects (see
Khuri [7]), for example, the amount of variations that are not controlled by the
experimenters and those whose levels are selected at random. The variances of such
sources of variation, currently refereed to as variance components, has been widely
investigated in the last fifty years of the last century (see Khuri and Sahai [8], Searle
[13, 14], among others) and during the period ranging somewhat from early 1960
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to 1990, due to the proliferation of investigation on genetic and animal breeding as
well as industrial quality control and improvement (for more details, see Anderson
[1–3], Anderson and Crump [4], Searle [13], among others), several techniques of
estimation have been proposed. Among those techniques we highlight the ANOVA
and the maximum likelihood - basedmethods (see, for example, Searle et al. [15] and
Casella and Berger [5]). Nevertheless, notwithstanding the ANOVA method adapt
readily to mixed models with balanced data and save the unbiasedness, it does not
adapt in situation with unbalanced data (mostly because it use computations derived
from fixed effect models rather than mixed models). On its turn, the maximum likeli-
hood - based methods, highlighting the ML and the restricted ML (REML) methods,
provide estimators with several statistical optimal properties such as consistency and
asymptotic normality either for models with balanced data, or for those with unbal-
anced data. For these optimal properties we recommend Miller [9], and for some
details on applications of such methods we recommend, for example, Anderson [2]
and Hartley and Rao [6].

This paper is organized as follows. In Sect. 2 (notation and basic concepts on
matrix theory) we review some needed notions and results on matrix theory, mainly
on matrix diagonalization. A newmethod to estimate the variance components in the
MLM is summarized in Sect. 3, and numerical results ensuring their optimality will
be available in Sect. 4.

2 Notation and Basic Concepts on Matrix Theory

In this section we summarize a few needed notions and results on matrix diagonal-
ization. The proofs for the results can be found in Schott [12].

LetM n×m andS n = {A : A ∈ M n×n, A = A�} stands for the set of thematrices
with n rows andm columns and the set of the n × n symmetric matrices, respectively.
The range and the rank of a matrix Awill be respectively denoted by R(A) and r(A),
and the projection matrix onto the range space of A denoted by PR(A) (see Schott
[12, Chap. 2, Sect. 7] for projection matrix notion). We will denote by tr(A) the
trace of A.

If the eigenvalues λ1, . . . , λr of the matrix M ∈ M r×r are all distinct, it fol-
lows from the Theorem 3.6 of Schott [12] that the matrix X , whose columns
are the eigenvectors associated to those eigenvalues, is non-singular. Thus, by the
eigenvalue - eigenvector equation MX = XD or, equivalently, X−1MX = D, with
D = diag(λ1 . . . λr ), and the Theorem 3.2.(d) of Schott [12], the eigenvalues of D
are the same as those of M . Meanwhile, since M can be transformed into a diagonal
matrix by postmultiplication by the non-singular matrix X and premultiplication by
its inverse X−1 it is said to be diagonalizable.

If the matrix M is symmetric we will have that the eigenvectors associated to
its different eigenvalues will be orthogonal (see Schott [12]). Indeed, if we consider
two different eigenvalues λi and λ j whose associated eigenvectors are xi and x j ,
respectively, we see that, since M is symmetric,
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λix�
i x j = (Mxi )

�x j = x�
i (Mx j ) = λ jx�

i x j .

So, since λi �= λ j , we must have x�
i x j = 0.

According with Theorem 3.10 of Schott [12], without lost in generality, the
columns of the matrix X can be taken to be orthonormal so that X is an orthog-
onal matrix. Thus, the eigenvalue - eigenvector equation can now be written as

X�MX = D or, equivalently, M = XDX�,

which is known as spectral decomposition of M .

Definition 1 Let

A =
⎡

⎢

⎣

A11 . . . A1n
...

. . .
...

An1 . . . Ann

⎤

⎥

⎦

be a diagonal blockwise matrix. We say that a matrix T sub-diagonalizes A if the
T A produces a blockwise matrix whose matrices in the diagonal are all diagonal
matrices, that is T diagonalizes the matrices A11, . . . , Ann in the diagonal of A.

3 Inference

Variance components estimation in linear models (with mixed and/or fixed effects)
have been widely investigated and consequently several methods for estimation with
important properties have been derived. Some of this methods are summarized in
Searle et al. [15].

In this section we will sub-diagonalize the variance-covariance matrix

V =
r+1
∑

d=1

γd Nd

in the Normal MLM
z ∼ Nm (Xβ, V ) , (1)

with γd > 0, d = 1, . . . , r , unknown parameters, Nd = Xd X�
d ∈ S m , Xd ∈ M m×s

known matrices, and Nr+1 = Im , and develop optimal estimators for the variance
components γ1, . . . , γr+1.

Since the components we want to estimate depends only on the random effect
part, it is of our interest to remove the dependence of the distribution of z on the fixed
effect part. With Po = PR(X) denoting the projection matrix onto the column space
of the matrix X , so that Im − Po will be the projection matrix onto its orthogonal
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complement, there is a matrix Bo whose columns are the eigenvectors associated to
the null eigenvalues of Po such that

B�
o Bo = Im−r(Po) and BoB

�
o = Im − Po.

Thus, instead of the model (1) we will approach the restricted model:

y = B�
o z ∼ Nn

(

0n,

r+1
∑

d=1

γdMd

)

, (2)

with Md = B�
o Nd Bo, n = m − r(Po), and 0n denotes an n × 1 vector of zeros; that

is, we will diagonalize the variance-covariance matrix

V ∗ =
r+1
∑

d=1

γdMd

instead of V .

3.1 The Case r = 2

In this subsectionwewill sub-diagonalize the variance-covariancematrix in theMLM
for r = 2 (recall the general model in (2)), that is

y ∼ Nn (0n, γ1M1 + γ2M2 + γ3 In) . (3)

There exists (see Schott [12, Chap. 4, Sects. 3 and 4]) an orthogonal matrix

P1 =
⎡

⎢

⎣

A11
...

A1h1

⎤

⎥

⎦ ∈ M

(
∑h1

i=1 gi
)

×n
, with A1i ∈ M gi×n (

∑h1
i=1 gi = n), such that M1 =

P�
1 D1P1, or equivalently P1M1P�

1 = D1, where

D1 =

⎡

⎢

⎢

⎢

⎣

θ11 Ig1 0 . . . 0
0 θ12 Ig2 . . . 0
...

...
. . .

...

0 0 . . . θ1h1 Igh1

⎤

⎥

⎥

⎥

⎦

(4)

is a diagonal matrix whose diagonal entries θ1i , i = 1, . . . , h1, are the eigenvalues of
the matrix M1 with corresponding roots gi = r(A�

1i ), i = 1, . . . , h1. It must be noted
that the set of columns of each matrix A�

1i forms a set of gi orthonormal vectors
associated to the eigenvalue θ1i of the matrix M1 (Theorem 3.10. of Schott [12]
guarantees the existence of such matrix A�

1i ), so that A1i A�
1i = Igi and A�

1i A1i =
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PR(A�
1i )
. Hence P1P�

1 = In , and

P�
1 P1 = A�

11A11 + · · · + A�
1h1 A1h1

= PR(A�
11)

+ · · · + PR(A�
1h1

)

= In. (5)

With

A1i M2A
�
1s =

{

M2
i i i = s

W 2
is i �= s

(6)

and cov(ν) denoting the variance-covariance matrix of a random vector ν, we will
have that

cov(P1y) = γ1P1M1P
�
1 + γ2P1M2P

�
1 + γ3P1P

�
1

= γ1

⎡

⎢

⎢

⎢

⎣

θ11 Ig1 0 . . . 0
0 θ12 Ig2 . . . 0
...

...
. . .

...

0 0 . . . θ1h1 Igh1

⎤

⎥

⎥

⎥

⎦

+ γ2

⎡

⎢

⎢

⎢

⎣

M2
11 W 2

12 . . . W 2
1h1

W 2
21 M2

22 . . . W 2
2h1

...
...

. . .
...

W 2
h11 W 2

h12 . . . M2
h1h1

⎤

⎥

⎥

⎥

⎦

+ γ3

⎡

⎢

⎢

⎢

⎣

Ig1 0 . . . 0
0 Ig2 . . . 0
...

...
. . .

...

0 0 . . . Igh1

⎤

⎥

⎥

⎥

⎦

= γ1D(θ1 Ig1 . . . θh1 Igh1 ) + γ2Γ + γ3D(Ig1 . . . Igh1 ), (7)

where

Γ =

⎡

⎢

⎢

⎢

⎣

M2
11 W 2

12 . . . W 2
1h1

W 2
21 M2

22 . . . W 2
2h1

...
...

. . .
...

W 2
h11 W 2

h12 . . . M2
h1h1

⎤

⎥

⎥

⎥

⎦

.

It is clear that for the three matrices D(θ1 Ig1 . . . θh1 Igh1 ), D(Ig1 . . . Igh1 ) and Γ

appearing in (7), the blockwise matrix Γ is the only one which is not a diagonal
matrix.

Next we diagonalize the symmetric matrices M2
i i , i = 1, . . . , h1, that appear in

the diagonal of the matrix Γ , i.e, we sub-diagonalize the matrix Γ .
Since M2

i i is symmetric there exists (see Schott [12, Chap. 4, Sects. 3 and

4]) an orthogonal matrix P2i =
⎡

⎢

⎣

A2i1
...

A2ih2i

⎤

⎥

⎦ ∈ M

(
∑h2i

j=1 gi j
)

×gi , where A2i j ∈ M gi j×gi

(
∑h2i

j=1 gi j = gi ), such that
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D2
i i = P2i M

2
i i P

�
2i =

⎡

⎢

⎢

⎢

⎣

θ2i1 Igi1 0 . . . 0
0 θ2i2 Igi2 . . . 0
...

...
. . .

...

0 0 . . . θ2ih2i Igih2i

⎤

⎥

⎥

⎥

⎦

, i = 1, . . . , h1. (8)

It must be noted that the matrix A�
2i j , i = 1, . . . , h1, j = 1, . . . , h2i , is an orthogonal

matrix whose columns form a set of gi j = r(A�
2i j ) orthonormal eigenvectors asso-

ciated to the eigenvalue θ2i j of the matrix M2
i i ; that is, gi j is the multiplicity of the

eigenvalues θ2i j , and AT
2i j A2i j = P

R
(

AT
2i j

) and A2i j AT
2i j = Igi j .

Thus, with

P2 =

⎡

⎢

⎢

⎢

⎣

P21 0 . . . 0
0 P22 . . . 0
...

...
. . .

...

0 0 . . . P2h1

⎤

⎥

⎥

⎥

⎦

∈ M

(
∑h1

i=1

∑h2i
j=1 gi j

)

×
(
∑h1

i=1 gi
)

,

the new model w2 = P2P1y will have variance-covariance matrix

cov(w2) = Σ(P2P1y) = γ1P2D(θ11 Ig1 . . . θ1h1 Igh1 )P
�
2 + γ2P2Γ P�

2 + γ3P2D(Ig1 . . . Igh1 )P
�
2

= γ1

⎡

⎢

⎢

⎢

⎣

θ11P21P�
21 0 . . . 0

0 θ12P22P�
22 . . . 0

.

.

.
.
.
.

. . .
.
.
.

0 0 . . . θ1h1 P2h1 P
�
2h1

⎤

⎥

⎥

⎥

⎦

+ γ2

⎡

⎢

⎢

⎢

⎢

⎣

D2
11 P21W 2

12P
�
22 . . . P21W 2

1h1
P�
2h1

P22W 2
21P

�
21 D2

22 . . . P22W 2
2h1

P�
2h1

.

.

.
.
.
.

. . .
.
.
.

P2h1W
2
h11

P�
21 P2h1W

2
h12

P�
22 . . . D2

h1h1

⎤

⎥

⎥

⎥

⎥

⎦

+ γ3

⎡

⎢

⎢

⎢

⎣

P21P�
21 0 . . . 0

0 P22P�
22 . . . 0

.

.

.
.
.
.

. . .
.
.
.

0 0 . . . P2h1 P
�
2h1

⎤

⎥

⎥

⎥

⎦

, (9)

where

P2i P
�
2i =

⎡

⎢

⎢

⎢

⎣

A2i1A�
2i1 0 . . . 0

0 A2i2A�
2i2 . . . 0

.

.

.
.
.
.

. . .
.
.
.

0 0 . . . A2ih2i A
�
2ih2i

⎤

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎣

Igi1 0 . . . 0
0 Igi2 . . . 0
.
.
.

.

.

.
. . .

.

.

.

0 0 . . . Igih2i

⎤

⎥

⎥

⎥

⎦

,

and, with i �= s,
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P2iW
2
is P

�
2s =

⎡

⎢

⎢

⎢

⎢

⎣

A2i1W 2
is A

�
2s1 A2i1W 2

is A
�
2s2 . . . A2i1W 2

is A
�
2sh2s

A2i2W 2
is A

�
2s1 A2i2W 2

is A
�
2s2 . . . A2i2W 2

is A
�
2sh2s

.

.

.
.
.
.

. . .
.
.
.

A2ih2i W
2
is A

�
2s1 A2ih2i W

2
is A

�
2s2 . . . A2ih2i W

2
is A

�
2sh2s

⎤

⎥

⎥

⎥

⎥

⎦

.

Thematrix D2
i i = P2i M2

i i P
�
2i , i = 1, . . . , h1, appearing in the diagonal at the right

side of (9) is defined in (8).
Note that

w2 = P2P1y =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

A211A11y
...

A21h21 A11y
A221A12y

...

A22h22 A12y
...
...

A2h11A1h1 y
...

A2h1h2h1
A1h1 y

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

.

The distribution of the sub-models

yi j = A2i j A1i y, i = 1, . . . , h1, j = 1, . . . , h2i

is summarized in the following result.

Proposition 1

yi j ∼ Ngi j

(

0gi j , λi j Igi j
)

, i = 1, . . . , h1; j = 1, . . . , h2i ,

where λi j = γ1θ1i + γ2θ2i j + γ3.

Proof Recalling that A2i j A1i ∈ M gi j×n and gi j ≤ n, according with Moser
[10, Theorem 2.1.2] we will have that

yi j ∼ Ngi j

(

0gi j ,

2
∑

d=1

γd A2i j A1i Md A
�
1i A

�
2i j + γ3A2i j A1i A

�
1i A

�
2i j

)

.

The portions
∑2

d=1 γd A2i j A1i Md A�
1i A

�
2i j and γ3A2i j A1i A�

1i A
�
2i j in the variance-

covariance matrix yield:
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2
∑

d=1

γd A2i j A1i Md A
�
1i A

�
2i j = γ1A2i j

(

θ1i Igi
)

A�
2i j + γ2A2i j M

2
i i A

�
2i j

= γ1θ1i Igi j + γ2θ2i j Igi j ;

and

γ3A2i j A1i A
�
1i A

�
2i j = γ3A2i j Igi A

�
2i j = γ3 Igi j

which, clearly, completes the proof. �

With 0 denoting an adequate null matrix and cov(ν, υ) denoting the cross-
covariance between the random vectors ν and υ, from (9) one might note that the
cross-covariance matrix between the sub-models yi j = A2i j Ai y and ysk = A2sk As y,
i, s = 1, . . . , h1, j, k = 1, . . . , h2i is given by

cov(yi j , ysk) = γ2A2i j A1i M2A
�
1s A

�
2sk =

⎧

⎨

⎩

0 i = s; j �= k
λi j i = s; j = k

γ2A2i jW 2
is A

�
2sk i �= s

(10)

with i ≤ s, j ≤ k (symmetry applies), so that, for i �= s, the sub-models yi j and ysk
are correlated and for i = s they are not.

3.2 Estimation for r = 2

From the Sect. 3.1 we see that (with i and j respectively replaced by i1 and i2, for
convenience) w2 = P2P1y produces the following sub-models

yi1i2 ∼ Ngi1 i2
(0gi1 i2

, λi1i2 Igi1 i2 ), i1 = 1, . . . , h1, i2 = 1, . . . , h2i1 , (11)

of the model y ∼ Nn(0n, γ1M1 + γ2M2 + γ3 In), where

λi1i2 = γ1θ1i1 + γ2θ2i1i2 + γ3.

An unbiased estimator of λi1i2 for model (11) is (one based on its maximum
likelihood estimator λ̂i1i2 )

S2i1i2 = y�
i1i2

yi1i2
gi1i2

,

i1 = 1, . . . , h1, i2 = 1, . . . , h2i1 .

Indeed (see Rencher and Schaalje [11, Theorem 5.2a]),
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E(S2i1i2) = 1

gi1i2
tr

{

λi1i2 Igi1 i2
}

= λi1i2 . (12)

Thus

E(S2i1i2) = λi1i2 = γ1θ1i1 + γ2θ2i1i2 + γ3, i1 = 1, . . . , h1, i2 = 1, . . . , h2i1

so that, with S =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

S211
. . .

S21h21
S221
. . .

S22h22
. . .

. . .

S2h11
. . .

S2h1h2h1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, Θ =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

θ11 θ211 1
. . . . . . . . .

θ11 θ21h21 1
θ12 θ221 1
. . . . . . . . .

θ12 θ22h22 1
. . . . . . . . .

. . . . . . . . .

θ1h1 θ2h11 1
. . . . . . . . .

θ1h1 θ2h1h2h1 1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, and γ =
⎡

⎣

γ1
γ2
γ3

⎤

⎦, we will have

E(S) = Θγ. (13)

Thus, for i1 = 1, . . . , h1, i2 = 1, . . . , h2i1 , equalizing the variances λi1i2 to the
correspondent estimators S2i1i2 it yields the following system of equations:

S211 = γ1θ11 + γ2θ211 + γ3;
. . . . . . . . . . . . . . . . . . ;

S21h21 = γ1θ11 + γ2θ21h21 + γ3;
S221 = γ1θ12 + γ2θ221 + γ3;
. . . . . . . . . . . . . . . . . .

S22h22 = γ1θ12 + γ2θ22h22 + γ3;
. . . . . . . . . . . . . . . . . . ;
. . . . . . . . . . . . . . . . . . ;
S2h11 = γ1θ1h1 + γ2θ2h11 + γ3;
. . . . . . . . . . . . . . . . . . ;

S2h1h2h1 = γ1θ1h1 + γ2θ2h1h2h1 + γ3;

which in matrix notation becomes

S = Θγ. (14)
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Since by construction θ1i1 �= θ1i ′1
, i1 �= i

′
1 = 1, . . . , h1 (they are the different

eigenvalues of M1) and θ2i1i2 �= θ2i1i
′
2
, i2 �= i

′
2 = 1, . . . , h2i1 (they are the distinct

eigenvalues of M2
i i = A1i1M2A�

1i1 ), it is easily seen that the matrix Θ is a full rank
one; that is r(Θ) = 3.

By Rencher and Schaalje [11, Theorem 2.6d] the matrix

Θ�Θ =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

∑h1
i1

∑h2i1
i2

θ2
1i1

∑h1
i1

∑h2i1
i2

θ1i1θ2i1i2
∑h1

i1

∑h2i1
i2

θ1i1

∑h1
i1

∑h2i1
i2

θ1i1θ2i1i2
∑h1

i1

∑h2i1
i2

θ2
2i1i2

∑h1
i1

∑h2i1
i2

θ2i1i2

∑h1
i1

∑h2i1
i2

θ1i1
∑h1

i1

∑h2i1
i2

θ2i1i2
∑h1

i1

∑h2i1
i2

⎤

⎥

⎥

⎥

⎥

⎥

⎦

is positive-definite, and by Rencher and Schaalje [11, Corollary 1], Θ�Θ is non-
singular; we, thus, take its inverse to be (Θ�Θ)−1.

Now, premultiplying the system (14) in both side by Θ� the resulting system of
equations will be

Θ�S = Θ�Θγ, (15)

whose unique solution (and therefore an estimator of γ ) is

γ̂ = (Θ�Θ)−1Θ�S. (16)

γ̂ =
⎡

⎣

γ̂1
γ̂2
γ̂3

⎤

⎦will be referred to as Sub-D estimator and the underlyingmethod referred

to as Sub-D method.

Proposition 2 γ̂ is an unbiased estimator of γ , with γ =
⎡

⎣

γ1
γ2
γ3

⎤

⎦.

Proof Indeed, E(γ̂ ) = E
(

(Θ�Θ)−1Θ�S
) = (Θ�Θ)−1Θ�E(S) = (Θ�Θ)−1

Θ�Θγ = γ . �

Proposition 3 With i ≤ i∗, j ≤ j∗ (symmetry applies),

cov
(

S2i j , S2i∗ j∗
) =

⎧

⎪
⎨

⎪
⎩

(a) i = i∗; j �= j∗ : 0,

(b) i = i∗; j = j∗ : 2
λ2
i j

gi j
,

(c) i �= i∗ : 2γ 2
2 tr(ΩM2),

where Ω = ∇i j M2∇i∗ j∗ , with ∇i j = A�
1i A

�
2i j A2i j A1i

gi j
.

Proof We have that
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cov
(

S2i j , S
2
i∗ j∗

)

= cov

(

y�
i j yi j

gi j
,
y�
i∗ j∗ yi∗ j∗

gi∗ j∗

)

= cov

(

y�
(

A�
1i A

�
2i j A2i j A1i

gi j

)

y, y�
(

A�
1i∗ A

�
2i∗ j∗ A2i∗ j∗ A1i∗

gi∗ j∗

)

y

)

= cov
(

y�∇i j y, y�∇i∗ j∗ y
)

= 2tr
(∇i j V∇i∗ j∗V

)

= 2γ 2
1 tr(∇i j M1∇i∗ j∗ M1) + 2γ1γ2tr(∇i j M1∇i∗ j∗ M2) + 2γ1γ3tr(∇i j M1∇i∗ j∗ )

+ 2γ2γ1tr(∇i j M2∇i∗ j∗ M1) + 2γ 2
2 tr(∇i j M2∇i∗ j∗ M2) + 2γ2γ3tr(∇i j M2∇i∗ j∗ )

+ 2γ3γ1tr(∇i j∇i∗ j∗ M1) + 2γ3γ2tr(∇i j∇i∗ j∗ M2) + 2γ 2
3 tr(∇i j∇i∗ j∗ )

=

⎧

⎪
⎨

⎪
⎩

i = i∗; j �= j∗ : 0,

i = i∗; j = j∗ : 2
λ2i j
gi j

,

i �= i∗ : 2γ 2
2 tr(∇i j M2∇i∗ j∗ M2).

For the case (a), that is i = i∗; j �= j∗, we have that

∇i j M1∇i j∗ = 1

gi j gi j∗
A�
1i A

�
2i j A2i j A1i M1A

�
1i A

�
2i j∗ A2i j∗ A1i

= 1

gi j gi j∗
A�
1i A

�
2i j A2i j

(

θ1i Igi
)

A�
2i j∗ A2i j∗ A1i

= 0gi×gi (see (4) for the explanation); (17)

∇i j M2∇i j∗ = 1

gi j gi j∗
A�
1i A

�
2i j A2i j A1i M2A

�
1i A

�
2i j∗ A2i j∗ A1i

= 1

gi j gi j∗
A�
1i A

�
2i j A2i j

(

M2
i i

)

A�
2i j∗ A2i j∗ A1i

= 0gi×gi (see (8) for the explanation); (18)

∇i j∇i j∗ = 1

gi j gi j∗
A�
1i A

�
2i j

(

0gii×gi j∗
)

A2i j∗ A1i

= 0gi×gi . (19)

Therefore, (17)–(19) together with Schott [12, Theorem 1.3.(d)] proves the case
(a).

For the case (c), that is i �= i∗, the desired result becomes clear if use the Theorem
1.3.(d) of Schott [12] and note that

A1i M1A1i∗ = A1i A1i∗ = 0gi×gi∗ .
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Finally, for the case (b), that is i = i∗; j = j∗, recalling yi j ∼ Nn
(

0gi j , λi j Igi j
)

,
it holds

cov
(

S2i j
) = Σ

(

y�
i j yi j

gi j
,
y�
i j yi j

gi j

)

= 2tr

{

λi j

gi j
Igi j

λi j

gi j
Igi j

}

= 2
λ2
i j

g2i j
tr

{

Igi j
}

= 2
λ2
i j

gi j
, (20)

and therefore the proof is complete. �

Thenext result introduce thevariance-covariancematrix of the sub-diagonalization
estimator:

γ̂ = (Θ�Θ)−1Θ�S.

Proposition 4 In order to simplify the notation, let ΣSi j Skl denote cov(S2i j , S2kl).
Then,

cov(γ̂ ) = (Θ�Θ)−1Θ�cov(S)Θ(Θ�Θ)−1, (21)

where cov(S) =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

D1 Λ12 Λ13 . . . Λ1h1
Λ21 D2 Λ23 . . . Λ2h1
Λ31 Λ32 D3 . . . Λ3h1
...

...
...

. . .
...

Λh11 Λh12 Λh13 . . . Dh1

⎤

⎥

⎥

⎥

⎥

⎥

⎦

, with Di = 2

⎡

⎢

⎢

⎢

⎢

⎢

⎣

λ2
i1

gi1
0 . . . 0

0 λ2
i2

gi2
. . . 0

...
...

. . .
...

0 0 . . .
λ2
ih2i

gih2i

⎤

⎥

⎥

⎥

⎥

⎥

⎦

and

Λks =

⎡

⎢

⎢

⎢

⎣

ΣSk1Ss1 ΣSk1Ss2 . . . ΣSk1Ssh2s
ΣSk2Ss1 ΣSk2Ss2 . . . ΣSk2Ssh2s

...
...

. . .
...

ΣSkh2k Ss1
ΣSkh2k Ss2

. . . ΣSkh2k Ssh2s

⎤

⎥

⎥

⎥

⎦

.

Proof The proof is a consequence of the Proposition 3. �

3.3 The General Case: r ≥ 1

Now, without lost in generality, lets consider the generalMLM in (2):

y ∼ Nn

(

0n,
r+1
∑

d=1

γdMd

)

, with Md = Xd X
�
d ∈ S n and Mr+1 = In.
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One may note that y = ∑r+1
d=1 B

�
o Xdβd , where βd ∼ N(0, γd I ), d = 1, . . . , r ,

βr+1 ∼ N(0, γd In), and β1, . . . , βr+1 are not correlated.
With i1 = 1, . . . , h1, i j = 1, . . . , h j,i1,...,i j−1 , consider the finite sequence of r

matrices P1, P2, …, Pr defined as follow:

P1 =

⎡

⎢

⎢

⎢

⎣

A11

A12
.
.
.

A1h1

⎤

⎥

⎥

⎥

⎦

∈ M

(
∑h1

i1
gi1

)

×n
, with A1i1 ∈ M (gi1 )×n

(

note:
h1∑

i1

gi1 = n

)

; (22)

P2 =

⎡

⎢

⎢

⎢

⎣

P21 0 . . . 0
0 P22 . . . 0
.
.
.

.

.

.
. . .

.

.

.

0 0 . . . P2h1

⎤

⎥

⎥

⎥

⎦

∈ M

(

∑h1
i1

∑h2,i1
i2

gi1 i2

)

×
(
∑h1

i1
gi1

)

, where

P2i1 =

⎡

⎢

⎢

⎢

⎣

A2i11

A2i12
.
.
.

A2i1h2i1

⎤

⎥

⎥

⎥

⎦

∈ M

(

∑h2,i1
i2

gi1 i2

)

×gi1
, with

h2,i1
∑

i2

gi1i2 = gi1 and A2i1i2 ∈ M gi1 i2×gi1 ;

P3 =

⎡

⎢

⎢

⎢

⎣

P31 0 . . . 0
0 P32 . . . 0
.
.
.

.

.

.
. . .

.

.

.

0 0 . . . P3h1

⎤

⎥

⎥

⎥

⎦

∈ M

(

∑h1
i1

∑h2,i1
i2

∑h3,i1,i2
i3

gi1 i2 i3

)

×
(

∑h1
i1

∑h2,i1
i2

gi1 i2

)

,

where P3i1 =

⎡

⎢

⎢

⎢

⎣

P3i11 0 . . . 0
0 P3i12 . . . 0
.
.
.

.

.

.
. . .

.

.

.

0 0 . . . P3i1h2,i1

⎤

⎥

⎥

⎥

⎦

∈ M

(

∑h2,i1
i2

∑h3,i1,i2
i3

gi1 i2 i3

)

×
(

∑h2,i1
i2

gi1 i2

)

and

P3i1i2 =

⎡

⎢

⎢

⎢

⎣

A3i1i21

A3i1i22
.
.
.

A3i1i2h3,i1,i2

⎤

⎥

⎥

⎥

⎦

∈ M

(

∑h3,i1,i2
i3

gi1 i2 i3

)

×gi1 i2
, with

h3,i1,i2
∑

i3

gi1i2i3 = gi1i2 and

A3i1i2i3 ∈ M gi1 i2 i3×gi1 i2 ;

Thus, for r ≥ 2, each matrix Pr will be given by (P1 is given in (22)):
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Pr =

⎡

⎢

⎢

⎢

⎣

Pr1 0 . . . 0
0 Pr2 . . . 0
...

...
. . .

...

0 0 . . . Prh1

⎤

⎥

⎥

⎥

⎦

(23)

∈ M

(

∑h1
i1

...
∑hr,i1 ,...,ir−1

ir
gi1 ...ir

)

×
(

∑h1
i1

...
∑h(r−1),i1 ,...,ir−2

i(r−1)
gi1 ...i(r−1)

)

,

where

Pri1 =

⎡

⎢

⎢

⎢

⎣

Pri11 0 . . . 0
0 Pri12 . . . 0
...

...
. . .

...

0 0 . . . Pri1h2,i1

⎤

⎥

⎥

⎥

⎦

∈ M

(

∑h2,i1
i2

...
∑hr,i1 ,...,ir−1

ir
gi1 ...ir

)

×
(

∑h2,i1
i2

...
∑h(r−1),i1 ,...,ir−2

i(r−1)
gi1 ...i(r−1)

)

,

. . . . . . . . . . . . . . .

Pri1...i(r−2) =

⎡

⎢

⎢

⎢

⎣

Pri1...i(r−2)1 0 . . . 0
0 Pri1...i(r−2)2 . . . 0
...

...
. . .

...

0 0 . . . Pri1...i(r−2)hr−1,i1 ,...,ir−2

⎤

⎥

⎥

⎥

⎦

∈ M

(

∑h(r−1),i1 ,...,ir−2
i(r−1)

∑hr,i1 ,...,ir−1
ir

gi1 ...ir

)

×
(

∑h(r−1),i1 ,...,ir−2
i(r−1)

gi1 ...i(r−1)

)

,

and Pri1...i(r−1) =

⎡

⎢

⎢

⎢

⎣

Ari1...i(r−1)1

Ari1...i(r−1)2
...

Ari1...i(r−1)hr,i1 ,...,ir−1

⎤

⎥

⎥

⎥

⎦

∈ M

(

∑hr,i1 ,...,ir−1
ir

gi1 ...ir

)

×gi1 ...i(r−1)
,

with

hr,i1 ,...,ir−1
∑

ir

gi1...ir = gi1...i(r−1) ,

h1
∑

i1

gi1 = n, Ari1...ir ∈ M gi1 ...ir ×gi1 ...i(r−1) ;

Theorem 1 Let the matrices P1, P2, . . . , Pr defined above be such that:

(c1) The columns of A�
1i1 , i1 = 1, . . . , h1, form a set of gi1 = r(A�

1i1) orthonormal
eigenvectors associated to the eigenvalues θ1i1 of the matrix M1 (θ1i1 has mul-
tiplicity gi1);
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(c2) The columns of A�
2i1i2 , i2 = 1, . . . , h2,i1 , form a set of gi1i2 = r(A�

2i1i2) ortho-
normal eigenvectors associated to the eigenvalues θ2i1i2 of the matrix M2

i1i1
=

A1i1M2A�
1i1 (θ2i1i2 has multiplicity gi1i2 );

(c3) The columns of A�
3i1i2i3 , i3 = 1, . . . , h3,i1,i2 , form a set of gi1i2i3 = r(A�

3i1i2i3)

orthonormal eigenvectors associated to the eigenvalues θ3i1i2i3 of the matrix

A2i1i2M
3
i1i1 A

�
2i1i2 = A2i1i2 A1i1M3A

�
1i1 A2i1i2

(θ3i1i2i3 has multiplicity gi1i2i3);
…………

(cr ) The columns of A�
ri1...ir

, ir = 1, . . . , hr,i1,...,ir−1 , form a set of gi1...ir = r(A�
ri1...ir

)

orthonormal eigenvectors associated to the eigenvalues θri1...ir of the matrix

A(r−1)i1...i(r−1) . . . A1i1Mr A
�
1i1 . . . A�

(r−1)i1...i(r−1)

(θri1...ir has multiplicity gi1...ir ).

Then each matrix Pd , d = 1, . . . , r , in the finite sequence of matrices
P1, P2, . . . , Pr will be an orthogonal matrix.

Proof By the way Pd is defined (see (23)), since

Pdi1...i(d−1) =

⎡

⎢

⎢

⎢

⎣

Adi1...i(d−1)1

Adi1...i(d−1)2
...

Adi1...i(d−1)hd,i1 ,...,id−1

⎤

⎥

⎥

⎥

⎦

, i(d−1) = 1, . . . , h(d−1),i1,...,id−2 ,

and according with condition cd we see that the matrices Pdi1...i(d−1) are orthog-
onal. Thus, the desired result comes if we see that P�

d Pd will be a diagonal
blockwise matrix whose diagonal entries are P�

di1
Pdi1 , i1 = 1, . . . , h1. The diag-

onal entries P�
di1

Pdi1 will be diagonal blockwise matrices whose diagonal entries
will be P�

di1i2
Pdi1i2 , i2 = 1, . . . , h2,i1 . Proceeding this way d − 2 times, we will

find that the diagonal entries of the blockwise matrices P�
di1...i(d−2)

Pdi1...i(d−2) , i(d−2) =
1, . . . , h(d−2),i1,...,id−3 , will be

P�
di1...i(d−1)

Pdi1...i(d−1) = A�
di1...i(d−1)1Adi1...i(d−1)1

+ · · · + A�
di1...i(d−1)hd,i1,...,id−1

Adi1...i(d−1)hd,i1,...,id−1

= Igi1 ...i(d−1)
,

reaching, therefore, the desired result. Proceeding in same way we would also see
that Pdi1...i(d−1) P

�
di1...i(d−1)

is a Blockwise diagonal matrix whose diagonal entries are

Adi1...i(d−1)1A
�
di1...i(d−1) j

, j = 1, . . . , hd,i1,...,id−1 , so that Pd P
�
d is an identity matrix. �
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The model wr = Pr . . . P2P1y will produces the following sub - models:

yi1...ir = Ari1...ir A(r−1)i1...i(r−1) . . . A2i1i2 A1i1 y,

i1 = 1, . . . , h1, i j = 1, . . . , h j,i1,...,i j−1 .

We summarize the distribution of each of the sub-model yi1...ir in the following
result.

Proposition 5
yi1...ir ∼ Ngi1 ...ir

(

0gi1 ...ir
, λi1...ir Igi1 ...ir

)

,

where λi1...ir = ∑r
d=1 γdθdi1...id + γr+1.

Proof The proof becomes obvious after looking to the proofs of the Proposition 1.
�

From the results about cross-covariance on the preceding sections we easily con-
clude that the cross-covariance matrix between the sub-models yi1...ir and yi∗1 ...i∗r , with
i1, i∗1 = 1, . . . , h1; i j , i∗j = 1, . . . , h j,i1,...,i j−1 , is given by

cov(yi1...ir , yi∗1 ...i∗r ) =

⎧

⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎩

0 i1 = i∗1 ,

λi1...ir i j = i∗ j
j = 1, . . . , h j,i1,...,i j−1

∑r
d=2 γd Ari1...ir . . . A1i Md A�

1i∗1
. . . Ari∗1 ...i∗r i1 �= i∗1

so that, for i1 �= i∗1 , the sub-models yi1...ir and yi∗1 ...i∗r are correlated and for i1 = i∗1
they are not.

3.4 Estimation for the General Case: r ≥ 1

Recalling that for theMLM in (1), Pr . . . P2P1y produces the following sub-models

yi1i2...ir ∼ Ngi1 i2 ...ir
(0gi1 ...ir

, λi1i2...ir Igi1 i2 ...ir
),

i1 = 1, . . . , h1, i j = 1, . . . , h j,i1,...,i j−1 (24)

where

λi1i2...ir =
r

∑

d=1

γdθdi1...id + γr+1.

The matrices Pd , d = 1, . . . , r , are defined in the Sect. 3.3.
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An unbiased estimator of λi1i2...ir in the sub-model (24) is (the one based on its
maximum likelihood estimator λ̂i1i2...ir )

S2i1i2...ir = 1

gi1i2...ir
y�
i1i2...ir yi1i2...ir

Indeed (see Rencher and Schaalje [11], Theorem 5.2(a), and the explanation for
(12)),

E
(

S2i1i2...ir
) = λi1i2...ir

gi1i2...ir
tr

[

Igi1 i2 ...ir

]

= λi1i2...ir . (25)

For convenience, in what follows, instead of S2i1i2...ir , we may sometimes use the
notation S2i1i2...i(r−1)ir

.
Thus

E(S2i1i2...i(r−1)ir ) =
r

∑

d=1

γdθdi1...id + γr+1

= γ1θ1i1 + γ2θ2i1i2 + · · · + γrθri1i2...i(r−1)ir + γr+1,

i1 = 1, . . . , h1; i j = 1, . . . , h j,i1,...,i j−1

so that, with S =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

S211...11
S211...12
. . .

S211...1hr,1,...,1
S211...21
. . .

S211...2hr,1,...,2
. . .

. . .

. . .

S2h11...11
. . .

. . .

. . .

S2h1h2,h1 ...hr,h1 ,...,hr−1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

,
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Θ =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

θ11 θ211 θ3111 . . . θr11...11 1
θ11 θ211 θ3111 . . . θr11...12 1
. . . . . . . . . . . . . . . . . .

θ11 θ211 θ3111 . . . θr11...1hr,1,...,1,hr−1
1

θ11 θ211 θ3111 . . . θr11...21 1
. . . . . . . . . . . . . . . . . .

θ11 θ211 θ3111 . . . θr11...2hr,1,...,2,hr−1
1

. . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . .

θ1h1 θ2h11 θ3h111 . . . θrh11...11 1
. . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . .

θ1h1 θ2h1h2,h1 θ3h1h2,h1h3,h1 ,h2
. . . θrh1h2,h1 ...h(r−1),h1 ,...,hr−2 hr,h1 ,...,hr−1

1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

,

and γ =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

γ1
γ2
γ3
. . .

. . .

γr
γ(r+1)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, we will have

E(S) = Θγ. (26)

Thus, for i1 = 1, . . . , h1, i j = 1, . . . , h j,i1,...,i j−1 , j > 1, equalizing the variances
λi1i2...ir to the correspondent estimators S2i1i2...ir it yields the following system of
equations (in matrix notation)

S = Θγ. (27)

Since by construction θ1i1 �= θ1i ′1
(they are the different eigenvalues ofM1), θ2i1i2 �=

θ2i1i
′
2
(they are the distinct eigenvalues of M2

i i = A1i1M2A�
1i1 ), θ3i1i2i3 �= θ3i1i2i

′
3
(they

are the distinct eigenvalues of A2i1i2 A1i1M2A�
1i1 A

�
2i1i2), …, θri1i2...i(r−1)ir �= θri1i2...i(r−1)i

′
r

(they are the distinct eigenvalues of A(r−1)i1i2...i(r−1) . . . A1i1Mr A�
1i1 . . . A�

(r−1)i1i2...i(r−1)
)

where i j �= i
′
j , j = 1, . . . , r , it is easily seen that the matrix Θ is of full rank; that

is r(Θ) = r + 1.
According with Theorem 2.6d (Rencher and Schaalje [11]), with

∑

denoting
∑h1

i1

∑h2,i1
i2

. . .
∑hr,i1 ,...,ir−1

ir
, the matrix
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Θ�Θ =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

∑

θ21i1

∑

θ1i1θ2i1i2
∑

θ1i1θ3i1i2i3 . . .
∑

θ1i1θri1...ir
∑

θ1i1

∑

θ1i1θ2i1i2
∑

θ22i1i2 θ2i1i2θ3i1i2i3 . . .
∑

θ2i1i2θri1...ir
∑

θ2i1i2

∑

θ1i1θ3i1i2i3
∑

θ2i1i2θ3i1i2i3
∑

θ23i1i2i3 . . .
∑

θ3i1i2i3θri1...ir
∑

θ3i1i2i3

.

.

.
.
.
.

.

.

.
. . .

.

.

.
.
.
.

∑

θ1i1θri1...ir
∑

θ2i1i2θri1...ir
∑

θ3i1i2i3θri1...ir . . .
∑

θ2ri1...ir
∑

θri1...ir

∑

θ1i1
∑

θ2i1i2
∑

θ3i1i2i3 . . .
∑

θri1...ir
∑

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

is positive-definite, and according with Corollary 1 of (Rencher and Schaalje [11],
p. 27)Θ�Θ is non-singular; that is, it is invertible.Wedenote its inverse by (Θ�Θ)−1.

Now, premultiplying the system (27) in both side by Θ� the resulting system of
equations will be

Θ�S = Θ�Θγ, (28)

whose unique solution (and therefore an estimator of γ ) will be the Sub-D estimator

γ̂ = (Θ�Θ)−1Θ�S. (29)

Proposition 6 γ̂ = (Θ�Θ)−1Θ�S is an unbiased estimator of

γ =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

γ1
γ2
γ3
. . .

. . .

γr
γ(r+1)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, where

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

γ̂1
γ̂2
γ̂3
. . .

. . .

γ̂r
ˆγ(r+1)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

.

Indeed, E(γ̂ ) = E
(

(Θ�Θ)−1Θ�S
) = (Θ�Θ)−1Θ�E(S) = (Θ�Θ)−1Θ�Θγ =

γ .

4 Numerical Results

In this section we carry numerical tests to the sub-diagonalization method for the
case r = 2, that is for a model with 3 variances components. For this case we pick
the particular model z ∼ N21 (Xβ, γ1N1 + γ2N2 + γ3 I21), where N j = X j X�

j , j =
1, 2, with design matrices
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X1 =
⎡

⎣

15 05 05
09 19 09
07 07 17

⎤

⎦ , X2 =

⎡

⎢

⎢

⎢

⎢

⎣

12 02 02
04 14 04
08 08 18
14 04 04
03 13 03

⎤

⎥

⎥

⎥

⎥

⎦

,

and X = 121. 1k and 0k denote, respectively, k × 1 vectors of 1 and 0.
Let Bo be a matrix whose columns are the eigenvectors associated to the null

eigenvalues of 1
21 J21. Then BoB�

o = I21 − 1
21 J21 and B�

o Bo = I20, and so the new
model will be

y = B�
o z ∼ N20 (020, γ1M1 + γ2M2 + γ3 I20) ,

where Md = B�
o Nd Bo.

Since r(N1) = 3 we have that (see Schott [12, Theorem 2.10c]) r(M1) =
r(B�

0 N1B0) = 3. The eigenvalues of M1 are θ11 = 7.979829, θ12 = 5.639219, and
θ13 = 0 (θ13 with multiplicity (root) equal to 18). Thus we have that M2

11 =
A11M2A�

11 = 5.673759 and M2
22 = A12M2A�

12 = 0.6246537 will be 1 × 1 matrices,
and M2

33 = A13M2A�
13 an 18 × 18 matrix.

We have the following: M2
11 has eigenvalue θ211 = 5.673759; M2

22 has eigen-
value θ221 = 0.6246537; M2

33 has 3 eigenvalues: θ231 = 6.390202; θ232 = 1.216148;
θ233 = 0 (θ233 with multiplicity equal to 16).

Finally we found that

S� = [190.779246 8.866357 5.234293 53.654627 1.334877]

and Θ =

⎡

⎢

⎢

⎢

⎢

⎣

7.979829 5.6737590 1
5.639219 0.6246537 1

0 6.3902016 1
0 1.2161476 1
0 0 1

⎤

⎥

⎥

⎥

⎥

⎦

.

With βk ∼ N20 (03, γk I3), k = 1, 2, and e ∼ N20(020, γ3 I20), and taking γ3 = 1,
the model can be rewritten as y = B�

o X1β1 + B�
o X2β2 + B�

o e.
We consider γ1 and γ2 taking values in {0.1, 0.25, 0.5, 0.75, 1, 2, 5, 10}. Thus,

for each possible combination of γ1 and γ2, the model y is observed 1000 time,
and for each observation the sub-diagonalization method is applied and the variance
components estimated for each observed y. The Tables 1 and 3 present the ave-
rage of the estimated values of γ1 and γ2, respectively. In order to compare the sub-
diagonalizationmethod performancewith theREML, for the same 1000 observations
of y, the REML method is applied and the results presented in both Tables 2 and 4.

Taking a look at tables, and comparing the averages estimated values from the sub-
diagonalization method to the ones of the REMLmethods (see Tables 1, 2, 3, and 4),
the reader may easily concludes that the results provided by the sub-diagonalization
method are in general slightly more realistic. In other hand, the averages variability
of the sub-diagonalization methods is relatively higher than those of REML method
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(see Tables 5, 6, 7, and 8); this is because of the correlation between the sub-models.
This gap will be fixed in future works.

5 Concluding Remarks

Besides its simple and fast computational implementation once it depends only on
the information retained on the eigenvalues of the design matrices and the quadratic
errors of the model, Sub-D provides centered estimates whether for balanced or
unbalanced designs, which is not the case of estimators based on ANOVA methods.
As seen at Sect. 4, Sub-D provides a slightly more realistic estimates than the REML
estimator, but with more variability (when the model is balanced they have a compa-
rable variability). However, since in any computational program (source code) when
we are interested in share the code, create package or use it repeatedly, we might
consider its efficiency and, for this matter, the code run-time constitutes a good start
point. Doing so, to compute the estimates and the corresponding variance for each
pair γ1 and γ2 taking values in {0.25, 0.5, 1, 2, 5, 10}, for 1000 observations of the
model, we found that the Sub-D run-time is about 0.25 s while the REML estimator
run-time is about 35.53 s, which means that the code for Sub-D is more than 70 times
faster than the one for REML. The code was run using R software.

It seems that the problem of the little higher variability in Sub-D comparing to
REML estimator is due to the correlation between the sub-models (for the case
of models with three variance components, for example) yi j , i = 1, . . . , h1, j =
1, . . . , h2hi . From (10) we see that the variance components matrix of the model
w2 = P2P1y is a blockwise matrix whose diagonal matrices are D1,. . ., Dh1 , where
Di = diag(λi1, . . . , λih2i ), corresponding to cov(yi j , ysk) for i = s, j = k, and the
off diagonal matrices are the non-null matrices γ2A2i jW 2

is A2sk , corresponding to
cov(yi j , ysk) for i �= s. This problem will be handled in future work. Confidence
region will be obtained and tests of Hypothesis for the variance components will be
derived in future works.
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Appendix

Table 1 Sub-diagonalization method - average estimate for γ1

γ1/γ2 0.1 0.25 0.5 0.75 1 2 5 10

0.1 0.0917 0.0984 0.0828 0.1162 0.0833 0.1052 0.1102 0.1053

0.25 0.2716 0.2954 0.2698 0.2538 0.3041 0.2882 0.1993 0.3322

0.5 0.5010 0.5127 0.4929 0.5088 0.5297 0.4613 0.5314 0.5569

0.75 0.7279 0.7683 0.7685 0.7755 0.7693 0.7504 0.6982 0.8215

1 1.0305 1.0293 1.0143 0.9971 1.0309 1.0013 1.0046 1.0809

2 1.9844 2.0004 2.0032 1.9702 2.0827 2.0893 2.0643 2.2640

5 5.1864 5.0386 4.9128 5.0722 5.2111 5.0170 4.8472 5.1269

10 9.6167 10.1588 10.2468 10.1263 9.6940 9.9046 10.0246 9.8474

Table 2 REML method - average estimate for γ1

γ1/γ2 0.1 0.25 0.5 0.75 1 2 5 10

0.1 0.1431 0.1683 0.1779 0.1884 0.1975 0.2154 0.2189 0.2156

0.25 0.2872 0.3157 0.3379 0.3286 0.3416 0.3316 0.3740 0.3480

0.5 0.5191 0.5546 0.5244 0.5637 0.6110 0.5897 0.6469 0.6281

0.75 0.7271 0.7620 0.7587 0.7908 0.8159 0.8245 0.8373 0.8241

1 1.0300 1.0026 1.0245 1.0172 1.0138 1.0726 1.0352 1.0515

2 1.9343 1.9884 1.9565 2.0178 2.1510 2.1482 2.0774 2.2323

5 5.1267 4.9747 4.7743 5.0955 5.1395 4.9907 4.8066 4.8150

10 9.5043 10.0881 10.1912 10.0269 9.4706 9.7784 9.9445 9.6754

Table 3 Sub-diagonalization method - average estimate for γ2

γ1/γ2 0.1 0.25 0.5 0.75 1 2 5 10

0.1 0.1026 0.2643 0.5147 0.7147 1.0286 1.9595 4.9390 9.9718

0.25 0.1051 0.2589 0.4918 0.7827 1.0172 2.0427 4.8713 9.7690

0.5 0.0903 0.2323 0.5043 0.7865 1.0117 1.9496 4.8136 9.8913

0.75 0.0855 0.3068 0.5144 0.7676 1.1207 2.0762 4.7910 9.7847

1 0.0581 0.2746 0.5052 0.7969 1.0035 2.1009 5.0871 10.2702

2 0.0902 0.2966 0.6198 0.7870 0.9909 1.9605 5.217 9.7318

5 0.1759 0.3403 0.5565 0.7276 1.0007 2.036 4.8617 9.7160

10 0.1614 0.2562 0.5649 0.7481 0.9934 2.1402 5.1631 10.1369
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Table 4 REML method - average estimate for γ2

γ1/γ2 0.1 0.25 0.5 0.75 1 2 5 10

0.1 0.1539 0.2701 0.5143 0.7095 0.9992 1.9007 4.9153 9.9579

0.25 0.1630 0.2965 0.5165 0.7840 1.0271 2.0990 4.7929 9.5820

0.5 0.1867 0.3061 0.5490 0.7964 1.0400 1.9358 4.7022 9.6481

0.75 0.1976 0.3501 0.5480 0.8079 1.0678 2.1196 4.6759 9.7793

1 0.2008 0.3289 0.5488 0.8134 1.0282 2.0205 5.0126 10.3663

2 0.2186 0.3379 0.5703 0.8469 1.0249 1.9900 5.4291 9.5900

5 0.2198 0.3799 0.5603 0.7773 1.0027 2.0142 4.7727 9.6886

10 0.2284 0.3551 0.5906 0.7792 1.1087 2.0735 4.9235 10.0843

Table 5 Sub-diagonalization method - variation of the estimated γ1

γ1/γ2 0.1 0.25 0.5 0.75 1 2 5 10

0.1 0.1264 0.2253 0.4626 0.8296 1.2005 4.3832 19.6631 83.6993

0.25 0.2637 0.3814 0.6248 1.0775 1.5931 4.7676 20.1332 72.7948

0.5 0.5737 0.7863 1.1830 1.7217 2.3142 4.7103 22.8545 78.2997

0.75 0.9224 1.2110 1.5779 2.0896 3.3078 7.4140 20.7793 77.7225

1 77.7225 1.8328 2.4022 2.9417 3.8380 7.6562 27.1356 101.9337

2 4.8401 5.6613 6.9492 6.8652 8.4356 13.2666 37.4524 107.8436

5 30.5767 31.3904 34.2362 36.0102 36.5273 43.1085 72.8085 157.0055

10 111.1505 117.9503 114.2234 120.8808 124.3445 138.0213 192.7288 288.9592

Table 6 Sub-diagonalization method - variation of the estimated γ2

γ1/γ2 0.1 0.25 0.5 0.75 1 2 5 10

0.1 0.1532 0.2972 0.6524 1.1154 2.0379 6.4364 33.8728 138.7916

0.25 0.2379 0.4537 0.7838 1.3616 2.0686 7.7435 32.4170 112.701

0.5 0.5232 0.7162 1.1545 1.7515 2.7932 6.1609 31.2810 117.2392

0.75 0.7703 1.0841 1.4314 1.9380 3.3226 7.6266 35.7370 139.0834

1 1.1496 1.4291 1.8988 2.6630 3.6221 8.7960 39.6377 159.5489

2 3.8362 4.5207 4.6976 5.5365 6.9396 11.6933 47.5170 140.7587

5 21.0152 22.2408 24.2194 24.0984 29.4643 34.2175 65.9059 176.7041

10 81.3183 82.3035 89.9235 85.9040 85.1849 93.4313 153.1855 265.6179
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Table 7 REML method - variation of the estimated γ1

γ1/γ2 0.1 0.25 0.5 0.75 1 2 5 10

0.1 0.07807 0.0880 0.1324 0.1579 0.1801 0.2524 0.2679 0.2052

0.25 0.20365 0.2229 0.2729 0.2676 0.3350 0.3365 0.4485 0.3235

0.5 0.4747 0.6030 0.5822 0.7576 0.8165 0.7607 0.8321 0.9255

0.75 0.8896 0.9458 1.0035 1.1702 1.2667 1.2627 1.2131 1.4153

1 1.4500 1.4368 1.7622 1.7407 1.8813 1.9144 1.8597 1.9659

2 4.6049 4.9522 4.8249 5.6586 6.0638 6.3735 6.0565 7.8698

5 28.4367 29.6686 29.0413 32.1312 29.1439 28.4656 28.1731 29.3058

10 106.6903 108.3732 106.734 105.7222 106.4887 101.2775 111.1112 104.9005

Table 8 REML method - variation of the estimated γ2

γ1/γ2 0.1 0.25 0.5 0.75 1 2 5 10

0.1 0.0833 0.1798 0.5192 0.7836 1.4306 4.8877 27.2749 100.2321

0.25 0.0914 0.2295 0.5842 0.9688 1.5517 6.1586 25.9314 92.9996

0.5 0.1260 0.2744 0.5607 1.2902 1.8142 4.4948 23.3488 94.9688

0.75 0.1534 0.3081 0.6120 1.2712 1.6747 5.9940 26.5791 110.6777

1 0.1732 0.3270 0.6852 1.2331 1.8197 5.2857 29.3231 126.1761

2 0.2289 0.3608 0.7416 1.5226 1.7834 5.7763 31.7812 101.8187

5 0.2399 0.4452 0.8946 1.2738 1.6384 5.2879 26.9691 97.7408

10 0.2280 0.4149 0.7789 1.2234 2.1941 5.7251 31.2616 98.4346
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