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## Preface

The MAT-TRIAD 2015, sixth in the series of international conferences on matrix analysis and its applications, was held at the Department of Mathematics, University of Coimbra, Portugal, during 7-11 September. Following the tradition of its predecessors, this meeting gathered researchers around topics in matrix theory and its role in theoretical and numerical linear algebra, numerical and functional analysis, graph theory and combinatorics, coding theory and statistical models with matrix structure. A total of 170 participants from 39 countries, from Europe, North and South America, Africa and Asia, have attended the conference in the University of Coimbra, UNESCO World Cultural Heritage since 2013. The audience was multidisciplinary allowing the participants to exchange diversified ideas and to show the wide applicability of different methods. There were two kinds of lectures: invited talks of one hour presented by distinguished experts and half an hour contributions. The winners of the Young Scientists Award of MAT-TRIAD 2013 presented invited talks. The conference included two lectures specially dedicated to young participants.

MAT-TRIAD 2015 was sponsored by the International Linear Algebra Society (ILAS), Department of Mathematics, University of Coimbra (DMUC), Center of Mathematics, University of Coimbra (CMUC), Center for R\&D in Mathematics (IDMA), Center for Mathematical Analysis, Geometry and Dynamical Systems (CAMGSD), Center for Functional Analysis, Linear Structures and Applications (CEAFEL), Polytechnic Institute of Tomar (IPT), Fundação para a Ciência e Tecnologia (FCT), Programa Operacional Factores de Competitividade (COMPETE), Quadro de Referência Estratégica Regional (QREN), Fundo Europeu de Desenvolvimento Regional-União Europeia.

The Conference Scientific Committee consisted of Tomasz Szulk (Poland)Chair, Natália Bebiano (Portugal), Ljiljana Cvetkovicć (Serbia), Heike Faßbender (Germany) and Simo Putanen (Finland). The Organizing Committee was constituted by Natália Bebiano-Chair, Francisco Carvalho, Susana Furtado, Celeste Gouveia, Rute Lemos and Ana Nata, all from Portugal.

We would like to publicly acknowledge the financial support of the sponsors, as well as the hospitality of the Department of Mathematics of the University of

Coimbra, and the strong encouragement of its Center of Mathematics. We are also very grateful for the secretarial help of Dra. Rute Andrade.

Selected papers of MAT-TRIAD 2015 are presented in the volume Applied and Computational Matrix Analysis in the series Proceedings of Mathematics \& Statistics published by Springer Verlag. With the publication of these proceedings, we hope that a wider mathematical audience will benefit from the conference research achievements and new contributions to the field of matrix theory and its applications.

More details of the program and the book of abstracts can be found at http:// www.mattriad.ipt.pt.

Coimbra, Portugal
Natália Bebiano
August 2016
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# Birkhoff Polynomial Basis 

Amir Amiraslani, Heike Faßbender and Nikta Shayanfar


#### Abstract

The Birkhoff interpolation problem is an extension of the well-known Lagrange and Hermite interpolation problems. We propose a new set of basis polynomials for representing the Birkhoff interpolation polynomial. The proposed basis extends the definition of the Newton basis for non-distinct interpolation nodes. This approach allows to determine the Birkhoff interpolation polynomial via a special linear system of equations. When applied to the special cases of Taylor, Lagrange and Hermite interpolations, this approach reduces to the well-known solutions of these problems expressed in the Newton basis. A number of examples are studied.


Keywords Polynomial bases • Polynomial interpolation • Differentiation matrix • Birkhoff matrix

## 1 Introduction

The following general interpolation problem [18, 24], known as the Birkhoff interpolation problem, will be considered:

Let $\left\{z_{i}\right\}_{i=0}^{k}$ be a set of distinct interpolation nodes and $\left\{f_{i, j}\right\}$ be a set of $n+1$ data values where $n \geqslant k$ and $f_{i, j}$ is seen as the $j$ th derivative of a function $f$ at node $z_{i}$, that is, $f_{i, j}=f^{(j)}\left(z_{i}\right)$.

$$
\text { Find } P \in \mathbb{P}_{n} \text { such that } P^{(j)}\left(z_{i}\right)=f_{i, j} \text {, }
$$

where $\mathbb{P}_{n}$ is the set of complex polynomials of degree at most $n$.

[^0]Note that it is not required that at each node $z_{i}$ a complete sequence of derivatives $f_{i, j}=f^{(j)}\left(z_{i}\right)$ for $j=0,1, \ldots, t_{j}$ for some $t_{j} \in \mathbb{N}_{0}$ is given. It is sufficient that some of this information is given; that is, derivatives of $f$ at $z_{i}$ may be given without specifying all lower order derivatives (or $f\left(z_{i}\right)$ itself). The total number of derivatives given at a node $z_{i}$ is referred to as the confluency $s_{i}$ of the node $z_{i}, i=0, \ldots, k$, using the standard notation $f^{(0)}(z)=f(z)$. However, for each $z_{i}$ at least one $f_{i, j}$ must be given. Hence, more precisely, for the nodes $z_{i}, i=0, \ldots, k$, with the confluency $s_{i}$, we are looking for a polynomial of degree $n=s_{0}+\cdots+s_{k}-1$, such that it satisfies the interpolation conditions $P^{(j)}\left(z_{i}\right)=f_{i, j}$.

Example 1 Suppose that the following information about the function $f(x)$ at the distinct nodes $z_{0}, z_{1}, z_{2}$ is given:

$$
f\left(z_{0}\right)=f_{0,0}, \quad f^{\prime \prime}\left(z_{0}\right)=f_{0,2}, \quad f^{\prime}\left(z_{1}\right)=f_{1,1}, \quad f\left(z_{2}\right)=f_{2,0} .
$$

The corresponding sequence of $s_{i}$ is as follows:

$$
s_{0}=2, \quad s_{1}=1, \quad s_{2}=1
$$

We seek the polynomial $P(x) \in \mathbb{P}_{3}$ satisfying the interpolation data:

$$
P\left(z_{0}\right)=f_{0,0}, \quad P^{\prime \prime}\left(z_{0}\right)=f_{0,2}, \quad P^{\prime}\left(z_{1}\right)=f_{1,1}, \quad P\left(z_{2}\right)=f_{2,0} .
$$

The more well-known Lagrange and Hermite interpolation problems are special cases of the Birkhoff interpolation problem. Results on the existence and uniqueness of a solution of these interpolation problems are given in [7] which is an easily readable account of several different interpolation schemes. For ease of further reference, we briefly review both interpolation problems.

## Definition 1 (Lagrange interpolation problem)

Given $n+1$ distinct nodes $z_{i}, i=0, \ldots, n$ and the associated functional values $f_{i}, i=0, \ldots, n$ of the function $f(x)$ at these points, we seek a polynomial $P(x) \in$ $\mathbb{P}_{n}$ satisfying

$$
P\left(z_{i}\right)=f_{i}, \quad i=0, \ldots, n .
$$

It is immediate that $s_{i}=1$ for $i=0, \ldots, n$.
The Hermite interpolation matches an unknown function not only at observed values $\left(z_{i}, f_{i}\right)$, but also at observed values of consecutive sequences of derivatives at $z_{i}$. That is, at a node $z_{i}$ not only $f_{i}$, but also the sequential derivatives of up to order $s_{i}-1$, that is $f^{(j)}\left(z_{i}\right), j=0, \ldots, s_{i}-1$, are given. Our definition of the Hermite interpolation problem makes use of repeated nodes (as needed, e.g., for determining the interpolation polynomial via divided differences).

Definition 2 (Hermite interpolation problem)
Consider $n+1$ interpolation nodes $\underbrace{z_{0}, \ldots, z_{0}}_{s_{0} \text { times }}, \ldots, \underbrace{z_{k}, \ldots, z_{k}}_{s_{k} \text { times }}$, where

$$
\sum_{i=0}^{k} s_{i}=n+1
$$

Let us assume that we are given $n+1$ specified values $f^{(j)}\left(z_{i}\right):=f_{i, j}$ for some function $f(x)$ where $i=0, \ldots, k, j=0, \ldots, s_{i}-1$. The Hermite interpolation problem is to find a polynomial $P(x) \in \mathbb{P}_{n}$, that satisfies

$$
\begin{equation*}
P^{(j)}\left(z_{i}\right)=f_{i, j}, \quad i=0, \ldots, k, \quad j=0, \ldots, s_{i}-1 \tag{1}
\end{equation*}
$$

Clearly, $s_{i}, i=0, \ldots, k$, gives the total number of the derivatives given at the node $z_{i}, i=0, \ldots, k$.

Note that the orders of the derivatives in the Hermite interpolation form an unbroken sequence, and if some (or all) of the sequences are broken, we have the Birkhoff interpolation. In fact, the Birkhoff interpolation generalizes the Hermite one, in the following sense: In the Hermite interpolation problem, for each node $z_{i}, i=0, \ldots, k$, all the functional values for $f^{(0)}\left(z_{i}\right), f^{(1)}\left(z_{i}\right), \ldots, f^{\left(s_{i}-1\right)}\left(z_{i}\right)$ have to be given. The Birkhoff interpolation problem does not require all derivatives to be given. It is possible to consider derivatives without specifying (all) lower derivatives. However, we still denote the number of the given derivatives at node $z_{i}$, by $s_{i}, i=0, \ldots, k$.

A special case of the Hermite interpolation problem is the Taylor interpolation problem in which just one node $z_{0}$ and an unbroken sequence of derivatives at that node is given.

Definition 3 (Taylor interpolation problem)
Consider one interpolation node $z_{0}$. Assume that $n+1$ specified values $f^{(j)}\left(z_{0}\right):=$ $f_{0, j}, j=0, \ldots, n$ for some function $f(x)$ are given. The Taylor interpolation problem is to find a polynomial $P(x) \in \mathbb{P}_{n}$, that satisfies

$$
P^{(j)}\left(z_{0}\right)=f_{0, j}, \quad j=0, \ldots, n
$$

Obviously, $s_{0}=n+1$ and the usual Taylor expansion polynomial

$$
P(x)=\sum_{j=0}^{n} \frac{f^{(j)}\left(z_{0}\right)}{j!}\left(x-z_{0}\right)^{j},
$$

solves the Taylor interpolation problem.
As the Lagrange and Taylor interpolation problems are special cases of the Hermite one, it suffices to state that there exists a unique solution to the Hermite interpolation problem.

Theorem 1 ([7, P. 24]) Consider the Hermite interpolation problem defined in Definition 2. There exists a unique polynomial $P(x) \in \mathbb{P}_{n}$ such that the interpolation conditions (1) are held.

In contrast to the Taylor, Lagrange and Hermite interpolation problems, the additional freedom in the Birkhoff interpolation problem implies that the interpolation problem not necessarily have a solution for every choice of data values. In this paper, we assume that the Birkhoff interpolation problem considered does have a solution, see e.g. $[3,17,18,24]$ for a discussion of this important aspect. The purpose of this paper is to introduce a new approach for solving the Birkhoff interpolation problem. We observe that the interpolating polynomial can be represented essentially via the well-known Newton basis. The Newton polynomials are usually defined for distinct nodes. Here we will consider this set of polynomials for non-distinct nodes and call the so obtained set of polynomials $\left\{\mathscr{B}_{k}(x)\right\}_{k=0}^{n}$ the Birkhoff polynomials; they form a polynomial basis of the space $\mathbb{P}_{n}$ of complex polynomials of degree at most $n$. Our main goal is to show that, in the presence of confluent nodes, the solution of the Birkhoff interpolation problem can be computed from an easy to set up linear system. The resulting interpolating polynomial is expressed in the Birkhoff basis. When applied to the special cases of Taylor, Lagrange and Hermite interpolations, this approach reduces to the well-known solutions of these problems expressed in Newton bases.

The Birkhoff interpolation problem has numerous applications. An equivalence between the Birkhoff interpolation problem and a sequence of problems from linear optimal control is studied in [29]. The Birkhoff interpolant may be useful in the development of numerical solutions of ordinary differential equations with defect control [16]. Moreover, they may arise when using collocation to solve two-point boundary value problems [14]. Another problem that has been studied and was shown to be related to Birkhoff interpolation is the study of optimal digital to analog conversion using linear system theory [29].

In 1906, George David Birkhoff introduced the Birkhoff interpolation problem [4], that has been studied in the literature since then. Later in 1931, the problem was restated by Polya [20], as a differential equation in which a combination of initial and terminal values suffice to construct a unique solution. In [26, 27], 15 open questions on Hermite-Birkhoff interpolation problems were stated. Over 20 years later some of these questions have been answered in [24]. A great deal of research focuses on the Birkhoff interpolation problem for special nodes or uniform interpolation conditions, see [8-12, 21] among others. A solution to the Birkhoff interpolation problem in a barycentric form via a contour integral formula has been obtained in [5]. Particularly, the specific case of prescribed function values and only first derivative values is discussed in [13], while applying quantifier elimination to the Birkhoff interpolation problem is presented in [15].

The organization of the paper is as follows: In Sect. 2, we recall the precise statement of the problem via an incidence matrix as in the classical theory. Next, in Sect. 3, we introduce the Birkhoff matrix which will replace the usual incidence matrix in the statement of the Birkhoff interpolation problem in our further discussion. More-
over, the notion of a differentiation matrix will be reviewed. Section 4 presents our new approach for solving the Birkhoff interpolation problem via a linear system of equations. The resulting interpolating polynomial is expressed in the generalized Newton basis, called Birkhoff basis. In Sect. 5, we discuss the Taylor, Lagrange, and Hermite interpolation problems in the context of our new approach. Some illustrative examples are provided in Sect. 6.

## 2 Statement of the Birkhoff Interpolation Problem via an Incidence Matrix

The Birkhoff interpolation problem can be characterized with the help of incidence matrices. In general, a $(k+1) \times(t+1)$ matrix $\mathbf{J}=\left[J_{i, j}\right]_{i=0, j=0}^{k, t}$ is an incidence matrix if its entries are either 0 or 1 . Here we let $t$ be the highest order of the given derivatives in the interpolation problem. Obviously, $n+1 \leq(t+1)(k+1)$, as for fixed $k$ and fixed $t$ at each of the $k+1$ nodes at most $t+1$ functional values can be given, while $k$ and $n$ are as given in our initial problem statement.

Definition 4 (Birkhoff incidence matrix)
A $(k+1) \times(t+1)$ matrix $\mathbf{J}=\left[J_{i, j}\right]_{i=0, j=0}^{k, t}$ is called a Birkhoff incidence matrix for a specific interpolation problem if $J_{i, j}=1$ in case $f_{i, j}$ is specified and $J_{i, j}=0$ otherwise.

Note that the indices of the Birkhoff incidence matrix begin with 0 , since the nodes and derivatives, $z_{i}, f_{i, j}$, start with the index 0 .

Example 2 Consider the Birkhoff interpolation problem given in Example 1. The associate Birkhoff incidence matrix is given by

$$
\mathbf{J}=\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right)
$$

In the Birkhoff incidence matrix $\mathbf{J}$, the confluency $s_{i}, i=0, \ldots, n$ is the sum of the elements in the specific row of $\mathbf{J}$ corresponding to $z_{i}$, and the sum of all elements of $\mathbf{J}$ equals to $n+1$.

In the literature, often the Birkhoff incidence matrix $\mathbf{J}$ is defined as a $(k+1) \times$ ( $n+1$ ) matrix which has exactly $n+1$ ones, while the Birkhoff incidence matrix in Definition 4 is of size $(k+1) \times(t+1)$. Following [19], $t \leqslant n$, one could easily extend our Birkhoff incidence matrix to one of size $(k+1) \times(n+1)$ by adding sufficient columns with all zero entries. In [29], the Birkhoff incidence matrix needs to be square which is not required here. To sum up, our Birkhoff incidence matrix is of the smallest possible size for the information encoded.

Now we rewrite the initial statement of the problem using the Birkhoff incidence matrix:

## Definition 5 (Birkhoff interpolation problem)

Let $\left\{z_{i}\right\}_{i=0}^{k}$ be a set of distinct interpolation nodes, $\left\{f_{i, j}\right\}$ be a set of $n+1$ data values and $n \geqslant k$. Let $t$ be the highest order of the given derivatives and $\mathbf{J}$ be the corresponding $(k+1) \times(t+1)$ Birkhoff incidence matrix. The Birkhoff interpolation problem is about finding a polynomial $P(x) \in \mathbb{P}_{n}$ which satisfies the conditions

$$
\begin{equation*}
P^{(j)}\left(z_{i}\right)=f_{i, j}, \quad \text { if } \quad J_{i, j}=1 \quad \text { for } \quad i=0, \ldots, k, j=0, \ldots, t \tag{3}
\end{equation*}
$$

Special cases of the Birkhoff interpolation problem can be identified from the associated Birkhoff incidence matrix $\mathbf{J}$ as follows:

- Lagrange interpolation: The Lagrange interpolation problem is given if $t=$ $0, n=k$, and $\mathbf{J}$ is a $(k+1) \times 1$ matrix in which $J_{i, 0}=1$ for every $i, i=0, \ldots, k$; that is, $\mathbf{J}=(1, \ldots, 1)^{T} \in \mathbb{R}^{k+1}$.
- Taylor interpolation: The Taylor interpolation problem is given if $k=0, t=n=$ $s_{0}-1$, and $\mathbf{J}$ is a $1 \times(t+1)$ matrix in which $J_{0, j}=1$ for every $j, j=0, \ldots, t$; that is, $\mathbf{J}=(1, \ldots, 1) \in \mathbb{R}^{1 \times(t+1)}$.
- Hermite interpolation: The Hermite interpolation problem is given if $t-1=$ $\max _{i=0, \ldots, k} s_{i}, \mathbf{J}$ is a $(k+1) \times(t+1)$ Birkhoff incidence matrix in which each row starts with a one in the first column and there does not exist any zero in the sequence of consecutive ones in each row. Simply put, $J_{i, 0}=1$ and for $j=1, \ldots, t, J_{i, j}=1$ implies that $J_{i, k}=1$, for every $k \leq j$.


## 3 Two Important Matrices

In this section, we introduce two important types of matrices, the Birkhoff and the differentiation matrices, which will be of use in order to state our main result.

### 3.1 Birkhoff Matrix

Here, we define a new matrix called Birkhoff matrix which gives similar information as the more compressed Birkhoff incidence matrix. Recall that we have $k+1$ distinct nodes $z_{i}$, each with $s_{i}$ functional values $f^{(j)}\left(z_{i}\right)=f_{i, j}, j=0, \ldots, t$, where $\mathbf{J}_{i, j}=1$. Moreover, $n=s_{0}+\cdots s_{k}-1$ and $t$ is the highest order of all given derivatives.

Definition 6 (Birkhoff matrix)
Define the $(n+1) \times(t+1)(k+1)$ block diagonal matrix

$$
\mathbf{B}=\left(\begin{array}{cccc}
\mathbf{B}_{0} & & & \\
& \mathbf{B}_{1} & & \\
& & \ddots & \\
& & & \mathbf{B}_{k}
\end{array}\right),
$$

in which the block $\mathbf{B}_{i}, i=0, \ldots, k$ of size $s_{i} \times(t+1)$ is associated with the node $z_{i}$. Let $f_{i, j_{1}}, \ldots, f_{i, j_{s_{i}}}$ be the given data for the node $z_{i}$ where $j_{k}<j_{\ell}$ for $k<\ell$. Then $\mathbf{B}_{i}$ is given by

$$
\begin{aligned}
& e_{1}^{T} \mathbf{B}_{i}=e_{j_{1}+1}^{T} \\
& e_{2}^{T} \mathbf{B}_{i}=e_{j_{2}+1}^{T}, \\
& \vdots \\
& e_{s_{i}}^{T} \mathbf{B}_{i}=e_{j_{s_{i}+1}}^{T},
\end{aligned}
$$

where $e_{p}^{T}$ is the $p$ th row of the identity matrix $\mathbf{I}_{t+1}$ of size $t+1$.
A more intuitive way on how to construct $\mathbf{B}_{i}, i=0, \ldots, k$ is as follows: we start with $\mathbf{I}_{t+1}$. The $r$-th row $r=1, \ldots, t+1$ of the identity matrix is associated with the $(r-1)$ st derivative at $z_{i}, i=0, \ldots, k$. Hence, the $r$ th row $e_{r}^{T}$ appears in $\mathbf{B}_{i}$ for every $f_{i, r-1}, r=1, \ldots, t+1$ with $\mathbf{J}_{i, r-1}=1$, in other words, it is given as the interpolation condition (3). We simply eliminate the rows of the identity matrix where no information is given at $z_{i}$. The Maple code in Table 1 describes how to obtain the Birkhoff matrix $\mathbf{B}$ from the Birkhoff incidence matrix $\mathbf{J}$.

Table 1 Construction of Birkhoff matrix from Birkhoff incidence matrix

```
    for i from 0 to k do
        B[i]:=IdentityMatrix(t+1) :
    u:=0:
    for j from 0 to t do
        if J[i+1,j+1]=0 then
B[i]:=DeleteRow(B[i],j-u+1):
        u:=u+1:
        else B[i]:=B[i]
        end if
    end do:
end do:
i:='i': BB:=B[0]:
for i from 1 to k do
    BB:=DiagonalMatrix([BB,B[i]]):
end do:
B:=convert(BB, Matrix);
```

Comparing the Birkhoff incidence and the Birkhoff matrices, we can see that while each row $i, i=0, \ldots, k$ of the Birkhoff incidence matrix $\mathbf{J}$ contains exactly $s_{i}$ entries 1, each row of the Birkhoff matrix $\mathbf{B}$ has exactly one 1 and each block $\mathbf{B}_{i}, i=0, \ldots, k$ has $s_{i}$ entries 1. In fact, each interpolation condition (3) generates one 1 in the Birkhoff incidence matrix and one row in the Birkhoff matrix. More precisely, the $i$ th row, $i=0, \ldots, k$ of the Birkhoff incidence matrix $\mathbf{J}$ corresponds to block $\mathbf{B}_{i}$ of the Birkhoff matrix.

Proposition 1 There exists an element 1 in the $(j+1)$ th column of $\mathbf{B}_{i}$, if and only if $J_{i, j}=1, i=0, \ldots, k, j=0, \ldots, t$.

Example 3 For the problem in Example 1, we have $k=2, n=3$ and $t=2$. The corresponding Birkhoff matrix corresponding is the $4 \times 9$ block matrix $\mathbf{B}=$ Diag $\left[\mathbf{B}_{0}, \mathbf{B}_{1}, \mathbf{B}_{2}\right]$ with the blocks

$$
\begin{aligned}
\mathbf{B}_{0} & =\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right), \\
\mathbf{B}_{1} & =\left(\begin{array}{lll}
0 & 1 & 0
\end{array}\right), \\
\mathbf{B}_{2} & =\left(\begin{array}{lll}
1 & 0 & 0
\end{array}\right) .
\end{aligned}
$$

Let us consider again the three special cases of the Birkhoff interpolation problem reviewed in the introduction and identify their associated Birkhoff matrix B.

- Lagrange interpolation The Lagrange interpolation problem is given if $t=$ $0, n=k$, and each block $\mathbf{B}_{i}$ is the $1 \times 1$ scalar 1. Hence, $\mathbf{B}$ is an $(n+1) \times(n+1)$ identity matrix.
- Taylor interpolation The Taylor interpolation problem is given if $k=0, t=n=$ $s_{0}-1$, and $\mathbf{B}$ is the $(n+1) \times(n+1)$ identity matrix.
- Hermite interpolation The Hermite interpolation problem is given if $\mathbf{B}$ is an $(n+1) \times(t+1)(k+1)$ Birkhoff matrix in which each $s_{i} \times(t+1)$ diagonal block $\mathbf{B}_{i}$ contains the first $s_{i}$ rows of the $(t+1) \times(t+1)$ identity matrix, that is $\mathbf{B}_{i}=\left[\begin{array}{ll}\mathbf{I}_{s_{i}} & \mathbf{0}_{s_{i} \times\left(t+1-s_{i}\right.}\end{array}\right]$.


### 3.2 Differentiation Matrix

The term differentiation matrix was used by E. Tadmor in his review on spectral methods [28], and denotes the transformation between grid point values of a function and its approximate derivative. In order to introduce the differentiation matrix, we first need the notation of degree-graded polynomials.

Definition 7 Any sequence of polynomials $\left\{p_{j}(x)\right\}_{j=0}^{\infty}$ with $p_{j}$ of degree $j$ is called degree graded.

Degree-graded polynomials satisfy the following interesting property:

Lemma 1 ([2]) Any sequence of degree-graded polynomials forms a linearly independent set. These polynomials satisfy the following recurrence relation:

$$
\begin{equation*}
x p_{j}(x)=\alpha_{j} p_{j+1}(x)+\beta_{j} p_{j}(x)+\gamma_{j} p_{j-1}(x), \quad j=0,1, \ldots, \tag{4}
\end{equation*}
$$

where $\alpha_{j}, \beta_{j}, \gamma_{j}$ are complex and $p_{-1}(x):=0, p_{0}(x):=1$ and if $\kappa_{j}$ is the leading coefficient of $p_{j}(x)$, then

$$
0 \neq \alpha_{j}=\frac{\kappa_{j}}{\kappa_{j+1}}, \quad j=0,1, \ldots
$$

Moreover, for a finite family of degree-graded polynomials, we have the following useful result:

Lemma 2 For the degree-graded family $\left\{p_{j}(x)\right\}_{j=0}^{n}$ let

$$
\Pi(x):=\left(\begin{array}{c}
p_{0}(x) \\
p_{1}(x) \\
\vdots \\
p_{n}(x)
\end{array}\right) .
$$

Then there exists a nilpotent matrix $\mathbf{D}$ of degree $n+1$, called differentiation matrix,

$$
\mathbf{D}=\left(\begin{array}{cccc}
0 & 0 & \cdots & 0  \tag{5}\\
& & & \vdots \\
& \mathbf{Q} & & \\
& & & 0
\end{array}\right),
$$

where $\mathbf{Q}$ is an $n \times n$ lower triangular matrix defined according to the basis of $\mathbb{P}_{n}$, such that the qth derivative of the vector $\Pi(x)$ can be computed via:

$$
\Pi^{(q)}(x)=\mathbf{D}^{q} \Pi(x), \quad q \geqslant 0 .
$$

The lower triangular matrix $\mathbf{Q}$ does depend on the basis used to represent the polynomials in $\mathbb{P}_{n}$. The differentiation matrix has been obtained for different bases, especially Chebyshev and Jacobi polynomials [25], Jacobi and Bernstein basis [22], Hermite basis [6], etc.

Here we will consider the Newton basis. The differentiation matrix has been obtained in [1].

Definition 8 (Newton basis)
Given $n+1$ distinct nodes $\tau_{i}, i=0, \ldots, n$, the set of $n+1$ Newton polynomials $\mathscr{N}_{i}(x), i=0, \ldots, n$ with

$$
\begin{equation*}
\mathscr{N}_{i}(x)=\prod_{j=0}^{i-1}\left(x-\tau_{j}\right), \quad i=0, \ldots, n \tag{6}
\end{equation*}
$$

is called the Newton basis of $\mathbb{P}_{n}$. By standard convention, $\mathscr{N}_{0}(x)=1$.
The Newton polynomials $\mathscr{N}_{i}, i=0, \ldots, n$ form a degree-graded sequence of polynomials; thus according to Lemma 1 they are linearly independent, and they satisfy the general recurrence relation of degree-graded polynomials (4) with $\alpha_{j}=1$, $\beta_{j}=\tau_{j}$ and $\gamma_{j}=0$, as

$$
\mathscr{N}_{0}(x)=1, \quad \mathscr{N}_{j+1}(x)=\left(x-\tau_{j}\right) \mathscr{N}_{j}(x), \quad j=0, \ldots, n-1
$$

Lemma 3 ([1]) The qth order derivative of

$$
\Pi(x):=\left(\begin{array}{c}
\mathscr{N}_{0}(x) \\
\mathscr{N}_{1}(x) \\
\vdots \\
\mathscr{N}_{n}(x)
\end{array}\right)
$$

is given by

$$
\Pi^{(q)}(x)=\mathbf{D}^{q}\left(\begin{array}{c}
\mathscr{N}_{0}(x) \\
\mathscr{N}_{1}(x) \\
\vdots \\
\mathscr{N}_{n}(x)
\end{array}\right)
$$

where $\mathbf{D}$ is as in (5) with $\mathbf{Q}$ such that

$$
q_{i, j}=\left\{\begin{array}{lr}
i, & i=j,  \tag{7}\\
\left(\tau_{j-1}-\tau_{i-1}\right) q_{i-1, j}+q_{i-1, j-1}, & i>j,
\end{array} \quad i=1, \ldots, n\right.
$$

where $q_{0, j}:=0, q_{i, 0}:=0$.
Example 4 For $n=3$, the differentiation matrix $\mathbf{D}$ for the Newton basis has the following form:

$$
\mathbf{D}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{8}\\
1 & 0 & 0 & 0 \\
\tau_{0}-\tau_{1} & 2 & 0 & 0 \\
\left(\tau_{0}-\tau_{2}\right)\left(\tau_{0}-\tau_{1}\right) & -2 \tau_{2}+\tau_{1}+\tau_{0} & 3 & 0
\end{array}\right) .
$$

## 4 New Approach to the Birkhoff Interpolant

The aim of this section is to develop a new approach for computing the Birkhoff interpolant assuming the solvability of the problem [3,17, 18, 24].

Consider the Birkhoff interpolation problem for the interpolation nodes $z_{i}, i=$ $0, \ldots, k$ with confluency $s_{i}, i=0, \ldots, k$. For each node $z_{i}, i=0, \ldots, k$, a total number of $s_{i}$ derivatives of $f(x)$ are given. As in the Hermite interpolation problem (see Definition 2), let us introduce repeated nodes such that we have $s_{i}$ nodes $z_{i}, i=$ $0, \ldots, k$ :

$$
\begin{align*}
\tau_{0}=\tau_{1}=\cdots=\tau_{s_{0}-1} & :=z_{0}, \\
\tau_{s_{0}}=\tau_{s_{0}+1}=\cdots=\tau_{s_{0}+s_{1}-1} & :=z_{1},  \tag{9}\\
& \vdots \\
\tau_{s_{0}+\cdots+s_{k-1}}=\cdots=\tau_{s_{0}+\cdots+s_{k}-1} & :=z_{k} .
\end{align*}
$$

Next, let us consider the Newton basis (6) for the above set of nodes $\tau_{0}, \ldots$, $\tau_{s_{0}+\cdots+s_{k}-1}=\tau_{n}$ even though these nodes are not distinct. For simplicity, we will denote the so obtained set of polynomials by $\mathscr{B}_{i}(x)$ and refer to them as Birkhoff polynomials. They are defined recursively

$$
\mathscr{B}_{i+1}(x)=\left(x-\tau_{i}\right) \mathscr{B}_{i}(x), \quad i=0, \ldots, n-1,
$$

with $\mathscr{B}_{0}(x)=1$. Clearly, $\mathscr{B}_{i}(x) \in \mathbb{P}_{i}$.
A direct consequence of (9) and Lemma 1 implies that the set of Birkhoff polynomials $\left\{\mathscr{B}_{i}(x)\right\}_{i=0}^{n}$ be a set of linearly independent polynomials which may be a basis of $\mathbb{P}_{n}$.

Lemma 4 The explicit formulation for $\mathscr{B}_{i}(x)$ in terms of the interpolation nodes $z_{i}, i=0, \ldots, k$ is given by

$$
\mathscr{B}_{0}(x)=1, \quad \mathscr{B}_{\ell}(x)=\left(x-z_{0}\right)^{\ell}, \quad \ell=1, \ldots, s_{0},
$$

and for $j=0, \ldots, k-2$ and $\ell=p+\sum_{q=0}^{j} s_{q}$ with $1 \leq p \leq s_{j+1}$

$$
\mathscr{B}_{\ell}(x)=\prod_{q=0}^{j}\left(x-z_{q}\right)^{s_{q}} \cdot\left(x-z_{j+1}\right)^{p},
$$

and for $\ell=p+\sum_{q=0}^{k-1} s_{q}$ with $0<p<s_{k}$

$$
\mathscr{B}_{\ell}(x)=\prod_{q=0}^{k-1}\left(x-z_{q}\right)^{s_{q}} \cdot\left(x-z_{k}\right)^{p} .
$$

These polynomials form a sequence of degree-graded polynomials, in which $\alpha_{j}=1$, $\beta_{j}=\tau_{j}$, and $\gamma_{j}=0$, but some of the $\beta_{j}$ 's are repeated.

The following formulas clarify the explicit formulation of the Birkhoff basis:

$$
\mathscr{B}_{0}(x)=1,
$$

$$
\begin{aligned}
& \mathscr{B}_{1}(x)=\left(x-z_{0}\right), \\
& \mathscr{B}_{2}(x)=\left(x-z_{0}\right)^{2}, \\
& \vdots \\
& \mathscr{B}_{s_{0}}(x)=\left(x-z_{0}\right)^{s_{0}}, \\
& \mathscr{B}_{s_{0}+1}(x)=\left(x-z_{0}\right)^{s_{0}}\left(x-z_{1}\right), \\
& \mathscr{B}_{s_{0}+2}(x)=\left(x-z_{0}\right)^{s_{0}}\left(x-z_{1}\right)^{2}, \\
& \vdots \\
& \mathscr{B}_{s_{0}+s_{1}}(x)=\left(x-z_{0}\right)^{s_{0}}\left(x-z_{1}\right)^{s_{1}}, \\
& \vdots \\
& \mathscr{B}_{s_{0}+s_{1}+\cdots+s_{j}}(x)=\left(x-z_{0}\right)^{s_{0}}\left(x-z_{1}\right)^{s_{1}} \cdots\left(x-z_{j}\right)^{s_{j}}, \\
& \vdots \\
& \mathscr{B}_{s_{0}+s_{1}+\cdots+s_{j}+p}(x)=\left(x-z_{0}\right)^{s_{0}}\left(x-z_{1}\right)^{s_{1}} \cdots\left(x-z_{j}\right)^{s_{j}}\left(x-z_{j+1}\right)^{p} .
\end{aligned}
$$

Example 5 Consider the Birkhoff interpolation problem discussed in Example 1. The new set of nodes

$$
\begin{equation*}
\tau_{0}=\tau_{1}=z_{0}, \quad \tau_{2}=z_{1}, \quad \tau_{3}=z_{2} \tag{10}
\end{equation*}
$$

defines the following basis for $\mathbb{P}_{3}$ :

$$
1,\left(x-z_{0}\right), \quad\left(x-z_{0}\right)^{2}, \quad\left(x-z_{0}\right)^{2}\left(x-z_{1}\right)
$$

Lemma 3 also holds for the Birkhoff basis as the $q$ th order derivative of $\prod_{i=0}^{j}(x-$ $\left.\tau_{i}\right), j=0, \ldots, n-1$ does not depend on the specific values of $\tau_{i}$.

Lemma 5 The qth order derivative of

$$
\Pi(x):=\left(\begin{array}{c}
\mathscr{B}_{0}(x) \\
\mathscr{B}_{1}(x) \\
\vdots \\
\mathscr{B}_{n}(x)
\end{array}\right),
$$

is given by

$$
\Pi^{(q)}(x)=\mathbf{D}^{q}\left(\begin{array}{c}
\mathscr{B}_{0}(x) \\
\mathscr{B}_{1}(x) \\
\vdots \\
\mathscr{B}_{n}(x)
\end{array}\right),
$$

where $\mathbf{D}$ and $\mathbf{Q}$ are as in (5) and (7), respectively.
Example 6 The differentiation matrix for the Birkhoff interpolation problem considered in Example 1 is given by the matrix (8).

Hence, for the set of nodes (10) it is given by

$$
\mathbf{D}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 \\
0 & 2\left(z_{0}-z_{1}\right) & 3 & 0
\end{array}\right) .
$$

As the polynomials $\mathscr{B}_{i}(x), i=0, \ldots, n$ are degree-graded, they are linearly independent. Hence they are a basis of $\mathbb{P}_{n}$ and every polynomial $p(x) \in \mathbb{P}_{n}$ can be written as a linear combination of this basis.

Now we propose the following approach: Assume that the Birkhoff interpolation problem has a unique solution $P(x)$. Then $P(x)$ can be written as

$$
P(x)=\left(\begin{array}{llll}
a_{0} & a_{1} & \cdots & a_{n}
\end{array}\right)\left(\begin{array}{c}
\mathscr{B}_{0}(x)  \tag{11}\\
\mathscr{B}_{1}(x) \\
\vdots \\
\mathscr{B}_{n}(x)
\end{array}\right) \text {, }
$$

for certain $a_{i}, i=0, \ldots, n$. Hence, the $q$ th order derivative of $P(x)$ is given by

$$
P^{(q)}(x)=\left(\begin{array}{llll}
a_{0} & a_{1} & \cdots & a_{n}
\end{array}\right) \mathbf{D}^{q}\left(\begin{array}{c}
\mathscr{B}_{0}(x)  \tag{12}\\
\mathscr{B}_{1}(x) \\
\vdots \\
\mathscr{B}_{n}(x)
\end{array}\right)
$$

where $\mathbf{D}$ is the differentiation matrix introduced in Lemma 5.
The interpolant (11) has to satisfy the interpolation conditions (3), i.e. for fixed $i, i=0, \ldots, k$, we have

$$
P^{(j)}\left(z_{i}\right)=f_{i, j}, \quad \text { if } \quad J_{i, j}=1 \quad \text { for } \quad j=0, \ldots, t
$$

Then, using (12) implies that

$$
\left(\begin{array}{llll}
a_{0} & a_{1} & \cdots & a_{n}
\end{array}\right) \mathbf{D}^{j}\left(\begin{array}{c}
\mathscr{B}_{0}\left(z_{i}\right) \\
\mathscr{B}_{1}\left(z_{i}\right) \\
\vdots \\
\mathscr{B}_{n}\left(z_{i}\right)
\end{array}\right)=f_{i, j}, \quad \text { if } \quad J_{i, j}=1 \quad \text { for } \quad i=0, \ldots, k, j=0, \ldots, t
$$

These equations can be summarized using the Birkhoff matrix.

Theorem 2 The unknowns $a_{i}, i=0, \ldots, n$, in the Birkhoff interpolation polynomial $(11)$ can be found via the $(n+1) \times(n+1)$ linear system

$$
\begin{equation*}
\mathbf{B} Ф Г \mathbf{a}=\mathbf{B F} \tag{13}
\end{equation*}
$$

where $\mathbf{B}$ is the $(n+1) \times(t+1)(k+1)$ Birkhoff matrix, and the vector $\mathbf{F}$ is of size $(k+1)(t+1) \times 1$

$$
\mathbf{F}=\left(f_{0,0} f_{0,1} \cdots f_{0, t} \cdots f_{k, 0} f_{k, 1} \cdots f_{k, t}\right)^{T}
$$

The matrix $\Phi$ is of size $(t+1)(k+1) \times(t+1)(n+1)$, and is constructed as follows

$$
\Phi=\left(\begin{array}{c}
\mathbf{V}_{0}^{T}  \tag{14}\\
\mathbf{V}_{1}^{T} \\
\vdots \\
\mathbf{V}_{k}^{T}
\end{array}\right),
$$

where for $i=0, \ldots, k, \mathbf{V}_{i}^{T}$ is the following $(t+1) \times(t+1)(n+1)$ matrix

$$
\mathbf{V}_{i}^{T}=\left(\begin{array}{llll}
\mathbf{V}^{T}\left(z_{i}\right) & & &  \tag{15}\\
& \mathbf{V}^{T}\left(z_{i}\right) & & \\
& & \ddots & \\
& & & \mathbf{V}^{T}\left(z_{i}\right)
\end{array}\right)
$$

in which the column vector of the Birkhoff polynomial basis is

$$
\mathbf{V}(x)=\left(\begin{array}{c}
\mathscr{B}_{0}(x) \\
\mathscr{B}_{1}(x) \\
\vdots \\
\mathscr{B}_{n}(x)
\end{array}\right) .
$$

Furthermore, the $(t+1)(n+1) \times(n+1)$ matrix $\Gamma$ is defined as

$$
\Gamma=\left(\begin{array}{c}
\mathbf{I}  \tag{16}\\
\mathbf{D}^{T} \\
\left(\mathbf{D}^{2}\right)^{T} \\
\vdots \\
\left(\mathbf{D}^{t}\right)^{T}
\end{array}\right),
$$

where $\mathbf{D}$ is the differentiation matrix given by (5), and finally the $(n+1) \times 1$ vector $\mathbf{a}=\left(\begin{array}{lll}a_{0} & a_{1} & \cdots\end{array} a_{n}\right)$ is the vector of unknowns.

To sum up, the Eq. (13) is the key relation of this contribution, which leads to the desired interpolant. Note that the vector $\mathbf{B F}$ in the right hand side of the equation contains the available derivative information of the Birkhoff data.

## 5 Special Cases

In this section, we recover elementary but relevant results for Taylor, Lagrange and Hermite interpolation using our results from the previous section. The existence and uniqueness of the solution to these problems are trivial and well-studied in the literature [7].

### 5.1 Taylor Interpolation

As already noted, for the Taylor interpolation problem (see Definition 3) we have $k=0, t=n=s_{0}-1$. It is characterized by an $(n+1) \times(n+1)$ Birkhoff matrix which is identical to the $(n+1) \times(n+1)$ identity matrix. Hence, the system (13) reduces to

$$
\begin{equation*}
\Phi \Gamma \mathbf{a}=\mathbf{F} \tag{17}
\end{equation*}
$$

with the right hand side $\mathbf{F}$

$$
\mathbf{F}=\left(f_{0,0} f_{0,1} \ldots f_{0, n}\right)^{T} \in \mathbb{C}^{n+1}
$$

and

$$
\Phi=\mathbf{V}_{0}^{T}=\left(\begin{array}{ccc}
\mathbf{V}^{T}\left(z_{0}\right) & & \\
& \ddots & \\
& & \mathbf{V}^{T}\left(z_{0}\right)
\end{array}\right) \in \mathbb{C}^{(n+1) \times(n+1)^{2}}
$$

where

$$
\mathbf{V}^{T}\left(z_{0}\right)=\left(\mathscr{B}_{0}\left(z_{0}\right) \mathscr{B}_{1}\left(z_{0}\right) \ldots \mathscr{B}_{n}\left(z_{0}\right)\right)=(10 \cdots 0) \in \mathbb{C}^{1 \times(n+1)}
$$

as the $\mathscr{B}_{j}$ are given here by

$$
\mathscr{B}_{j}(x)=\left(x-z_{0}\right)^{j}, \quad j=0, \ldots, n
$$

Finally, the $(n+1) \times(n+1)$ differentiation matrix $\mathbf{D}$ as derived in Lemma 5 is given by

$$
\mathbf{D}=\left(\begin{array}{ccccc|c}
0 & 0 & \cdots & \cdots & 0 & 0 \\
\hline 1 & 0 & \cdots & \cdots & 0 & 0 \\
0 & 2 & \ddots & & \vdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots & \vdots \\
\vdots & & \ddots & n-1 & 0 & 0 \\
0 & 0 & \cdots & 0 & n & 0
\end{array}\right),
$$

that is, $\mathbf{D}$ has nonzero entries only on its first subdiagonal; $\mathbf{D}_{i+1, i}=i, i=1, \ldots, n$. All other entries are 0 . It is easy to see that $\mathbf{D}^{2}$ has nonzero entries only on its second subdiagonal, $\mathbf{D}^{3}$ has nonzero entries only on its third subdiagonal, and so on, until $\mathbf{D}^{n+1}=0$. Hence,

$$
\Phi \Gamma=\left(\begin{array}{c}
\mathbf{V}^{T}\left(z_{0}\right) \mathbf{I} \\
\mathbf{V}^{T}\left(z_{0}\right) \mathbf{D}^{T} \\
\mathbf{V}^{T}\left(z_{0}\right)\left(\mathbf{D}^{2}\right)^{T} \\
\vdots \\
\mathbf{V}^{T}\left(z_{0}\right)\left(\mathbf{D}^{n}\right)^{T}
\end{array}\right)=\left(\begin{array}{lllll}
1 & & & & \\
& 1 & & & \\
& & 2! & & \\
& & 3! & & \\
& & & \ddots & \\
& & & & n!
\end{array}\right)
$$

Therefore, solving (17) gives

$$
a_{j}=\frac{f_{0, j}}{j!}, \quad j=0, \ldots, n
$$

which corresponds to (2).

### 5.2 Lagrange Interpolation

As already noted, for the Lagrange interpolation problem we have $t=0, n=k$. It is characterized by the Birkhoff incidence matrix $\mathbf{J}$ of size $(k+1) \times 1$ containing only ones, while the corresponding Birkhoff matrix is a $(k+1) \times(k+1)$ identity. Moreover, as $t=0$, the matrix $\Gamma$ defined in (16) is the identity matrix of size $k+1$. Hence, the system (13) simplifies to

$$
\begin{equation*}
\Phi \mathbf{a}=\mathbf{F} \tag{18}
\end{equation*}
$$

with the right-hand vector $\mathbf{F}$

$$
\mathbf{F}=\left(f_{0} f_{1} \ldots f_{n}\right)^{T}
$$

as in our notation $f_{i, 0}=f_{i}, i=0, \ldots, n$. The matrices $\mathbf{V}_{i}$ in (15) are $1 \times(k+1)$ vectors

$$
\mathbf{V}_{i}^{T}=\left(\begin{array}{llll}
\mathscr{B}_{0}\left(z_{i}\right) & \mathscr{B}_{1}\left(z_{i}\right) & \ldots & \mathscr{B}_{k}\left(z_{i}\right)
\end{array}\right), \quad i=0, \ldots, k
$$

or, more precisely, as all nodes are distinct,

$$
\mathbf{V}_{i}^{T}=\left(\begin{array}{llll}
\mathscr{N}_{0}\left(z_{i}\right) & \mathscr{N}_{1}\left(z_{i}\right) & \cdots & \mathscr{N}_{k}\left(z_{i}\right)
\end{array}\right), \quad i=0, \ldots, k
$$

Hence, the elements of the $(k+1) \times(k+1)$ matrix $\Phi$ are given by

$$
\Phi_{i, j}=\mathscr{N}_{j-1}\left(z_{i-1}\right)=\prod_{p=0}^{j-2}\left(z_{i-1}-z_{p}\right), \quad i, j=1, \ldots, k+1 .
$$

Clearly, for $j-1>q$, we have $\mathscr{N}_{j-1}\left(z_{q}\right)=0$. Therefore, $\Phi$ is a lower triangular matrix

$$
\begin{aligned}
& \Phi=\left(\begin{array}{cccccc}
\mathscr{N}_{0}\left(z_{0}\right) & 0 & 0 & \cdots & 0 & 0 \\
\mathscr{N}_{0}\left(z_{1}\right) & \mathscr{N}_{1}\left(z_{1}\right) & 0 & \cdots & 0 & 0 \\
\mathscr{N}_{0}\left(z_{2}\right) & \mathscr{N}_{1}\left(z_{2}\right) & \mathscr{N}_{2}\left(z_{2}\right) & \ddots & & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
\mathscr{N}_{0}\left(z_{k-1}\right) & \mathscr{N}_{1}\left(z_{k-1}\right) & \mathscr{N}_{2}\left(z_{k-1}\right) & \cdots & \mathscr{N}_{k-1}\left(z_{k-1}\right) & 0 \\
\mathscr{N}_{0}\left(z_{k}\right) & \mathscr{N}_{1}\left(z_{k}\right) & \mathscr{N}_{2}\left(z_{k}\right) & \cdots & \mathscr{N}_{k-1}\left(z_{k}\right) & \mathscr{N}_{k}\left(z_{k}\right)
\end{array}\right) \\
& =\left(\begin{array}{cccccc}
1 & 0 & 0 & \cdots & 0 & 0 \\
1 & z_{1}-z_{0} & 0 & \cdots & 0 & 0 \\
1 & z_{2}-z_{0} & \left(z_{2}-z_{1}\right)\left(z_{2}-z_{0}\right) & \ddots & 0 & 0 \\
\vdots & \vdots & \vdots & & \ddots & \vdots \\
1 & z_{k-1}-z_{0} & \left(z_{k-1}-z_{1}\right)\left(z_{k-1}-z_{0}\right) & \cdots & \prod_{q=0}^{k-2}\left(z_{k-1}-z_{q}\right) & 0 \\
1 & z_{k}-z_{0} & \left(z_{k}-z_{1}\right)\left(z_{k}-z_{0}\right) & \cdots & \prod_{q=0}^{k-2}\left(z_{k}-z_{q}\right) & \prod_{q=0}^{k-1}\left(z_{k}-z_{q}\right)
\end{array}\right)
\end{aligned}
$$

As all nodes $z_{i}$ are distinct, $\Phi$ is nonsingular and (18) has a unique solution; $\operatorname{det} \Phi$ is equal to the determinant of the Vandermonde matrix $V$ with $v_{i j}=z_{i}^{j-1}$ as can be easily seen from the lower triangular structure of $\Phi$. Note that (18) is just the usual linear system one obtains when solving the Lagrange interpolation problem with respect to the Newton basis. Typically, one does not solve the system (18), but uses divided differences and the Aitken-Neville recursion in order to determine the coefficients $a_{j}, j=0, \ldots, k$.

### 5.3 Hermite Interpolation

As already noted, the Hermite interpolation problem (see Definition 2) is characterized by an $(n+1) \times(t+1)(k+1)$ Birkhoff matrix in which each $s_{i} \times(t+1)$ diagonal block $\mathbf{B}_{i}=\left[\begin{array}{ll}\mathbf{I}_{s_{i}} & \mathbf{0}_{s_{i} \times\left(t+1-s_{i}\right)}\end{array}\right]$. The right hand side of (13) is

$$
\mathbf{B F}=\left(f_{0,0} f_{0,1} \ldots f_{0, s_{0}-1} \ldots f_{k, 0} f_{k, 1} \ldots f_{k, s_{k}-1}\right)
$$

The standard approach for solving the Hermite interpolation problem makes use of divided differences, hence one does not solve the system $\mathbf{B} \Phi \Gamma \mathbf{a}=\mathbf{B F}$ in order to determine the coefficients $a_{j}, j=0, \ldots, k$. But, as the next example shows, the unknowns in the linear system which needs to be solved here, are just the divided differences.

Example 7 Consider the Birkhoff interpolation problem given by:

$$
\mathbf{B}=\left(\begin{array}{ccc|c|cc}
1 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right) \in \mathbb{R}^{4 \times 6},
$$

which corresponds to the Birkhoff incidence matrix:

$$
\mathbf{J}=\left(\begin{array}{ll}
1 & 0 \\
1 & 1 \\
1 & 0
\end{array}\right)
$$

A quick observation shows that this corresponds to a Hermite interpolation problem for $k=2, t=1, n=3$. Following the differentiation matrix in (8) for $\tau_{0}=z_{0}, \tau_{1}=\tau_{2}=z_{1}, \tau_{3}=z_{2}$, we have

$$
\mathbf{D}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
z_{0}-z_{1} & 2 & 0 & 0 \\
\left(z_{0}-z_{1}\right)^{2} & z_{0}-z_{1} & 3 & 0
\end{array}\right)
$$

The vector basis

$$
\mathbf{V}(x)=\left(\begin{array}{c}
\mathscr{B}_{0}(x) \\
\mathscr{B}_{1}(x) \\
\mathscr{B}_{2}(x) \\
\mathscr{B}_{3}(x)
\end{array}\right)=\left(\begin{array}{c}
1 \\
\left(x-z_{0}\right) \\
\left(x-z_{0}\right)\left(x-z_{1}\right) \\
\left(x-z_{0}\right)\left(x-z_{1}\right)^{2}
\end{array}\right)
$$

gives $V_{0}^{T}, V_{1}^{T}, V_{2}^{T}$ in (15) which completes the matrix $\Phi$ in (14). The system (13) is constructed as follows:

$$
\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
1\left(z_{1}-z_{0}\right) & 0 & 0 \\
0 & 1 & \left(z_{1}-z_{0}\right) & 0 \\
1\left(z_{2}-z_{0}\right) & \left(z_{2}-z_{0}\right)\left(z_{2}-z_{1}\right) & \left(z_{2}-z_{0}\right)\left(z_{2}-z_{1}\right)^{2}
\end{array}\right)\left(\begin{array}{l}
a_{0} \\
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right)=\left(\begin{array}{l}
f_{0,0} \\
f_{1,0} \\
f_{1,1} \\
f_{2,0}
\end{array}\right)
$$

and its solutions correspond to the values obtained from the divided differences.

## 6 Illustrative Examples

In this section, first we reconsider Example 1. Then, two other examples from the literature are discussed.

Example 8 Suppose that the function $f(x)$ is given by the values $f_{0,0}, f_{0,2}, f_{1,1}, f_{2,0}$ at the distinct nodes $z_{0}, z_{1}, z_{2}$. Then $k=2, n=3$ and $t=2$. The corresponding Birkhoff matrix B has been considered in Example 3

$$
\mathbf{B}=\left(\begin{array}{cccc|ccc|ccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{array}\right) \in \mathbb{R}^{4 \times 9} .
$$

We first set up the system (13). The Birkhoff matrix $\mathbf{B}$ has already been determined, the right-hand side vector is given by

$$
\mathbf{B F}=\left(\begin{array}{l}
f_{0,0} \\
f_{0,2} \\
f_{1,1} \\
f_{2,0}
\end{array}\right),
$$

as $\mathbf{F}=\left(\begin{array}{lllllllll}f_{0,0} & f_{0,1} & f_{0,2} & f_{1,0} & f_{1,1} & f_{1,2} & f_{2,0} & f_{2,1} & f_{2,2}\end{array}\right)^{T}$. Considering Example 6, the differentiation matrix $\mathbf{D}$ is given by

$$
\mathbf{D}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{19}\\
1 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 \\
0 & 2\left(z_{0}-z_{1}\right) & 3 & 0
\end{array}\right) \in \mathbb{C}^{4 \times 4}
$$

hence

$$
\Gamma=\left(\begin{array}{c}
\mathbf{I} \\
\mathbf{D}^{T} \\
\left(\mathbf{D}^{2}\right)^{T}
\end{array}\right)=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\hline 0 & 1 & 0 & 0 \\
0 & 0 & 2 & 2\left(z_{0}-z_{1}\right) \\
0 & 0 & 0 & 3 \\
0 & 0 & 0 & 0 \\
\hline 0 & 0 & 2 & 2\left(z_{0}-z_{1}\right) \\
0 & 0 & 0 & 6 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \in \mathbb{C}^{12 \times 4}
$$

Finally, the matrix $\Phi$ is given by

As

$$
\mathbf{B} \Phi=\left(\begin{array}{l|l|l}
\mathbf{V}^{T}\left(z_{0}\right) & & \\
& & \mathbf{V}^{T}\left(z_{0}\right) \\
\hline & \mathbf{V}^{T}\left(z_{1}\right) & \\
\hline \mathbf{V}^{T}\left(z_{2}\right) & &
\end{array}\right),
$$

and

$$
\mathbf{V}(x)=\left(\begin{array}{c}
\mathscr{B}_{0}(x)  \tag{20}\\
\mathscr{B}_{1}(x) \\
\mathscr{B}_{2}(x) \\
\mathscr{B}_{3}(x)
\end{array}\right)=\left(\begin{array}{c}
1 \\
\left(x-z_{0}\right) \\
\left(x-z_{0}\right)^{2} \\
\left(x-z_{0}\right)^{2}\left(x-z_{1}\right)
\end{array}\right),
$$

we obtain
$\mathbf{B} \Phi=\left(\begin{array}{cccc|cccc|cccc}1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 1\left(z_{1}-z_{0}\right) & \left(z_{1}-z_{0}\right)^{2} & 0 & 0 & 0 & 0 & 0 \\ \hline 1 & \left(z_{2}-z_{0}\right) & \left(z_{2}-z_{0}\right)^{2} & \left(z_{2}-z_{0}\right)^{2}\left(z_{2}-z_{1}\right) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right)$.
Summing up, the system (13), $\mathbf{B} \Phi \Gamma \mathbf{a}=\mathbf{B F}$, reads

$$
\underbrace{\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 2 & 2\left(z_{0}-z_{1}\right) \\
0 & 1 & 2\left(z_{1}-z_{0}\right) & \left(z_{1}-z_{0}\right)^{2} \\
1\left(z_{2}-z_{0}\right) & \left(z_{2}-z_{0}\right)^{2} & \left(z_{2}-z_{0}\right)^{2}\left(z_{2}-z_{1}\right)
\end{array}\right)}_{\mathbf{C}}\left(\begin{array}{l}
a_{0} \\
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right)=\left(\begin{array}{l}
f_{0,0} \\
f_{0,2} \\
f_{1,1} \\
f_{2,0}
\end{array}\right) .
$$

Since

$$
\operatorname{det}(\mathbf{C})=2\left(z_{0}-z_{2}\right)\left(\left(z_{0}-z_{2}\right)^{2}-3\left(z_{0}-z_{1}\right)^{2}\right)
$$

the unknowns $a_{i}, i=0, \ldots, 3$ can be obtained uniquely from the above system for the interpolation nodes which do not satisfy $z_{2}-z_{0}= \pm \sqrt{3}\left(z_{1}-z_{0}\right)$. Then the interpolation polynomial is given by

$$
P(x)=\left(\begin{array}{llll}
a_{0} & a_{1} & a_{2} & a_{3}
\end{array}\right)\left(\begin{array}{c}
1 \\
\left(x-z_{0}\right) \\
\left(x-z_{0}\right)^{2} \\
\left(x-z_{0}\right)^{2}\left(x-z_{1}\right)
\end{array}\right) .
$$

The next example has been presented in [13] as a solvable Birkhoff interpolation problem.

Example 9 Let the interpolation nodes $z_{0}, z_{1}, z_{2}$ and the values of $f_{0,0}, f_{1,1}, f_{2,1}$ be given. Hence, we have $k=2, n=2$ and $t=1$. The Birkhoff matrix is given by

$$
\mathbf{B}=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right),
$$

while the differentiation matrix is

$$
\mathbf{D}=\left(\begin{array}{ccc}
0 & 0 & 0  \tag{21}\\
1 & 0 & 0 \\
z_{0}-z_{1} & 2 & 0
\end{array}\right)
$$

Moreover,

$$
\mathbf{B} \Phi=\left(\begin{array}{cc}
\mathbf{V}^{T}\left(z_{0}\right) & 0 \\
0 & \mathbf{V}^{T}\left(z_{1}\right) \\
0 & \mathbf{V}^{T}\left(z_{2}\right)
\end{array}\right)=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & z_{1}-z_{0} & 0 \\
0 & 0 & 0 & 1 & z_{2}-z_{0} & \left(z_{2}-z_{0}\right)\left(z_{2}-z_{1}\right)
\end{array}\right),
$$

as

$$
\mathbf{V}(x)=\left(\begin{array}{c}
\mathscr{B}_{0}(x) \\
\mathscr{B}_{1}(x) \\
\mathscr{B}_{2}(x)
\end{array}\right)=\left(\begin{array}{c}
1 \\
\left(x-z_{0}\right) \\
\left(x-z_{0}\right)\left(x-z_{1}\right)
\end{array}\right) .
$$

With

$$
\Gamma=\binom{\mathbf{I}}{\mathbf{D}^{T}}=\left(\begin{array}{llc}
1 & 0 & 0  \tag{22}\\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 1 & z_{0}-z_{1} \\
0 & 0 & 2 \\
0 & 0 & 0
\end{array}\right)
$$

we obtain the following system

$$
\underbrace{\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & \left(z_{1}-z_{0}\right) \\
0 & 1 & \left(z_{2}-z_{0}\right)+\left(z_{2}-z_{1}\right)
\end{array}\right)}_{\mathbf{C}}\left(\begin{array}{l}
a_{0} \\
a_{1} \\
a_{2}
\end{array}\right)=\left(\begin{array}{l}
f_{0,0} \\
f_{1,1} \\
f_{2,1}
\end{array}\right) .
$$

Since $\operatorname{det}(\mathbf{C})=2\left(z_{2}-z_{1}\right)$, the system has a unique solution as $z_{2} \neq z_{1}$. We obtain

$$
\left(\begin{array}{l}
a_{0} \\
a_{1} \\
a_{2}
\end{array}\right)=\left(\begin{array}{c}
f_{0,0} \\
f_{1,1}-\frac{\left(f_{2,1}-f_{1,1}\right)\left(z_{1}-z_{0}\right)}{2\left(z_{2}-z_{1}\right)} \\
\frac{f_{2,1}-f, 1}{2\left(z_{2}-z_{1}\right)}
\end{array}\right),
$$

and the unique interpolation polynomial

$$
\begin{aligned}
P(x)=\left(\begin{array}{lll}
a_{0} & a_{1} & a_{2}
\end{array}\right) \mathbf{V}(x) & =f_{0,0}+\left(f_{1,1}-\frac{\left(f_{2,1}-f_{1,1}\right)\left(z_{1}-z_{0}\right)}{2\left(z_{2}-z_{1}\right)}\right)\left(x-z_{0}\right)+ \\
+ & \frac{f_{2,1}-f_{1,1}}{2\left(z_{2}-z_{1}\right)}\left(x-z_{0}\right)\left(x-z_{1}\right) .
\end{aligned}
$$

Now, we present another example which is conditionally solvable.
Example 10 Consider the distinct interpolation nodes $z_{0}, z_{1}, z_{2}$ and the given information $f\left(z_{0}\right)=f_{0,0}, f^{\prime}\left(z_{1}\right)=f_{1,1}, f\left(z_{2}\right)=f_{2,0}$. According to [23], the interpolation polynomial does not exist, when $z_{1}=\left(z_{0}+z_{2}\right) / 2$, and it uniquely exists for any other choice of $z_{1}$. The Birkhoff matrix is given by

$$
\mathbf{B}=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0
\end{array}\right) .
$$

Since the set of the nodes for this problem is the same as Example 9, the differentiation matrix $\mathbf{D}$ is the same as (21) and $\Gamma$ is as in (22). Hence, we obtain the following system for the unknowns:

$$
\underbrace{\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & \left(z_{1}-z_{0}\right) \\
1 & \left(z_{2}-z_{0}\right) & \left(z_{2}-z_{0}\right)\left(z_{2}-z_{1}\right)
\end{array}\right)}_{\mathbf{C}}\left(\begin{array}{l}
a_{0} \\
a_{1} \\
a_{2}
\end{array}\right)=\left(\begin{array}{l}
f_{0,0} \\
f_{1,1} \\
f_{2,0}
\end{array}\right)
$$

As

$$
\operatorname{det}(\mathbf{C})=\left(z_{2}-z_{0}\right)\left(z_{0}-2 z_{1}+z_{2}\right)
$$

the system has a unique solution for all distinct interpolation nodes with the exception of the case $z_{1}=\left(z_{0}+z_{2}\right) / 2$. Thus the problem is conditionally solvable.

To conclude, the following example shows a Birkhoff interpolation problem which is not usually solvable.

Example 11 The values of the $f\left(z_{0}\right), f^{(3)}\left(z_{0}\right), f^{\prime}\left(z_{1}\right), f^{(3)}\left(z_{1}\right)$ for the distinct interpolation nodes $z_{0}, z_{1}$ are given by $f_{0,0}, f_{0,3}, f_{1,1}, f_{1,3}$ respectively. We want to show that this problem is not solvable for any given interpolation data. In this problem $k=1, n=3, t=3$, and the corresponding Birkhoff matrix is as follows:

$$
\mathbf{B}=\left(\begin{array}{llllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) .
$$

The differentiation matrix remains the same as (19), and the matrix $\Gamma$ is as follows:

$$
\Gamma=\left(\begin{array}{c}
\mathbf{I} \\
\mathbf{D}^{T} \\
\left(\mathbf{D}^{2}\right)^{T} \\
\left(\mathbf{D}^{3}\right)^{T}
\end{array}\right)=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\hline 0 & 1 & 0 & 0 \\
0 & 0 & 2 & 2\left(z_{0}-z_{1}\right) \\
0 & 0 & 0 & 3 \\
0 & 0 & 0 & 0 \\
\hline 0 & 0 & 2 & 2\left(z_{0}-z_{1}\right) \\
0 & 0 & 0 & 6 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 6 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \in \mathbb{C}^{16 \times 4} .
$$

The basis vector $\mathbf{V}(x)$ equals to the one in (20), and eventually, the system (13) gives the following:

$$
\underbrace{\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 6 \\
0 & 1 & 2\left(z_{1}-z_{0}\right) & \left(z_{1}-z_{0}\right)^{2} \\
0 & 0 & 0 & 6
\end{array}\right)}_{\mathbf{C}}\left(\begin{array}{l}
a_{0} \\
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right)=\left(\begin{array}{l}
f_{0,0} \\
f_{0,3} \\
f_{1,1} \\
f_{1,3}
\end{array}\right) .
$$

Since clearly $\mathbf{C}$ is not full-rank, the system is not solvable for any given values of $f_{0,0}, f_{0,3}, f_{1,1}, f_{1,3}$, unless $f_{0,3}=f_{1,3}$ in which case it has infinitely many solutions.
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# On Relation Between P-Matrices and Regularity of Interval Matrices 

Milan Hladík


#### Abstract

We explore new results between P-matrix property and regularity of interval matrices. In particular, we show that an interval matrix is regular in and only if some special matrices constructed from its center and radius matrices are P-matrices. We also investigate the converse direction. We reduce the problem of checking P-matrix property to regularity of a special interval matrix. Based on this reduction, novel sufficient condition for a P-matrix property is derived, and its strength is inspected. We also state a new observation to interval P-matrices.


Keywords Interval matrix • P-matrix • Interval analysis • Linear complementarity

## 1 Introduction

Notation. The $k$ th row of a matrix $A$ is denoted as $A_{k *}$. The sign of a real $r$ is defined as $\operatorname{sgn}(r)=1$ if $r \geq 0$ and $\operatorname{sgn}(r)=-1$ otherwise; for vectors the sign is meant entrywise. For a vector $y$, the diagonal matrix with entries $y_{1}, \ldots, y_{n}$ is denoted by $D_{y}$. Eventually, $e=(1, \ldots, 1)^{T}$ stands for a vector of ones and $\rho(A)$ for the spectral radius of a matrix $A$.

Interval computation. An interval matrix is defined as

$$
\mathbf{A}:=\left\{A \in \mathbb{R}^{m \times n} ; \underline{A} \leq A \leq \bar{A}\right\}
$$

where $\underline{A}$ and $\bar{A}, \underline{A} \leq \bar{A}$, are given matrices. The midpoint and radius matrices are defined as

$$
A_{c}:=\frac{1}{2}(\underline{A}+\bar{A}), \quad A_{\Delta}:=\frac{1}{2}(\bar{A}-\underline{A}) .
$$

[^1]The set of interval matrices of size $m \times n$ is denoted by $\mathbb{R} \mathbb{R}^{m \times n}$. For definition of interval arithmetic see [8, 10], for instance.

We say that $\mathbf{A}$ is regular if every $A \in \mathbf{A}$ is nonsingular. Regularity of interval matrices is dealt with, e.g., in [5, 15, 16]. In particular, Rohn [16] presents forty equivalent characterizations. NP-hardness of checking regularity was proven by Poljak and Rohn [12, 13]. Sufficient conditions for checking regularity are surveyed in Rex and Rohn [14]. We recall the following one, due to Beeck [1].

Theorem 1 (Beeck [1]) If $\rho\left(\left|\left(A_{c}\right)^{-1}\right| A_{\Delta}\right)<1$, then $\mathbf{A}$ is regular.
P-matrices. A square matrix is a P-matrix if all its principal minors are positive. $P$-matrices play an important role in linear complementarity problems [9, 22]

$$
q+M x \geq 0, \quad x \geq 0, \quad(q+M x)^{T} x=0
$$

Such a complementarity problem has a unique solution for each $q$ if and only if $M$ is a P-matrix. Since linear complementarity problems appear in so many situations (quadratic programming, bimatrix games, equilibria in specific economies, etc.), P-matrix property is of high importance.

Unfortunately, the problem of checking whether a given matrix is a P-matrix is known to be co-NP-hard [3, 7]. That is why diverse polynomially recognizable subclasses of P-matrices were studied; see [11, 24] and the references therein. Some of them are:

- positive definite matrices;
- M-matrices ( $a_{i j} \leq 0 \forall i, j$ and $A^{-1} \geq 0$ );
- B-matrices $\left(\sum_{k=1}^{n} a_{i k}>0\right.$ and $\frac{1}{n} \sum_{k=1}^{n} a_{i k}>a_{i j}$ for $\left.j \neq i\right)$;
- H-matrices with positive diagonal entries ( $A$ is an H-matrix if $\langle A\rangle$ is an M-matrix, where $\langle A\rangle_{i i}=\left|a_{i i}\right|$ and $\left.\langle A\rangle_{i j}=-\left|a_{i j}\right|, i \neq j\right)$.
The related problem how to generate P -matrices was considered in [18, 24].
The following characterization of P-matrices is due to Fiedler and Pták [4].
Theorem 2 (Fiedler and Pták [4]) A matrix $A \in \mathbb{R}^{n \times n}$ is a $P$-matrix if and only if for each vector $x \neq 0$ there is $i$ such that $x_{i}(A x)_{i}>0$.

The following relations between regularity of interval matrices and P-matrices are by Rohn [15].

Theorem 3 (Rohn [15]) An interval matrix $\mathbf{A} \in \mathbb{R}^{n \times n}$ is regular if and only if for each $y \in\{ \pm 1\}^{n}$ the matrix $A_{c}-D_{y} A_{\Delta}$ is nonsingular and $\left(A_{c}-D_{y} A_{\Delta}\right)^{-1}\left(A_{c}+\right.$ $D_{y} A_{\Delta}$ ) is a P-matrix.
Theorem 4 (Rohn [15]) Let $\mathbf{A} \in \mathbb{R}^{n \times n}$ be regular. Then $A_{1}^{-1} A_{2}$ is a P-matrix for each $A_{1}, A_{2} \in \mathbf{A}$.

The following reduction of P-matrix property to interval matrix regularity comes from [19, 21].

Theorem 5 (Rump [21]) Let $A \in \mathbb{R}^{n \times n}$ with $A-I$ and $A+I$ nonsingular. Then $A$ is a $P$-matrix if and only if $\left[(A-I)^{-1}(A+I)-I,(A-I)^{-1}(A+I)+I\right]$ is regular.

Similar problem with convex combinations of rows or columns instead of full interval matrices was discussed in [6].

## 2 Results

Lemma 1 Let $\mathbf{A} \in \mathbb{R}^{n \times n}$ with $A_{c}$ nonsingular. Then $\mathbf{A}$ is regular if and only if $I-A_{c}^{-1} R$ is a $P$-matrix for each $R \in\left[-A_{\Delta}, A_{\Delta}\right]$.

Proof "Only if." Follows from Theorem 4 by choosing $A_{1}:=A_{c}$.
"If." Let $A \in \mathbf{A}$ be singular and denote $R:=A_{c}-A \in\left[-A_{\Delta}, A_{\Delta}\right]$. Then there is $x \neq 0$ such that $A x=\left(A_{c}-R\right) x=0$, from which $\left(I-A_{c}^{-1} R\right) x=0$. Therefore $I-A_{c}^{-1} R$ is singular and cannot be a P-matrix.
Theorem 6 Let $\mathbf{A} \in \mathbb{R}^{n \times n}$ with $A_{c}$ nonsingular. Then $\mathbf{A}$ is regular if and only if $I-A_{c}^{-1} D_{y} A_{\Delta} D_{z}$ is a $P$-matrix for each $y, z \in\{ \pm 1\}^{n}$.

Proof "Only if." Follows from Lemma 1.
"If." Suppose to the contrary that $\mathbf{A}$ is not regular. By Lemma 1, there is $R \in$ $\left[-A_{\Delta}, A_{\Delta}\right]$ such that $I-A_{c}^{-1} R$ is not a P-matrix. Hence $I-R^{T} A_{c}^{-T}$ is not a Pmatrix as well. By Theorem 2, there is $x \neq 0$ such that $x_{i}\left(\left(I-R^{T} A_{c}^{-T}\right) x\right)_{i} \leq 0$ for each $i$. Equivalently, $x_{i}^{2} \leq x_{i}\left(R^{T} A_{c}^{-T} x\right)_{i}$ for each $i$. Define $y:=\operatorname{sgn}\left(A_{c}^{-T} x\right)$ and $z:=\operatorname{sgn}(x)$. Then
$x_{i}^{2} \leq x_{i}\left(R^{T} A_{c}^{-T} x\right)_{i} \leq x_{i}\left(z_{i}|R|^{T}\left|A_{c}^{-T} x\right|\right)_{i} \leq x_{i}\left(D_{z} A_{\Delta}^{T}\left|A_{c}^{-T} x\right|\right)_{i}=x_{i}\left(D_{z} A_{\Delta}^{T} D_{y} A_{c}^{-T} x\right)_{i}$
for each $i$. Thus, $x_{i}\left(\left(I-D_{z} A_{\Delta}^{T} D_{y} A_{c}^{-T}\right) x\right)_{i} \leq 0$ for each $i$. This means that $I-$ $D_{z} A_{\Delta}^{T} D_{y} A_{c}^{-T}$ is not a P-matrix, and also $I-A_{c}^{-1} D_{y} A_{\Delta} D_{z}$ is not a P-matrix. A contradiction.

Remark. Since P-property is not changed by multiplying from the left and from the right by $D_{z}$, we can formulate the theorem also as follows: Let $\mathbf{A} \in \mathbb{R}^{n \times n}$ with $A_{c}$ nonsingular. Then $\mathbf{A}$ is regular if and only if $I-D_{z} A_{c}^{-1} D_{y} A_{\Delta}$ is a P-matrix for each $y, z \in\{ \pm 1\}^{n}$.

Contrary to the characterization of regularity in Theorem 3, we have to use both diagonal matrices $D_{y}$ and $D_{z}$. The following example illustrates it. Let

$$
\mathbf{A}=\left(\begin{array}{cc}
{[1,2]} & {[-1,1]} \\
1 & {[1,2]}
\end{array}\right) .
$$

This interval matrix is not regular since it contains the all-one matrix. On the other hand, all matrices of the form $I-A_{c}^{-1} D_{y} A_{\Delta}, y \in\{ \pm 1\}^{n}$, or of the form $I-A_{c}^{-1} A_{\Delta} D_{z}, z \in\{ \pm 1\}^{n}$, are P-matrices.

Theorem 7 Let $A \in \mathbb{R}^{n \times n}$. If $\alpha>0$ is sufficiently small, then $P:=\alpha A$ is a $P$-matrix if and only if $\left[(I-P)^{-1}-I,(I-P)^{-1}+I\right]$ is regular.

Proof "If." By Theorem 4, regularity of $\mathbf{M}:=\left[(I-P)^{-1}-I,(I-P)^{-1}+I\right]$ implies that $M_{c}^{-1} \underline{M}$ is a P-matrix. This matrix, however, reads $M_{c}^{-1} \underline{M}=(I-$ $P)\left((I-P)^{-1}-I\right)=I-(I-P)=P$.
"Only if." By Theorem 6, have to verify that $I-(I-P) D_{y} I D_{z}$ is a P-matrix for each $y, z \in\{ \pm 1\}^{n}$. Obviously, is it sufficient to verify matrices $I-(I-P) D_{y}$, $y \in\{ \pm 1\}^{n}$, only. Without loss of generality suppose that $y=\left(-e^{T}, e^{T}\right)^{T}$, where the number of minus ones is $k$. Then $I-(I-P) D_{y}=P D_{y}+\left(I-D_{y}\right)$ has the form of

$$
\left(\begin{array}{c|c}
- & + \\
\hline- & +
\end{array}\right)+\left(\begin{array}{c|c}
2 I_{k} & 0 \\
\hline 0 & 0
\end{array}\right)
$$

By the column linearity of determinants (applied on the first $k$ columns), we can express the determinant of this matrix as

$$
\begin{equation*}
\sum_{J \subseteq\{1, \ldots, k\}} 2^{|J|}(-1)^{k-|J|} \alpha^{n-|J|} \operatorname{det}\left(A_{J}\right) \tag{1}
\end{equation*}
$$

where $A_{J}$ denotes the principal submatrix of $A$ obtained by removing the rows and columns indexed by $J$. So, as $\alpha \rightarrow 0$, the dominant term in the summation is that for $J=\{1, \ldots, k\}$ and it draws

$$
2^{k} \alpha^{n-k} \operatorname{det}\left(A_{J}\right)
$$

Since $A$ is a P-matrix, this term is positive, as well as the whole summation. Thus, $I-(I-P) D_{y}$ has the positive determinant. Its principal minors are positive for the same reasons. Therefore, $I-(I-P) D_{y}$ is a P-matrix.

Remark 1 (Estimation of $\alpha$ ) Here we estimate from below the sufficient value of $\alpha$. This value should be small enough to ensure that (1) is positive, where $k>0$ (case $k=0$ holds trivially). That is,

$$
\sum_{J \subseteq\{1, \ldots, k\}} 2^{|J|}(-1)^{k-|J|} \alpha^{k-|J|} \operatorname{det}\left(A_{J}\right)>0
$$

This will be satisfied if

$$
2^{k} \operatorname{det}\left(A_{\{1, \ldots, k\}}\right)>\sum_{J \nsubseteq\{1, \ldots, k\}} 2^{|J|} \alpha^{k-|J|} \operatorname{det}\left(A_{J}\right)
$$

Denote

$$
\begin{aligned}
m_{1} & =\min _{J \varsubsetneqq\{1, \ldots, k\}} \operatorname{det}\left(A_{J}\right), \\
m_{2} & =\max _{J \varsubsetneqq\{1, \ldots, k\}} \operatorname{det}\left(A_{J}\right) .
\end{aligned}
$$

Now, we can write a stronger inequality

$$
\begin{aligned}
2^{k} m_{1} & >m_{2} \sum_{\substack{J \subsetneq\{1, \ldots, k\}}} 2^{|J|} \alpha^{k-|J|} \\
& =m_{2}(\alpha+2)^{k}-m_{2} 2^{k} .
\end{aligned}
$$

From this, we have

$$
(\alpha+2)^{k}<2^{k}\left(1+m_{1} / m_{2}\right)
$$

or,

$$
\alpha<-2+2 \sqrt[k]{1+m_{1} / m_{2}}
$$

Due to overestimations, it suffices to take

$$
\alpha:=-2+2 \sqrt[n]{1+m_{1} / m_{2}}
$$

This value can be further simplified. By using concavity of $\log$ function and $e^{x} \geq$ $x+1$, we have

$$
\begin{aligned}
-2+2 \sqrt[n]{1+m_{1} / m_{2}} & =-2+2 \exp \left(\frac{1}{n} \log \left(1+m_{1} / m_{2}\right)\right) \\
& \geq-2+2 \exp \left(\frac{1}{n}\left(\left(1-m_{1} / m_{2}\right) \log 1+\left(m_{1} / m_{2}\right) \log 2\right)\right) \\
& =-2+2 \exp \left(\frac{1}{n}\left(m_{1} / m_{2}\right) \log 2\right) \\
& \geq-2+2+\frac{2}{n}\left(m_{1} / m_{2}\right) \log 2=\frac{2}{n}\left(m_{1} / m_{2}\right) \log 2
\end{aligned}
$$

The minimal and maximal determinants $m_{1}$ and $m_{2}$ can be estimated as follows. By Hadamard's inequality, we have

$$
m_{2} \leq \prod_{i=1}^{n}\left\|A_{i *}\right\|_{2}
$$

To estimate $m_{1}$ is a more involved task. For any nonsingular matrix $M \in \mathbb{R}^{n \times n}$, its determinant (and also sub-determinant) is bounded by

$$
\operatorname{det}(M)=\operatorname{det}\left(M^{-1}\right)^{-1} \geq \rho\left(M^{-1}\right)^{-n} \geq \sigma_{\max }\left(M^{-1}\right)^{-n}=\sigma_{\min }(M)^{n}
$$

This bound, however, can be very conservative. Anyway, we arrive at the possible value of

$$
\alpha:=\frac{2 \log 2}{n} \cdot \frac{\sigma_{\min }(M)^{n}}{\prod_{i=1}^{n}\left\|A_{i *}\right\|_{2}}
$$

### 2.1 Sufficient Conditions for P-Matrices

Characterizations of P-matrix property from the previous section enables us to derive new sufficient conditions.

Theorem 8 The matrix $A \in \mathbb{R}^{n \times n}$ is a $P$-matrix provided $A-I$ and $A+I$ are nonsingular and

$$
\begin{equation*}
\rho\left(\left|(A+I)^{-1}(A-I)\right|\right)<1 \tag{2}
\end{equation*}
$$

Proof Let $A-I$ and $A+I$ be nonsingular. By Theorem 5, $A$ is a P-matrix if and only if $\left[(A-I)^{-1}(A+I)-I,(A-I)^{-1}(A+I)+I\right]$ is regular. By employing the Beeck sufficient condition for regularity (Theorem 1), we arrive at the final form.

Obviously, this condition is incomparable with positive definiteness. Moreover, it is also incomparable with M-matrix and H-matrix conditions. For example, the matrix

$$
\left(\begin{array}{cc}
46 & -19 \\
-33 & 14
\end{array}\right)
$$

is an M-matrix (and thus also H-matrix), but the condition (2) is not satisfied since the spectral radius is greater than 1.084 (verified by versoft [17]). On the other hand, the matrix

$$
\left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & 2 & 3 \\
1 & 4 & 10
\end{array}\right)
$$

is neither an M-matrix nor an H-matrix, but (2) is satisfied with the spectral radius less than 0.955 .

Theorem 9 The matrix $A \in \mathbb{R}^{n \times n}$ is a $P$-matrix provided for $I-\alpha A$ is nonsingular and $\rho(|I-\alpha A|)<1$ for some $\alpha>0$.

Proof It follows again from the Beeck condition applied to $\left[(I-\alpha A)^{-1}-I\right.$, $(I-$ $\left.\alpha A)^{-1}+I\right]$ and using Theorem 7 .

The latter condition is not new in the essence. If $\rho(|I-\alpha A|)<1$, then $I-$ $|I-\alpha A|$ is an M-matrix, so also $I-|I-\alpha A|-\operatorname{diag}(I-\alpha A)+\operatorname{diag}(|I-\alpha A|)$ is an M-matrix. The matrix $I-|I-\alpha A|-\operatorname{diag}(I-\alpha A)+\operatorname{diag}(|I-\alpha A|)$ is the comparison matrix of $I-(I-\alpha A)=\alpha A$, so $\alpha A$ is an H-matrix. Moreover, $\alpha A$ has positive diagonal since otherwise if $(\alpha A)_{i i} \leq 0$ for some $i$, then $|I-\alpha A|_{i i} \geq 1$ and so $\rho(|I-\alpha A|) \geq 1$. Therefore, the sufficient condition is weaker than checking if $A$ is an H-matrix.

### 2.2 Interval P-Matrices

An interval matrix $A \in \mathbb{R}^{n \times n}$ is called an interval $P$-matrix if each $A \in \mathbf{A}$ is a P-matrix [2, 7, 20]. A more general concept of P-matrix sets was investigated by Song and Gowda [23]. The following characterization of interval P-matrices is due to Białas and Garloff [2], see also [7].

Theorem 10 (Białas and Garloff [2]) $\mathbf{A} \in \mathbb{I} \mathbb{R}^{n \times n}$ is an interval $P$-matrix if and only if $A_{c}-D_{z} A_{\Delta} D_{z}$ is a $P$-matrix for each $z \in\{ \pm 1\}^{n}$.

As a direct consequence we have:
Corollary 1 Let $\mathbf{A} \in \mathbb{R}^{n \times n}$ such that $A_{c}=D$ is diagonal. Then $\mathbf{A}$ is an interval $P$-matrix if and only if $\underline{A}$ is a $P$-matrix.

Proof We have that $\mathbf{A} \in \mathbb{R}^{n \times n}$ is an interval P-matrix if and only if for each $z \in$ $\{ \pm 1\}^{n}$ the matrix $A_{c}-D_{z} A_{\Delta} D_{z}=D-D_{z} A_{\Delta} D_{z}$ is a P-matrix. This matrix is a P-matrix if and only if $D_{z} D D_{z}-A_{\Delta}=D-A_{\Delta}=\underline{A}$ is.

Even though the assumption $A_{c}=D$ is strong, it might possibly help for checking interval P-matrix property. In a similar way, interval linear equation are often preconditioned such that the midpoint matrix becomes an identity matrix since this case is much easier to solve.

Another special case, reducing the interval P-matrix property to P-property of $\underline{A}$ only, is the following.

Corollary 2 Let $\mathbf{A} \in \mathbb{R}^{n \times n}$ such that $A_{\Delta}=D$ is diagonal. Then $\mathbf{A}$ is an interval $P$-matrix if and only if $\underline{A}$ is a $P$-matrix.

Proof We have that $\mathbf{A} \in \mathbb{R}^{n \times n}$ is an interval P-matrix if and only if for each $z \in$ $\{ \pm 1\}^{n}$ the matrix $A_{c}-D_{z} A_{\Delta} D_{z}=A_{c}-D_{z} D D_{z}=A_{c}-D=\underline{A}$ is a P-matrix.

While Theorem 10 presents a reduction of interval to real P-matrix property, in the theorem below, we show a direct reduction to an elementary formula.

Theorem $11 \mathbf{A} \in \mathbb{R}^{n \times n}$ is an interval P-matrix if and only if

$$
\begin{equation*}
\operatorname{det}\left(D_{e-|y|}+D_{|y|} A_{c} D_{|z|}-D_{y} A_{\Delta} D_{z}\right)>0 \tag{3}
\end{equation*}
$$

for each $y, z \in\{0, \pm 1\}^{n}$ such that $|y|=|z|$.
Proof "Only if". This is obvious since $D_{e-|y|}+D_{|y|} A_{c} D_{|z|}-D_{z} A_{\Delta} D_{z}$ is a block diagonal matrix with entries either ones, or a principal submatrix of some $A \in \mathbf{A}$. Due to P-matrix property, this principal minor is positive.
"If". We use the result from Rohn [16] that an interval matrix $\mathbf{M} \in \mathbb{R}^{k \times k}$ has all determinants positive, that is, $\operatorname{det}(M)>0 \forall M \in \mathbf{M}$, if and only if $\operatorname{det}\left(M_{c}-\right.$ $\left.D_{y} A_{\Delta} D_{z}\right)>0$ for all $y, z \in\{ \pm 1\}^{k}$. Now, $\mathbf{A}$ is an interval P-matrix if and only if for each $A \in \mathbf{A}$, each minor of $A$ is positive. A minor of $A$ can be expressed as $\operatorname{det}\left(D_{e-s}+D_{s} A D_{s}\right)$ for some $s \in\{0,1\}^{n}$. Thus, we have to show that for each $s \in$ $\{0,1\}^{n}$, all determinants of $D_{e-s}+D_{s} \mathbf{A} D_{s}$ are positive. By the above reasoning, this is equivalent to $\operatorname{det}\left(D_{e-s}+D_{s} A_{c} D_{s}-D_{y} D_{s} A_{\Delta} D_{s} D_{z}\right)>0$ for all $y, z \in\{ \pm 1\}^{n}$. When $s_{i}=0$, the values of $y_{i}$ and $z_{i}$ play no role, so we can set $s=|y|$ and arrive at the resulting form of (3).

Theorem 12 The number of determinants in (3) is $5^{n}$.
Proof By the binomial formula, the number of determinants in (3) is

$$
\sum_{k=0}^{n}\binom{n}{k} 2^{k} 2^{k}=\sum_{k=0}^{n}\binom{n}{k} 4^{k} 1^{n-k}=(4+1)^{n}=5^{n}
$$

where $k$ denotes the number of nonzero entries of $y$ (or $z$ ), $\binom{n}{k}$ gives the number of vectors in $\{0, \pm 1\}^{n}$ with $k$ nonzero entries, and $2^{k}$ counts the number of possibilities for $y$ (and $z$ ) when the number of nonzero entries is $k$.

## 3 Conclusion

We reviewed relations between P-matrix property and regularity of interval matrices. We also proposed some new observations and links. In particular, a reduction of interval matrix regularity to P-property and vice versa. As a consequence, new sufficient conditions for P-matrices were stated.

Some new open problems arised as well, e.g., determining a sharper estimation of $\alpha$ from Remark 1. Efficient utilization of Corollary 1 for interval P-matrix property checking is a challenging problem, too.
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#### Abstract

This work connects two mathematical fields - computational complexity and interval linear algebra. It introduces the basic topics of interval linear algebra regularity and singularity, full column rank, solving a linear system, deciding solvability of a linear system, computing inverse matrix, eigenvalues, checking positive (semi)definiteness or stability. We discuss these problems and relations between them from the view of computational complexity. Many problems in interval linear algebra are intractable, hence we emphasize subclasses of these problems that are easily solvable or decidable. The aim of this work is to provide a basic insight into this field and to provide materials for further reading and research.
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## 1 Introduction

The purpose of this work is to emphasize relations between the two mathematical fields - interval linear algebra and computational complexity. This is not a pioneer work. Variety of relations between interval problems and computational complexity is covered by many papers. There are also few monographs that are devoted to this topic [4, 23, 48]. Some questions may arise in mind while reading the previous

[^2]works. Among all, it is the question about the equivalence of the notions NP-hardness and co-NP-hardness. Some authors use these notions as synonyms. Some distinguish between them. Another questions that may arise touches the representation and reducibility of interval problems in a given computational model. We would like to shed more light (not only) on these issues.

Many well-known problems of classical linear algebra become intractable when we introduce intervals into matrices and vectors. However, not everything is lost. There are many interesting sub-classes of problems that behave well. We would like to point out these feasible cases, since they are interesting either from the theoretical or the computational point of view.

Our work does not aspire to substitute the classical monographs or handbooks. It lacks many of their details that are cited in the text. Nevertheless, it collects even some recent results that are missing in the monographs. It also provides links and reductions between the various areas of interval linear algebra. It provides a necessary and compact introduction to computational complexity and interval linear algebra. Then it considers complexity and feasibility of various well-known linear algebraic tasks when considered with interval structures - regularity and singularity, full column rank, solving a linear system, deciding solvability of a linear system, computing inverse matrix, eigenvalues, checking positive (semi)definiteness or stability.

We hope this paper should help newcomers to this area to improve her/his orientation in the field or professionals to provide a signpost to more deeper literature.

## 2 Interval Linear Algebra - Part I

Interval linear algebra is a mathematical field developed from classical linear algebra. The only difference is, that we do not work with real numbers but with real closed intervals

$$
\mathbf{a}=[\underline{a}, \bar{a}],
$$

where $\underline{a} \leq \bar{a}$. The set of all closed real intervals is denoted $\mathbb{R} \mathbb{R}$ (the set of all closed rational intervals is denoted $\mathbb{I Q}$ ) We can use intervals for many reasons - in applications we sometimes do not know some parameters precisely, that is why, we rather use intervals of possible values; some real numbers are problematic (e.g., $\pi, \sqrt{2}, \ldots$ ) because it is not easy to represent them precisely, that is why, we can represent them with rigorous intervals containing them etc. With intervals we can define arithmetic (there are more possible definitions, we chose one of the most basic ones).

Definition 1 Let us have two intervals $\mathbf{x}=[\underline{x}, \bar{x}]$ a $\mathbf{y}=[\underline{y}, \bar{y}]$. The arithmetical operations $+, *,-, /$ are defined as follows

$$
\begin{aligned}
& \mathbf{x}+\mathbf{y}=[\underline{x}+\underline{y}, \bar{x}+\bar{y}], \\
& \mathbf{x}-\mathbf{y}=[\underline{x}-\bar{y}, \bar{x}-\underline{y}],
\end{aligned}
$$

$$
\begin{aligned}
& \mathbf{x} * \mathbf{y}=[\min (S), \max (S)], \text { where } S=\{x \underline{x y}, \underline{x} \bar{y}, \bar{x} y, \overline{x y}\} \\
& \mathbf{x} / \mathbf{y}=\mathbf{x} *(1 / \mathbf{y}), \quad \text { where } 1 / \mathbf{y}=[1 / \bar{y}, 1 / \underline{y}], 0 \notin \mathbf{y}
\end{aligned}
$$

Hence, we can use intervals instead of real numbers in formulas. However, we have to be careful. If there is a multiple occurrence of the same interval in a formula, the interval arithmetic does see them as two different intervals and we get an overestimation in the resulting interval. For example, let us have $\mathbf{x}=[-2,1]$ and functions $f_{1}(x)=x^{2}$ and $f_{2}(x)=x * x$. Then we get

$$
\begin{aligned}
& f_{1}(\mathbf{x})=f_{1}([-2,1])=[-2,1]^{2}=[0,4], \\
& f_{2}(\mathbf{x})=f_{2}([-2,1])=[-2,1] *[-2,1]=[-2,4] .
\end{aligned}
$$

In the first case we see the optimal result, in the second case we see an overestimation. That is why, the form of our mathematical expression matters. However, we know the cases when the resulting interval is optimal [30].

Theorem 1 Applying interval arithmetic on expressions in which all variables occur only once gives the optimal resulting interval.

Using intervals we can build larger structures. In the interval linear algebra the main notion is an interval matrix. It is defined as follows:

$$
\mathbf{A}=\{A \mid \underline{A} \leq A \leq \bar{A}\},
$$

where $\underline{A}, A$ are real $m \times n$ matrices called lower and upper bound and the relation $\leq$ is always understood componentwise. In another words, it is a matrix with coefficients formed by real closed intervals. In the following text, we will denote every interval structure in boldface. Since an interval vector is a special case of an interval matrix, we define it similarly. We can see that if all intervals in the structures are degenerate, i.e., $\underline{A}=\bar{A}$, we get a classical linear algebra. Therefore, interval linear algebra is actually a generalization of the previous one.

Another way to define an interval matrix is using its midpoint matrix $A_{c}$ and its radius matrix $\Delta \geq 0$ as

$$
\mathbf{A}=\left[A_{c}-\Delta, A_{c}+\Delta\right] .
$$

In the following text we automatically suppose that $A_{c}, \Delta$ represent corresponding midpoint and radius matrix of $\mathbf{A}$, and $b_{c}, \delta$ represent corresponding midpoint and radius vector of $\mathbf{b}$. When we talk about a general square matrix we automatically assume that it is of size $n$.

We mention some special structures that we will use quite often. The identity matrix is denoted $I$, the matrix containing only ones $E$ and the vector containing only ones $e$. Another useful matrix is $D_{y}=\operatorname{diag}\left(y_{1}, \ldots, y_{n}\right)$ a matrix with the vector $y$ as the main diagonal. We often need to describe some properties of interval structures vectors consisting of only $\pm 1$. We denote the set of all $n$-dimensional $\pm 1$ vectors as $Y_{n}$. A useful concept is a matrix $A_{y z}$ defined as

$$
A_{y z}=A_{c}-D_{y} \Delta D_{z},
$$

for some given $y, z \in Y_{n}$. Each its coefficient on the positon $(i, j)$ is an upper or a lower bound of $\mathbf{A}_{i j}$ depending on the sign of $y_{i} \cdot z_{j}$. We will sometimes need to check a spectral radius of a real matrix $A$, we denote it $\rho(A)$.

Many definitions have an intuitive generalization for interval linear algebra:
An interval matrix $\mathbf{A}$ has a property $\mathfrak{P}$ if every $A \in \mathbf{A}$ has the property $\mathfrak{P}$.
This applies to stability, full column rank, inverse nonnegativity, diagonally dominant matrices, M-matrix and H-matrix property, among others.

Many problems in interval linear algebra are very difficult to be computed exactly (e.g., computing the tightest possible verified interval containing eigenvalues of a general matrix). That is why we inspect the possibility of approximation of these bounds. There are several kinds of errors when we approximate a number $a$-absolute, relative [6] and inverse relative [22] approximation errors.

Definition 2 An algorithm computes $a$ with absolute approximation error $\varepsilon$ if it computes $a^{0}$ such that $a^{0} \in[a-\varepsilon, a+\varepsilon]$.

An algorithm computes $a$ with relative approximation error $\varepsilon$ if it computes $a^{0}$ such that $a^{0} \in(1+[-\varepsilon, \varepsilon]) a$.

An algorithm computes $a$ with inverse relative approximation error $\varepsilon$ if it computes $a^{0}$ such that $a \in(1+[-\varepsilon, \varepsilon]) a^{0}$.

At the end we mention a very useful theorem that we will use very often in this text. It originally comes from the area of numerical mathematics [31].

Theorem 2 (Oettli-Prager) Let us have an interval matrix and vector A, b. For a real vector $x \in \mathbb{R}^{n}$ it holds $A x=b$ for some $A \in \mathbf{A}, b \in \mathbf{b}$ if and only if

$$
\left|A_{c} x-b_{c}\right| \leq \Delta|x|+\delta .
$$

This was just a brief introduction to interval analysis. Interval linear algebra has many important applications - system verification, model checking, handling uncertain data. For a huge variety of applications see, e.g., [17-19]. For more information or applications in nonlinear mathematics see [27].

## 3 Complexity Theory Background

Now, we take a small break and dig deeper into the area of computational complexity. After that we will return to interval linear algebra and introduce some well-known issues from the viewpoint of computational complexity.

### 3.1 Binary Encoding and Size of an Instance

For complexity-theoretic classification of interval-theoretic problems, it is a standard to use the Turing computation model. We assume that an instance of a computational problem is formalized as a bit-string, i.e., a finite $0-1$ sequence. Thus we cannot work with real-valued instances; instead we usually restrict ourselves to rational numbers expressed as fractions $\pm \frac{q}{r}$ with $q, r \in \mathbb{N}$ written down in binary in the coprime form. Then, the size of a rational number $\pm \frac{q}{r}$ is understood as the number of bits necessary to write down the sign and both $q$ and $r$ (to be precise, one should also take care of delimiters). If an instance of a problem consists of multiple rational numbers $A=\left(a_{1}, \ldots, a_{n}\right)$ (e.g., when the input is a vector or a matrix), we define $\operatorname{size}(A)=\sum_{i=1}^{n} \operatorname{size}\left(a_{i}\right)$.

In interval-theoretic problems, inputs of algorithms are usually interval numbers, vectors or matrices. When we say that an algorithm is to process an $m \times n$ interval matrix $\mathbf{A}$, we understand that the algorithm is given the pair $\left(\underline{A} \in \mathbb{Q}^{m \times n}, \bar{A} \in \mathbb{Q}^{m \times n}\right)$ and that the size of the input is $L:=\operatorname{size}(\underline{A})+\operatorname{size}(\bar{A})$. Whenever we speak about complexity of such algorithm, we mean a function $\phi(L)$ counting the number of steps of the corresponding Turing machine as a function of the bit-size $L$ of the input $(\underline{A}, \bar{A})$.

Although the literature focuses mainly on the Turing model (and here we also do so), it would be interesting to investigate the behavior of interval-theoretic problems in other computational models, such as the Blum-Shub-Smale (BSS) model for real-valued computing [2] or the quantum model [1].

### 3.2 Functional Problems and Decision Problems

Formally, a functional problem F is a function $\mathrm{F}:\{0,1\}^{*} \rightarrow\{0,1\}^{*}$, where $\{0,1\}^{*}$ is the set of all finite bit-strings. A decision problem (or YES/NO problem) A is a function $A:\{0,1\}^{*} \rightarrow\{0,1\}$. ${ }^{\text {. }}$

If there exists a Turing machine computing $\mathrm{A}(x)$ for every $x \in\{0,1\}^{*}$, we say that the problem A (either decision or functional) is computable.

It is well known that many decision problems in mathematics are uncomputable; e.g., deciding whether a given formula is provable in Zermelo-Fraenkel Set Theory is uncomputable by the famous Gödel Incompleteness Theorem. Fortunately, a majority of decision problems in interval linear algebra are computable. Such problems can usually be written down as arithmetic formulas (i.e., quantified formulas containing natural number constants, arithmetical operations,$+ \times$, relations $=, \leq$ and propositional connectives). Such formulas are decidable (over the reals) by Tarski's Quantifier Elimination Method [33-35].

[^3]- Example A: Regularity of an interval matrix. Each matrix $A \in \mathbf{A}$ is nonsingular iff $(\forall A)[\underline{A} \leq A \leq \bar{A} \rightarrow \operatorname{det}(A) \neq 0]$. This formula is arithmetical since $\operatorname{det}(\cdot)$ is a polynomial, and thus it is expressible in terms of,$+ \times$.
- Example B: Is a given $\lambda \in \mathbb{Q}$ the largest eigenvalue of some symmetric $A \in \mathbf{A}$ ? This question can be written down as $(\exists A)\left[A=A^{T} \& \underline{A} \leq A \leq \bar{A} \&(\exists x \neq 0)[A x=\right.$ $\left.\lambda x] \&\left(\forall \lambda^{\prime}\right)\left\{\left(\exists x^{\prime} \neq 0\right)\left[A x^{\prime}=\lambda^{\prime} x^{\prime}\right] \rightarrow \lambda^{\prime} \leq \lambda\right\}\right]$.

Although Quantifier Elimination proves computability, it is a highly inefficient method from the practical viewpoint - the computation time can be doubly exponential in general. In spite of this, for many problems, reduction to Quantifier Elimination is the only (and thus "the best") known algorithmic result.

### 3.3 Weak and Strong Polynomiality

It is a usual convention to say that a problem A is "efficiently" solvable if it is solvable in polynomial time, i.e., in at most $p(L)$ steps of the corresponding Turing machine, where $p$ is a polynomial and $L$ is the size of the input. The class of efficiently solvable decision problems is denoted by P .

Taking a more detailed viewpoint, this is a definition of polynomial-time solvability in the weak sense. In our context, we are usually processing a family $a_{1}, \ldots, a_{n}$ of rational numbers, where $L=\sum_{i=1}^{n}$ size $\left(a_{i}\right)$, performing arithmetical operations ,,$+- \times, \div, \leq$ with them. The definition of (weak) polynomiality implies that an algorithm can perform at most $p_{1}(L)$ arithmetical operations with numbers of size at most $p_{2}(L)$ during its computation, where $p_{1}, p_{2}$ are polynomials.

If a polynomial-time algorithm satisfies the stronger property that it performs at most $p_{1}(n)$ arithmetical operations with numbers of size at most $p_{2}(L)$ during its computation, we say that it is strongly polynomial. The difference is whether we can bound the number of arithmetical operations only by a polynomial in $L$, or by a polynomial in $n$.

Example Given a rational $A$ and $b$, the question $(\exists x)[A x=b]$ can be decided in strongly polynomial time (although it is nontrivial to implement the Gaussian elimination to yield a strongly polynomial algorithm). On the contrary, the question $(\exists x)[A x \leq b]$ (which is a form of linear programming) is known to be solvable in weakly polynomial time only and it is a major open question whether a strongly polynomial algorithm exists (this is Smales's Ninth Millenium Problem, see [54]).

The main message of the previous example is: whenever an interval-algebraic problem is solvable in polynomial time and requires linear programming (which is a frequent case), it is only a weakly polynomial result. This is why the rare cases, when interval-algebraic problems are solvable in strongly polynomial time, are of special interest.

### 3.4 NP, coNP

Recall that NP is the class of decision problems A with the following property: there is a polynomial $p$ and a decision problem $\mathrm{B}(x, y)$, solvable in time polynomial in $\operatorname{size}(x)+\operatorname{size}(y)$, such that, for any instance $x \in\{0,1\}^{*}$,

$$
\begin{equation*}
\mathrm{A}(x)=1 \operatorname{iff}\left(\exists y \in\{0,1\}^{*}\right) \underbrace{\operatorname{size}(y) \leq p(\operatorname{size}(x))}_{(\star)} \text { and } \mathrm{B}(x, y)=1 \tag{1}
\end{equation*}
$$

The string $y$ is called witness for the $\exists$-quantifier, or also witness of the fact that $\mathrm{A}(x)=1$. The algorithm for $\mathrm{B}(x, y)$ is called verifier. For short, we often write $\mathrm{A}(x)=\left(\exists^{p} y\right) \mathrm{B}(x, y)$, showing that A results from the $\exists$-quantification of the efficiently decidable question $B$ (and the quantifier ranges over strings of polynomially bounded size). Observe that the question $\left(\exists^{p} y\right) \mathrm{B}(x, y)$ need not be decidable in polynomial time (in fact, this is the open problem " $\mathrm{P}={ }^{?} \mathrm{NP}$ "), since the quantification range is exponential in $\operatorname{size}(x)$.

A lot of $\exists$-problems from various areas of mathematics are in NP: "does a given boolean formula $x$ have a satisfying assignment y?", "does a given graph $x$ have 3-coloring $y$ ?", "does a given system $x=' A y \leq b$ ' have an integral solution $y$ ?", and many others.

The class coNP is characterized by replacement of the quantifier in (1):

$$
\mathrm{A}(x)=1 \text { iff }\left(\forall y \in\{0,1\}^{*}\right) \operatorname{size}(y) \leq p(\operatorname{size}(x)) \rightarrow \mathrm{B}(x, y)=1 .
$$

It is easily seen that the class coNP is formed of complements of NP-problems, and vice versa. (Recall that a decision problem A is a $0-1$ function; its complement is defined as $\operatorname{coA}=1-\mathrm{A}$.)

The prominent example of a coNP-question is deciding whether a boolean formula is a tautology, or in other words, "given a boolean formula $x$, is it true that every assignment y makes it true?".

It is easy to see again that deciding a coNP-question can take exponential time since the $\forall$-quantifier ranges over a set exponentially large in $\operatorname{size}(x)$.

Example Interval linear algebra is not an exception: a lot of $\exists$-questions belong to NP, but we should be careful a bit. As an example, consider the problem SINGULARITY: given $\mathbf{A} \in \mathbb{I} \mathbb{Q}^{n \times n}, \exists A \in \mathbf{A}$ which is singular? We could expect that SINGULARITY $\in$ NP since the positive answer can be certified by the $\exists$-witness $A_{0}=$ a particular singular matrix in $\mathbf{A}$. Indeed, the natural verifier $\mathbf{B}\left(\mathbf{A}, A_{0}\right)$, checking whether $A_{0} \in \mathbf{A}$ and $A_{0}$ is singular, works in polynomial time. But a problem is hidden in the condition ( $\star$ ) in (1). To be fully correct, we would have to prove: there exists a polynomial $p$ such that whenever $\mathbf{A}$ contains a singular matrix, then it also contains a rational singular matrix $A_{0}$ such that size $\left(A_{0}\right) \leq p(L)$, where $L=\operatorname{size}(\underline{A})+\operatorname{size}(\bar{A})$. Direct proofs of such properties are "uncomfortable". But we can proceed in a more elegant way, using Theorem 2:
$\exists A \in \mathbf{A}$ s.t. Ais singular

$$
\begin{align*}
& \Leftrightarrow \exists A \in \mathbf{A}, \exists x \neq 0 \text { s.t. } A x=0 \\
& \Leftrightarrow \exists x \neq 0 \text { s.t. }-\Delta|x| \leq A_{c} x \leq \Delta|x|, \\
& \Leftrightarrow \exists s \in\{ \pm 1\}^{n} \underbrace{\exists x \text { s.t. }-\Delta D_{s} x \leq A_{c} x \leq \Delta D_{s} x, D_{s} x \geq 0, e^{T} D_{s} x \geq 1}_{(\uparrow)} . \tag{2}
\end{align*}
$$

Given $s \in\{ \pm 1\}^{n}$, the relation $(\dagger)$ can be checked in polynomial time by linear programming. Thus, we can define the verifier $\mathrm{B}(\mathbf{A}, s)$ as the algorithm checking the validity of $(\dagger)$. In fact, we have reformulated the $\exists$-question, "is there a singular $A \in \mathbf{A}$ ?", into an equivalent $\exists$-question, "is there a sign vector $s \in\{ \pm 1\}^{n}$ s.t. $(\dagger)$ holds true?", and now size $(s) \leq L$ is obvious.

The method of (2) is known as orthant decomposition since it reduces the problem to inspection of orthants $D_{s} x \geq 0$, for every $s \in\{ \pm 1\}^{n}$, and the work in each orthant is "easy" (here, the work in an orthant amounts to a single linear program). Many properties with interval data are described by sufficient and necessary conditions that use orthant decomposition.

We can also immediately see that REGULARITY = coSINGULARITY ("given $\mathbf{A}$, is every $A \in \mathbf{A}$ nonsingular?") belongs to coNP.

### 3.5 Decision Problems: NP-, coNP-Completeness

$A$ decision problem $A$ is reducible to a decision problem $B$ (denoted $A \leq B)$ if there exists a polynomial-time computable function $g:\{0,1\}^{*} \rightarrow\{0,1\}^{*}$, called reduction, such that for every $x \in\{0,1\}^{*}$ we have

$$
\begin{equation*}
\mathrm{A}(x)=\mathrm{B}(g(x)) \tag{3}
\end{equation*}
$$

Said informally, any algorithm for $B$ can also be used for solving $A$ : given an instance $x$ of A, we can efficiently "translate" it into an instance $g(x)$ of the problem B and run the method deciding $\mathrm{B}(g(x))$, yielding the correct answer to $\mathrm{A}(x)$. Thus, any decision method for B is also a valid method for A , if we admit the polynomial time for computation of the reduction $g$. In this sense we can say that if $A \leq B$, then $B$ "as hard as $A$, or harder". If both $A \leq B$ and $B \leq A$, then problems $A, B$ are called polynomially equivalent.

The relation $\leq$ induces a partial ordering on classes of polynomially equivalent problems in NP (called NP-degrees) and this ordering can be shown to have a maximum element. The problems in the maximum class are called $N P$-complete problems. And similarly, coNP has a class of coNP-complete problems. They are complementary: a problem A is NP-complete iff its complement is coNP-complete.

Let $\mathscr{X}$ be one of the classes NP or coNP. If a problem B is $\mathscr{X}$-complete, any method for it can be understood as a universal method for any problem $\mathrm{A} \in \mathscr{X}$, modulo polynomial time needed for computing the reduction. Indeed, since $B$ is
the maximum element, we have $\mathrm{A} \leq \mathrm{B}$ for any $\mathrm{A} \in \mathscr{X}$. It is generally believed that $\mathscr{X}$ contains problems which are not efficiently decidable. In NP, boolean satisfiability is a prominent example; in coNP, it is the tautology problem. Then, by $\leq-m a x i m a l i t y$, no $\mathscr{X}$-complete problem is efficiently decidable. This shows why a proof of $\mathscr{X}$-completeness of a newly studied problem is often understood as proof of its computational intractability.

Remark From a practical perspective, a proof of NP- or coNP-completeness is the same bad news, telling us that "nothing better than superpolynomial-time algorithms can be expected". But formally we must distinguish between NP- and co-NP completeness because it is believed that NP-complete problems are not polynomially equivalent with coNP-complete problems. (This is the "NP $=$ ? coNP" open problem).

NP- and coNP-complete problems in interval analysis. A survey of such problems forms the core of this paper. An important example of an NP-complete problem is SINGULARITY of an interval matrix A. Its complement, REGULARITY, is thus coNP-complete.

When we know that B is $\mathscr{X}$-complete and we prove $\mathrm{B} \leq \mathrm{C}$ for a problem $\mathrm{C} \in \mathscr{X}$, then C is also $\mathscr{X}$-complete. This is the method behind all $\mathscr{X}$-completeness proofs of this paper. For example, let EIGENVALUE be the problem "given a square interval matrix $\mathbf{A}$ and a number $\lambda$, decide whether $\lambda$ is an eigenvalue of some $A \in \mathbf{A}$ ". It is easy to prove SINGULARITY $\leq$ EIGENVALUE; indeed, if we are to decide whether there is a singular matrix $A \in \mathbf{A}$, it suffices to use the reduction $g: \mathbf{A} \mapsto(\mathbf{A}, \lambda=0)$. The proof of EIGENVALUE $\in$ NP can be derived from the orthant decomposition method; this proves that EIGENVALUE is an NP-complete problem.

### 3.6 Decision Problems: NP-, coNP-Hardness

We restrict ourselves to NP-hard problems; the reasoning for coNP-hard problems is analogous.

In the previous section we spoke about NP-complete problems as the $\leq$-maximum elements in NP. But our reasoning can be more general. We can work on the entire class of decision problems, including those outside NP. We say that a decision problem H , not necessarily in NP , satisfying $\mathrm{C} \leq \mathrm{H}$ for an NP-complete problem C , is $N P$-hard. Clearly: NP-complete problems are exactly those NP-hard problems which are in NP. But we might encounter a problem H for which we do not have the proof $H \in N P$, but still it might be possible to prove $C \leq H$. Then the bad news for practice is again the same, that the problem H is computationally intractable. (But we might possibly need even worse computation time than for NP-problems; recall that all problems in NP can be solved in exponential time, not worse.)

To summarize: a proof that a decision problem is NP-hard is a weaker theoretical result than a proof that a decision problem is NP-complete; it leads to an immediate
research problem to inspect why it is difficult to prove the presence in $N P$. Usually, the reason is that it is not easy (or impossible at all) to write down the $\exists$-definition; recall the example (2), where the proof of presence in NP required the aid of Theorem 2.

Remark If we are unsuccessful in placing the problem in NP or coNP, being unable to write down the $\exists$ - or $\forall$-definition, it might be appropriate to place the problem H into higher levels of the Polynomial Time Hierarchy, or even higher, such as the PSPACE-level; for details see [1], Chap. 5.

### 3.7 Functional Problems: Efficient Solvability and NP-hardness

Functional problems are problems of computing values of general functions, in contrast to decision problems where we expect only YES/NO answers. We also want to classify functional problems from the complexity-theoretic perspective, whether they are "efficiently solvable", or "intractable", as we did with decision problems. Efficient solvability of a functional problem is again generally understood as polynomial-time computability. To define NP-hardness, we need the following notion of reduction: a decision problem $A$ is reducible to a functional problem $F$, if there exist functions $g:\{0,1\}^{*} \rightarrow\{0,1\}^{*}$ and $h:\{0,1\}^{*} \rightarrow\{0,1\}$, both computable in polynomial time, such that

$$
\begin{equation*}
\mathrm{A}(x)=h(\mathrm{~F}(g(x))) \text { for every } x \in\{0,1\}^{*} . \tag{4}
\end{equation*}
$$

The role of $g$ is analogous to (3): it translates an instance $x$ of A into an instance $g(x)$ of F . What is new here is the function $h$. Since F is a functional problem, the value $\mathrm{F}(g(x))$ can be an arbitrary bitstring (say, a binary representation of a rational number); then we need another efficiently computable function $h$ translating the value $\mathrm{F}(g(x))$ into a 1-0 value giving the YES/NO answer to $\mathrm{A}(x)$. A trivial example: deciding regularity of a rational matrix (decision problem $A$ ) is reducible to the computation of rank (functional problem F ). It suffices to define $g(A)=A$ and $h(\zeta)=1-\min \{n-\zeta, 1\}$.

Now, a functional problem F is $N P$-hard if there is an NP-hard decision problem reducible to $F$. For example, the functional problem of counting the number of ones in the truth-table of a given boolean formula is NP-hard since this information allows us to decide whether or not the formula is satisfiable.

Remark (It is not necessary to distinguish between NP-hardness and coNP-hardness for functional problems) We could also try to define coNP-hardness of a functional problem $G$ in terms of reducibility of a coNP-hard decision problem $C$ to $G$ via (4). But this is superfluous because here NP-hardness and coNP-hardness coincide. Indeed, if we can reduce a coNP-hard problem $C$ to a functional problem $G$ via $(g, h)$, then we can also reduce the NP-hard problem coC to $\mathbf{G}$ via $(g, 1-h)$. Thus, in case of functional problems, we speak about NP-hardness only.

### 3.8 More General Reductions: Do We Indeed Have to Distinguish Between NP-hardness and coNP-Hardness of Decision Problems?

In literature, the notions of NP-hardness and coNP-hardness are sometimes used quite freely even for decision problems. Sometimes we can read that a decision problem is "NP-hard", even if it would qualify as a coNP-hard problem under our definition based on the reduction (3). This is nothing serious as far as we are aware. It depends how the author understands the notion of a reduction between two decision problems. We have used the many-one reduction (3), known also as Karp reduction, between two decision problems. This is a standard in complexity-theoretic literature.

However, one could use a more general reduction between two decision problems A, B. For example, taking inspiration from (4), we could define " $\mathrm{A} \leq$ ' B iff $\mathrm{A}(x)=$ $h(\mathrm{~B}(g(x)))$ for some polynomial-time computable functions $g$, $h$ ". Then the notions of $\leq^{\prime}$-NP-hardness and $\leq^{\prime}$-coNP-hardness coincide and need not be distinguished. (Observe that $h$ must be a function from $\{0,1\}$ to $\{0,1\}$ and there are only two such nonconstant functions : $h_{1}(\xi)=\xi$ and $h_{2}(\xi)=1-\xi$. If we admit only $h_{1}$, we get the many-one reduction; if we admit also the negation $h_{2}$, we have a generalized reduction under which a problem is NP-hard iff it is coNP-hard. Thus: the notions of NP-hardness and coNP-hardness based on many-one reductions do not coincide just because many-one reductions do not admit the negation of the output of $\mathrm{B}(g(x))$.)

To be fully precise, one should always say "a problem $A$ is $\mathscr{X}$-hard w.r.t. a particular reduction $\preceq "$. For example, in the previous sections we spoke about $\mathscr{X}$ hard problems for $\mathscr{X} \in\{\mathrm{NP}$, coNP $\}$ w.r.t. the many-one reduction (3). If another author uses $\mathscr{X}$-hardness w.r.t. $\leq^{\prime}$ (e.g., because (s)he considers the ban of negation as too restrictive in her/his context), then (s)he need not distinguish between NPhardness and coNP-hardness.

For the sake of completeness, we conclude that in literature we can meet the notions of hardness w.r.t. various types of reductions.

Logspace-computable reduction: $\mathrm{A} \leq_{\log } \mathrm{B}$ iff there is a function $g$ computable in memory of size $O(\log \operatorname{size}(x))$, such that $\mathrm{A}(x)=\mathrm{B}(g(x))$ for every $x$. (This reduction in weaker than (3) since every logspace-computable function is also computable in polynomial time.)

Truth-table reduction: $\mathrm{A} \leq_{t t} \mathrm{~B}$ iff there is a finite number of polynomial-time computable functions $g_{1}, \ldots, g_{k}:\{0,1\}^{*} \rightarrow\{0,1\}^{*}$ and a "truth-table" function $h$ : $\{0,1\}^{k} \rightarrow\{0,1\}$ such that $\mathrm{A}(x)=h\left(\mathrm{~B}\left(g_{1}(x)\right), \ldots, \mathrm{B}\left(g_{k}(x)\right)\right)$. This reduction is a generalization of $\leq^{\prime}$; indeed, $\leq^{\prime}$ is a restricted truth-table reduction with a two-line truth table. Under $\leq_{t t}$, to decide $\mathrm{A}(x)$ one can compute $k$ instances of B from which the boolean expression $h$ combines the result $\mathrm{A}(x)$.

Turing reduction (or Cook reduction): $\mathrm{A} \leq_{T} \mathrm{~B}$ iff there is a polynomial-time algorithm (Turing machine) $Q$, equipped with a subroutine (an algorithm, oracle) computing B , and the entire computation of B is counted as a single step of $Q$. This is the most general type of reduction: when deciding $\mathrm{A}(x)$, the reduction allows for a polynomial number of computations of $\mathrm{B}(y)$ with size $(y)$ polynomially bounded in
$\operatorname{size}(x)$, and the results can be combined in an arbitrary way; the only limitation is that the overall number of steps is polynomial in $\operatorname{size}(x)$, assuming that one computation of $\mathrm{B}(y)$ is at the unit cost.

The above mentioned reductions can be ordered in the sequence according to their generality: $\mathrm{A} \leq_{\log } \mathrm{B} \Rightarrow \mathrm{A} \leq \mathrm{B} \Rightarrow \mathrm{A} \leq^{\prime} \mathrm{B} \Rightarrow \mathrm{A} \leq_{t t} \mathrm{~B} \Rightarrow \mathrm{~A} \leq_{T} \mathrm{~B}$, where " $\Rightarrow$ " means "implies". We know that NP-hardness and coNP-hardness coincide for $\leq^{\prime}$, and thus also for the generalizations $\leq_{t t}, \leq_{T}$.

### 3.9 A Reduction-Free Definition of Hardness

For practical purposes, when we do not want to play with properties of particular reductions, we can define the notion of a "hard" problem H (either decision of functional) intuitively as a problem fulfilling this implication: if H is decidable/solvable in polynomial time, then $\mathrm{P}=\mathrm{NP}$. This is usually satisfactory for the practical understanding of the notion of computational hardness. (Under this definition: if $\mathrm{P}=\mathrm{NP}$, then every decision problem is hard; and if $\mathrm{P} \neq \mathrm{NP}$, then the class of hard decision problems is exactly the class of decision problems not decidable in polynomial time, including all NP-hard and coNP-hard decision problems.)

Even if we accept this definition and do not speak about reductions explicitly, all hardness proofs (at least implicitly) contain some kinds of reductions of previously known hard problems to the newly studied ones.

## 4 Interval Linear Algebra - Part II

In the following sections we will deal with various problems in interval linear algebra. There are many interesting topics that are unfortunately beyond the scope of this work. We will at least point out some of them in Sect.4.10. We chose basic topics from introductory courses to linear algebra - regularity and singularity of a matrix, full column rank, solving and solvability of a system of linear equations, matrix inverse, determinant, eigenvalues and eigenvectors, positive (semi)definiteness and stability. The next chapters will offer a great disappointment and also a great challenge, since implanting intervals into a classical linear algebra makes solving most of the problems intractable. That is why, we look for solving relaxed problems, special feasible subclasses of problems or for sufficient conditions checkable in polynomial time. Interval linear algebra still offers many open problems and a lot of place for further research. At the end of each section we present a summary of problems and their complexity. If we only know that a problem is weakly polynomial yet, we just write that it belongs to the class $P$. When complexity of a problem is not known to our best knowledge (or it is an open problem), we mark it with question mark.

### 4.1 Regularity and Singularity

Deciding regularity and singularity of an interval matrix is an important task in linear algebra. The definition of interval regularity (and singularity) is intuitive.

Definition 3 A square interval matrix $\mathbf{A}$ is regular if every $A \in \mathbf{A}$ is nonsingular. Otherwise, A is called singular.

Considering complexity we can find in the literature the following theorem [42] giving NP-completeness result even for the simple case.

Theorem 3 Deciding whether an interval matrix $\mathbf{A}=[A-E, A+E]$ is singular for some nonnegative symmetric positive definite rational matrix $A$ is $N P$-complete.

We can prove NP-hardness of this decision problem. Moreover, we get NP-completeness since we know that a singular $\mathbf{A}$ in this form mentioned in the theorem must contain a singular matrix

$$
A-\frac{z z^{T}}{z^{T} A^{-1} z}
$$

for some $z \in\{ \pm 1\}^{n}[42]$ which is a polynomial witness and the above mentioned matrix is checkable in polynomial time (e.g., by Gaussian elimination). This implies that deciding singularity of a general interval matrix is NP-hard. However, in the Sect.3.4 we saw the construction of a polynomial witness $z \in\{ \pm 1\}^{n}$ certifying that an interval matrix is singular. Hence, we get that checking singularity of a general interval matrix is NP-complete. Clearly, checking regularity as the complement problem to singularity is coNP-complete.

The sufficient and necessary conditions for checking regularity are of exponential nature. In [46] you can see 40 of them. For example, we can use the classical definition of matrix regularity (a matrix $A$ is regular if the system $A x=0$ has only trivial solution) and combine it with Oettli-Prager theorem. We get that an interval matrix is regular if and only if the inequality

$$
\left|A_{c} x\right| \leq \Delta|x|,
$$

has only trivial solution.
Fortunately, there are some sufficient conditions that are computable in polynomial time. It is advantageous to have more conditions, because some of them may suit better to a certain class of matrices or limits of our software tools. Here we present three sufficient conditions for checking regularity and three sufficient conditions for checking singularity.

Theorem 4 (Sufficient conditions for regularity) An interval matrix $\mathbf{A}=\left[A_{c}-\right.$ $\Delta, A_{c}+\Delta$ ] is regular if at least one of the following conditions holds

1. $\rho\left(\left|A_{c}^{-1}\right| \Delta\right)<1$ [42],
2. $\sigma_{\max }(\Delta)<\sigma_{\min }\left(A_{c}\right)$ [50],
3. $A_{c}^{T} A_{c}-\left\|\Delta^{T} \Delta\right\| I$ is positive definite for some consistent matrix norm $\|\cdot\|$ [36].

Theorem 5 (Sufficient conditions for singularity) An interval matrix $\mathbf{A}=\left[A_{c}-\right.$ $\Delta, A_{c}+\Delta$ ] is singular if at least one of the following conditions holds

1. $\max _{j}\left(\left|A_{c}^{-1}\right| \Delta\right)_{j j} \geq 1$ [37],
2. $\left(\Delta-\left|A_{c}\right|\right)^{-1} \geq 0$ [42],
3. $\Delta^{T} \Delta-A_{c}^{T} A_{c}$ is positive semidefinite [36].

In the two theorems above, the first condition in the triplet is among the most frequently used sufficient conditions. You can find more sufficient conditions for regularity and singularity in [36].

We can also take a look at the classes of interval matrices that are immediately regular. These are, for example, diagonally dominant matrices [53], M-matrices and H-matrices [30]. These properties are checkable in polynomial time.

Concerning the regularity, in applications we are sometimes interested in radius of nonsingularity. This number describes how close is $A$ to a singular matrix given an $n \times n$ matrix $A$ we are interested in componentwise distance to the nearest singular matrix. This problem is also NP-hard. For more information see e.g., [8, 42].

## Summary

| Problem | Complexity |
| :--- | :--- |
| Is A regular? | coNP-complete |
| Is A singular? | NP-complete |
| Computing radius of nonsingularity of some $A$ | NP-hard |

### 4.2 Full Column Rank

The definition of the full column rank is natural.
Definition 4 An $m \times n$ interval matrix $\mathbf{A}$ has full column rank if every $A \in \mathbf{A}$ has full column rank (i.e., it has rank $n$ ).

Deciding whether an interval matrix has full column rank is connected to checking regularity. If an interval matrix $\mathbf{A}$ of size $m \times n, m \geq n$, contains a regular submatrix of size $n$, then obviously $\mathbf{A}$ has a full column rank. What is surprising is that the implication does not hold conversely (in contrast to real matrices). The interval matrix by Irene Sharaya (see [53]) might serve as a counterexample.

$$
\mathbf{A}=\left(\begin{array}{cc}
1 & {[0,1]} \\
-1 & {[0,1]} \\
{[-1,1]} & 1
\end{array}\right)
$$

It has full column rank, but contains no regular submatrix of size 2 .
For square matrices, checking regularity can be polynomially reduced to checking full column rank (we just check the matrix $\mathbf{A}$ ), but the converse is not so easy. Therefore, checking full column rank is coNP-hard. Finding a polynomial certificate for an interval matrix not having full column rank can be done by orthant decomposition similarly as in the case of singularity. That is why, checking full column rank is also coNP-complete.

Again, fortunately, we have some sufficient conditions that are computable in polynomial time.

Theorem 6 Let $\mathbf{A}=\left[A_{c}-\Delta, A_{c}+\Delta\right]$ be an $m \times n$ interval matrix. This matrix has full column rank if at least one of the following conditions holds

1. $A_{c}$ has full column rank and $\rho\left(\left|A_{c}^{\dagger}\right| \Delta\right)<1,[48]$,
2. $\sigma_{\max }(\Delta)<\sigma_{\min }\left(A_{c}\right)$, [53].

The symbol ${ }^{\dagger}$ stands for Moore-Penrose inverse (for more details see [26]). The first condition is mentioned implicitly in [48], however the explicit proof can be found in [53]. Notice that the second sufficient condition is the same as the sufficient condition for checking regularity. Many problems can be transformed to checking full column rank - e.g., deciding whether a given interval linear system is solvable, deciding whether a solution set of an interval linear system is bounded.

## Summary

| Problem | Complexity |
| :--- | :--- |
| Does A have full column rank? coNP-complete |  |

### 4.3 Solving a System of Linear Equations

To be brief the title of this section contained the word "solving". Nevertheless, this notion could be a little misguiding. Let us explain what do we mean by solving a system of interval linear equations (or interval linear system for short). The solution set of an interval linear system is defined as follows.

Definition 5 Let $\mathbf{A} x=\mathbf{b}$, where $\mathbf{A}$ is an $m \times n$ interval matrix and $\mathbf{b}$ is an $m$ dimensional right-hand side vector. Then by a solution set $\Sigma$ we mean

$$
\Sigma=\{x \mid A x=b \text { for some } A \in \mathbf{A}, b \in \mathbf{b}\} .
$$

We could imagine it as a collection of all solutions of all crisp real systems contained within the bounds of an interval system. Unfortunately, this set is of quite a complex shape. For its description we can use the already mentioned Oettli-Prager Theorem 2. A vector $x \in \mathbb{R}^{n}$ is a solution of $\mathbf{A} x=\mathbf{b}$ (i.e., $x \in \Sigma$ ) if and only if $x$ satisfies

$$
\left|A_{c} x-b_{c}\right| \leq \Delta|x|+\delta
$$

We can see that checking whether a vector $y$ is a solution of $\mathbf{A} x=\mathbf{b}$ is strongly polynomial (we just check the inequality for $y$ ).

Oettli-Prager theorem implies that the set $\Sigma$ is generally non-convex but convex in each orthant (for graphical examples of possible shapes of the solution set see e.g., [14, 27, 29]). To describe this set, we usually enclose it by an $n$-dimensional box (aligned with axes). Notice that we can view an $n$-dimensional interval vector as an $n$-dimensional box aligned with axes.

Definition 6 An $n$-dimensional interval vector $\mathbf{x}$ is called an interval enclosure of $\Sigma$ if $\Sigma \subseteq \mathbf{x}$. If it is the tightest possible enclosure w.r.t. inclusion (there is no interval box $\mathbf{y}$ such that $\Sigma \subseteq \mathbf{y} \varsubsetneqq \mathbf{x}$ ), we call $\mathbf{x}$ the interval hull.

By solving an interval linear system we understand computing any enclosure $\mathbf{x}$ of its solution set $\Sigma$. To be brief, we call that $\mathbf{x}$ an enclosure (or the hull) of $\mathbf{A} x=\mathbf{b}$. The notion of enclosure is quite intuitive because we are not always able to compute the interval hull. In [23] we can see that computing the exact hull of $\mathbf{A} x=\mathbf{b}$ is NP-hard.

An interval $\mathbf{a}=[a-\Delta, a+\Delta]$ is absolutely $\delta$-narrow if $\Delta \leq \delta$ and relatively $\delta$-narrow if $\Delta \leq \delta \cdot|a|$. The problem is still NP-hard even if we limit widths of intervals of a matrix in a system with some $\delta>0$ [23]. We can summarize it in the following theorem.

Theorem 7 For every $\delta>0$, the problem of computing the hull of $\mathbf{A x}=\mathbf{b}$, where $\mathbf{a}_{i j}, \mathbf{b}_{i}$ are both absolutely and relatively $\delta$-narrow is NP-hard.

Unfortunately, even computing various $\varepsilon$-approximations of the hull components is an NP-hard problem [23].

Theorem 8 For a given $\varepsilon>0$ computing the relative and absolute $\varepsilon$-approximation of the hull (its components) of $\mathbf{A} x=\mathbf{b}$ are NP-hard problems.

That is why, we are usually looking for enclosures, not the hull. Of course, the tighter enclosure the better. For computing enclosures of square systems, there have been various methods developed. Some of them extend the traditional algorithms for the real systems, such as the Gaussian elimination, Jacobi or Gauss-Seidel method [27, 30]. Some of them were designed specifically for interval systems; see for instance $[4,9,13,21,27,30]$ among many others.

Overdetermined systems. For an overdetermined system (where $\mathbf{A}$ is an $m \times n$ matrix with $m>n$ ) the situation is slightly more difficult. Many people automatically think of solving overdetermined systems via least squares, i.e.,

## Definition 7

$$
\Sigma^{l s q}=\left\{x \mid A^{T} A x=A^{T} b \text { for some } A \in \mathbf{A}, b \in \mathbf{b}\right\}
$$

Obviously, $\Sigma^{l s q}$ is not the same set as $\Sigma$. Nevertheless, it is not difficult to see that $\Sigma \subseteq \Sigma^{l s q}$. Hence, we can use methods computing least squares for enclosing $\Sigma$ [29]. The problem of computing the interval hull of $\Sigma^{l s q}$ is NP-hard, since when $\mathbf{A}$ is square and regular, then $\Sigma^{l s q}=\Sigma$ and computing the exact hull of $\Sigma$ is NP-hard even for A regular [4].

If we primarily focus on enclosing just $\Sigma$ there is a variety of methods - modified Gaussian elimination for overdetermined systems [7], method developed by Rohn [43], Popova [32], or a method using square subsystems [15].

We can try to identify some classes of systems with exact hull computation algorithms that run in polynomial time. If we restrict the right hand side $\mathbf{b}$ to contain only degenerate intervals, we have $\mathbf{A} x=b$. Then, this problem is still NP-hard [23]. If we, however, restricts the matrix to be consisting only of degenerate intervals $A$ and we have a system $A x=\mathbf{b}$, then, computing exact bounds of the solution set is polynomial, since it can be rewritten as a linear program.

However, even if we allow at most one nondegenerate interval coefficient in each equation, the problem becomes again NP-hard, since an arbitrary interval linear system can be rewritten in this form [23].

Structured systems. We can also explore band and sparse matrices.
Definition 8 A matrix $\mathbf{A}$ is a $w$-band matrix if $\mathbf{a}_{i j}=0$ for $|i-j| \geq w$.
Band matrices with $d=1$ are diagonal and computing the hull is clearly strongly polynomial. For $d=2$ (tridiagonal matrix) it is an open problem. And for $d \geq 3$ it is again NP-hard. We inspected the case of bidiagonal matrices. The result is to our best knowledge new.

Theorem 9 For a bidiagonal matrix (the matrix with only the main diagonal and an arbitrary neighboring diagonal) computing the exact hull of $\mathbf{A} x=\mathbf{b}$ is strongly polynomial.

Proof Without the loss of generality let us suppose that the matrix A consists of the main diagonal and the one beyond it. By the forward substitution, we have $\mathbf{x}_{1}=\frac{\mathbf{b}_{1}}{\mathbf{a}_{11}}$ and

$$
\mathbf{x}_{i}=\frac{\mathbf{b}_{i}-\mathbf{a}_{i, i-1} \mathbf{x}_{i-1}}{\mathbf{a}_{i i}}, \quad i=2, \ldots, n
$$

By induction, $\mathbf{x}_{i-1}$ is optimally computed with no use of interval coefficients of the $i$ th equations. Since an evaluation in interval arithmetic is optimal in the case there are no multiple occurrences of variables (Theorem 1), $\mathbf{x}_{i}$ is optimal as well.

Definition 9 A matrix $\mathbf{A}$ is a $d$-sparse matrix if in each row $i$ at most $d$ elements $\mathbf{a}_{i j} \neq 0$.

For sparse matrices with $d=1$ computing the hull is clearly strongly polynomial. For $d \geq 2$ it is again NP-hard [23]. Nevertheless, if we combine $w$-band matrix with system coefficient bounds coming from a given finite set of rational numbers, then we have a polynomial algorithm for computing the hull [23].

If an interval system $\mathbf{A} x=\mathbf{b}$ is in a certain form, the hull can be computed in polynomial time using some already introduced algorithms. If the matrix $\mathbf{A}$ has full column rank and $A_{c}$ is a diagonal matrix with positive entries, then Hansen-BliekRohn prescription for enclosure gives the exact hull [4]. If $\mathbf{A}$ is an M-matrix, then Gauss-Seidel iteration method converges to the exact hull [30]. And if $\mathbf{A}$ is an Mmatrix and $\mathbf{b}$ is nonnegative then the interval version of Gaussian elimination yields the exact hull [30].

In this section we silently supposed that the solution set $\Sigma$ is bounded. This is not always the case. Many mentioned methods can not deal with an unbounded solution set. That is why we usually need to check for boundedness. However, it is an coNPcomplete problem since it is identical with checking the full column rank of the interval matrix $\mathbf{A}$.

Remark A natural generalization of an interval linear system is by incorporating linear dependencies. That is, we have a family of linear systems

$$
\begin{equation*}
A(p) x=b(p), \quad p \in \mathbf{p} \tag{5}
\end{equation*}
$$

where $A(p)=\sum_{k=1}^{K} A^{k} p_{k}$ and $b(p)=\sum_{k=1}^{K} b^{k} p_{k}$. Here, $p$ is a vector of parameters varying in $\mathbf{p}$. Since this concept generalizes the standard interval systems, many related problems are intractable. We point out one particular efficiently solvable problem. Given $x \in \mathbb{R}^{n}$, deciding whether it is a solution of a standard interval system $\mathbf{A} x=\mathbf{b}$ is strongly polynomial. For systems with linear dependencies, the problem still stays polynomial, but we can show weak polynomiality only; this is achieved by rewriting (5) as a linear program.

## Summary

| Problem | Complexity |
| :--- | :--- |
| Is $x$ a solution of $\mathbf{A} x=\mathbf{b}$ ? | strongly P |
| Computing the hull of $\mathbf{A} x=\mathbf{b}$ | NP-hard |
| Computing the hull of $\mathbf{A} x=b$ | NP-hard |
| Computing the hull of $A x=\mathbf{b}$ | P |
| Computing the hull of $\mathbf{A} x=\mathbf{b}$, where $\mathbf{A}$ is regular | NP-hard |
| Computing the hull of $\mathbf{A} x=\mathbf{b}$, where $\mathbf{A}$ is M-matrix | P |
| Computing the hull of $\mathbf{A} x=\mathbf{b}$, where $\mathbf{A}$ is diagonal | strongly P |
| Computing the hull of $\mathbf{A} x=\mathbf{b}$, where $\mathbf{A}$ is bidiagonal | strongly P |
| Computing the hull of $\mathbf{A} x=\mathbf{b}$, where $\mathbf{A}$ is tridiagonal | ? |
| Computing the hull of $\mathbf{A} x=\mathbf{b}$, where $\mathbf{A}$ is 3-band | NP-hard |
| Computing the hull of $\mathbf{A} x=\mathbf{b}$, where $\mathbf{A}$ is 1-sparse | strongly P |
| Computing the hull of $\mathbf{A} x=\mathbf{b}$, where $\mathbf{A}$ is 2-sparse | NP-hard |
| Computing the exact least squares hull of $\mathbf{A} x=\mathbf{b}$ | NP-hard |
| Is $\Sigma$ bounded? | coNP-complete |

### 4.4 Matrix Inverse

Computation of a matrix inverse is usually avoided in applications. Nonetheless, we chose to mention this topic, since it holds a worthy place in interval linear algebra theory. An interval inverse matrix is defined as follows.

Definition 10 Let us have a square regular interval matrix $\mathbf{A}$. We define its interval inverse matrix as $\mathbf{A}^{-1}=[\underline{B}, \bar{B}]$, where $\underline{B}=\min \left\{A^{-1}, A \in \mathbf{A}\right\}$ and $\bar{B}=\max \left\{A^{-1}\right.$, $A \in \mathbf{A}\}$, where the min and max are understood componentwise.

As usually, the inverse matrix can be computed using knowledge of inverses of boundary matrices $A_{y z}$ [39].

Theorem 10 Let $\mathbf{A}$ be regular. Then its inverse $\mathbf{A}^{-1}=[\underline{B}, \bar{B}]$ is described by

$$
\begin{aligned}
& \underline{B}=\min _{y, z \in Y_{n}} A_{y z}^{-1}, \\
& \bar{B}=\max _{y, z \in Y_{n}} A_{y z}^{-1},
\end{aligned}
$$

where the min and max is understood componentwise.
The maximum and minimum bound of each component of the interval inverse is attained at one of the inverse of $2^{2 n}$ boundary matrices. No wonder, it can be proved that generally computing exact inverse matrix is NP-hard [3].

When $A_{c}=I$, we can compute the exact inverse in polynomial time according to the next theorem [47].

Theorem 11 Let $\mathbf{A}$ be a regular interval matrix with $A_{c}=I$. Let $M=(I-\Delta)^{-1}$. Then its inverse $\mathbf{A}^{-1}=[\underline{B}, \bar{B}]$ is described by

$$
\begin{aligned}
\underline{B} & =-M+D_{k}, \\
\bar{B} & =M,
\end{aligned}
$$

where $k_{j}=\frac{2 m_{i j}^{2}}{2 m_{j j}-1}$ for $j=1, \ldots, n$, with $m_{j j}$ being diagonal elements of $M$.
There also exists a formula for the exact matrix inverse if all intervals have uniform widths, i.e., $\mathbf{A}=\left[A_{c}-\alpha E, A_{c}+\alpha E\right]$ [49].

If we wish to only compute an enclosure $\mathbf{B}$ of the matrix inverse we can use any method for computing enclosures of interval linear systems. We get the $i$-th column of $\mathbf{B}$ by solving the systems $\mathbf{A} x=e_{i}$, where $e_{i}$ is $i$-th column of the identity matrix of order $n$.

As we mentioned, computing the exact interval inverse is NP-hard. We close this section with a surprising result on inverse nonnegativity ( $A^{-1} \geq 0$ for every $A \in \mathbf{A}$ ). It was first proved in slightly different form in [24]. For this form see [30]. It implies that checking inverse nonnegativity and also computing the exact interval inverse of an inverse nonnegative matrix is strongly polynomial.

Theorem 12 If $\underline{A}, \bar{A}$ are regular and $\underline{A}^{-1}, \bar{A}^{-1} \geq 0$ then $\mathbf{A}$ is regular and

$$
\mathbf{A}^{-1}=\left[\bar{A}^{-1}, \underline{A}^{-1}\right] \geq 0 .
$$

## Summary

| Problem | Complexity |
| :--- | :--- |
| Computing the exact inverse of $\mathbf{A}$ | NP-hard |
| Is A inverse nonnegative? | strongly P |
| Computing the exact inverse of inverse nonnegative A | strongly P |

### 4.5 Solvability of a Linear System

Of course, before solving a linear system we might want to know, whether it is actually solvable. Considering solvability we should distinguish between two types of solvability.

Definition 11 An interval linear system $\mathbf{A x}=\mathbf{b}$ is (weakly) solvable if some system $A x=b$, where $A \in \mathbf{A}, b \in \mathbf{b}$ is solvable.

In another words, its solution set $\Sigma$ is not empty. Otherwise, we call the system unsolvable.

Definition 12 An interval linear system $\mathbf{A x}=\mathbf{b}$ is strongly solvable if every system $A x=b$, where $A \in \mathbf{A}, b \in \mathbf{b}$ is solvable.

The first definition is interesting for model checking. The second for system verification and automated proofs.

Checking whether an interval systems is solvable is an NP-hard problem [23]. The sign coordinates of the orthant containing the solution can serve as a polynomial witness and existence of a solution can be verified by linear programming, hence this problem is NP-complete and checking unsolvability coNP-complete. The problem of deciding strong solvability is coNP-complete. It can be reformulated as checking unsolvability of a certain linear system using the well known Farkas lemma, e.g., [45].

Sometimes, we look only for nonnegative solutions - nonnegative solvability. Checking whether an interval linear system has a nonnegative solution is weakly polynomial. We know the orthant in which the solution should lie. Therefore, we can get rid of the absolute values in Oettli-Prager theorem and apply linear programming. However, checking whether a system is nonnengative strongly solvable is still coNPcomplete [4]. We summarize the results in the following table.

Theorem 13 Checking various types of solvability of $\mathbf{A} x=\mathbf{b}$ is of the following complexity.

|  | weak | strong |
| :--- | :--- | :--- |
| solvability | NP-complete coNP-complete |  |
| nonnegative solvability P | coNP-complete |  |

It is easy to see that an interval linear system $\mathbf{A} x=\mathbf{b}$ is unsolvable if the matrix [A b] has full column rank. That is why, we can use sufficient conditions for full column rank to check unsolvability. Moreover, we can also use methods for computing enclosures. If we have some enclosure $\mathbf{x}$, then clearly a system $\mathbf{A} x=\mathbf{b}$ is unsolvable if $\mathbf{A x} \cap \mathbf{b}=\emptyset$. Many enclosure algorithms enable detection of unsolvability. Generally speaking, they work in iterative stages and when we intersect enclosures of the solution set from the two subsequent stages and get an empty set, we know for sure that the system is unsolvable. These methods are, for example, Gaussian elimination [7], Jacobi method [27], Gauss-Seidel method [27], subsquares method [15].

Linear inequalities. Just for comparison, considering systems of interval linear inequalities, the problems of checking various types of solvability become much easier. The results are resumed in the following table [4].

Theorem 14 Checking various types of solvability of $\mathbf{A} x \leq \mathbf{b}$ is of the following complexity.

|  | weak | strong |
| :--- | :--- | :--- |
| solvability | NP-complete P |  |
| nonnegative solvability P | P |  |

We also would like to mention an interesting nontrivial property of strong solvability of systems of interval linear inequalities. When a system $\mathbf{A} x \leq \mathbf{b}$ is strongly solvable (i.e., every $A x \leq b$ has a solution), then there exists a solution $x$ satisfying $A x \leq b$ for every $A \in \mathbf{A}$ and $b \in \mathbf{b}$ [4].
$\forall \exists$-solutions. Let us come back to interval linear systems. The traditional concept of a solution (Definition5) employs existential quantifiers: $x$ is a solution if $\exists A \in \mathbf{A}$, $\exists b \in \mathbf{b}: A x=b$. Nevertheless, in some applications, another quantification makes sense, too. In particular, $\forall \exists$ quantification was deeply studied [52]. For illustration of complexity of such solution, we will focus on two concepts of solutions - tolerance [4] and control solution [4, 51].

## Definition 13

A vector $x$ is a tolerance solution of $\mathbf{A} x=\mathbf{b}$ if $\forall A \in \mathbf{A}, \exists b \in \mathbf{b}: A x=b$.
A vector $x$ is a control solution of $\mathbf{A} x=\mathbf{b}$ if $\forall b \in \mathbf{b}, \exists A \in \mathbf{A}: A x=b$,
Notice that a tolerance solution can equivalently be characterized as $\{A x \mid A \in$ $\mathbf{A}\} \subseteq \mathbf{b}$ and a control solution as $\mathbf{b} \subseteq\{A x \mid A \in \mathbf{A}\}$.

Both solutions can be described by a slight modification of Oettli-Prager theorem (one sign change in Oettli-Prager formula) [4].

Theorem 15 Let us have a system $\mathbf{A} x=\mathbf{b}$, then $x$ is

- a tolerance solution if it satisfies $\left|A_{c} x-b_{c}\right| \leq-\Delta|x|+\delta$.
- a control solution if it satisfies $\left|A_{c} x-b_{c}\right| \leq \Delta|x|-\delta$.

In the case of tolerance solution, the sign change has a large impact on complexity. Deciding whether a system has a tolerance solution is weakly polynomial. However, checking whether a system has a control solution remains NP-complete [23].

## Summary

| Problem | Complexity |
| :--- | :--- |
| Is $\mathbf{A} x=\mathbf{b}$ solvable? | NP-complete |
| Is $\mathbf{A} x=\mathbf{b}$ strongly solvable? | coNP-complete |
| Is $\mathbf{A} x=\mathbf{b}$ nonnegative solvable? | P |
| Is $\mathbf{A} x=\mathbf{b}$ nonnegative strongly solvable? | coNP-complete |
| Is $\mathbf{A} x \leq \mathbf{b}$ solvable? | NP-complete |
| Is $\mathbf{A} x \leq \mathbf{b}$ strongly solvable? | P |
| Is $\mathbf{A} x \leq \mathbf{b}$ nonnegative solvable? | P |
| Is $\mathbf{A} x \leq \mathbf{b}$ nonnegative strongly solvable? | P |
| Does $\mathbf{A} x=\mathbf{b}$ have a tolerance solution? | P |
| Does $\mathbf{A} x=\mathbf{b}$ have a control solution? | NP-complete |

### 4.6 Determinant

Determinants of interval matrices are not often studied. However, we included this section for completeness.

Definition 14 A determinant of $\mathbf{A}$ is $\operatorname{defined}$ as $\operatorname{det}(\mathbf{A})=[\underline{d}, \bar{d}]$, where

$$
\begin{aligned}
& \underline{d}=\min \{\operatorname{det}(A) \mid A \in \mathbf{A}\}, \\
& \bar{d}=\max \{\operatorname{det}(A) \mid A \in \mathbf{A}\} .
\end{aligned}
$$

Its bounds can be computed from $2^{n^{2}}$ boundary matrices $A_{i j} \in\left\{\underline{A}_{i j}, \bar{A}_{i j}\right\}$ for $i, j=$ $1, \ldots, n$. We have the following theoretical result [42].

Theorem 16 Computing interval determinant of $\mathbf{A}=[A-E, A+E]$, where $A$ is rational nonnegative is $N P$-hard.

It is intractable even in this simplified case. For interesting relations to eigenvalues and singularity see [42].

## Summary

| Problem | Complexity |
| :--- | :--- |
| Computing |  |
| Computing $\overline{\operatorname{det}(\mathbf{A} t}(\mathbf{A})$ | NP-hard |

### 4.7 Eigenvalues

First, we briefly start with general matrices, then we continue with the symmetric case. Checking singularity of A can be polynomially reduced to checking whether 0 is an eigenvalue of some matrix $A \in \mathbf{A}$. As we saw in Sect. 3.5 checking whether $\lambda$ is an eigenvalue of some matrix $A \in \mathbf{A}$ is NP-complete problem. Surprisingly, checking for eigenvectors can be done efficiently [38]. It is strongly polynomial.

How is it with Perron-Frobenius theory of nonnegative matrices ([26])? An interval matrix $\mathbf{A} \in \mathbb{R}^{n \times n}$ is nonnegative irreducible if every $A \in \mathbf{A}$ is nonnegative irreducible. For Perron vectors (positive vectors corresponding to the dominant eigenvalues), we have the following result [44].

Theorem 17 Let A be nonnegative irreducible. Then the problem of deciding whether $x$ is a Perron eigenvector of some matrix in $\mathbf{A}$ is strongly polynomial.

For the sake of simplicity we mentioned only some results considering eigenvalues of a general matrix $\mathbf{A}$. We will go into more detail with symmetric matrices, where their eigenvalues are real.

Definition 15 Let $\mathbf{A} \in \mathbb{I} \mathbb{R}^{n \times n}$ with $\Delta, A_{c}$ symmetric. Then the corresponding symmetric interval matrix is defined as a set of symmetric matrices in $\mathbf{A}$, that is,

$$
\mathbf{A}^{S}:=\left\{A \in \mathbf{A}: A=A^{T}\right\} .
$$

For a symmetric $A \in \mathbb{R}^{n \times n}$, we use $\lambda_{\min }(A)$ and $\lambda_{\max }(A)$ for its smallest and largest eigenvalue, respectively. For a symmetric interval matrix, we define the smallest and largest eigenvalues respectively as

$$
\begin{aligned}
\lambda_{\min }\left(\mathbf{A}^{S}\right) & :=\min \left\{\lambda_{\min }(A): A \in \mathbf{A}^{S}\right\}, \\
\lambda_{\max }\left(\mathbf{A}^{S}\right) & :=\max \left\{\lambda_{\max }(A): A \in \mathbf{A}^{S}\right\} .
\end{aligned}
$$

Even if we consider the symmetric case some problems remain intractable [23, 42]. We are yet able to prove the hardness results, since it is usually difficult to find a proper polynomial witness.

Theorem 18 On a class of problems with $A_{c} \in \mathbb{Q}^{n \times n}$ symmetric positive definite and entrywise nonnegative, and $\Delta=E$, the following problems are intractable

- checking whether 0 is an eigenvalue of some matrix $A \in \mathbf{A}^{S}$ is NP-hard,
- checking $\lambda_{\max }\left(\mathbf{A}^{S}\right) \in(\underline{a}, \bar{a})$ for a given open interval $(\underline{a}, \bar{a})$ is coNP-hard.

However, there are some known subclasses for which the eigenvalue range or at least one of the extremal eigenvalues can be determined efficiently [11]:

- If $A_{c}$ is essentiallynon-negative, i.e., $\left(A_{c}\right)_{i j} \geq 0 \forall i \neq j$, then $\lambda_{\max }\left(\mathbf{A}^{S}\right)=\lambda_{\max }(\bar{A})$.
- If $\Delta$ is diagonal, then $\lambda_{\min }\left(\mathbf{A}^{S}\right)=\lambda_{\min }(\underline{A})$ and $\lambda_{\max }\left(\mathbf{A}^{S}\right)=\lambda_{\max }(\bar{A})$.

In contrast to the extremal eigenvalues $\lambda_{\min }\left(\mathbf{A}^{S}\right)$ and $\lambda_{\max }\left(\mathbf{A}^{S}\right)$, the largest of the minimal eigenvalues and the smallest of the largest eigenvalues,

$$
\begin{aligned}
& \max \left\{\lambda_{\min }(A): A \in \mathbf{A}^{S}\right\}, \\
& \min \left\{\lambda_{\max }(A): A \in \mathbf{A}^{S}\right\},
\end{aligned}
$$

can be computed with an arbitrary precision in polynomial time by using semidefinite programming [16]. As in the general case, checking whether a given vector $0 \neq x \in \mathbb{R}^{n}$ is an eigenvector of some matrix in $\mathbf{A}^{S}$ is a polynomial time problem. Nevertheless, strong polynomiality has not been proved yet.

We already know that computing exact bounds on many problems with interval data is intractable. Since we can do no better, we can inspect the hardness of various approximations of their solutions. While doing this we use the following assumption: Throughout this section, we consider a computational model, in which the exact eigenvalues of rational symmetric matrices are polynomially computable.

The table below from [11] summarizes the main results. We use the symbol $\infty$ in case there is no finite approximation factor with polynomial complexity.

Theorem 19 Approximating the extremal eigenvalues of $\mathbf{A}^{S}$ is of the following complexity.

|  | abs. error rel. error inverse rel. error |  |
| :---: | :---: | :---: |
| NP-hard with error any | $<1$ | 1 |
| polynomial with error $\infty$ | 1 | 2 |

The table below gives results for a more specific case of approximating $\lambda_{\max }\left(\mathbf{A}^{S}\right)$ when $A_{c}$ is positive semi-definite.

Theorem 20 Approximating the extremal eigenvalues of $\mathbf{A}^{S}$ with $A_{c}$ rational positive semi-definite is of the following complexity.

|  | abs. error rel. error |  | inverse rel. error |
| :--- | :--- | :--- | :--- |
| NP-hard with error | any | $1 /\left(32 n^{4}\right)$ | $1 /\left(32 n^{4}\right)$ |
| polynomial with error $\infty$ | $1 / 3$ | $1 / 3$ |  |

The tables sums up the generalized idea behind several theorems on computing extremal eigenvalues. For more information and formal details see [11].

At the end of this subsection we mention spectral radius.
Definition 16 Let $\mathbf{A} \in \mathbb{R}^{n \times n}$, we define the range of spectral radius naturally as

$$
\rho(\mathbf{A})=\{\rho(A): A \in \mathbf{A}\} .
$$

Notice that $\rho(\mathbf{A})$ is a compact real interval due to continuity of eigenvalues. Similarly we define spectral radius for $\mathbf{A}^{S}$.

Complexity of computing $\overline{\rho(\mathbf{A})}$ is an open problem (as Schur stability is; see Sect.4.9), and, to the best of our knowledge, complexity of computing $\underline{\rho(\mathbf{A})}$ has not been investigated yet.

Anyway, the following gives polynomially solvable subclasses:

- If $\underline{A} \geq 0$, then $\rho(\mathbf{A})=[\rho(\underline{A}), \rho(\bar{A})]$.
- If $\mathbf{A}$ is diagonal, then $\rho(\mathbf{A})=\left[\max _{i} \min _{a \in \mathbf{a}_{i i}}|a|, \max _{i}\left\{\left|\underline{a}_{i i}\right|,\left|\bar{a}_{i i}\right|\right\}\right]$.


## Summary

| Problem | Complexity |
| :--- | :--- |
| Is $\lambda$ eigenvalue of some $A \in \mathbf{A}$ ? | NP-complete |
| Is $x$ eigenvector of some $A \in \mathbf{A}$ ? | strongly P |
| Is $x$ Perron vector of nonnegative irreducible $\mathbf{A}$ ? | strongly P |
| Is 0 eigenvalue of some $A \in \mathbf{A}^{S}$ ? | NP-hard |
| Is $x$ eigenvector of some $A \in \mathbf{A}^{S}$ ? | P |
| Does $\lambda_{\max }\left(\mathbf{A}^{S}\right)$ belong to a given open interval? | coNP-hard |
| Computing $\overline{\rho(\mathbf{A})}$ | $?$ |
| Computing | $?(\mathbf{A})$ |
| Computing exact bounds on $\rho(\mathbf{A})$ with A nonnegative strongly P |  |
| Computing exact bounds on $\rho(\mathbf{A})$ with $\mathbf{A}$ diagonal | strongly P |

### 4.8 Positive Definiteness and Semidefiniteness

We should not leave out mentioning the positive definiteness and semidefiniteness. Here without the loss of the generality symmetric matrices are of the only interest. We distinguish between weak and strong definiteness.

Definition 17 A symmetric interval matrix $\mathbf{A}^{S}$ is weakly positive (semi)definite if some $A \in \mathbf{A}^{S}$ is positive (semi)definite.

Definition 18 A symmetric interval matrix $\mathbf{A}^{S}$ is strongly positive (semi)definite if every $A \in \mathbf{A}^{S}$ is positive (semi)definite.

Checking strong positive definiteness [40] and semidefiniteness [28] are both coNP-hard according to the two following theorems.

Theorem 21 Checking strong positive semidefiniteness of $\mathbf{A}^{S}$ is co-NP-hard on a class of problems with $A_{c} \in \mathbb{Q}^{n \times n}$ symmetric positive definite and entrywise nonnegative, and $\Delta=E$.

Theorem 22 Checking strong positive definiteness of $\mathbf{A}^{S}$ is co-NP-hard on a class of problems with $A_{c} \in \mathbb{Q}^{n \times n}$ symmetric positive definite and entrywise nonnegative, and $\Delta=E$.

Considering positive definiteness, we have some sufficient conditions that can be checked polynomially [41].

Theorem 23 An interval matrix $\mathbf{A}^{S}$ is strongly positive definite if at least one of the following condition holds

- $\lambda_{n}\left(A_{c}\right)>\rho(\Delta)$,
- $A_{c}$ is positive definite and $\rho\left(\left|\left(A_{c}\right)^{-1}\right| \Delta\right)<1$.

The second condition can be reformulated as $\mathbf{A}^{S}$ being regular and $A_{c}$ positive definite. If the first condition holds with $\geq$ then $\mathbf{A}^{S}$ is strongly positive semidefinite.

In contrast to checking strong positive definiteness, weak positive definiteness can be checked in polynomial time by using semidefinite programming [16]; this polynomial result holds also for a more general class of symmetric interval matrices with linear dependencies [12]. For positive semidefiniteness it needn't be the case since semidefinite programming methods work only with some given accuracy.

## Summary

| Problem | Complexity |
| :--- | :--- |
| Is A ${ }^{S}$ strongly positive definite? | coNP-hard |
| Is $\mathbf{A}^{S}$ strongly positive semidefinite? coNP-hard |  |
| Is $\mathbf{A}^{S}$ weakly positive definite? | P |
| Is $\mathbf{A}^{S}$ weakly positive semidefinite? | $?$ |

### 4.9 Stability

The last section is dedicated to an important and more practical problem - deciding a stability of a matrix. There are many types of stabilities. For illustration, we chose two of them - Hurwitz and Schur.

Definition 19 An interval matrix $\mathbf{A}$ is Hurwitz stable if every $A \in \mathbf{A}$ is Hurwitz stable (i.e., all eigenvalues have negative real parts).

Similarly, we define Hurwitz stability for symmetric interval matrices. Due to their relation to positive definiteness ( $\mathbf{A}^{S}$ is Hurwitz stable if $-\mathbf{A}^{S}$ is positive definite) we could presume that the problem is coNP-hard. It is so, even if we limit ourselves to a special case [40].

Theorem 24 Checking Hurwitz stability of a symmetric interval matrix $\mathbf{A}^{S}$ is coNPhard on a class of problems with $A_{c} \in \mathbb{Q}^{n \times n}$ symmetric Hurwitz stable and entrywise nonpositive, and $\Delta=E$.

For general matrices, coNP-hardness holds as well. The problem is still coNP-hard even if we limit the number of interval coefficients in our matrix [28].

Theorem 25 Checking Hurwitz stability of $\mathbf{A}$ is co-NP-hard on a class of interval matrices with intervals in the last row and column only.

Likewise, as for checking regularity, checking Hurwitz stability of A can not be done by checking stability of matrices of type $A_{y z}$ (for reductions of other properties see [5]). On the other hand, it can be checked in this way for $\mathbf{A}^{S}$. For more discussion and historical context see [23] or [48]. As sufficient conditions we can use conditions for positive definiteness applied to - A. For more sufficient conditions see e.g., [25].

Definition 20 An interval matrix $\mathbf{A}$ is Schur stable if every $A \in \mathbf{A}$ is Schur stable (i.e., $\rho(A)<1$ ).

In a similar way, we define Schur stability for symmetric interval matrices. For general interval matrices, complexity of checking Schur stability is an open problem, however, for the symmetric case the problem is intractable [40].

Theorem 26 Checking Schur stability of $\mathbf{A}^{S}$ is coNP-hard on a class of problems with $A_{c} \in \mathbb{Q}^{n \times n}$ symmetric Schur stable and offdiagonal entries nonpositive, and $\Delta=E$.

## Summary

| Problem | Complexity |
| :--- | :--- |
| Is A Hurwitz stable? | coNP-hard |
| Is A ${ }^{S}$ Hurwitz stable? | coNP-hard |
| Is A Schur stable? | $?$ |
| Is A ${ }^{S}$ Schur stable? | coNP-hard |

### 4.10 Further Topics

Due to the limited space, we had to omit many interesting topics. We touched only briefly the complexity issues of interval linear inequalities, but there are more results; see, e.g., $[4,10]$. We did not discussed complexity of computing the range of polynomials over intervals [23], too. In short, we mention two particular problems:

- Matrix power. Computing the exact bounds on second power of the matrix $\mathbf{A}^{2}$ is strongly polynomial (just by evaluating by interval arithmetic), but computing the cube $\mathbf{A}^{3}$ turns out to be NP-hard [20].
- Matrix norm. Computing the range of $\|A\|$ when $A \in \mathbf{A}$ is a trivial task for vector $\ell_{p}$-norms applied on matrices (including Frobenius norm or maximum norm) or for induced 1- and $\infty$-norms. On the other hand, determining the largest value of the spectral norm $\|A\|_{2}$ (the largest singular value) subject to $A \in \mathbf{A}$ is NP-hard [28].


## 5 Summary

In this work we explored the fundamental problems of interval linear algebra. Our goal was to:

- provide a basic introduction to interval linear algebra
- answer elementary computational complexity questions linked with interval linear algebra
- discuss the computational complexity of the basic problems
- explain the relations between these problems
- mention relaxations or special classes of these problems that are easily decidable or there exist polynomial algorithms solving them
- provide a basis for further reading and research

At this place we also would like to apologize to those whose results are not mentioned in this work. There are many great achievements, however this work can unfortunately consume only limited amount of space. We provide links to the literature, where you can find much more of them.
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# On Optimal Extended Row Distance Profile 

P. Almeida, D. Napp and R. Pinto


#### Abstract

In this paper, we investigate extended row distances of Unit Memory (UM) convolutional codes. In particular, we derive upper and lower bounds for these distances and moreover present a concrete construction of a UM convolutional code that almost achieves the derived upper bounds. The generator matrix of these codes is built by means of a particular class of matrices, called superregular matrices. We actually conjecture that the construction presented is optimal with respect to the extended row distances as it achieves the maximum extended row distances possible. This in particular implies that the upper bound derived is not completely tight. The results presented in this paper further develop the line of research devoted to the distance properties of convolutional codes which has been mainly focused on the notions of free distance and column distance. Some open problems are left for further research.


Keywords Convolutional codes - Superregular matrices • Unimemory convolutional codes • Maximum Distance Profile (MDP) • Maximum Distance Separable (MDS)

## 1 Introduction

During the last two decades, renewed efforts were made to investigate the distance properties of convolutional codes, mainly, their free (Hamming) distance and their column distance. In [20] a Singleton bound for convolutional codes was derived (called generalized Singleton bound) and the codes achieving such a bound were called maximum distance separable (MDS). In [23] the first concrete construction of an MDS convolutional code (over the finite field $\mathbb{F}$ ) of rate $\frac{k}{n}$ and degree $\delta$ was presented for every given set of parameters $(n, k, \delta)$, (with the characteristic of the

[^4]finite field $\mathbb{F}$ and the length $n$ of the code being coprime). Bounds and fundamental properties of the column distances of convolutional codes have also been thoroughly investigated, see for instance [7, 8, 11, 18]. Convolutional codes having the largest columns distances for a given rate $\frac{k}{n}$ and degree $\delta$ are called maximum distance profile (MDP). Their existence was proven in [8] and concrete constructions were given in [7] when $(n-k) \mid \delta$ and in [17] for every set of given parameters $(n, k, \delta)$.

In contrast to the column distances, the extended row distances grow beyond the free distance and therefore provide additional information about the performance of the code. Hence, the notion of (extended) row distance is often used when more detailed knowledge of the distance structure of a convolutional code is needed [11]. One of the advantages of the row distance is that it is easy to calculate and serves as an excellent rejection rule when encoders are tested in search for convolutional code with large free distance. As opposed to the free distance and column distance the notion of (extended) row distance has not been fully investigated in the literature.

In this paper we shall focus on Unit Memory (UM) convolutional codes [14]. These codes may be an interesting alternative to the usual convolutional codes as their block length can be chosen to coincide with the word length of microprocessors, see $[14,24]$ for details. Binary (partial) UM convolutional codes were investigated in the literature by Lauer [13] and Justensen [12, 24] who showed that unit memory codes can perform better in some situations than codes having the same rate and degree but with memory larger than 1 .

It is the aim of this work to analyze the row distances of Unit Memory (UM) convolutional codes with finite support. In particular we derive upper bounds for extended row distances of UM convolutional codes for a given rate $\frac{k}{n}$ and degree $\delta$. Moreover, we show that such a bounds are tight by presenting concrete constructions of convolutional codes achieving this bound. The encoder matrices of these codes are built by means of a very particular type of matrices called superregular matrices.

The paper is organized as follows. In Sect. 2, we introduce the basic material for the development of the paper: it includes the necessary introductory material on UM convolutional codes and on the class of superregular matrices. In Sect. 3, we include the main results of the paper. In particular we establish upper and lower bounds on the extended row distances and moreover show how to construct $(n, k, \delta) \mathrm{UM}$ convolutional codes that have (nearly) optimal profile of extended row distances. We conclude the paper in Sect. 4 where we resume the results of the paper and point out some aspects of this construction that can be improved in order to make it more attractive for applications. Finally some interesting avenues for research in this direction are indicated.

## 2 Distances of Convolutional Codes

This section contains the mathematical background needed for the development of our results. First we introduce convolutional codes with finite support and in particular unit memory codes. We conclude this section by recalling the notion superregular matrices [2]. Such matrices have some similarities with the ones introduced
in $[3,7]$. They have similar entries and, therefore, some properties are the same but the structure of these new matrices may be different.

Let $\mathbb{F}$ be a finite field and $\mathbb{F}[D]$ be the ring of polynomials with coefficients in $\mathbb{F}$.

### 2.1 Unit Memory Convolutional Codes

A (finite support) convolutional code $\mathscr{C}$ of rate $k / n$ is an $\mathbb{F}[D]$-submodule of $\mathbb{F}[D]^{n}$ of rank $k$ given by a basic and minimal full-rank polynomial encoder matrix $G(D) \in$ $\mathbb{F}[D]^{k \times n}$,

$$
\mathscr{C}=\operatorname{Im}_{\mathbb{F}[D]} G(D)=\left\{u(D) G(D): u(D) \in \mathbb{F}^{k}[D]\right\},
$$

where basic means that $G(D)$ has a polynomial right inverse, and minimal means that the sum of the row degrees of $G(D)$ attains its minimal possible value $\delta$, called the degree of $\mathscr{C} .{ }^{1}$ The largest row degree of $G(D)$ is called the memory. Note that since $G(D)$ is basic the resulting convolutional code if noncatastrophic, and hence we assume that only noncatastrophic codes are of interest [17, 19].

Although this is the general definition of convolutional codes with finite support, in this paper we will focus on a particular subclass of these codes, namely, Unit Memory (UM), i.e., when the encoder matrix $G(D)$ is described by $G(D)=G_{0}+G_{1} D$, $G_{1} \neq 0$ or equivalently when the memory is equal to 1 . Following the notation used in [16] a rate $k / n$ UM convolutional code $\mathscr{C}$ of degree $\delta$ is called an $(n, k, \delta)$ convolutional code. Note that in this case $1 \leq \delta \leq k$.

If $u(D) \in \mathbb{F}[D]^{k}$ has degree $j \geq 0, u(D)=u_{0}+u_{1} D+\cdots+u_{j-1} D^{j-1}$, and

$$
G(D)=G_{0}+G_{1} D,
$$

the above representation of $u(D) G(D)=v(D)$ can be expanded as

$$
\begin{align*}
& {\left[\begin{array}{llll}
u_{0} & u_{1} & \cdots & u_{j-1}
\end{array}\right]\left[\begin{array}{cccc}
G_{0} & G_{1} & & \\
& G_{0} & G_{1} & \\
& & \ddots & \\
& & & \\
& & & G_{0}
\end{array}\right]=\left[\begin{array}{llll}
v_{0} & v_{1} & \cdots & v_{j}
\end{array}\right],}  \tag{1}\\
& \underbrace{}_{=G_{j}^{r}}
\end{align*}
$$

where $G_{j}^{r} \in \mathbb{F}^{j k \times(j+1) n}$ is called the sliding generator matrix.

[^5]An important distance measure for a convolutional code $\mathscr{C}$ is its free distance defined as

$$
d_{\mathrm{free}}(\mathscr{C})=\min \{\mathrm{wt}(v(D)) \mid v(D) \in \mathscr{C} \quad \text { and } \quad v(D) \neq 0\}
$$

where $\mathrm{wt}(v(D))$ is the Hamming weight of a polynomial vector

$$
v(D)=\sum_{i \in \mathbb{N}} v_{i} D^{i} \in \mathbb{F}[D]^{n},
$$

defined as

$$
\mathrm{wt}(v(D))=\sum_{i \in \mathbb{N}} \mathrm{wt}\left(v_{i}\right),
$$

where $\mathrm{wt}\left(v_{i}\right)$ is the number of the nonzero components of $v_{i}$.
The extended row distance $d_{j}^{r}$ is defined $[11,24]$ to be the minimum Hamming weight of all paths in the minimal code trellis that diverge from the zero state and then return for the first time back in the zero state only after $j$ branches. An UM code can be represented by a trellis [4-6] where the state at time $t$ is $u_{t-1}$. The number of states is $|\mathbb{F}|^{k}$ and for UM codes the zero state can always be achieved in one step with input $u_{t}=0$. Moreover, a path in the trellis is unmerged with the zero path if and only if each information sub-block is nonzero.

For $j \geq 1$, let $I_{j}$ denote the set of all $u(D)$ such that $u_{\lambda} \neq 0$ for $\lambda=0,1, \ldots, j-1$ and $u_{j}=0$. We formally define the extended row distance $d_{j}^{r}$ as

$$
d_{j}^{r}=\min _{u(D) \in I_{j}} \operatorname{wt}(u(D) G(D))
$$

Thus we are considering the minimum weight of subcodewords corresponding to paths in the trellis from the zero state which reach the zero state again for the first time after exactly $j+1$ time instances. Note that $d_{\mathrm{free}} \leq d_{j+1}^{r} \leq d_{j}^{r}$ and moreover for noncatastrophic codes it holds that $d_{\mathrm{free}}=d_{\infty}^{r}=\min _{j=0,1,2, \ldots} d_{j}^{r}$ and $\alpha=\lim _{j \rightarrow+\infty} \frac{d_{j}^{r}}{j}$ gives the average linear slope of $d_{j}^{r}$.

### 2.2 Superregular Matrices

Let $A=\left[\mu_{i \ell}\right]$ be a square matrix of order $m$ over $\mathbb{F}$ and $S_{m}$ the symmetric group of order $m$. The determinant of $A$ is given by

$$
|A|=\sum_{\sigma \in S_{m}}(-1)^{\operatorname{sgn}(\sigma)} \mu_{1 \sigma(1)} \cdots \mu_{m \sigma(m)} .
$$

A trivial term of the determinant is a term $\mu_{\sigma}=\mu_{1 \sigma(1)} \cdots \mu_{m \sigma(m)}$, with at least one component $\mu_{i \sigma(i)}$ equal to zero. If $A$ is a square submatrix of a matrix $B$ with entries in $\mathbb{F}$, and all the terms of the determinant of $A$ are trivial, we say that $|A|$ is a trivial minor of $B$ (if $B=A$ we simply say that $|A|$ is a trivial minor). We say that a matrix $B$ is superregular if all its nontrivial minors are different from zero.

The next results were derived in [3] and they will be very useful for our purposes in the next section.

Theorem 1 Let $\mathbb{F}$ be a field and $a, b \in \mathbb{N}$, such that $a \geq b$ and $B \in \mathbb{F}^{a \times b}$. Suppose that $u=\left[u_{i}\right] \in \mathbb{F}^{b \times 1}$ is a row matrix such that $u_{i} \neq 0$ for all $1 \leq i \leq b$. If $B$ is a superregular matrix and every column of $B$ has at least one nonzero entry then $\operatorname{wt}(u B) \geq b-a+1$.

Theorem 2 Let $\alpha$ be a primitive element of a finite field $\mathbb{F}=\mathbb{F}_{p^{N}}$ and $B=\left[\nu_{i \ell}\right]$ be a matrix over $\mathbb{F}$ with the following properties

1. if $v_{i \ell} \neq 0$ then $v_{i \ell}=\alpha^{\beta_{i \ell}}$ for a positive integer $\beta_{i \ell}$;
2. if $v_{i \ell}=0$ then $v_{i^{\prime} \ell}=0$, for any $i^{\prime}>i$ or $v_{i \ell^{\prime}}=0$, for any $\ell^{\prime}<\ell$;
3. if $\ell<\ell^{\prime}, v_{i \ell} \neq 0$ and $v_{i \ell^{\prime}} \neq 0$ then $2 \beta_{i \ell} \leq \beta_{i \ell^{\prime}}$;
4. if $i<i^{\prime}, v_{i \ell} \neq 0$ and $v_{i^{\prime} \ell} \neq 0$ then $2 \beta_{i \ell} \leq \beta_{i^{\prime} \ell}$.

Suppose $N$ is greater than any exponent of $\alpha$ appearing as a nontrivial term of any minor of $B$. Then $B$ is superregular.

We note that there exist several notions of superregular matrices in the literature. The definition given above generalizes all these notions. Frequently, see for instance [22], a superregular matrix is defined to be a matrix for which every square submatrix is nonsingular. Obviously all the entries of these matrices must be nonzero. Also, in [1,21], several examples of triangular matrices were constructed in such a way that all submatrices inside this triangular configuration were nonsingular. However, all these notions do not apply to our case as they do not consider submatrices that contain zeros. The more recent contributions [7,9,10,25,26] consider the same notion of superregularity as us, but defined only for lower triangular matrices. Hence, many examples can be found in these references. In the following section we will adapt this general notion of superregularity to the case of interest in this paper, namely, the sliding generator matrices $G_{j}^{r}$.

## 3 Bounds and Constructions

In this section we present results of upper and lower bounds on extended row distances of UM convolutional codes. Moreover, we show how we can use the notion of superregular matrices to construct codes that achieve these bounds. We also provide a concrete class of superregular matrices that can be used to build UM convolutional codes with good design row extended distance. We point out some of the advantages and disadvantages of this construction in terms of the size of the field $\mathbb{F}$.

Given a generator matrix $G(D)=G_{0}+G_{1} D$ of $\mathscr{C}$ we shall assume without loss of generality that the zero rows of $G_{1}$ are at the top, i.e.,

$$
G_{0}=\left[\begin{array}{c}
G_{0}^{(1)}  \tag{2}\\
G_{0}^{(2)}
\end{array}\right] \quad G_{1}=\left[\begin{array}{c}
0 \\
G_{1}^{(2)}
\end{array}\right]
$$

with $G_{i}^{(1)} \in \mathbb{F}^{k-\delta \times n}$ and $G_{i}^{(2)} \in \mathbb{F}^{\delta \times n}$, where $\delta$ is the degree of $\mathscr{C}$. We write $u=$ $\left[\begin{array}{ll}u^{(1)} & u^{(2)}\end{array}\right]$ accordingly. Note that since $G(D)$ is basic and minimal $G_{0}$ and $\left[\begin{array}{l}G_{0}^{(1)} \\ G_{1}^{(2)}\end{array}\right]$ have full row rank.

The following result establishes an upper bound for the extended row distances.
Theorem 3 Let $\mathscr{C}$ be a $U M(n, k, \delta)$-convolutional code with generator matrix given by $G(D)=G_{0}+G_{1} D$ as above. Then,

$$
\begin{equation*}
d_{j}^{r} \leq(n-k+1) j+n \tag{3}
\end{equation*}
$$

Proof We want to estimate

$$
\begin{equation*}
\min _{u(D) \in I_{j}} \operatorname{wt}(u(D) G(D))=\min _{u_{i} \neq 0} \operatorname{wt}\left(\left[u_{0} u_{1} \cdots u_{j-1}\right] G_{j}^{r}\right) \tag{4}
\end{equation*}
$$

where $G_{j}^{r}$ is the sliding generator matrix defined in (1). Clearly

$$
\min _{u_{0} \neq 0} \mathrm{wt}\left(v_{0}\right)=\min _{u_{0} \neq 0} \operatorname{wt}\left(u_{0} G_{0}\right) \leq n-k+1
$$

as $n-k+1$ is the Singleton bound for $(n, k)$-block codes.
If $u_{0}^{(2)} \neq 0$ then $u_{0} G_{1} \neq 0$ and therefore $\left[\begin{array}{l}G_{1} \\ G_{0}\end{array}\right]$ has at least $k+1$ rows. Thus, exists $u_{1}$ such that

$$
\mathrm{wt}\left(v_{1}\right)=\mathrm{wt}\left(\left[u_{0} u_{1}\right]\left[\begin{array}{l}
G_{1}  \tag{5}\\
G_{0}
\end{array}\right]\right) \leq n-k
$$

However we may have $u_{1}=0$ which contradicts $u_{i} \neq 0$, for all $i$, and $u_{0}^{(2)}=0$ which implies $u_{0} G_{1}=0$ and therefore

$$
\begin{equation*}
\mathrm{wt}\left(v_{1}\right) \leq n-k+1 \tag{6}
\end{equation*}
$$

Hence, in any case

$$
\begin{equation*}
\min _{u_{0} \neq 0} \mathrm{wt}\left(v_{1}\right) \leq n-k+1 \tag{7}
\end{equation*}
$$

Following the same reasoning, for any $u_{i-1}$ there exists $u_{i}$ such that

$$
\min _{u_{0} \neq 0} \operatorname{wt}\left(v_{i}\right)=\min _{u_{0} \neq 0} \operatorname{wt}\left(\left[u_{i-1} u_{i}\right]\left[\begin{array}{l}
G_{1} \\
G_{0}
\end{array}\right]\right) \leq n-k+1 .
$$

for $i=1, \ldots, j-1$, since, if with $u_{i-1}^{(2)}=0$ then $\operatorname{wt}\left(v_{i}\right)=n-k+1$. Obviously $\mathrm{wt}\left(v_{j}\right)=\mathrm{wt}\left(u_{j-1} G_{1}\right) \leq n$ and hence for $\left[v_{0} v_{1} \cdots v_{j}\right]=\left[u_{0} u_{1} \cdots u_{j-1}\right] G_{j}^{r}$ with $u_{i} \neq 0$, we have that

$$
\begin{aligned}
\min _{u_{i} \neq 0} \mathrm{wt}\left(\left[v_{0} v_{1} \cdots v_{j}\right]\right) & =\min _{u_{i} \neq 0}\left(\mathrm{wt}\left(v_{0}\right)+\sum_{i=1}^{j-1} \mathrm{wt}\left(v_{i}\right)+\operatorname{wt}\left(v_{j}\right)\right) \\
& \leq(n-k+1) j+n
\end{aligned}
$$

Remark 1 Taking a closer look at the proof of the previous lemma we see that between the two upper bounds (5) and (6) we had to consider the largest one (6) in order to prove (3). However we believe that (5) will hold for $a\left[u_{0} u_{1} \cdots u_{j-1}\right]$ minimizing (4). Since we failed to come up with a formal proof for this we leave it for future research and conjecture that the actual upper bound in (3) should be slightly smaller, namely,

$$
\begin{equation*}
d_{j}^{r} \leq(n-k) j+n+1 \tag{8}
\end{equation*}
$$

In the next section, we will construct a code that achieves the upper bound in (8).
If $\mathscr{C}$ has its extended row distances achieving the bound (8) for every $j \in \mathbb{N}$ we say that $\mathscr{C}$ has an almost optimal extended row distances profile (AOEDP). Note that this upper-bound does not depend on the degree $\delta$ of $\mathscr{C}$ in contrast to the generalized Singleton bound for the free distance [20]. Also note that the bound given in (8) grows infinitely and in practice one is interested in knowing the values of $d_{j}^{r}, 1 \leq j \leq J$ for same given integer $J$.

The assumption that the zero rows of $G_{1}$ are at the top implies that the matrix $\left[\begin{array}{l}G_{1} \\ G_{0}\end{array}\right]$ cannot have zero rows between two nonzero rows.

We will construct UM convolutional codes with designed extended row distances and for that we will require the sliding generator matrix $G_{j}^{r}$ to be superregular. Next result characterizes and simplifies the conditions such a $G_{j}^{r}$ to be superregular.

Lemma 1 Let $G_{j}^{r}$ be a sliding generator matrix as defined above. Then, $G_{j}^{r}$ is superregular if and only if every square submatrix of $G_{j}^{r}$ that does not contain zeros in the diagonal is invertible.

Proof The proof amounts to showing that the unique nontrivial minors of $G_{j}^{r}$ are exactly the ones that do not contain zeros in their diagonal. Let $A=\left[a_{i j}\right] \in \mathbb{F}^{t \times t}$ be a square submatrix of $G_{j}^{r}$. Obviously, if all the elements in the diagonal of $A$ are
nonzero then the corresponding minor is nontrivial. Thus, it is left to prove that if contains a zero in the diagonal, say $a_{s s}$, then the corresponding minor is trivial. In fact only two possibilities can happen due to the particular structure of blocks of zeros of $G_{j}^{r}$. Or there exists a block of zeros in the upper right corner of $A$, namely, $a_{i j}=0$ for $0 \leq i \leq s$ and $s \leq j \leq t$ or otherwise there exists a block o zeros in the left bottom corner of $A$, namely, $a_{i j}=0$ for $s \leq i \leq t$ and $0 \leq j \leq s$. It is easy to verify that all terms of $|A|$ have components in both blocks which concludes the proof.

The next result shows how superregular matrices are related to UM convolutional codes that have an AOEDP.

Theorem 4 Let $\mathscr{C}$ be a $U M(n, k, \delta)$-convolutional code generated by $G(D)=$ $G_{0}+G_{1} D$. If all the entries of $G_{0}$ and $G_{1}^{(2)}$ are nonzero and the sliding generator matrix $G_{j}^{r}$ is superregular then

$$
d_{j}^{r} \geq(n-k) j+n+1,
$$

i.e., $\mathscr{C}$ has an $A O E D P$.

Proof For $j \geq 1$, let $u(D) \in I_{j}$. Suppose that the weight of $\left[u_{0} u_{1} \cdots u_{j-1}\right]$ is $t$ and let $\bar{u}$ be the vector formed by the nonzero components of $\left[u_{0} u_{1} \cdots u_{j-1}\right]$ and $B$ be the matrix formed by the $t$ rows of $G_{j}^{r}$ corresponding to $\bar{u}$. Thus $B$ has $(j+1) n$ columns and $t$ rows. Since $u_{\lambda} \neq 0$ for $\lambda=0,1, \ldots, j-1$ then the $(j+1) n$ columns of $B$ are nonzero. The matrix $B$ is superregular as it is assumed that $G_{j}^{r}$ is superregular and any submatrix of a superregular matrix is superregular. Then we can apply Theorem 1 to obtain,

$$
\mathrm{wt}(\bar{u} B)=\mathrm{wt}(v(D)) \geq(j+1) n-t+1 .
$$

Since $t \leq j k$, we have that

$$
\operatorname{wt}(v(D)) \geq(j+1) n-j k+1=(n-k) j+n+1
$$

This concludes the proof.
For a given $J \geq 1$ and a set of parameters $(n, k, \delta)$, with $\delta \leq k<n$ we propose a concrete construction of UM convolutional code constructed via the following class of superregular regular matrices.

Let $G(D)=G_{0}+G_{1} D$, where $G_{i}$, with $i=1,2$, are described by

$$
G_{i}=\left[\gamma_{r s}\right] \text { for } \gamma_{r s}= \begin{cases}\alpha^{2^{n+r+s-2}} & \text { if } i=0  \tag{9}\\ \alpha^{2^{r+s-2}} & \text { if } i=1 \text { and } r>k-\delta \\ 0 & \text { if } i=1 \text { and } r \leq k-\delta\end{cases}
$$

where $\alpha$ is a primitive element of the finite field $\mathbb{F}=\mathbb{F}_{p^{N}}$.

Lemma 2 Let $G(D)$ be as in (9). Suppose $N$ is greater than any exponent of $\alpha$ appearing as a nontrivial term of any minor of $G_{J}^{r}$. Then assumptions of Theorem 4 hold for $j=1, \ldots, J$, namely, all the entries of $G_{0}$ and $G_{1}^{(2)}$ are nonzero and the sliding generator matrix $G_{J}^{r}$ is superregular.

Proof The fact that the entries of $G_{0}$ and $G_{1}^{(2)}$ are nonzero is straightforward. To show that the sliding generator matrix $G_{J}^{r}$ is superregular permutate the columns of $G_{J}^{r}$ to obtain the matrix

$$
A=\left[\begin{array}{cc} 
&  \tag{10}\\
& G_{1} G_{0} \\
& G_{1} \\
\hline & G_{0} \\
G_{1} & \cdot \\
G_{0} & .
\end{array}\right] .
$$

One can check that $A$ satisfies the conditions of Theorem 2 and therefore it is superregular. Since the minors of $A$ are equal (or symmetric) to the minors of $G_{J}^{r}$ this implies that $G_{J}^{r}$ is also superregular.

We are now in a position to present a result that readily follows from Theorem 4 and Lemma 2 and states that the construction rendered in (9) gives rise to a UM convolutional code with a designed extended row distance and moreover has a AOEDP.

Corollary 1 Let $\mathscr{C}$ be a $U M(n, k, \delta)$-convolutional code generated by $G(D)=$ $G_{0}+G_{1} D \in \mathbb{F}^{k \times n}$, where $G_{0}$ and $G_{1}$, are described above. Assume that $\mathbb{F}=\mathbb{F}_{p^{N}}$, for p prime and $N$ sufficiently large, then the sliding generator matrix $G_{J}^{r}$ is superregular and

$$
d_{j}^{r}=(n-k) j+n+1,
$$

for $j=, 0,1, \ldots J$, i.e., $d_{j}^{r}$ reaches the upper-bound given in (8) for $j=, 0,1, \ldots J$.

## 4 Conclusions

A great deal of attention has been devoted in recent years to the study of convolutional codes with good distance properties. In particular, Maximum Distance Profile (MDP) or Maximum Distance Separable (MDS) have been thoroughly investigated. In this paper we have focused our attention to the construction of unit memory convolutional codes with good extended row distance. It turns out that the question of how to construct them can be related to the construction of a class of matrices, called superregular. We have given conditions for the sliding generator matrix of a code to yield UM convolutional codes with nearly optimal extended row distances. A concrete construction have been presented based on a type of superregular matrices that had been recently used for the authors to build MDP [2]. Moreover, it was recently shown [15] that this class of matrices perform very well when considering rank
metric instead of the Hamming metric, producing Maximum Sum Rank Distance convolutional codes. It is natural to ask whether also the presented codes have optimal extended row distance with respect to the rank metric (to be formally defined). This opens up a interesting avenue of future research. Finally we remark that one of the disadvantages of the presented constructions is that they require large fields and it would be convenient to come up with new constructions of superregular matrices over smaller fields.
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# The Dual of Convolutional Codes Over $\mathbb{Z}_{p^{r}}$ 
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#### Abstract

An important class of codes widely used in applications is the class of convolutional codes. Most of the literature of convolutional codes is devoted to convolutional codes over finite fields. The extension of the concept of convolutional codes from finite fields to finite rings have attracted much attention in recent years due to fact that they are the most appropriate codes for phase modulation. However convolutional codes over finite rings are more involved and not fully understood. Many results and features that are well-known for convolutional codes over finite fields have not been fully investigated in the context of finite rings. In this paper we focus in one of these unexplored areas, namely, we investigate the dual codes of convolutional codes over finite rings. In particular we study the $p$-dimension of the dual code of a convolutional code over a finite ring. This contribution can be considered a generalization and an extension, to the ring case, of the work done by Forney and McEliece on the dimension of the dual code of a convolutional code over a finite field.
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## 1 Introduction

Codes play an important role in our days. They are implemented in most of all communications systems in order to detect and correct errors that can be introduced during the transmission of information. Convolutional codes over finite rings were first introduced by [8] and are becoming more relevant for communication systems that combine coding and modulation.

We will consider convolutional codes constituted by left compact sequences in $\mathbb{Z}_{p^{r}}$, where $p$ is a prime and $r$ an integer, i.e., the codewords of the code will be of the form

$$
\begin{aligned}
w: \mathbb{Z} & \rightarrow \mathbb{Z}_{p^{r}}^{n} \\
t & \mapsto w_{t}
\end{aligned}
$$

where $w_{t}=0$ for $t<k$ for some $k \in \mathbb{Z}$. These sequences can be represented by Laurent series, $w(D)=\sum_{t=k}^{\infty} w_{t} D^{t}$. Let us denote by $\mathbb{Z}_{p^{r}}((D))$ the ring of Laurent series over $\mathbb{Z}_{p^{r}}$. Moreover, we will represent the ring of polynomials over $\mathbb{Z}_{p^{r}}$ by $\mathbb{Z}_{p^{r}}[D]$ and the ring of rational matrices over $\mathbb{Z}_{p^{r}}$ by $\mathbb{Z}_{p^{r}}(D)$. More precisely, $\mathbb{Z}_{p^{r}}(D)$ is the set
$\left\{\frac{p(D)}{q(D)}: p(D), q(D) \in \mathbb{Z}_{p^{r}}[D]\right.$ and the coefficient of the smallest power of $D$ in $q(D)$ is a unit $\}$ modulo the equivalence relation

$$
\frac{p(D)}{q(D)} \sim \frac{p_{1}(D)}{q_{1}(D)} \text { if and only if } p(D) q_{1}(D)=p_{1}(D) q(D)
$$

Convolutional codes over finite rings behave very differently from convolutional codes over finite fields due to the existence of zero divisors. One main difference is that a convolutional code over a finite field $\mathbb{F}$ is always a free module over $\mathbb{F}((D))$ which does not happen in the ring case. In order to deal with this problem we will consider a new type of basis, for $\mathbb{Z}_{p^{r}}[D]$-submodules of $\mathbb{Z}_{p^{r}}^{n}[D]$, which will allow us to define a kind of basis for every convolutional code, called $p$-basis, and a related type of dimension, called $p$-dimension. This notions have been extensively used in the last decade $[6,7,10,13,14]$, extending the ideas of $p$-adic expansion, $p$-dimension, $p$-basis, etc., used in the context of $\mathbb{Z}_{p^{r}}$-submodules of $\mathbb{Z}_{p^{r}}^{n},[1,11$, 12, 15].

In this paper we will study the dual of a convolutional code over $\mathbb{Z}_{p^{r}}[D]$. In particular, we will show that the dual of a convolutional code is also a convolutional code and we will relate the $p$-dimensions of a convolutional code and its dual. In the field case, this result follows immediately from matrix theory and it is mentioned in [3, 9].

## 2 The Module $\mathbb{Z}_{p^{r}}{ }^{[ }[D]$

Any element in $\mathbb{Z}_{p^{r}}^{n}$ can be written uniquely as a linear combination of $1, p, p^{2}, \ldots$ $\ldots, p^{r-1}$, with coefficients in $\mathscr{A}_{p}=\{0,1, \ldots, p-1\} \subset \mathbb{Z}_{p^{r}}$ (called the $p$-adic expansion of the element) [1]. Note that all elements of $\mathscr{A}_{p} \backslash\{0\}$ are units. This property provides a kind of linear independence on the elements of $\mathscr{A}_{p}$. In [15], the authors considered this property to define a special type of linear combination of vectors, called $p$-linear combination, which allowed to define the notion of $p$-generator sequence, $p$-basis and $p$-dimension for every submodule of $\mathbb{Z}_{p^{r}}^{n}$. These notions were extended for polynomial vectors in [7] and we recall them in this section.

Definition 1 ([7]) Let $v_{1}(D), \ldots, v_{k}(D)$ be in $\mathbb{Z}_{p^{r}}^{n}[D]$. The vector $\sum_{j=1}^{k} a_{j}(D) v_{j}(D)$, with $a_{j}(D) \in \mathscr{A}_{p}[D]$, is said to be a $p$-linear combination of $v_{1}(D), \ldots, v_{k}(D)$ and the set of all $p$-linear combination of $v_{1}(D), \ldots, v_{k}(D)$ is called the $\boldsymbol{p}$-span of $\left\{v_{1}(D), \ldots, v_{k}(D)\right\}$, denoted by $p$-span ( $\left.v_{1}(D), \ldots, v_{k}(D)\right)$.

Note that the $p$-span of a set of vectors is not always a module. We need to introduce an extra condition to be fulfilled by the vectors.

Definition 2 ([7]) An ordered set of vectors $\left(v_{1}(D), \ldots, v_{k}(D)\right)$ in $\mathbb{Z}_{p^{r}}^{n}[D]$ is said to be a $\boldsymbol{p}$-generator sequence if $p v_{i}(D)$ is a $p$-linear combination of $v_{i+1}(D), \ldots$, $v_{k}(D), \quad i=1, \ldots, k-1$, and $p v_{k}(D)=0$.

Lemma 1 ([7]) If $\left(v_{1}(D), \ldots, v_{k}(D)\right)$ is a p-generator sequence in $\mathbb{Z}_{p^{r}}^{n}[D]$ then

$$
p-\operatorname{span}\left(v_{1}(D), \ldots, v_{k}(D)\right)=\operatorname{span}\left(v_{1}(D), \ldots, v_{k}(D)\right)
$$

Consequently p-span $\left(v_{1}(D), \ldots, v_{k}(D)\right)$ is a $\mathbb{Z}_{p^{r}}$-submodule of $\mathbb{Z}_{p^{r}}^{n}[D]$.
Note that if $M=\operatorname{span}\left(v_{1}(D), \ldots, v_{k}(D)\right)$ is a submodule of $\mathbb{Z}_{p^{r}}[D]$, then

$$
\begin{align*}
& \left(v_{1}(D), p v_{1}(D) \ldots, p^{r-1} v_{1}(D), v_{2}(D), p v_{2}(D), \ldots\right.  \tag{1}\\
& \left.\ldots, p^{r-1} v_{2}(D), \ldots, v_{l}(D), p v_{k}(D) \ldots, p^{r-1} v_{k}(D)\right)
\end{align*}
$$

is a $p$-generator sequence of $M$.
Definition 3 ([7]) The vectors $v_{1}(D), \ldots, v_{k}(D)$ in $\mathbb{Z}_{p^{r}}^{n}[D]$ are said to be $\boldsymbol{p}$-linearly independent if the only $p$-linear combination of $v_{1}(D), \ldots, v_{k}(D)$ that is equal to 0 is the trivial one.

Definition 4 ([7]) An ordered set of vectors $\left(v_{1}(D), \ldots, v_{k}(D)\right)$ which is a $p$-linearly independent $p$-generator sequence of a submodule $M$ of $\mathbb{Z}_{p^{r}}^{n}[D]$ is said to be a $\boldsymbol{p}$-basis of $M$.

It is proved in [6] that two $p$-bases of a $\mathbb{Z}_{p^{r}}[D]$-submodule $M$ of $\mathbb{Z}_{p^{r}}^{n}[D]$ have the same number of elements. This number of elements is called $\boldsymbol{p}$-dimension of $M$ and is denoted by $p$-dim $(M)$.

We recall that a free module is a module which admits a basis. The cardinality of a basis of a free module $M$ is called the rank of $M$.

Lemma 2 ([7]) Let $M$ be a free submodule of $\mathbb{Z}_{p^{r}}[D]$ of rank $m$. Then the $p$ dimension of $M$ is $m r$. If $\left(v_{1}(D), \ldots, v_{m}(D)\right)$ is basis of $M$, then, the sequence

$$
\left(v_{1}(D), p v_{1}(D), \ldots, p^{r-1} v_{1}(D), \ldots, v_{m}(D), p v_{m}(D), \ldots, p^{r-1} v_{m}(D)\right)
$$

is a $p$-basis of $M$.
The same notions and results are satisfied for the module $\mathbb{Z}_{p^{r}}^{n}$ in [15]. In fact, as mentioned before, these notions were first introduced in this paper for such modules and later extended for the module $\mathbb{Z}_{p^{r}}^{n}[D]$ in [7].

Finally, we give the following definition which we need in next sections.
Definition 5 ([5]) A module $M$ is said to be semisimple if it is a direct sum of simple modules, where a simple module is a module that has no submodules other than itself and $\{0\}$.

Let $M$ be a semisimple module. Then every submodule of $M$ is a direct summand, i.e., for every submodule $N$ of $M$, there is a complement $P$ such that $M=N \oplus P$. Moreover, every submodule of $M$ is semisimple.

## 3 Convolutional Codes Over $\mathbb{Z}_{p^{r}}$

Definition 6 A convolutional code $\mathscr{C}$ of length $n$ over $\mathbb{Z}_{p^{r}}$ is a $\mathbb{Z}_{p^{r}}((D))$-submodule of $\mathbb{Z}_{p^{r}}^{n}((D))$ for which there exists a polynomial matrix $\widetilde{G}(D) \in \mathbb{Z}_{p^{r}}^{\tilde{k} \times n}[D]$ such that

$$
\begin{aligned}
\mathscr{C} & =\operatorname{Im}_{\mathbb{Z}_{p^{r}}((D))} \widetilde{G}(D) \\
& =\left\{u(D) \widetilde{G}(D) \in \mathbb{Z}_{p^{r}}^{n}((D)): u(D) \in \mathbb{Z}_{p}^{\widetilde{\kappa}}((D))\right\} .
\end{aligned}
$$

The matrix $\widetilde{G}(D)$ is called a generator matrix of $\mathscr{C}$. If $\widetilde{G}(D)$ has full row rank then it is called an encoder of $\mathscr{C}$.

The notion of $p$-basis can be used to define a $p$-encoder for a convolutional code.
Definition 7 ([6]) Let $\mathscr{C}$ be a convolutional code of length $n$ over $\mathbb{Z}_{p^{r}}$. Let $G(D)$ in $\mathbb{Z}_{p^{r}}^{k \times n}[D]$ be a polynomial matrix whose rows are a $p$-linearly independent $p$ generator sequence. Then $G(z)$ is a $p$-encoder of $\mathscr{C}$ if

$$
\begin{aligned}
\mathscr{C} & =\operatorname{Im}_{\mathscr{A}_{p}((D))} G(D) \\
& =\left\{u(D) G(D) \in \mathbb{Z}_{p^{r}}^{n}((D)): u(D) \in \mathscr{A}_{p}^{k}((D))\right\} .
\end{aligned}
$$

The integer $k$ is called the $p$-dimension of $\mathscr{C}$. If there exists a constant matrix $\widetilde{G}$ such that

$$
\mathscr{C}+=\left\{u(D) \widetilde{G} \in \mathbb{Z}_{p^{r}}^{n}((D)): u(D) \in \mathbb{Z}_{p}^{\tilde{k}}((D))\right\}
$$

then $\mathscr{C}$ is called a block code.
Obviously, block codes are a particular case of convolutional codes. Every block code $\mathscr{C}$ admits a generator matrix in standard form [2]

$$
\widetilde{G}=\left[\begin{array}{ccccccc}
I_{k_{0}} & A_{1,0}^{0} & A_{2,0}^{0} & A_{3,0}^{0} & \cdots & A_{r-1,0}^{0} & A_{r, 0}^{0}  \tag{2}\\
0 & p I_{k_{1}} & p A_{2,1}^{1} & p A_{3,1}^{1} & \cdots & p A_{r-1,1}^{1} & p A_{r, 1}^{1} \\
0 & 0 & p^{2} I_{k_{2}} & p^{2} A_{3,2}^{2} & \cdots & p^{2} A_{r-1,2}^{2} & p^{2} A_{r, 2}^{2} \\
0 & 0 & 0 & p^{3} I_{k_{3}} & \cdots & 0 & p^{3} A_{r, 3}^{3} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & p^{r-1} I_{k_{r-1}} & p^{r-1} A_{r, r-1}^{r-1}
\end{array}\right] .
$$

The integers $k_{0}, k_{1}, \ldots, k_{r-1}$ are called the parameters of $\widetilde{G}$. All encoders of $\mathscr{C}$ in standard form have the same parameters $k_{0}, k_{1}, \ldots, k_{r-1}$.

Note that if $G(D)$ is a generator matrix of a convolutional code $\mathscr{C}$ and $X(D)$ is an invertible rational matrix such that $X(D) G(D)$ is polynomial, then $\operatorname{Im}_{\mathbb{Z}_{p^{r}}((D))} G(D)=$ $\operatorname{Im}_{\mathbb{Z}_{p^{r}}((D))} X(D) G(D)$, which means that $X(D) G(D)$ is also a generator matrix of $\mathscr{C}$. Thus, the next straightforward result follows. We include its proof for the sake of completeness.

Lemma 3 Let $\mathscr{C}$ be a submodule of $\mathbb{Z}_{p^{r}}^{n}((D))$ given by $\mathscr{C}=\operatorname{Im}_{\mathbb{Z}_{p^{r}}((D))} N(D)$, where $N(D) \in \mathbb{Z}_{p^{r}}^{\tilde{k} \times n}(D)$. Then $\mathscr{C}$ is a convolutional code, and if $N(D)$ has full row rank, $\mathscr{C}$ is a free code of rank $k$.

Proof Write $N(D)=\left[\frac{p_{i j}(D)}{q_{i j}(D)}\right]$, where $p_{i j}(D), q_{i j}(D) \in \mathbb{Z}_{p^{r}}[D]$, and the coefficient of the smallest power of $D$ in $q_{i j}(D)$ is a unit. Consider the diagonal matrix $Y(D) \in \mathbb{Z}_{p^{r}}^{\tilde{k} \times \tilde{k}}[D]$ whose element of the row $i$ is the least common multiple of $q_{i 1}(D), q_{i 2}(D), \ldots, q_{i \tilde{k}}(D)$. Thus $Y(D)$ is invertible and $N(D)=Y(D)^{-1} X(D)$ for some polynomial matrix $X(D) \in \mathbb{Z}_{p^{r}}^{\tilde{k} \times n}[D]$. Then $\operatorname{Im}_{\mathbb{Z}_{p^{r}}((D))} N(D)=\operatorname{Im}_{\mathbb{Z}_{p^{r}}((D))} X(D)$, which means that $X(D)$ is a generator matrix of $\mathscr{C}$. The last statement of the lemma follows from the fact that $N(D)$ is full row rank if and only if $X(D)$ has full row rank.

Next we will consider a decomposition of a convolutional code into simpler components. For that we need the following lemma.

Lemma 4 Let $M$ be a submodule of $\mathbb{Z}_{p^{r}}^{n}((D))$. Then, there exists a unique family $M_{0}, \ldots, M_{r-1}$ of free submodules of $\mathbb{Z}_{p^{r}}^{n}((D))$ such that

$$
\begin{equation*}
M=M_{0} \oplus p M_{1} \oplus \ldots \oplus p^{r-1} M_{r-1} \tag{3}
\end{equation*}
$$

Proof Let $\bar{M}$ be the projection of $M$ over $\mathbb{Z}_{p}((D))$ and denote its dimension by $k_{0}(M)$. Let $M_{0}$ be the free code over $\mathbb{Z}_{p^{r}}((D))$ of rank $k_{0}$ satisfying $\bar{M}=\overline{M_{0}}$ and $M_{0} \subset M$. As $\mathbb{Z}_{p^{r}}^{n}((D))$ is a semisimple module, $M_{0}$ admits a complement code $M_{0}^{\prime}$ in $M$. Necessarily, there exists a code $M_{1}^{\prime}$ such that $M_{0}^{\prime}=p M_{1}^{\prime}$. We have $M=$ $M_{0} \oplus p M_{1}^{\prime}$. Then by induction we have the result.

Note that if $\mathscr{C}$ is a block code, this decomposition is directly derived from a generator matrix in standard form. In fact, if $G$, of the form (2), is a generator matrix of $\mathscr{C}$ then $p^{i} \mathscr{C}_{i}=\operatorname{Im}_{\mathbb{Z}_{p^{r}}((D))} p^{i} G_{i}$, where $G_{i}=\left[0 \cdots 0 I_{k_{i}} A_{2, i}^{i} \cdots A_{r, i}^{i}\right], i=0, \ldots, r-1$.

Next we will show that any convolutional code $\mathscr{C}$ can be decomposed as

$$
\mathscr{C}=\mathscr{C}_{0} \oplus p \mathscr{C}_{1} \oplus \cdots \oplus p^{r-1} \mathscr{C}_{r-1}
$$

where $\mathscr{C}_{0}, \mathscr{C}_{1}, \ldots, \mathscr{C}_{r-1}$ are free convolutional codes.
Let $G(D)$ be a generator matrix of $\mathscr{C}$. If $G(D)$ is full row rank then $\mathscr{C}$ is free and $\mathscr{C}=\mathscr{C}_{0}$.

Let us assume now that $G(D)$ is not full row rank. Then the projection of $G(D)$ into $\mathbb{Z}_{p}[D], \overline{G(D)} \in \mathbb{Z}_{p}^{k \times n}[D]$, is also not full row rank and there exists a nonsingular matrix $F_{0}(D) \in \mathbb{Z}_{p}^{k \times k}[D]$ such that $F_{0}(D) \overline{G(D)}=\left[\begin{array}{c}\widetilde{G}_{0}(D) \\ 0\end{array}\right]$ modulo $p$, where $\widetilde{G}_{0}(D)$ is full row rank with rank $k_{0}$. Considering $F_{0}(D) \in \mathbb{Z}_{p^{r}}^{k \times k}[D]$, it follows that $F_{0}(D) G(D)=\left[\begin{array}{c}G_{0}(D) \\ p \widehat{G}_{1}(D)\end{array}\right]$, where $G_{0}(D) \in \mathbb{Z}_{p^{n}}^{k_{0} \times n}$ is such that $\overline{G_{0}(D)}=\widetilde{G}_{0}(D)$. Moreover, since $F_{0}(D)$ is invertible, $\left[\begin{array}{c}G_{\widehat{\widehat{G}}}(D) \\ p \widehat{G}_{1}(D)\end{array}\right]$ is also a generator matrix of $\mathscr{C}$.

Let us now consider $F_{1}(D) \in \mathbb{Z}_{p}^{\left(k-k_{0}\right) \times\left(k-k_{0}\right)}[D]$ such that $F_{1}(D) \overline{\widehat{G}_{1}(D)}=$ $\left[\begin{array}{c}\widetilde{G}_{1}(D) \\ 0\end{array}\right]$ modulo $p$, where $\widetilde{G}_{1}(D)$ is full row rank with rank $k_{1}$. Then, considering $F_{1}(D) \in \mathbb{Z}_{p^{r}}^{\left(k-k_{0}\right) \times\left(k-k_{0}\right)}[D]$, it follows that $F_{1}(D) \widehat{G}_{1}(D)=\left[\begin{array}{c}G_{1}^{\prime}(D) \\ p \widehat{G}_{2}(D)\end{array}\right]$, where $G_{1}^{\prime}(D) \in \mathbb{Z}_{p^{r}}^{\tilde{k}_{1} \times n}$ is such that $\overline{G_{1}^{\prime}(D)}=\widetilde{G}(D)$, and therefore

$$
\left[\begin{array}{cc}
I_{k_{0}} & 0 \\
0 & F_{1}(D)
\end{array}\right] F_{0}(D) G(D)=\left[\begin{array}{c}
G_{0}(D) \\
p G_{1}^{\prime}(D) \\
p^{2} \widehat{G}_{2}(D)
\end{array}\right]
$$

If $\left[\begin{array}{l}G_{0}(D) \\ G_{1}^{\prime}(D)\end{array}\right]$ is not full row rank, then there exists a permutation matrix $P$ and a rational matrix $L(D) \in \mathbb{Z}_{p^{r}}^{\tilde{1}_{1} \times k_{0}}(D)$ such that

$$
P\left[\begin{array}{cc}
I_{k_{0}} & 0 \\
L_{1}(D) & I_{k_{1}}
\end{array}\right]\left[\begin{array}{c}
G_{0}(D) \\
p G_{1}^{\prime}(D)
\end{array}\right]=\left[\begin{array}{c}
G_{0}(D) \\
p G_{1}^{\prime \prime}(D) \\
p^{2} G_{2}^{\prime}(D)
\end{array}\right]
$$

where $G_{1}^{\prime \prime}(D) \in \mathbb{Z}_{p^{r}}^{k_{1} \times n}(D)$ and $G_{2}^{\prime}(D) \in \mathbb{Z}_{p^{r}}^{\left(\tilde{k}_{1}-k_{1}\right) \times n}(D)$ are rational matrices and $\left[\begin{array}{l}G_{0}(D) \\ G_{1}^{\prime \prime}(D)\end{array}\right]$ is a full row rank rational matrix. Note that since $P\left[\begin{array}{cc}I_{k_{0}} & 0 \\ L_{1}(D) & I_{k_{1}}\end{array}\right]$ is nonsingular it follows that

$$
\operatorname{Im}_{\mathbb{Z}_{p^{r}}((D))}\left[\begin{array}{c}
G_{0}(D) \\
p G_{1}^{\prime}(D)
\end{array}\right]=\operatorname{Im}_{\mathbb{Z}_{p^{r}}((D))}\left[\begin{array}{c}
G_{0}(D) \\
p G_{1}^{\prime \prime}(D) \\
p^{2} G_{2}^{\prime}(D)
\end{array}\right]
$$

Let $G_{1}(D) \mathbb{Z}_{p^{r}}^{k_{1} \times n}[D]$ and $G_{2}^{\prime \prime}(D) \in \mathbb{Z}_{p^{r}}^{\left(\tilde{k}_{1}-k_{1}\right) \times n}[D]$ be polynomial matrices (see Lemma 3) such that

$$
\operatorname{Im}_{\mathbb{Z}_{p^{r}}((D))}\left[\begin{array}{c}
G_{0}(D) \\
p G_{1}^{\prime \prime}(D) \\
p^{2} G_{2}^{\prime}(D)
\end{array}\right]=\operatorname{Im}_{\mathbb{Z}_{p^{r}}((D))}\left[\begin{array}{c}
G_{0}(D) \\
p G_{1}(D) \\
p^{2} G_{2}^{\prime \prime}(D)
\end{array}\right] .
$$

Then

$$
\left[\begin{array}{c}
G_{0}(D) \\
p G_{1}(D) \\
p^{2} G_{2}^{\prime \prime}(D) \\
p^{2} \widehat{G}_{2}(D)
\end{array}\right]
$$

is still a generator matrix of $\mathscr{C}$ such that $\left[\begin{array}{l}G_{0}(D) \\ G_{1}(D)\end{array}\right]$ is full row rank.
Proceeding in the same way we obtain a generator matrix of $\mathscr{C}$ of the form

$$
\left[\begin{array}{c}
G_{0}(D) \\
p G_{1}(D) \\
\vdots \\
p^{r-1} G_{r-1}(D)
\end{array}\right],
$$

and such that

$$
\left[\begin{array}{c}
G_{0}(D) \\
G_{1}(D) \\
\vdots \\
G_{r-1}(D)
\end{array}\right]
$$

is full row rank. Thus $\mathscr{C}_{i}:=\operatorname{Im} G_{i}(D)$ is a free convolutional code, $i=0,1, \ldots, r-$ 1 , and $\mathscr{C}=\mathscr{C}_{0} \oplus p \mathscr{C}_{1} \oplus \cdots \oplus p^{r-1} \mathscr{C}_{r-1}$. If we denote by $k_{i}$ the rank of $\mathscr{C}_{i}$ then the family $\left\{k_{0}, \ldots, k_{r-1}\right\}$ is a characteristic of the code. Moreover, it's clear that $\mathscr{C}$ is free if and only if $k_{i}=0$ for $i=1 \ldots r-1$.

The following lemmas will be very useful for deriving the results of the remaining sections.

Lemma 5 Let $\mathscr{C}$ be a free convolutional code of length $n$ over $\mathbb{Z}_{p^{r}}((D))$ and rank $k$. Then, $p-\operatorname{dim}\left(p^{i} \mathscr{C}\right)=(r-i) k$.

Proof Let $G(D) \in \mathbb{Z}_{p^{r}}^{k \times n}[D]$ be an encoder of $\mathscr{C}$. The result follows from the fact that $\left[\begin{array}{c}p^{i} G(D) \\ p^{i+1} G(D) \\ \vdots \\ p^{r-1} G(D)\end{array}\right]$ is an $p$-encoder of $\mathscr{C}$, since $G(D)$ is full row rank.
Lemma 6 Let $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$ be two convolutional codes over $\mathbb{Z}_{p^{r}}((D))$. Then we have

$$
p-\operatorname{dim}\left(\mathscr{C}_{1}+\mathscr{C}_{2}\right)=p-\operatorname{dim} \mathscr{C}_{1}+p-\operatorname{dim} \mathscr{C}_{2}-p-\operatorname{dim}\left(\mathscr{C}_{1} \cap \mathscr{C}_{2}\right) .
$$

If the sum is direct, we have

$$
p-\operatorname{dim}\left(\mathscr{C}_{1} \oplus \mathscr{C}_{2}\right)=p-\operatorname{dim} \mathscr{C}_{1}+p-\operatorname{dim} \mathscr{C}_{2}
$$

Proof Suppose that $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$ are in direct sum, i.e., $\mathscr{C}_{1}+\mathscr{C}_{2}=\mathscr{C}_{1} \oplus \mathscr{C}_{2}$.
If $B_{1}$ is a $p$-basis of $\mathscr{C}_{1}$ and $B_{2}$ is a $p$-basis of $\mathscr{C}_{2}$, then $\left(B_{1}, B_{2}\right)$ is a $p$-basis of $\mathscr{C}_{1} \oplus \mathscr{C}_{2}$ which gives the result.

For the general case, Let denote by $A$ the complement of $\mathscr{C}_{1} \cap \mathscr{C}_{2}$ in $\mathscr{C}_{1}$, i.e., $\mathscr{C}_{1}=A \oplus \mathscr{C}_{1} \cap \mathscr{C}_{2}$, and let $B$ such that $\mathscr{C}_{2}=B \oplus \mathscr{C}_{1} \cap \mathscr{C}_{2}$. Then we have

$$
\mathscr{C}_{1}+\mathscr{C}_{2}=A \oplus \mathscr{C}_{1} \cap \mathscr{C}_{2} \oplus B
$$

and the result is immediate.
Next corollary follows immediately from Lemmas 5 and 6.
Corollary 1 Let $\mathscr{C}$ be a convolutional code of length $n$ such that

$$
\mathscr{C}=\mathscr{C}_{0} \oplus p \mathscr{C}_{1} \oplus \cdots \oplus p^{r-1} \mathscr{C}_{r-1}
$$

with $\mathscr{C}_{i}$ a free convolutional code with rank $k_{i}, i=0,1, \ldots, r-1$. Then

$$
p-\operatorname{dim}(\mathscr{C})=\sum_{i=0}^{r-1}(r-i) k_{i} .
$$

## 4 Dual Codes

Let $\mathscr{C}$ be a convolutional code of length $n$ over $\mathbb{Z}_{p^{r}}((D))$. The orthogonal of $\mathscr{C}$, denoted by $\mathscr{C}^{\perp}$, is defined as

$$
\mathscr{C}^{\perp}=\left\{y \in \mathbb{Z}_{p^{r}}^{n}:[y, x]=0 \text { for all } x \in \mathscr{C}\right\}
$$

where $[y, x]$ denotes the inner product over $\mathbb{Z}_{p^{r}}^{n}$.
In this section we will show that the dual of a convolutional code is still a convolutional code. The next theorem proves this statement for free convolutional codes, and, as field case, the sum of the rank of the code and its dual is $n$.

Theorem 1 ([4]) Let $\mathscr{C}$ be a free convolutional code with length $n$ over $\mathbb{Z}_{p^{r}}((D))$ and rank $\tilde{k}$. Then $\mathscr{C}^{\perp}$ is also a free convolutional code of length $n$ and rank $n-\tilde{k}$.

Proof Let $G(D) \in \mathbb{Z}_{p^{r}}^{\tilde{k} \times n}$ be an encoder of $\mathscr{C}$. Since $G(D)$ is full row rank there exists a polynomial matrix $L(D) \in \mathbb{Z}_{p^{r}}^{(n-\tilde{k}) \times n}[D]$ such that $\left[\begin{array}{l}G(D) \\ L(D)\end{array}\right]$ is nonsingular. Let $[X(D) Y(D)]$, with $X(D) \in \mathbb{Z}_{p^{r}}^{n \times \tilde{k}}(D)$ and $Y(D) \in \mathbb{Z}_{p^{r}}^{n \times(n-\tilde{k})}(D)$, be the inverse of $\left[\begin{array}{l}G(D) \\ L(D)\end{array}\right]$. Then $\mathscr{C}^{\perp}=\operatorname{Im}_{\mathbb{Z}_{p^{r}}((D))} Y(D)^{t}$, which means by Lemma 3 that $\mathscr{C}^{\perp}$ is a convolutional code. Moreover, since $Y(D)$ is full column rank, there exists a full row rank matrix polynomial matrix $G^{\perp}(D) \in \mathbb{Z}_{p^{r}}^{(n \tilde{k}) \times n}[D]$ such that $\mathscr{C}^{\perp}=\operatorname{Im}_{\mathbb{Z}_{p^{r}}((D))} G^{\perp}(D)$. Thus $\mathscr{C}^{\perp}$ is a free convolutional code of rank $n-\tilde{k}$.

If $\mathscr{C}$ is a free code of $\operatorname{rank} \tilde{k}$, then $p-\operatorname{dim}(\mathscr{C})=\tilde{k} r$. This gives us the next corollary.
Corollary 2 Let $\mathscr{C}$ be a free convolutional code of length $n$ over $\mathbb{Z}_{p^{r}}$. Then we have

$$
p-\operatorname{dim}(\mathscr{C})+p-\operatorname{dim}\left(\mathscr{C}^{\perp}\right)=n r .
$$

In the sequel of this work we propose to establish this result for any code over $\mathbb{Z}_{p^{r}}((D))$.

The following auxiliary lemmas will be fundamental in the proof of next theorem.
Lemma 7 ([13]) Let $\mathscr{C}$ be a free convolutional code over $\mathbb{Z}_{p^{r}}((D))$. For any given integer $i \in\{0, \ldots r-1\}$ we have

$$
\mathscr{C} \cap p^{i} \mathbb{Z}_{p^{r}}^{n}((D))=p^{i} \mathscr{C}
$$

Proof The inclusion $p^{i} \mathscr{C} \subset \mathscr{C} \cap p^{i} \mathbb{Z}_{p^{r}}^{n}((D))$ is trivial. For the other direction, let $y \in p^{i} \mathbb{Z}_{p^{r}}^{n}((D)) \cap \mathscr{C}$. Let $\left\{x_{1}, \ldots, x_{k}\right\}$ be a basis of $\mathscr{C}$ and its projection $\left\{\overline{x_{1}}, \ldots, \overline{x_{k}}\right\}$ be a basis of $\overline{\mathscr{C}}$. Then, there exists $a_{1}, \ldots, a_{k} \in \mathbb{Z}_{p^{r}}((D))$ such that $y=\sum_{j=1}^{k} a_{j} x_{j}$. As $y \in p^{i} \mathbb{Z}_{p^{r}}^{n}((D))$, we have $\bar{y}=\sum_{j=1}^{k} \overline{a_{j} x_{j}}=0$, where $\overline{a_{j}}=0, \forall j=1 \ldots k$. Then, for all $j=1 \ldots k, a_{j}$ can be written in the form $p b_{j}$ where $b_{j} \in \mathbb{Z}_{p^{r}}((D))$. By repeating the procedure $i$ times, we obtain $a_{j}=p^{i} \alpha_{j}, \forall j=1 \ldots k$, which gives

$$
y=p^{i} \sum_{j=1}^{k} \alpha_{j} x_{j} \in p^{i} \mathscr{C}
$$

Lemma 8 ([13]) Suppose that $\mathscr{C}$ is a free code. Let $y \in \mathbb{Z}_{p^{r}}((D))^{n}$ and let $i$ be an integer in $\{0, \ldots, r-1\}$, such that $p^{i} y \in \mathscr{C}$. Then $y \in \mathscr{C}+p^{r-i} \mathbb{Z}_{p^{r}}^{n}((D))$.

Proof By the preceding lemma, there exists $x \in \mathscr{C}$ such that $p^{i} y=p^{i} x$. This implies that $\bar{y}=\bar{x}$. Thus there exists $y_{1} \in \mathscr{C}, y_{2} \in \mathbb{Z}_{p^{r}}((D))$ satisfying $y=y_{1}+p y_{2}$. We have $p^{i} y=p^{i} y_{1}+p^{i+1} y_{2}$, then $p^{i} y-p^{i} y_{1}=p^{i+1} y_{2} \in \mathscr{C}$. Then $y_{2}=y_{3}+p y_{4}$ where $y_{3} \in \mathscr{C}$ and $y_{4} \in \mathbb{Z}_{p^{r}}^{n}((D))$. Then $y=\underbrace{y_{1}+p y_{3}}_{\in \mathscr{C}}+p^{2} y_{4}$. By repeating this procedure $r-i$ times, we obtain $y=x_{1}+p^{r-i} x_{2}$ with $x_{1} \in \mathscr{C}$.

Lemma 9 ([13]) Let $\mathscr{C}$ be a free convolutional code over $\mathbb{Z}_{p^{r}}((D))$. For all integer $i \in\{0, \ldots r-1\}$ we have

$$
\left(p^{i} \mathscr{C}\right)^{\perp}=\mathscr{C}^{\perp}+p^{r-i} \mathbb{Z}_{p^{r}}^{n}((D))
$$

Proof It's clear that $\mathscr{C}^{\perp}+p^{r-i} \mathbb{Z}_{p^{r}}^{n}((D)) \subset\left(p^{i} \mathscr{C}\right)^{\perp}$. For the other direction, let $y \in$ $\left(p^{i} \mathscr{C}\right)^{\perp}$, then for all $x \in \mathscr{C}$ we have $\left[y, p^{i} x\right]=\left[p^{i} y, x\right]=0$, thus $p^{i} y \in \mathscr{C}{ }^{\perp}$. As $\mathscr{C}^{\perp}$ is a free code, we conclude by Lemma 8 that $y \in \mathscr{C}^{\perp}+p^{r-i} \mathbb{Z}_{p^{r}}^{n}((D))$.

Remark 1 The last lemmas are given in [13] for block codes over $\mathbb{Z}_{p^{r}}$. The proofs here are just adapted to the ring $\mathbb{Z}_{p^{r}}((D))$.

Theorem 2 Let $\mathscr{C}=\mathscr{C}_{0} \oplus p \mathscr{C}_{1} \oplus \cdots \oplus p^{r-1} \mathscr{C}_{r-1}$ be a convolutional code of length $n$ over $\mathbb{Z}_{p^{r}}((D))$, such that $\mathscr{C}_{i}$ is free, $i=0,1, \ldots, r-1$, with $\mathscr{C}_{0} \oplus \mathscr{C}_{1} \oplus \cdots \oplus$ $\mathscr{C}_{r-1}=\mathscr{C}_{0}+\mathscr{C}_{1}+\cdots+\mathscr{C}_{r-1}$ a free convolutional code. Then, there exists a family of free convolutional codes of length $n$ over $\mathbb{Z}_{p^{r}}((D)), B_{i}, i=0, \ldots, r-1$, such that $\mathscr{C}^{\perp}=B_{0} \oplus p B_{1} \oplus \cdots \oplus p^{r-1} B_{r-1}$, and

1. $B_{0}=\left(\mathscr{C}_{0} \oplus \cdots \oplus \mathscr{C}_{r-1}\right)^{\perp}$.
2. For $i \in\{1, \ldots, r-1\}, \operatorname{rank}\left(B_{i}\right)=\operatorname{rank}\left(\mathscr{C}_{r-i}\right)$.

Proof Suppose that $\operatorname{rank}\left(\mathscr{C}_{i}\right)=k_{i}$ for $i=0, \ldots, r-1$. We first begin by looking for the dual of $\mathscr{C}_{0} \oplus p \mathscr{C}_{1}$.

$$
\begin{aligned}
\left(\mathscr{C}_{0} \oplus p \mathscr{C}_{1}\right)^{\perp} & =\mathscr{C}_{0}^{\perp} \cap\left(p \mathscr{C}_{1}\right)^{\perp}=\mathscr{C}_{0}^{\perp} \cap\left(\mathscr{C}_{1}^{\perp}+p^{r-1} \mathbb{Z}_{p^{r}}^{n}\right) \\
& =\mathscr{C}_{0}^{\perp} \cap \mathscr{C}_{1}^{\perp}+p^{r-1} \mathscr{C}_{0}^{\perp} \\
& =\left(\mathscr{C}_{0} \oplus \mathscr{C}_{1}\right)^{\perp}+p^{r-1} \mathscr{C}_{0}^{\perp} .
\end{aligned}
$$

By Theorem 1, we can conclude that there exists a free code $B_{r-1}$ such that

$$
\left(\mathscr{C}_{0} \oplus p \mathscr{C}_{1}\right)^{\perp}=\left(\mathscr{C}_{0} \oplus \mathscr{C}_{1}\right)^{\perp} \oplus p^{r-1} B_{r-1} .
$$

Suppose $\operatorname{rank}\left(B_{r-1}\right)=l_{r-1}$, then we have:

$$
\begin{aligned}
p-\operatorname{dim}\left[\left(\mathscr{C}_{0} \oplus p \mathscr{C}_{1}\right)^{\perp}\right] & =p-\operatorname{dim}\left(\mathscr{C}_{0} \oplus \mathscr{C}_{1}\right)^{\perp}+p-\operatorname{dim}\left(p^{r-1} B_{r-1}\right) \\
& =n r-\left(k_{0}+k_{1}\right) r+l_{r-1} .
\end{aligned}
$$

On the other hand, $p-\operatorname{dim}\left[\left(\mathscr{C}_{0} \oplus p \mathscr{C}_{1}\right)^{\perp}\right]=n r-\left(k_{0} r+(r-1) k_{1}\right)$. We conclude that $\operatorname{rank}\left(B_{r-1}\right)=k_{1}$. We repeat the same procedure with $\mathscr{C}_{0} \oplus p \mathscr{C}_{1} \oplus p^{2} \mathscr{C}_{2}$.

$$
\begin{aligned}
\left(\mathscr{C}_{0} \oplus p \mathscr{C}_{1}\right. & \left.\oplus p^{2} \mathscr{C}_{2}\right)^{\perp}=\left(\mathscr{C}_{0} \oplus p \mathscr{C}_{1}\right)^{\perp} \cap\left(p^{2} \mathscr{C}_{2}\right)^{\perp} \\
& =\left[\left(\mathscr{C}_{0} \oplus \mathscr{C}_{1}\right)^{\perp} \oplus p^{r-1} B_{r-1}\right] \cap\left(\mathscr{C}_{2}^{\perp}+p^{r-2} \mathbb{Z}_{p^{r}}^{n}\right) \\
& =\left(\mathscr{C}_{0} \oplus \mathscr{C}_{1} \oplus \mathscr{C}_{2}\right)^{\perp} \oplus p^{r-1}\left(B_{r-1} \cap \mathscr{C}_{2}^{\perp}\right)+p^{r-2}\left(\mathscr{C}_{0} \oplus \mathscr{C}_{1}\right)^{\perp}+p^{r-1} B_{r-1} \\
& =\left(\mathscr{C}_{0} \oplus \mathscr{C}_{1} \oplus \mathscr{C}_{2}\right)^{\perp} \oplus p^{r-1} B_{r-1}+p^{r-2}\left(\mathscr{C}_{0} \oplus \mathscr{C}_{1}\right)^{\perp} .
\end{aligned}
$$

By Theorem 1, there exists a free convolutional code $B_{r-2}$ such that

$$
\left(\mathscr{C}_{0} \oplus p \mathscr{C}_{1} \oplus p^{2} \mathscr{C}_{2}\right)^{\perp}=\left(\mathscr{C}_{0} \oplus \mathscr{C}_{1} \oplus \mathscr{C}_{2}\right)^{\perp} \oplus p^{r-1} B_{r-1} \oplus p^{r-2} B_{r-2} .
$$

Suppose that $\operatorname{rank}\left(B_{r-2}\right)=l_{r-2}$, then we have $p-\operatorname{dim}\left(\mathscr{C}_{0} \oplus p \mathscr{C}_{1} \oplus p^{2} \mathscr{C}_{2}\right)^{\perp}=$

$$
\begin{aligned}
& =p-\operatorname{dim}\left[\left(\mathscr{C}_{0} \oplus \mathscr{C}_{1} \oplus \mathscr{C}_{2}\right)^{\perp}\right]+p-\operatorname{dim}\left(p^{r-1} B_{r-1}\right)+p-\operatorname{dim}\left(p^{r-2} B_{r-2}\right) \\
& =n r-\left(k_{0}+k_{1}+k_{2}\right) r+k_{1}+2 l_{r-2}
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
p-\operatorname{dim}\left(\mathscr{C}_{0} \oplus p \mathscr{C}_{1} \oplus p^{2} \mathscr{C}_{2}\right)^{\perp} & =n r-\left[k_{0} r+k_{1}(r-1)+k_{2}(r-2)\right] \\
& =\left(n-k_{0}-k_{1}\right) r+k_{1}+2 k_{2} .
\end{aligned}
$$

We conclude that $\operatorname{rank}\left(B_{r-2}\right)=k_{2}$. We repeat this procedure $r-1$ times, we thus find the desired result.

The following result is a consequence of this theorem and generalizes the well-known result for the field case: if $\mathscr{C}$ is a convolutional code of length $n$ over $\mathbb{F}((D))$, where $\mathbb{F}$ is a finite field, then $\operatorname{dim} \mathscr{C}+\operatorname{dim} \mathscr{C}^{\perp}=\operatorname{dim} \mathbb{F}((D))=n$.

Corollary 3 Let $\mathscr{C}$ be a convolutional code of length $n$ over $\mathbb{Z}_{p^{r}}^{n}$. Then

$$
p-\operatorname{dim}(\mathscr{C})+p-\operatorname{dim}\left(\mathscr{C}^{\perp}\right)=p-\operatorname{dim}\left(\mathbb{Z}_{p^{r}}^{n}((D))=n r\right.
$$

Proof Let $\mathscr{C}=\mathscr{C}_{0} \oplus p \mathscr{C}_{1} \oplus \cdots \oplus p^{r-1} \mathscr{C}_{r-1}$ where $\mathscr{C}_{i}$ is free of $\operatorname{rank} k_{i}, i=0,1, \ldots$, $r-1$. Consider also the free convolutional codes of length $n$ over $\mathbb{Z}_{p^{r}}((D))$, $B_{i}, i=0, \ldots, r-1$, such that $\mathscr{C}^{\perp}=B_{0} \oplus p B_{1} \oplus \ldots \oplus p^{r-1} B_{r-1}$, and

1. $B_{0}=\left(\mathscr{C}_{0} \oplus \ldots \oplus \mathscr{C}_{r-1}\right)^{\perp}$.
2. $\operatorname{rank}\left(B_{i}\right)=\operatorname{rank}\left(\mathscr{C}_{r-i}\right), i \in\{1, \ldots, r-1\}$.

Note that $p-\operatorname{dim}(\mathscr{C})=\sum_{i=0}^{r-1}(r-i) k_{i}$. From 2. and Lemma 5, it follows that $p-\operatorname{dim}\left(p^{i} B_{i}\right)=(r-i) k_{r-i}$ and from 1. and Corollary 2 it follows that $p-\operatorname{dim}\left(B_{0}\right)=$ $n r-r\left(k_{0}+k_{1}, \cdots+k_{r-1}\right)$. Thus,

$$
\begin{aligned}
p-\operatorname{dim}\left(\mathscr{C}^{\perp}\right) & =p-\operatorname{dim}\left(B_{0}\right)+p-\operatorname{dim}\left(p B_{1}\right)+\cdots+p-\operatorname{dim}\left(p^{r-1} B_{r-1}\right) \\
& =n r-r\left(k_{0}+k_{1}+\cdots+k_{r-1}\right)+(r-1) k_{r-1}+(r-2) k_{r-2}+\cdots+k_{1} \\
& =n r-\left(k_{0} r+k_{1}(r-1)+\cdots+k_{r-1}\right) \\
& =n r-p-\operatorname{dim}(\mathscr{C}) .
\end{aligned}
$$

Remark 2 In the case of block code over a finite ring, we can find this result using the theorem of J.Wood in [16]. Indeed, if $\mathscr{C}$ is a block code of length $n$ over $\mathscr{R} . \mathscr{R}$ is a Frobenius ring and then we have

$$
|\mathscr{C}|\left|\mathscr{C}^{\perp}\right|=\left|\mathscr{R}^{n}\right|
$$

If $p-\operatorname{dim}(\mathscr{C})=k$, we have $|\mathscr{C}|=p^{k}$ and then $\left|\mathscr{C}^{\perp}\right|=p^{n r-k}$ which gives

$$
p-\operatorname{dim}\left(\mathscr{C}^{\perp}\right)=n r-k
$$
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# On the $K$-Theory of the Reduced $C^{*}$-Algebras of $G L(n, \mathbb{R})$ and $G L(n, \mathbb{C})$ 

Sérgio Mendes


#### Abstract

Using Harish-Chandra parameter space, an explicit formula for the $K$-theory of the reduced $C^{*}$-algebra of $\operatorname{GL}(n, \mathbb{C})$ is obtained, in analogy with the real case $\operatorname{GL}(n, \mathbb{R})[8]$. Applying automorphic induction, an instance of Langlands functoriality principle, we then relate the K-theory of $C_{r}^{*} \mathrm{GL}(2 n, \mathbb{R})$ and $C_{r}^{*} \mathrm{GL}(n, \mathbb{C})$.


Keywords K-theory • GL(n) • Functoriality

## 1 Introduction

The Gelfand-Naimark Theorem is a well known result in functional analysis. It implies that the category of locally compact Hausdorff spaces and continuous proper maps is equivalent to the opposite of the category of commutative $C^{*}$-algebras and proper $C^{*}$-morphisms. The main idea of noncommutative geometry is to regard noncommutative $C^{*}$-algebras as dual of an, otherwise undefined, category of noncommutative spaces, see [4, p. 7]. An important example of the above is group $C^{*}$-algebras.

In this note we consider the reduced $C^{*}$-algebras of GL( $n$ ) over the archimedean local fields $\mathbb{R}$ and $\mathbb{C}$. We are mainly interested in the $K$-theory of these noncommutative spaces. Our $K$-theory computation is based on a suitable parametrization of the tempered dual.

Let $G=G_{F}=G L(n, F)$ where $F$ is a local field. The unitary dual of $G$ is the set of equivalence classes of irreducible unitary representations of $G$ and is equipped with the Fell topology. It has also a Plancherel measure $\mu$, whose support is called the tempered dual of $G$ and will be denoted by $\mathscr{A}_{n}^{t}(F)$.

Let $\pi$ be a unitary representation of $G$ on a Hilbert space $\mathscr{H}$. Then, $\pi$ induces a representation of the convolution algebra $L^{1}(G)$ given by

[^7]$$
\pi(f)=\int_{G} f(g) \pi(g) d \mu(g)
$$
with $f \in L^{1}(G)$. Let $\lambda$ be the left regular representation of $G$ on the Hilbert space $L^{2}(G)$
$$
\lambda: L^{1}(G) \longrightarrow \mathscr{B}\left(L^{2}(G)\right), f \mapsto(g \mapsto f * g) .
$$

The reduced group $C^{*}$-algebra $C_{r}^{*}(G)$ is the completion of $L^{1}(G)$ in the operator norm of the image of $\lambda$

$$
C_{r}^{*}(G)=\overline{\left\{\lambda(f) \in \mathscr{B}\left(L^{2}(G)\right): f \in L^{1}(G)\right\}}{ }^{\|\cdot\|_{\mathscr{B}\left(L^{2}(G)\right)}} .
$$

The $C^{*}$-algebra $C_{r}^{*}(G)$ is a noncommutative space and is strong Morita equivalent to the commutative $C^{*}$-algebra $C_{0}\left(\mathscr{A}_{n}^{t}(F)\right)$, see [6]. Since $K$-theory is stable under strong Morita equivalence, we have an isomorphism

$$
\left.K_{j} C_{r}^{*}(G) \cong K^{j} \mathscr{A}_{n}^{t}(F)\right), j=0,1
$$

The tempered representations of $G$ may be seen as $C_{r}^{*}(G)$-modules. Hence, $K$-theory of group $C^{*}$-algebras is an important tool in the classification of the representations of $G$. The computation of the $K$-theory of a group is in general a difficult problem. A possible approach is the Baum-Connes correspondence (or Connes-Kasparov correspondence in certain cases), a major achievement of noncommutative geometry. Echteroff and Pfante [1] used precisely the Connes-Kasparov correspondence to compute the $K$-theory of $C_{r}^{*} \mathrm{GL}(n, \mathbb{R})$ via equivariant $K$-theory.

In [6], Plymen used a parametrization of the tempered dual due to Harish-Chandra [2] to compute the $K$-theory of $C_{r}^{*} \mathrm{GL}(n, F)$ when $F$ is a nonarchimedean local field. The same approach was used by Plymen and the author in [8] to compute the $K$-theory of $C_{r}^{*} \mathrm{GL}(n, \mathbb{R})$. This method is different from [1] since we need to keep track of the Langlands parameters.

The case of complex semisimple Lie groups was handled by Penington and Plymen [9] and includes the $K$-theory of $C_{r}^{*} \operatorname{GL}(n, \mathbb{C})$.

In view of class field theory and local Langlands correspondence, the $K$-theory groups of $C_{r}^{*} \mathrm{GL}(n)$ over $\mathbb{R}$ and $\mathbb{C}$ are ultimately parametrized by characters of the multiplicative group $\mathbb{C}^{\times}$. However, to fully understand the parametrization, some representation theory is required. Specifically, the parametrization is given by pairs $(M, \sigma)$, where $M$ is a Levi subgroup of $\mathrm{GL}(n)$ and $\sigma$ is a discrete series representation of a certain subgroup of $M$. Such pairs are data from the Langlands classification of the representations of $\mathrm{GL}(n)$.

We now give a brief description of the main results of this note. In Sect. 3.3 we compute the $K$-theory of $C_{r}^{*} \mathrm{GL}(n, \mathbb{C})$, see Theorem 2 . Since we are specializing to the group $\mathrm{GL}(n, \mathbb{C})$, the computation is more explicit than the general case in [9] and is analogous to the one obtained for $C_{r}^{*} \mathrm{GL}(n, \mathbb{R})$ in [8]. In Table 1 we verify a certain resemblance between the $K$-theory of $C_{r}^{*} \mathrm{GL}(n, \mathbb{C})$ and the $K$-theory of $C_{r}^{*} \mathrm{GL}(2 n, \mathbb{R})$
and in Sect. 4 we apply the principle of functoriality in Langlands theory $[3,5,8]$ to interpret the above mentioned similarity of the $K$-groups, see Theorem 3. The above mentioned resemblance in Table 1 would probably remained unnoticed without the explicit formulae for $K_{j} C_{r}^{*} \mathrm{GL}(n, \mathbb{R})$ and $K_{j} C_{r}^{*} \mathrm{GL}(n, \mathbb{R})$.

Although this note is only concerned with archimedean fields it should be mentioned that in [7] Plymen and the author investigated base change at the level of $K$-theory for GL( $n$ ) over nonarchimedean local fields. The case of base change over $\mathrm{GL}(n, \mathbb{R})$ is studied in [8]. Base change is another example of the Langlands principle of functoriality.

## 2 The Harish-Chandra Space

Let $G_{F}=\operatorname{GL}(n, F)$ where $F$ is either $\mathbb{R}$ or $\mathbb{C}$. Let $C_{r}^{*}\left(G_{F}\right)$ denote the reduced $C^{*}$ algebra of $G_{F}$. The noncommutative space $C_{r}^{*}\left(G_{F}\right)$ is strongly Morita equivalent to the commutative $C^{*}$-algebra $C_{0}\left(\mathscr{A}_{n}^{t}(F)\right)$, where $\mathscr{A}_{n}^{t}(F)$ is the tempered dual of $\mathrm{GL}(n, F)$. The tempered dual has the structure of locally compact, Hausdorff space and is called the Harish-Chandra parameter space. In order to compute the $K$-theory of $C_{r}^{*}\left(G_{F}\right)$ we need to give a precise description of this parameter space.

Let $M$ be a standard Levi subgroup of $G_{F}$. Let $M^{0}$ be the subgroup of $M$ such that the determinant of each block-diagonal is $\pm 1$. Denote by $X(M)=\widehat{M / M^{0}}$ the group of unramified characters of $M$, consisting of those characters which are trivial on $M^{0}$.

The Weyl group $W(M)=N(M) / M$ of $M$ acts on the discrete series $E_{2}\left(M^{0}\right)$ of $M^{0}$ by permutations. Choose one element $\sigma \in E_{2}\left(M^{0}\right)$ for each $W(M)$-orbit. The isotropy subgroup of $W(M)$ is the stabilizer $W_{\sigma}(M)=\{\omega \in W(M): \omega \cdot \sigma=\sigma\}$. Now, form the disjoint union

$$
\begin{equation*}
\bigsqcup_{(M, \sigma)} X(M) / W_{\sigma}(M)=\bigsqcup_{M} \bigsqcup_{\sigma \in E_{2}\left(M^{0}\right)} X(M) / W_{\sigma}(M) . \tag{1}
\end{equation*}
$$

The characterization of the tempered dual is due to Harish-Chandra, see [2].

## Proposition 1 There exists a bijection

$$
\begin{array}{ccc}
\bigsqcup_{(M, \sigma)} X(M) / W_{\sigma}(M) & \longrightarrow & \mathscr{A}_{n}^{t}(\mathbb{R}) \\
\chi^{\sigma} & \mapsto & i_{G L(n), M N}\left(\chi^{\sigma} \otimes 1\right),
\end{array}
$$

where $\chi^{\sigma}(x):=\chi(x) \sigma(x)$ for all $x \in M$.

- The case of $\operatorname{GL}(n, \mathbb{R})$.

The discrete series of $\mathrm{GL}(n, \mathbb{R})$ are empty for $n \geq 3$. Therefore, we only need to consider partitions of $n$ into l's and 2's. We may decompose $n$ as $n=2 q+r$, where
$q$ is the number of 2 's and $r$ is the number of 1's in the partition. We associate the Levi subgroup

$$
M \cong \mathrm{GL}(2, \mathbb{R})^{q} \times \mathrm{GL}(1, \mathbb{R})^{r}
$$

and the subgroup

$$
M^{0} \cong S L^{ \pm}(2, \mathbb{R})^{q} \times S L^{ \pm}(1, \mathbb{R})^{r}
$$

where $S L^{ \pm}(m, \mathbb{R})=\{g \in \mathrm{GL}(m, \mathbb{R}):|\operatorname{det}(g)|=1\}$ is the unimodular subgroup of $\mathrm{GL}(m, \mathbb{R})$. In particular, $S L^{ \pm}(1, \mathbb{R})=\mathbb{Z} / 2 \mathbb{Z}$ and $\operatorname{GL}(1, \mathbb{R})=\mathbb{R}^{\times}$.

The representations in the discrete series of $\operatorname{GL}(2, \mathbb{R})$, denoted $\mathscr{D}_{\ell}$ for $\ell \in \mathbb{N}$ $(\ell \geq 1)$, are induced from $\operatorname{SL}(2, \mathbb{R})$ [5, p. 399]:

$$
\mathscr{D}_{\ell}=\operatorname{ind}_{S L^{ \pm}(2, \mathbb{R}), S L(2, \mathbb{R})}\left(\mathscr{D}_{\ell}^{ \pm}\right)
$$

where $\mathscr{D}_{\ell}^{ \pm}$acts in the space

$$
\left.\left\{f: \mathscr{H} \rightarrow \mathbb{C} \mid f \text { analytic },\|f\|^{2}=\iint|f(z)|^{2} y^{\ell-1}\right) d x d y<\infty\right\}
$$

Here, $\mathscr{H}$ denotes the Poincaré upper half plane. The action of $g=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ is given by

$$
\mathscr{D}_{\ell}^{ \pm}(g)(f(z))=(b z+d)^{-(\ell+1)} f\left(\frac{a z+c}{b z+d}\right)
$$

More generally, an element $\sigma$ from the discrete series $E_{2}\left(M^{0}\right)$ is given by

$$
\begin{equation*}
\sigma=\mathscr{D}_{\ell_{1}} \otimes \cdots \otimes \mathscr{D}_{\ell_{q}} \otimes \tau_{1} \otimes \cdots \otimes \tau_{r} \tag{2}
\end{equation*}
$$

Here, $\mathscr{D}_{\ell_{i}}^{ \pm}\left(\ell_{i} \geq 1\right)$ are the discrete series representations of $S L^{ \pm}(2, \mathbb{R})$ and $\tau_{j}(j=$ $0,1)$ is a representation of $S L^{ \pm}(1, \mathbb{R})=\mathbb{Z} / 2 \mathbb{Z}$

$$
\tau_{0}=i d=(x \mapsto x) \text { and } \tau_{1}=\operatorname{sgn}=(x \mapsto x /|x|)
$$

Now, we quote the following result:
Proposition 2 ([8]) Let $M$ be a Levi subgroup of $\mathrm{GL}(n, \mathbb{R})$, associated to the partition $n=2 q+r$. Then,

$$
X(M) \cong \mathbb{R}^{q+r}
$$

- The case of $\operatorname{GL}(n, \mathbb{C})$.

The tempered dual of $\operatorname{GL}(n, \mathbb{C})$ comprises the unitary principal series in accordance with Harish-Chandra [2, p. 277]. The corresponding Levi subgroup is a maximal torus $T \cong\left(\mathbb{C}^{\times}\right)^{n}$ and $T^{0}$ is the compact $n$-torus $T^{0} \cong \mathbb{T}^{n}$. The principal series representations are given by parabolic induction

$$
\begin{equation*}
\pi_{\ell, i t}=i_{G, T U}(\sigma \otimes 1), \tag{3}
\end{equation*}
$$

where $\sigma=\sigma_{1} \otimes \cdots \otimes \sigma_{n}$ and $\sigma_{j}(z)=\left(\frac{z}{|z|}\right)^{\ell_{j}}|z|_{\mathbb{C}}^{t_{j}}\left(\ell_{j} \in \mathbb{Z}, t_{j} \in \mathbb{R}\right.$ and $\left.|z|^{2}=|z|_{\mathbb{C}}\right)$.
We have the following result:
Proposition 3 ([8]) Denote by $T$ the standard maximal torus in $\mathrm{GL}(n, \mathbb{C})$. Then,

$$
X(T) \cong \mathbb{R}^{n}
$$

## 3 K-Theory

The parametrization of $\mathscr{A}_{n}^{t}(F)$ obtained in the previous section allows us to compute the $K$-theory of $C_{r}^{*}\left(G_{F}\right)$ for $F=\mathbb{R}$ and $F=\mathbb{C}$. Denote by $M_{F}$ the Levi subgroup of $G_{F}$. In view of the Strong Morita equivalence described in [6, Sect. 1.2] we infer that

$$
\begin{align*}
K_{j} C_{r}^{*} \operatorname{GL}(n, F) & =K^{j}\left(\bigsqcup_{\left(M_{F}, \sigma\right)} X\left(M_{F}\right) / W_{\sigma}\left(M_{F}\right)\right)  \tag{4}\\
& =\bigoplus_{\left(M_{F}, \sigma\right)} K^{j}\left(\mathbb{R}^{n_{M_{F}}} / W_{\sigma}\left(M_{F}\right)\right),
\end{align*}
$$

where $n=2 q+r, n_{M_{\mathrm{R}}}=q+r$ and $n_{M_{\mathrm{C}}}=n$. Note that $M_{\mathbb{C}}=T_{\mathbb{C}}$ is a maximal torus.

### 3.1 Closed Cones

Let $M$ be a Levi subgroup of $\operatorname{GL}(n)$. The stabilizer $W_{\sigma}(M)$ is a subgroup of the symmetric group $S_{n}$ and acts on $\mathbb{R}^{n_{M}}$ by permutations.

Definition 1 If $W_{\sigma}(M) \neq\{1\}$, the orbit space $\mathbb{R}^{n_{M}} / W_{\sigma}(M)$ is called a closed cone.
The next result shows that $K$-groups of closed cones both vanish.
Proposition 4 For $n>1, K^{j}\left(\mathbb{R}^{n_{M}} / W_{\sigma}(M)\right)=0, j=0,1$.
Proof We need the following definition. A point $\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{R}^{n}$ is called normalized if $a_{j} \leq a_{j+1}$, for $j=1,2, \ldots, n-1$. Therefore, in each orbit there is exactly one normalized point and $\mathbb{R}^{n} / S_{n}$ is homeomorphic to the subset of $\mathbb{R}^{n}$ consisting of all normalized points of $\mathbb{R}^{n}$. We denote the set of all normalized points of $\mathbb{R}^{n}$ by $N\left(\mathbb{R}^{n}\right)$.

In the case of $n=2$, let $\left(a_{1}, a_{2}\right)$ be a normalized point of $\mathbb{R}^{2}$. Write

$$
\begin{aligned}
& X_{1}=[0,+\infty[\times[1,+\infty[ \\
& \left.X_{2}=\right]-\infty, 0[\times[0,1[
\end{aligned}
$$

$$
X_{3}=[-\infty, 0[\times[-1,0[
$$

and form the disjoint union

$$
\mathbb{R} \times\left[-1,+\infty\left[=X_{1} \sqcup X_{2} \sqcup X_{3} .\right.\right.
$$

Clearly, the map $\varphi: \mathbb{R} \times\left[-1,+\infty\left[\rightarrow N\left(\mathbb{R}^{2}\right)\right.\right.$ defined by

$$
\varphi(a, t)=\left\{\begin{array}{c}
(a, a t),(a, t) \in X_{1} \sqcup X_{2} \\
(a,-a t),(a, t) \in X_{3}
\end{array}\right.
$$

is a homeomorphism.
If $n>2$ then the map

$$
N\left(\mathbb{R}^{n-1}\right) \times\left[-1,+\infty\left[\rightarrow N\left(\mathbb{R}^{n}\right),\left(a_{1}, \ldots, a_{n-1}, t\right) \mapsto\left(a_{1}, \ldots, a_{n-2}, \varphi\left(a_{n-1}, t\right)\right)\right.\right.
$$

is a homeomorphism. Since $[-1,+\infty[$ has zero $K$-theory in all degrees, the result follows by applying Künneth formula.

## 3.2 $\mathbf{G L}(n, \mathbb{R})$

The $K$-theory of $C_{r}^{*} \mathrm{GL}(n, \mathbb{R})$ was computed in [8] using the Harish-Chandra parameter space. The following is well known:

$$
K^{j}\left(\mathbb{R}^{n}\right)=\left\{\begin{array}{l}
\mathbb{Z} \text { if } n=j \quad \bmod 2 \\
0 \text { otherwise }
\end{array}\right.
$$

From the above result and using (4) and Proposition 4, the $K$-theory of $C_{r}^{*} \mathrm{GL}$ $(n, \mathbb{R})$ may be summarized as follows

Theorem 1 ([8]) Let $C_{r}^{*} G L(n, \mathbb{R})$ be the reduced $C^{*}$-algebra of $\mathrm{GL}(n, \mathbb{R})$. We have:
(i) Suppose $n=2 q$ is even. Then the $K$-groups are

$$
K_{j} C_{r}^{*} G L(n, \mathbb{R}) \cong\left\{\begin{array}{l}
\bigoplus_{\ell_{1}>\cdots>\ell_{q}} \mathbb{Z}, j \equiv q(\bmod 2) \\
\bigoplus_{\ell_{1}>\cdots>\ell_{q-1}} \mathbb{Z}, \text { otherwise }
\end{array}\right.
$$

with $\ell_{i} \in \mathbb{N}$. If $m=1$ then $K_{j} C_{r}^{*} G L(2, \mathbb{R}) \cong \mathbb{Z}$.
(ii) Suppose $n=2 q+1$ is odd. Then the $K$-groups are

$$
K_{j} C_{r}^{*} G L(n, \mathbb{R}) \cong\left\{\begin{array}{c}
\bigoplus_{\ell_{1}>\cdots>\ell_{q}, \varepsilon} \mathbb{Z}, j \equiv q+1(\bmod 2) \\
0, \text { otherwise }
\end{array}\right.
$$

with $\ell_{i} \in \mathbb{N}$ and $\varepsilon \in \mathbb{Z} / 2 \mathbb{Z}$. Here, we use the following convention: if $q=0$ then the direct sum is $\bigoplus_{\mathbb{Z} / 2 \mathbb{Z}} \mathbb{Z} \cong \mathbb{Z} \oplus \mathbb{Z}$.

Example 1 For $G L(2, \mathbb{R})$ we have two partitions of $n=2$.
To the partition $2=2+0$ we associate

$$
M=G L(2, \mathbb{R}), M^{0}=S L^{ \pm}(2, \mathbb{R}), W(M)=\{1\}, X(M)=\mathbb{R}
$$

An element in the discrete series $\sigma \in E_{2}\left(M^{0}\right)$ is given by

$$
\sigma=i_{G, P}\left(\mathscr{D}_{\ell}^{+}\right), \quad \ell \in \mathbb{N} .
$$

To the partition $2=1+1$ associate

$$
M=\left(\mathbb{R}^{\times}\right)^{2}, M^{0}=(\mathbb{Z} / 2 \mathbb{Z})^{2}, W(M)=\mathbb{Z} / 2 \mathbb{Z}, X(M)=\mathbb{R}^{2} .
$$

In this case, an element in the discrete series $\sigma \in E_{2}\left(M^{0}\right)$ is given by

$$
\sigma=i_{G, P}(i d \otimes \operatorname{sgn}) .
$$

The tempered dual is parameterized as follows

$$
\mathscr{A}_{2}^{t}(\mathbb{R}) \cong \bigsqcup_{(M, \sigma)} X(M) / W_{\sigma}(M)=\left(\bigsqcup_{\ell \in \mathbb{N}} \mathbb{R}\right) \sqcup\left(\mathbb{R}^{2} / S_{2}\right) \sqcup\left(\mathbb{R}^{2} / S_{2}\right) \sqcup \mathbb{R}^{2},
$$

and the $K$-theory groups are given by

$$
K_{j} C_{r}^{*} \mathrm{GL}(2, \mathbb{R}) \cong K^{j}\left(\mathscr{A}_{2}^{t}(\mathbb{R})\right) \cong\left(\bigoplus_{\ell \in \mathbb{N}} K^{j}(\mathbb{R})\right) \oplus K^{j}\left(\mathbb{R}^{2}\right)=\left\{\begin{array}{cc}
\bigoplus_{\ell \in \mathbb{N}} \mathbb{Z}, j=1 \\
\mathbb{Z} & , j=0
\end{array}\right.
$$

## 3.3 $\operatorname{GL}(n, \mathbb{C})$

The $K$-theory for complex semisimple Lie groups was computed by Penington and Plymen [9]. When $G=\operatorname{GL}(n, \mathbb{C})$, the computation was recalled in [8, Theorem 3.9]. In analogy with $\operatorname{GL}(n, \mathbb{R})$ in Sect. 3.2, we are looking for a more explicit description of the $K$-theory groups for $C_{r}^{*} \mathrm{GL}(n, \mathbb{C})$.

Theorem 2 Let $\left(\ell_{1}, \ell_{2}, \cdots, \ell_{n}\right) \in \mathbb{Z}^{n}$. Then,

$$
K_{j} C_{r}^{*} \mathrm{GL}(n, \mathbb{C})=\left\{\begin{array}{l}
\bigoplus_{\ell_{1}>\ell_{2}>\cdots>\ell_{n}} \mathbb{Z}, \quad \text { if } n=j \quad \bmod 2 \\
0 \quad, \quad \text { otherwise },
\end{array}\right.
$$

Proof Let $\mathscr{A}_{n}^{t}(\mathbb{C})$ denote the Harish-Chandra parameter space. We exploit the strong Morita equivalence described in [9, Proposition 4.1]. We have a homeomorphism of locally compact Hausdorff spaces:

$$
\mathscr{A}_{n}^{t}(\mathbb{C})=\bigsqcup_{\sigma \in E_{2}\left(T^{0}\right)} \mathbb{R}^{n} / W_{\sigma(T)},
$$

by the Harish-Chandra Plancherel Theorem for complex reductive groups [2], and the identification of the Fell topology on the left-hand-side with the natural topology on the right-hand-side, as in [9]. Here, $T^{0}$ is the maximal compact subgroup of the maximal torus $T$ of $\operatorname{GL}(n, \mathbb{C})$. Hence,

$$
T=\left(\mathbb{C}^{\times}\right)^{n} \text { and } T^{0}=\mathbb{T}^{n}
$$

In this case, $\sigma$ is a character of $\mathbb{T}^{n}$ and is completely determined by an integers $\left(\ell_{1}, \ell_{2}, \ldots, \ell_{n}\right) \in \mathbb{Z}^{n}$.

The Weyl group is the symmetric group $S_{n}$ and identifies elements

$$
\left(\ell_{1}, \ell_{2}, \ldots, \ell_{n}\right) \sim\left(\ell_{\tau(1)}, \ell_{\tau(2)}, \ldots, \ell_{\tau(n)}\right)
$$

for every nontrivial $\tau \in S_{n}$ since they correspond to equivalent representations. Moreover, if $\ell_{i}=\ell_{j}$ for $i \neq j$, then $W_{\sigma}(T) \neq\{1\}$ and $\mathbb{R}^{n} / W_{\sigma(T)}$ is a closed cone. Therefore, $W_{\sigma}(T)=\{1\}$ if, and only if, $\ell_{1}>\ell_{2}>\cdots>\ell_{n}$ and the result follows.

Example 2 The tempered dual of $C_{r}^{*} \mathrm{GL}(2, \mathbb{C})$, represented as a lattice. Each dot • represents a pair $\left(\ell_{1}, \ell_{2}\right) \in \mathbb{Z}^{2}$ with $\ell_{1}>\ell_{2}$ which corresponds to a copy of the plane $\mathbb{R}^{2}$. The point $(0,0)$ denotes the origin of the lattice $\mathbb{Z}^{2}$.

| $\circ$ | $\circ$ | $\circ$ | $\circ$ | $\circ$ |
| :--- | :--- | :--- | :--- | :--- |
| $\circ$ | $\circ \mathbb{R}^{2}$ |  |  |  |
| $\circ$ | $\circ$ | $\circ$ | $\bullet \mathbb{R}^{2} \bullet \mathbb{R}^{2}$ |  |
| $\circ$ | $\circ$ | $(0,0)$ | $\bullet \mathbb{R}^{2} \bullet \mathbb{R}^{2} \bullet \mathbb{R}^{2}$ |  |
| $\circ$ | $\circ$ | $\bullet \mathbb{R}^{2} \bullet \mathbb{R}^{2} \bullet \mathbb{R}^{2} \bullet \mathbb{R}^{2}$ |  |  |
| $\circ$ | $\bullet \mathbb{R}^{2} \bullet \mathbb{R}^{2} \bullet \mathbb{R}^{2} \bullet \mathbb{R}^{2} \bullet \mathbb{R}^{2}$ |  |  |  |
| $\bullet \mathbb{R}^{2} \bullet \mathbb{R}^{2} \bullet \mathbb{R}^{2} \bullet \mathbb{R}^{2} \bullet \mathbb{R}^{2} \bullet \mathbb{R}^{2}$ |  |  |  |  |

## 4 A Functorial Map

The following table contains the $K$-groups of the reduced $C^{*}$-algebras of $\operatorname{GL}(n, \mathbb{C})$ and $\operatorname{GL}(2 n, \mathbb{R})$, where used the convention: $\ell_{k}^{\prime} \in \mathbb{Z}$ and $\ell_{k} \in \mathbb{N}$, for $0 \leq k \leq n$.

We conclude that there exists a certain resemblance between the even (respectively, odd) $K$-groups of $\mathrm{GL}(n, \mathbb{C})$ and $\mathrm{GL}(2 n, \mathbb{R})$ when $n$ is even (respectively, odd). In this section we aim to find an interpretation for this result based on representation theory. In order to do that, we need to delve into the local Langlands correspondence
for archimedean fields [5] and a particular instance of the principle of functoriality known as automorphic induction, see [3]. We give now some background on the local Langlands correspondence for local archimedean fields.

Let $F$ be either $\mathbb{R}$ or $\mathbb{C}$. The Weyl group of $F$ is the group $W_{F}$ that fits into the following short exact sequence of topological groups

$$
1 \longrightarrow F^{\times} \longrightarrow W_{F} \longrightarrow \operatorname{Gal}(\bar{F} / F) \longrightarrow 1
$$

Specifically,

$$
W_{\mathbb{C}}=\mathbb{C}^{\times} \text {and } W_{\mathbb{R}}=\langle j\rangle \mathbb{C}^{\times},
$$

where $j^{2}=-1 \in \mathbb{C}^{\times}$and $j c=\bar{c} j$, for all $c \in \mathbb{C}^{\times}$. As a disjoint set we have

$$
W_{\mathbb{R}}=\mathbb{C}^{\times} \sqcup j \mathbb{C}^{\times}
$$

An $L$-parameter is a continuous homomorphism

$$
\phi: W_{F} \rightarrow G L(n, \mathbb{C})
$$

such that $\phi(w)$ is semisimple for all $w \in W_{F} . L$-parameters are also called Langlands parameters. Two $L$-parameters are equivalent if they are conjugate under $G L(n, \mathbb{C})$. The set of equivalence classes of $L$-parameters whose image is bounded is denoted by $\mathscr{G}_{n}^{t}$. This is the class of $L$-parameters we are interested in since they parametrize tempered representations. For that reason, they are called tempered $L$-parameters.

The local Langlands correspondence is a bijection

$$
\mathscr{G}_{n}^{t}(F) \rightarrow \mathscr{A}_{n}^{t}(F)
$$

which satisfies some identities on $L$-functions and $\varepsilon$-factors, see [5].
Example 3 Since $W_{\mathbb{C}}=\mathbb{C}^{\times}$, a 1-dimensional $L$-parameter of $W_{\mathbb{C}}$ is simply a unitary quasicharacter of $\mathbb{C}^{\times}$, i.e., a character:

$$
\chi(z)=(z /|z|)^{\ell} \otimes|z|_{\mathbb{C}}^{i t}
$$

where $|z|^{2}=|z|_{\mathbb{C}}=z \bar{z}, \ell \in \mathbb{Z}$ and $t \in \mathbb{R}$. To emphasize the dependence on parameters ( $\ell, t$ ) we may write $\chi=\chi_{\ell, t}$ or $\chi=\chi_{\ell}$. An $n$-dimensional $L$-parameter can be written as a direct sum of $n 1$-dimensional characters of $\mathbb{C}^{\times}$:

$$
\phi=\phi_{1} \oplus \cdots \oplus \phi_{n}
$$

with $\phi_{k}(z)=(z /|z|)^{\ell_{k}} \otimes|z|_{\mathbb{C}}^{t_{k}}, \ell_{k} \in \mathbb{Z}, t_{k} \in \mathbb{R}, k=1, \ldots, n$.
For a description of the $L$-parameters of $W_{\mathbb{R}}$ and more details about the local Langlands correspondence in the archimedean setting see [5].

The group $\operatorname{Gal}(\mathbb{C} / \mathbb{R})$ acts on $\mathscr{G}_{1}^{t}(\mathbb{C})=\widehat{\mathbb{C}^{\times}}$

$$
\chi^{\tau}(z)=\chi(\bar{z}),
$$

where $\tau$ is generator of $\operatorname{Gal}(\mathbb{C} / \mathbb{R})$. It follows that $\operatorname{Gal}(\mathbb{C} / \mathbb{R})$ acts on $\mathscr{G}_{n}^{t}(\mathbb{C})$ for every $n$. A simple computation shows that

$$
\chi_{\ell, t}^{\tau}(z)=\chi_{-\ell, t}(z)
$$

Therefore,

$$
\chi^{\tau}=\chi \Leftrightarrow \ell=0 .
$$

Note that $W_{\mathbb{C}} \subset W_{\mathbb{R}}$, with index $\left[W_{\mathbb{R}}: W_{\mathbb{C}}\right]=2$. Hence, there is a natural induction map

$$
\operatorname{Ind}_{\mathbb{C} / \mathbb{R}}: \mathscr{G}_{n}^{t}(\mathbb{C}) \rightarrow \mathscr{G}_{2 n}^{t}(\mathbb{R})
$$

By the local Langlands correspondence for archimedean fields, there exists an automorphic induction map $\mathscr{A} \mathscr{I}_{\mathbb{C} / \mathbb{R}}$ such that the following diagram commutes


Example 4 (Automorphic induction for $n=1$ ). Let $\chi=\chi_{\ell, t}$ be an $L$-parameter of $W_{\mathbb{C}}$. If $\chi \neq \chi^{\tau}$ then $\phi_{\ell, t} \simeq \phi_{-\ell, t}$, see [8]. Hence,

$$
\mathscr{A} \mathscr{I}_{\mathbb{C} / \mathbb{R}}\left(\mathscr{C}_{1}\left(\chi_{\ell, t}\right)\right)=D_{|\ell|} \otimes|\operatorname{det}(.)|^{i t} .
$$

If $\chi=\chi^{\tau}$ then $\chi=\chi_{0, t}$ and we have

$$
\mathscr{A} \mathscr{I}_{\mathbb{C} / \mathbb{R}}\left(\mathbb{C} \mathscr{L}_{1}\left(\left.|\cdot|\right|_{\mathbb{C}} ^{i t}\right)\right)={ }_{\mathbb{R}} \mathscr{L}_{2}(\rho \oplus \operatorname{sgn} . \rho)=\pi\left(\rho, \rho^{-1}\right)
$$

where $\pi\left(\rho, \rho^{-1}\right)$ is a reducible principal series and $\rho$ is the character of $\mathbb{R}^{\times} \simeq W_{\mathbb{R}}^{a b}$ associated with $\chi_{0, t}=|.|_{\mathbb{C}}^{i t}$ via class field theory, i.e., such that $\rho_{\mid W_{\mathrm{C}}}=\chi$.

As a map of topological spaces, automorphic induction for $n=1$ may be described as
follows:

$$
\begin{align*}
& (t, \ell) \in \mathbb{R} \times \mathbb{Z} \mapsto(t,|\ell|) \in \mathbb{R} \times \mathbb{N}, \text { if } \ell \neq 0  \tag{5}\\
& (t, 0) \in \mathbb{R} \times \mathbb{Z} \mapsto(t, t) \mapsto \mathbb{R}^{2}, \text { if } \ell=0 \tag{6}
\end{align*}
$$

Table $1 K$-theory groups

|  | $K_{0} C_{r}^{*} \operatorname{GL}(n, \mathbb{C})$ | $K_{0} C_{r}^{*} \operatorname{GL}(2 n, \mathbb{R})$ | $K_{1} C_{r}^{*} \operatorname{GL}(n, \mathbb{C})$ | $K_{1} C_{r}^{*} \operatorname{GL}(2 n, \mathbb{R})$ |
| :--- | :--- | :--- | :--- | :--- |
| $n$ even | $\bigoplus_{\ell_{1}^{\prime}>\cdots>\ell_{n}^{\prime}} \mathbb{Z}$ | $\bigoplus_{\ell_{1}>\cdots>\ell_{n}} \mathbb{Z}$ | 0 | $\bigoplus_{\ell_{1}>\cdots>\ell_{n-1}} \mathbb{Z}$ |
| $n$ odd | 0 | $\bigoplus_{\ell_{1}>\cdots>\ell_{n-1}} \mathbb{Z}$ | $\bigoplus_{\ell_{1}^{\prime}>\cdots>\ell_{n}^{\prime} \mathbb{Z}}$ | $\bigoplus_{\ell_{1}>\cdots>\ell_{n}} \mathbb{Z}$ |

We may now prove a result which explains the similarity between the $K$-theory groups of $C_{r}^{*} \mathrm{GL}(n, \mathbb{C})$ and $C_{r}^{*} \mathrm{GL}(2 n, \mathbb{R})$ as shown in Table 1.
Theorem 3 Let $\mathscr{A} \mathscr{I}^{*}: K_{j} C_{r}^{*} \mathrm{GL}(2 n, \mathbb{R}) \longrightarrow K_{j} C_{r}^{*} \mathrm{GL}(n, \mathbb{C})$ denote the functorial map induced by the automorphic induction map $\mathscr{A} \mathscr{I}=\mathscr{A} \mathscr{I}_{\mathbb{C} / \mathbb{R}}$, with $j \equiv$ $n(\bmod 2)$. Then,

$$
\operatorname{Im}\left(\mathscr{A} \mathscr{I}^{*}\right) \simeq \bigoplus_{\left|\ell_{1}\right|>\left|\ell_{2}\right|>\cdots>\left|\ell_{n}\right|} \mathbb{Z}
$$

Proof By [8, Theorem 6.3], the generator ( $\left[D_{m}^{\left|\ell_{1}\right|}\right], \ldots,\left[D_{m}^{\left|\ell_{n}\right|}\right]$ ) of the component $\mathbb{Z}_{\left(\left|\ell_{1}\right|, \ldots,\left|\ell_{n}\right|\right)}$ of $K_{j} C_{r}^{*} \mathrm{GL}(2 n, \mathbb{R})$ is sent to $\left(\mathscr{A} \mathscr{I}_{1}^{*}\left(\left[D_{m}^{\left|\ell_{1}\right|}\right]\right), \ldots, \mathscr{A} \mathscr{I}_{1}^{*}\left(\left[D_{m}^{\left|\ell_{n}\right|}\right]\right)\right)$ which lies in $K_{j} C_{r}^{*} \mathrm{GL}(n, \mathbb{C})$ and this class is nontrivial if and only if $\chi_{\ell_{k}}^{\tau} \neq \chi_{\ell_{k}}$, for every $1 \leq k \leq n$. Moreover, by Theorem 2 we may choose a representative such that $\left|\ell_{1}\right|>\left|\ell_{2}\right|>\cdots>\left|\ell_{n}\right|$. This concludes the proof.

Example 5 The functorial map $\mathscr{A} \mathscr{I}^{*}$ is not onto. In fact, for $n=1$ we have

$$
\mathscr{A} \mathscr{I}^{*}: \bigoplus_{\mathbb{N}} \mathbb{Z} \rightarrow \bigoplus_{\mathbb{Z}} \mathbb{Z},\left(\left[D_{1}\right],\left[D_{2}\right], \ldots\right) \mapsto\left(\ldots,\left[D_{2}\right],\left[D_{1}\right], 0,\left[D_{1}\right],\left[D_{2}\right], \ldots\right)
$$
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# Spectral Bounds for the $\boldsymbol{k}$-Regular Induced Subgraph Problem 

Domingos Moreira Cardoso and Sofia J. Pinheiro


#### Abstract

Many optimization problems on graphs are reduced to the determination of a subset of vertices of maximum cardinality which induces a $k$-regular subgraph. For example, a maximum independent set, a maximum induced matching and a maximum clique is a maximum cardinality 0 -regular, 1-regular and $(\omega(G)-1)$ regular induced subgraph, respectively, were $\omega(G)$ denotes the clique number of the graph $G$. The determination of the order of a $k$-regular induced subgraph of highest order is in general an NP-hard problem. This paper is devoted to the study of spectral upper bounds on the order of these subgraphs which are determined in polynomial time and in many cases are good approximations of the respective optimal solutions. The introduced upper bounds are deduced based on adjacency, Laplacian and signless Laplacian spectra. Some analytical comparisons between them are presented. Finally, all of the studied upper bounds are tested and compared through several computational experiments.


Keywords Spectral graph theory • Maximum $k$-regular induced subgraphs $\cdot$ Combinatorial optimization

## 1 Introduction

Throughout the paper, we deal with simple undirected graphs $G$, with vertex set $V(G)=\{1, \ldots, n\}$ and edge set $E(G) \neq \emptyset$. Since this graph has $n$ vertices, we say that the graph has order $n$. We write $u \sim v$ whenever the vertices $u$ and $v$ are adjacent. The neighborhood of a vertex $i \in V(G)$, that is, the set of vertices adjacent to $i$, is denoted by $N_{G}(i)$, the degree of $i$ is $d_{G}(i)=\left|N_{G}(i)\right|, \Delta(G)=\max _{i \in V(G)} d_{G}(i)$ and

[^8]$\delta(G)=\min _{i \in V(G)} d_{G}(i)$. The subgraph of $G$ induced by the vertex subset $S \subset V(G)$ is denoted by $G[S]$. The graph $G$ is $p$-regular when all vertices have the same degree equal to $p$. A vertex subset $S \subseteq V(G)$ is $(k, \tau)$-regular if it induces a $k$-regular subgraph and $\forall v \notin S,\left|N_{G}(v) \cap S\right|=\tau$. The adjacency matrix $A_{G}=\left(a_{i, j}\right)$ is the $n \times n$ matrix defined by
\[

a_{i, j}=\left\{$$
\begin{array}{l}
1 \text { if } i \sim j \\
0 \text { otherwise }
\end{array}
$$\right.
\]

The Laplacian matrix $L_{G}=\left(l_{i, j}\right)$ and the signless Laplacian matrix $Q_{G}=\left(q_{i, j}\right)$ of the graph $G$, are the matrices $L_{G}=D_{G}-A_{G}$ and $Q_{G}=D_{G}+A_{G}$, respectively, where $D_{G}$ stands for the diagonal matrix of order $n$ with the $i$-th entry equal to the vertex degree $d_{G}(i)$. Therefore, $A_{G}, L_{G}$ and $Q_{G}$ are real symmetric matrices and then all their eigenvalues are real. These eigenvalues are herein denoted, in nonincreasing order, respectively by $\lambda_{1} \geq \cdots \geq \lambda_{n}, \mu_{1} \geq \cdots \geq \mu_{n}$ and $q_{1} \geq \cdots \geq q_{n}$. If $G$ has at least one edge, then $\lambda_{1}>0>\lambda_{n}$. From now on we consider only simple undirected graphs with at least one edge which will be called graphs.

Each adjacency eigenvalue of a graph $G$ is main if the corresponding eigenspace contains an eigenvector which is not orthogonal to the all ones vector, otherwise is non-main. From Geršgorin's theorem, the eigenvalues of $L_{G}$ and $Q_{G}$ are nonnegative real numbers and since the entries of each row of $L_{G}$ sum 0 , then the eigenvalue $\mu_{n}=$ 0 is associated to the all ones eigenvector $\hat{e}$. The multiplicity of 0 , as an eigenvalue of $L_{G}$, is equal to the number of connected components of $G$. Furthermore, $G$ is bipartite if and only if $q_{n}=0$. Further basic details about graph spectra can be found in $[6,8]$. A vertex subset inducing a 0 -regular subgraph is called an independent (or stable) set. A maximum independent set is an independent set of maximum cardinality and its cardinality is called independence number and it is denoted by $\alpha(G)$.

In [3] it was proved that the problem of finding a maximum cardinality subset of vertices inducing a $k$-regular subgraph is NP-hard. Throughout this paper, this maximum is denoted by $\alpha_{k}(G)$. Note that in the particular case of $k=0, \alpha_{0}(G)=$ $\alpha(G)$.

The study of spectral upper bounds on the order of $k$-regular induced subgraphs (it should be noted that the independent sets are 0 -regular induced subgraphs) appear in [3-5]. In [1] (see also [11]) an upper bound on the order of induced subgraphs with average degree $d$ (based on adjacency eigenvalues) was obtained for regular graphs, extending the ratio bound (7) to the general case of maximum $k$-regular induced subgraphs (when $k=0$, this bound coincide with the ratio bound). A similar result was obtained in [3], using convex quadratic programming techniques. In $[4,5]$ the arbitrary graph case is analyzed and upper bounds on the order of $k$ regular induced subgraphs are presented. In [4], the upper bounds are obtained using adjacency eigenvalues and eigenvectors, namely the least eigenvalue (whether it is non-main) and the corresponding eigenspace. In [5], the upper bound is obtained using a quadratic programming technique jointly with the main angles (see [8] for details) and the induced subgraph just must have average degree $d$.

The main goal of this paper is to introduce some new spectral upper bounds on the order of $k$-regular induced subgraphs, making an analytic comparison between them when possible. These new upper bounds are based on adjacency, Laplacian and signless Laplacian eigenvalues. Finally, a few computational experiments are presented.

## 2 Concepts and Fundamental Results

In this section, we introduce some definitions and we recall the previously obtained results needed for the deductions in the next section. In particular, we survey results concerning to spectral upper bounds on the order of $k$-regular induced subgraphs.

For arbitrary graphs, consider a graph $G$ of order $n$ with $V(G)=S \cup S^{c}$, where $S \subseteq V(G)$ denotes a vertex subset inducing a $k$-regular subgraph and $S^{c}$ is its complement. The set of edges with just one end vertex in $S$, that is, the cut set defined by $S$ is denoted $\partial(S)$. Hence, $|\partial(S)|=|S|\left(\bar{d}_{S}-k\right)$, where $\bar{d}_{S}=\frac{1}{|S|} \sum_{i \in S} d_{G}(i)$.

The next result relates the cardinality of the cut set $\partial(S)$ to the largest eigenvalue of the Laplacian matrix of a graph $G$.

Lemma 1 ([16]) Let $G$ be a graph of order $n$ and $S \subseteq V(G)$. Then

$$
\begin{equation*}
|\partial(S)| \leq \mu_{1} \frac{|S|(n-|S|)}{n} . \tag{1}
\end{equation*}
$$

Another relationship involving the largest Laplacian eigenvalue and the least adjacency eingenvalue of a graph $G$ is (see [8]).

$$
\begin{equation*}
\delta(G)-\lambda_{n} \leq \mu_{1} \leq \Delta(G)-\lambda_{n} . \tag{2}
\end{equation*}
$$

Now we consider some relationships involving signless Laplacian eigenvalues. Assuming that $G$ is a connected graph of order $n$, according to [7], the least eigenvalue of $Q_{G}$ is zero if and only if $G$ is bipartite and, in that case, zero is a simple eigenvalue. They also proved that

$$
\begin{equation*}
2 \delta(G) \leq q_{1} \leq 2 \Delta(G) \tag{3}
\end{equation*}
$$

Moreover, according to [9],

$$
\begin{equation*}
q_{n}<\delta(G) \tag{4}
\end{equation*}
$$

From Weyl's inequalities we have an improvement of inequalities (3) and we state relationships between signless Laplacian and adjacency eigenvalues.

$$
\begin{equation*}
\delta(G)+\lambda_{1} \leq q_{1} \leq \Delta(G)+\lambda_{1} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta(G)+\lambda_{n} \leq q_{n} \leq \Delta(G)+\lambda_{n} . \tag{6}
\end{equation*}
$$

We now present some spectral upper bounds on the size of $k$-regular induced subgraphs starting with the particular case of $k=0$, for which we consider only the ones most related with this work.

### 2.1 Bounds on $\alpha(G)$

In the case of regular graphs, the well known ratio bound, obtained by Hoffman (unpublished) and presented by Lovász in [14] can be stated by the following theorem where, for the last statement, the necessary condition was proved in [12] and the sufficient condition was proved in [2].
Theorem 1 ([2, 12, 14]) If $G$ is a regular graph of order n, then

$$
\begin{equation*}
\alpha(G) \leq n \frac{-\lambda_{n}}{\lambda_{1}-\lambda_{n}} . \tag{7}
\end{equation*}
$$

Furthermore, the cardinality of an independent set $S$ attains the upper bound if and only if $S$ is $(0, \tau)$-regular, with $\tau=-\lambda_{n}$.

The ratio bound (7) was extended by Haemers for arbitrary graphs, according to the following theorem.
Theorem 2 ([11]) If $G$ is a graph of order n, then

$$
\begin{equation*}
\alpha(G) \leq \frac{-n \lambda_{n} \lambda_{1}}{\delta^{2}(G)-\lambda_{n} \lambda_{1}} \tag{8}
\end{equation*}
$$

The next spectral upper bound based on the largest Laplacian eigenvalue was independently deduced in [10, 15].
Theorem 3 ([10, 15]) If $G$ is a graph of order n, then

$$
\begin{equation*}
\alpha(G) \leq n \frac{\mu_{1}-\delta(G)}{\mu_{1}} \tag{9}
\end{equation*}
$$

### 2.2 Bounds on $\alpha_{k}(G)$

Cardoso, Kamińsky and Lozin in [3] introduced the following family of convex quadratic programming problems:

$$
\begin{equation*}
v_{k}(G)=\max _{x \geq 0} 2 \hat{e}^{T} x-\frac{\tau}{k+\tau} x^{T}\left(\frac{A_{G}}{\tau}+I_{n}\right) x, \tag{10}
\end{equation*}
$$

where $\hat{e}$ is the all ones vector, $I_{n}$ the identity matrix of order $n, k \in \mathbb{N} \cup\{0\}$ and $\tau=-\lambda_{n}$ and they proved that $\alpha_{k}(G) \leq v_{k}(G)$, where $\alpha_{k}(G)$ is the cardinality of a vertex subset inducing a $k$-regular subgraph of maximum order. In fact, in [3], the obtained result was stated as follows.

Theorem 4 ([3]) Let $G$ be a graph and $k$ a non-negative integer. If $S \subseteq V(G)$ induces a subgraph of $G$ with average degree $k$, then $|S| \leq v_{k}(G)$. The equality holds if and only if $\tau+k \leq\left|N_{G}(v) \cap S\right| \quad \forall v \notin S$.

Considering the particular case of regular graphs we have the following theorem, where the upper bound was obtained in [11] and the last statement was proved in [3].

Theorem $5([3,11])$ If $G$ is a p-regular graph of order $n$, then

$$
\begin{equation*}
\alpha_{k}(G) \leq n \frac{k-\lambda_{n}}{p-\lambda_{n}} . \tag{11}
\end{equation*}
$$

Furthermore, the equality holds if and only if there exists $S \subseteq V(G)$ which $(k, k+\tau)$ regular, with $\tau=-\lambda_{n}$. In this case, $\alpha_{k}(G)=|S|=n \frac{k-\lambda_{n}}{p-\lambda_{n}}$.

In [4], considering the quadratic program not necessary convex (10), with $\tau>0$, it was proved that

$$
\begin{equation*}
\alpha_{k}(G) \leq \lambda_{\max }\left(A_{G^{c}}\right)+k+1, \tag{12}
\end{equation*}
$$

where $G^{c}$ denotes the complement of the graph $G$, that is, the graph such that $V\left(G^{c}\right)=V(G)$ and $E\left(G^{c}\right)=\{i j: i j \notin E(G)\}$. Furthermore, the following upper bound was obtained.

Theorem 6 ([4]) Consider a graph G such that $\lambda_{\min }\left(A_{G}\right)=\lambda_{n}=\cdots=\lambda_{n-(p-1)}$ is a non-main eigenvalue with multiplicity $p$. Assuming that the eigenvectors $\hat{u}_{1}, \ldots, \hat{u}_{n}$, associated to the eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$, respectively, are unitary and pairwise orthogonal, then

$$
\begin{equation*}
\alpha_{k}(G) \leq \sum_{j=1}^{n-p} \frac{-\lambda_{n}+k}{-\lambda_{n}+\lambda_{j}}\left(\hat{e}^{T} \hat{u}_{j}\right)^{2} . \tag{13}
\end{equation*}
$$

Later, in [5], using a quadratic programming technique jointly with the main angles of $G$, the upper bound (13) was improved as follows.

Theorem 7 ([5]) Let $G$ be a graph of order n, and let $S$ be a set of vertices which induces a $k$-regular subgraph of $G(0 \leq k \leq n-1)$. If $t>-\lambda_{n}$ then

$$
\begin{equation*}
\alpha_{k}(G) \leq h_{k}^{G}(t), \tag{14}
\end{equation*}
$$

where $h_{k}^{G}(t)=(k+t)\left(1-\frac{P_{G^{c}}(t-1)}{(-1)^{n} P_{G}(-t)}\right)$ and $P_{G}(x)=\operatorname{det}(x I-A)$.

## 3 Upper Bounds Based on the Spectrum of $A_{G}, L_{G}$ and $Q_{G}$

Now it is worth to recall the following theorem obtained by Haemers.
Theorem 8 ([11]) Let $G$ be a graph on $n$ vertices of average degree $d$ and let the vertex set of $G$ be partitioned into two sets such that $G_{1}$ and $G_{2}$ are the subgraphs induced by these two sets. For $i=1,2$ let $n_{i}$ be the number of vertices of $G_{i}, d_{i}$ be the average of vertex degrees of $G_{i}$ and let $\bar{d}_{i}$ be the average of vertex degrees in $G$ over the vertices of $G_{i}$. Then
(i) $\lambda_{1} \lambda_{2} \geq \frac{n d_{i} d-n_{i} \bar{d}_{i}^{2}}{n-n_{i}} \geq \lambda_{1} \lambda_{n}$.
(ii) If the equality holds on one of the sides, then $G_{1}$ and $G_{2}$ are regular and also the degrees in $G$ are constant over the vertices of $G_{1}$ and $G_{2}$.

As a consequence of this theorem, we have the following corollary.
Corollary 1 If $G$ is a graph of order $n$, then,

$$
\begin{equation*}
\alpha_{k}(G) \leq \frac{2 k|E(G)|-n \lambda_{1} \lambda_{n}}{\delta(G)^{2}-\lambda_{1} \lambda_{n}} \tag{15}
\end{equation*}
$$

Proof Let us consider the vertex partition $V(G)=S \cup S^{c}$, where $S$ induces a $k$ regular subgraph of $G$. Applying Theorem 8-(i), setting $n_{1}=|S|$ and $d_{1}=k$, we have,

$$
\begin{aligned}
\frac{n k d-\bar{d}_{1}{ }^{2}|S|}{n-|S|} \geq \lambda_{1} \lambda_{n} & \Leftrightarrow \lambda_{1} \lambda_{n}(n-|S|) \leq n k d-\bar{d}_{1}{ }^{2}|S| \\
& \Leftrightarrow|S|\left(\bar{d}_{1}{ }^{2}-\lambda_{1} \lambda_{n}\right) \leq n k d-n \lambda_{1} \lambda_{n} \\
& \Leftrightarrow|S| \leq \frac{n k d-n \lambda_{1} \lambda_{n}}{\bar{d}_{1}{ }^{2}-\lambda_{1} \lambda_{n}} .
\end{aligned}
$$

Since $\bar{d}_{1} \geq \delta$ and $d=\frac{2|E(G)|}{n}$, the inequality (15) follows.
Notice that, when $G$ is $p$-regular, $\lambda_{1}=\delta(G)$ and $|E(G)|=\frac{n p}{2}$ whereby the upper bound (15) is equal to (11).

The next corollary is a consequence of Lemma 1.
Corollary 2 If $G$ is a graph of order $n$, then

$$
\begin{equation*}
\alpha_{k}(G) \leq n \frac{k+\mu_{1}-\delta(G)}{\mu_{1}} \tag{16}
\end{equation*}
$$

Proof Considering a vertex subset $S \subseteq V(G)$ inducing a $k$-regular subgraph and taking into account that (as defined before) $\overline{d_{S}}=\frac{1}{|S|} \sum_{i \in S} d_{G}(i)$, it follows that $|\partial(S)|=|S|\left(\bar{d}_{S}-k\right)$. Then applying Lemma 1 we have

$$
\begin{aligned}
|S|\left(\bar{d}_{S}-k\right) \leq \mu_{1} \frac{|S|(n-|S|)}{n} & \Leftrightarrow \frac{n\left(\bar{d}_{S}-k\right)}{n-|S|} \leq \mu_{1} \\
& \Leftrightarrow \mu_{1}|S| \leq n \mu_{1}-n\left(\bar{d}_{S}-k\right) \\
& \Leftrightarrow|S| \leq n \frac{k+\mu_{1}-\bar{d}_{S}}{\mu_{1}}
\end{aligned}
$$

Since $\bar{d}_{S} \geq \delta(G)$, the inequality (16) follows.
If a graph $G$ is $p$-regular, from (2) $\mu_{1}+\lambda_{n}=p$ and we may conclude that the upper bound (16) is equal to (11).

Before the introduction of a new upper bound on the order of $k$-regular induced subgraphs in function of the largest and the least eigenvalues of the signless Laplacian matrix, it is worth to introduce the following lemma.

Lemma 2 Let $G$ be a graph of order $n$ without isolated vertices. If $G$ is bipartite or $\delta(G) \geq \frac{\Delta(G)}{2}$ or $q_{1}<4 \delta(G)$, then $4 \delta(G)^{2}-q_{n} q_{1}>0$.

Proof Let $\delta=\delta(G)$ and $\Delta=\Delta(G)$.

1. If $G$ is bipartite without isolated vertices, then $q_{n}=0, \delta>0$ and therefore, $4 \delta^{2}-q_{n} q_{1}>0$.
2. If $\delta \geq \frac{\Delta}{2}$, we have $\delta^{2} \geq \frac{\delta \Delta}{2} \Leftrightarrow 4 \delta^{2} \geq 2 \delta \Delta$ and, taking into account (3) and (4), since $q_{1} \leq 2 \Delta$ and $\delta>q_{n}$ it follows $4 \delta^{2}-q_{n} q_{1}>0$.
3. Finally, if $q_{1}<4 \delta$, then $q_{1} q_{n} \leq 4 \delta q_{n}<4 \delta^{2}$, that is, $q_{1} q_{n}<4 \delta^{2}$ and so $4 \delta^{2}-q_{n} q_{1}>0$.

Notice that there are graphs $G$, with $\delta=\delta(G)$, such that $4 \delta^{2}-q_{n} q_{1} \leq 0$, as it is the case of the graph depicted in Fig. 1 which has $\delta=2, q_{n}=1.4991$ and $q_{1}=10.8517$.

Theorem 9 Let $G$ be a graph of order $n$ such that $4 \delta^{2}(G)-q_{n} q_{1}>0$. Then

$$
\begin{equation*}
\frac{2 k|E(G)|-n \lambda_{1} \lambda_{n}}{\delta^{2}(G)-\lambda_{1} \lambda_{n}} \leq \frac{4|E(G)|(\Delta(G)+k)-n q_{n} q_{1}}{4 \delta^{2}(G)-q_{n} q_{1}} . \tag{17}
\end{equation*}
$$

Proof Considering $\varepsilon=|E(G)|, \delta=\delta(G), \Delta=\Delta(G)$ and assuming that the inequality of (17) holds, we have

Fig. 1 Graph $G$, with $4 \delta(G)^{2}-q_{n} q_{1} \leq 0$


$$
\frac{2 k \varepsilon-n \lambda_{1} \lambda_{n}}{\delta^{2}-\lambda_{1} \lambda_{n}}-\frac{\varepsilon(\Delta+k)-n \frac{q_{1}}{4} q_{n}}{\delta^{2}-\frac{q_{1}}{4} q_{n}} \leq 0
$$

華

$$
\begin{array}{r}
2 k \varepsilon \delta^{2}-\frac{q_{1}}{2} q_{n} k \varepsilon-n \delta^{2} \lambda_{1} \lambda_{n}-\delta^{2} \Delta \varepsilon-\delta^{2} k \varepsilon+n \delta^{2} \frac{q_{1}}{4} q_{n}+\lambda_{1} \lambda_{n} \varepsilon \Delta+\lambda_{1} \lambda_{n} \varepsilon k \leq 0 \\
k\left(\delta^{2} \varepsilon-\frac{q_{1}}{2} q_{n} \varepsilon+\lambda_{1} \lambda_{n} \varepsilon\right)-n \delta^{2} \lambda_{1} \lambda_{n}-\delta^{2} \Delta \varepsilon+n \delta^{2} \frac{q_{1}}{4} q_{n}+\lambda_{1} \lambda_{n} \varepsilon \Delta \leq 0
\end{array}
$$

Let $f(k)=k\left(\delta^{2} \varepsilon-\frac{q_{1}}{2} q_{n} \varepsilon+\lambda_{1} \lambda_{n} \varepsilon\right)-n \delta^{2} \lambda_{1} \lambda_{n}-\delta^{2} \Delta \varepsilon+n \delta^{2} \frac{q_{1}}{4} q_{n}+\lambda_{1} \lambda_{n} \varepsilon \Delta$. Then,

$$
\begin{aligned}
f^{\prime}(k) & =\delta^{2} \varepsilon-\frac{q_{1}}{2} q_{n} \varepsilon+\lambda_{1} \lambda_{n} \varepsilon \\
& =\varepsilon\left(\delta^{2}-\frac{q_{1}}{2} q_{n}+\lambda_{1} \lambda_{n}\right)
\end{aligned}
$$

From (6),

$$
\delta+\lambda_{n}<q_{n} \Leftrightarrow \delta^{2}+\delta \lambda_{n}<\delta q_{n} \Leftrightarrow \delta^{2}-\delta q_{n}+\delta \lambda_{n}<0 .
$$

Since, from (3), $\frac{q_{1}}{2} \geq \delta$ and, as it is well known, $\lambda_{1} \geq \delta$, it follows that $\delta^{2}-\frac{q_{1}}{2} q_{n}+$ $\lambda_{1} \lambda_{n} \leq \delta^{2}-\delta q_{n}+\delta \lambda_{n}<0$, that is, $f^{\prime}(k)<0$. Therefore, $f(k)$ is a decreasing function.

Considering the function $f(k)$ and setting $k=0$ and $\Delta=\delta+\xi$ with $\xi$ a nonnegative integer we may define the function

$$
g(\delta, \xi)=-n \delta^{2} \lambda_{1} \lambda_{n}-\delta^{2}(\delta+\xi) \varepsilon+n \delta^{2} \frac{q_{1}}{4} q_{n}+\lambda_{1} \lambda_{n} \varepsilon(\delta+\xi)
$$

Then

$$
\begin{aligned}
\frac{\partial g(\delta, \xi)}{\partial \xi} & =-\delta^{2} \varepsilon+\lambda_{1} \lambda_{n} \varepsilon \\
& =\varepsilon\left(-\delta^{2}+\lambda_{1} \lambda_{n}\right) \\
& <0
\end{aligned}
$$

Therefore, $g(\delta, \xi)$ is a decreasing function with respect to $\xi$. Since $g(\delta, 0)=$ $-n \delta^{2} \lambda_{1} \lambda_{n}-\delta^{3} \varepsilon+n \delta^{2} \frac{q_{1}}{4} q_{n}+\lambda_{1} \lambda_{n} \varepsilon \delta$ and $\delta=\Delta$ it follows that $\lambda_{1}=\delta$. Furthermore, from (3), $\frac{q_{1}}{2}=\delta$ and from (6), $q_{n}=\delta+\lambda_{n}$. Therefore,

$$
\begin{aligned}
g(\delta, 0) & =-n \delta^{3} \lambda_{n}-\delta^{3} \varepsilon+n \frac{\delta^{3}}{2}\left(\delta+\lambda_{n}\right)+\lambda_{n} \varepsilon \delta^{2} \\
& =-n \delta^{3} \lambda_{n}-\delta^{3} \varepsilon+n \frac{\delta^{4}}{2}+n \frac{\delta^{3}}{2} \lambda_{n}+\lambda_{n} \varepsilon \delta^{2}
\end{aligned}
$$

Finally, since $\varepsilon=\frac{n \delta}{2}$ we obtain $g(\delta, 0)=-n \delta^{3} \lambda_{n}-n \frac{\delta^{4}}{2}+n \frac{\delta^{4}}{2}+n \frac{\delta^{3}}{2} \lambda_{n}+n \frac{\delta^{3}}{2} \lambda_{n}=$ 0 and thus, for all nonnegative integers $\delta$ and $\xi, g(\delta, \xi) \leq 0$. Therefore, $f(0) \leq$ 0 and, since $f(k)$ is a decreasing function, we may conclude that $f(k) \leq 0$ for all $k$.

As immediate consequence of Corollary 1 and Theorem 9 we have the following corollary.

Corollary 3 If $G$ is a graph of order n, $\varepsilon$ edges, $\Delta=\Delta(G)$ and $\delta=\delta(G)$, such that $4 \delta^{2}-q_{n} q_{1}>0$, then

$$
\begin{equation*}
\alpha_{k}(G) \leq \frac{4 \varepsilon(\Delta+k)-n q_{n} q_{1}}{4 \delta^{2}-q_{n} q_{1}} . \tag{18}
\end{equation*}
$$

According to [7], a graph $G$ with $n$ vertices and $\varepsilon$ edges is regular if and only if $4 \varepsilon=n q_{1}$. Furthermore, when $G$ is regular its degree is equal to $\frac{q_{1}}{2}$. Thus, assuming that $G$ is $p$-regular, has $n$ vertices and $\varepsilon$ edges, by Lemma 2 the hypothesis of Corollary 3 is fulfilled and then we may write

$$
\begin{aligned}
\alpha_{k}(G) & \leq \frac{n q_{1}\left(p+k-q_{n}\right)}{2 p q_{1}-q_{n} q_{1}}\left(\text { since } \Delta(G)=\delta(G)=p=\frac{q_{1}}{2} \text { and } 4 \varepsilon=n q_{1}\right) \\
& =\frac{n\left(p+k-q_{n}\right)}{2 p-q_{n}}=n \frac{k-\lambda_{n}}{p-\lambda_{n}}\left(\text { since } q_{n}-\lambda_{n}=p\right) .
\end{aligned}
$$

Therefore, for regular graphs, all the upper bounds (11) (15), (16) and (18) are equal. Notice that there are graphs for which these upper bounds are tight. For instance, if $G=K_{n}$ (a complete graph of order $n$ ), then $\lambda_{1}=n-1$ and $\lambda_{n}=-1$. Thus, if $S \subseteq V\left(K_{n}\right)$ induces a $k$-regular subgraph, then $n \frac{k-\lambda_{n}}{\lambda_{1}-\lambda_{n}}=k+1=|S|$. Therefore, when $G$ is a complete graph, for each $k$, the upper bounds (15), (16) and (18) on the cardinality of vertex subsets inducing $k$-regular subgraphs are all reached. More generally, according to Theorem 5 , if $G$ is a regular graph and $S \subset V(G)$ is a $(k, k+$ $\tau$ )-regular set, with $\tau=-\lambda_{n}$, then all the above referred upper bounds are reached.

Throughout the paper, in all the proofs of the presented results, only the average degree in $S$ is used and then, in all the obtained results we may replace $k$-regular induced subgraph by induced subgraph with average degree $k$. Moreover, all the obtained results remain valid when we consider positive weights on the edges, assuming in that case that the degree of a vertex $v$ is then the sum of the weights of the edges incident to $v$.

## 4 Computational Experiments and Conclusions

In this section, several computational experiments with the upper bounds (15), (16) and (18) are presented in Table 1. In each row of this table appears the order $n$, the maximum degree $\Delta$, the minimum degree $\delta$, the degree of a regular induced subgraph

Table 1 Computational experiments with the upper bounds (15), (16) and (18)

| Graph | $n$ | $\Delta(G)$ | $\delta(G)$ | $k$ | (15) | (16) | (18) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| c-fat200-1 | 200 | 17 | 14 | 0 | 74.01 | 82.31 | 97.27 |
|  |  |  |  | 1 | 83.87 | 90.72 | 109.28 |
|  |  |  |  | 2 | 93.73 | 99.13 | 121.29 |
|  |  |  |  | 6 | 133.18 | 132.75 | 169.33 |
|  |  |  |  | 7 | 143.04 | 141.16 | 181.34 |
| c-fat200-2 | 200 | 34 | 32 | 0 | 55.72 | 57.29 | 63.19 |
|  |  |  |  | 1 | 60.28 | 61.75 | 67.86 |
|  |  |  |  | 2 | 64.83 | 66.21 | 72.53 |
|  |  |  |  | 16 | 128.65 | 128.65 | 137.88 |
|  |  |  |  | 17 | 133.21 | 133.10 | 142.55 |
| c-fat200-5 | 200 | 86 | 83 | 0 | 45.85 | 48.56 | 50.10 |
|  |  |  |  | 1 | 47.74 | 50.39 | 52.06 |
|  |  |  |  | 2 | 49.64 | 52.21 | 54.01 |
|  |  |  |  | 39 | 119.79 | 119.72 | 126.41 |
|  |  |  |  | 40 | 121.69 | 121.55 | 128.36 |
| MANN-a9 | 45 | 41 | 40 | 0 | 3.76 | 4.46 | 4.23 |
|  |  |  |  | 1 | 4.81 | 5.47 | 5.32 |
|  |  |  |  | 2 | 5.86 | 6.48 | 6.41 |
|  |  |  |  | 18 | 22.69 | 22.70 | 23.84 |
|  |  |  |  | 19 | 23.74 | 23.72 | 24.93 |
| MANN-a27 | 378 | 374 | 364 | 0 | 5.17 | 13.43 | 13.19 |
|  |  |  |  | 1 | 6.22 | 14.43 | 14.27 |
|  |  |  |  | 2 | 7.27 | 15.43 | 15.36 |
|  |  |  |  | 3 | 8.32 | 16.44 | 16.45 |
|  |  |  |  | 4 | 9.37 | 17.44 | 17.53 |
| Keller4 | 171 | 124 | 102 | 0 | 34.76 | 45.74 | 109.56 |
|  |  |  |  | 1 | 36.20 | 46.96 | 110.51 |
|  |  |  |  | 2 | 37.65 | 48.19 | 111.47 |
|  |  |  |  | 51 | 108.46 | 108.37 | 158.11 |
| brock200-1 | 200 | 165 | 130 | 0 | 20.25 | 44.83 | 75.10 |
|  |  |  |  | 1 | 21.82 | 46.02 | 77.09 |
|  |  |  |  | 2 | 23.40 | 47.22 | 79.08 |
|  |  |  |  | 64 | 121.22 | 121.22 | 202.28 |
|  |  |  |  | 65 | 122.80 | 122.41 | 204.26 |
| brock200-2 | 200 | 114 | 78 | 0 | 37.48 | 69.19 | 161.29 |
|  |  |  |  | 1 | 40.12 | 70.87 | 165.49 |
|  |  |  |  | 2 | 42.75 | 72.54 | 169.69 |
|  |  |  |  | 33 | 124.54 | 124.53 | 300.04 |
|  |  |  |  | 34 | 127.18 | 126.21 | 304.24 |

(continued)

Table 1 (continued)

| Graph | $n$ | $\Delta(G)$ | $\delta(G)$ | $k$ | (15) | (16) | (18) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| brock200-3 | 200 | 134 | 99 | 0 | 29.41 | 57.79 | 113.35 |
|  |  |  |  | 1 | 31.51 | 59.23 | 116.37 |
|  |  |  |  | 2 | 33.61 | 60.66 | 119.39 |
|  |  |  |  | 43 | 119.58 | 119.56 | 243.18 |
|  |  |  |  | 44 | 121.68 | 121.00 | 246.20 |
| brock200-4 | 200 | 147 | 112 | 0 | 24.94 | 51.73 | 91.73 |
|  |  |  |  | 1 | 26.76 | 53.05 | 94.15 |
|  |  |  |  | 2 | 28.59 | 54.38 | 96.58 |
|  |  |  |  | 54 | 123.58 | 123.22 | 222.61 |
|  |  |  |  | 55 | 125.40 | 124.54 | 225.03 |

$k$ and the computed upper bounds on the order of this induced subgraphs for some of the graphs of the family considered in the Second DIMACS Implementation Challenge (see [13]).

Notice that for the particular case of regular graphs the upper bounds (15), (16) and (18) are all equal. Moreover since, according to the Theorem 9, the upper bound (15) is less or equal than the upper bound (18), it follows that

$$
\frac{4|E(G)|(\Delta(G)+k)-n q_{n} q_{1}}{4 \delta(G)^{2}-q_{n} q_{1}} \geq \min \left\{\frac{2 k|E(G)|-n \lambda_{1} \lambda_{n}}{\delta^{2}-\lambda_{1} \lambda_{n}}, n \frac{k+\mu_{1}-\delta}{\mu_{1}}\right\} .
$$

Concerning the comparison between the upper bounds (15) and (16) and also between (16) and (18), the computational results presented in the Table 1 show that none of them is always better than the others.

In fact, regarding the upper bounds (15) and (16), for $k=0,1,2$, the former is better than the later. However, for much greater values of $k$, there are several graphs for which the upper bound (16) is better than (15). Finally, it should be noted that for the graphs MANN-a9 and MANN-a27 for $k=0,1,2$ the upper bound (18) is better than the upper bound (16).
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# Multiplicities: Adding a Vertex to a Graph 
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#### Abstract

Given an Hermitian matrix $A$ whose graph $G$ is a simple undirected graph and its eigenvalues, we suppose the status of each vertex in the graph is known for each eigenvalue of $A$. We investigate the change of the multiplicity of each eigenvalue, when we add a pendent vertex with given value to a particular vertex in the graph via an edge with given weight. It is shown how each multiplicity changes based on this information. The results are applied to show that more than one eigenvalue may increase in multiplicity with the addition of just one vertex. The intended focus is trees, but the analysis is given for general graphs.
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## 1 Introduction

If $G$ is a simple, undirected graph on $n$ vertices, denote by $\mathscr{H}(G)$ the set of all $n$-by- $n$ Hermitian matrices, the graph of whose off-diagonal entries is $G$. There is long-standing interest in the possible lists of multiplicities for the eigenvalues of matrices in $\mathscr{H}(G)$, especially when $G$ is a tree $T$. There are several papers on the subject, including ones relating the structure of $T$ to eigenvalue multiplicity, Refs. [2, 4, 5, 7-9]. In many papers, the multiplicity of eigenvalues in a tree is considered when a slight change occurs. Here, we deal with a general graph and consider the new,

[^9]but natural issue of adding a single vertex. As all necessary information, particularly multiplicities may be updated, the results could be applied sequentially.

If $A$ is Hermitian, denote the multiplicity of an eigenvalue $\lambda$ of $A$ by $m_{A}(\lambda)$. When we remove a vertex $u$ from $G$, the remaining graph is denoted by $G(u)$. Then we denote by $A(u)$ the $(n-1)$-by- $(n-1)$ principal submatrix of $A \in \mathscr{H}(G)$, resulting from deletion of the row and column corresponding to $u$. $A[S]$ denotes the principal submatrix of $A$ corresponding to the subgraph $S$ of $G$. For an identified $A \in \mathscr{H}(G)$, we often speak interchangeably about the graph and the matrix, for convenience.

Our interest here is in precisely what happens to the multiplicities when we add a (pendent) vertex $v$ to a tree $T$ at an identified vertex $u$. Specifically, we show what happens, for each $A \in \mathscr{H}(T)$, to the multiplicities $m_{A}(\lambda)$, when we pass to the new tree $\widetilde{T}$, for $\widetilde{A} \in \mathscr{H}(\widetilde{T})$ with $\widetilde{A}(v)=A$, eigenvalue by eigenvalue. Since the analysis is only slightly more complicated when $G$ is a general graph, we present our results at that level of generality.

Because of the interlacing inequalities for an Hermitian matrix and a principal submatrix of it [1], a multiplicity may change by at most 1 when we pass from $G$ to $\widetilde{G}$. For trees, the theory of what may happen, when a particular vertex is deleted, was summarized and further developed in [4], but the basic definitions are the same for general graphs $G$. A vertex $u$ of $G$ is called "Parter" (respectively "neutral" or "downer") for an eigenvalue $\lambda$ of $A \in \mathscr{H}(G)$ if

$$
m_{A(u)}(\lambda)=m_{A}(\lambda)+1\left(\text { resp. } m_{A}(\lambda), m_{A}(\lambda)-1\right)
$$

The "status" of a vertex $u$ is discussed in [4]. It refers to which of these eventualities occurs, and why.

## 2 Main Results

We denote the characteristic polynomial of a square matrix $A$ by $p_{A}(x)$. Suppose that $G$ is a graph on $n$ vertices, that $A \in \mathscr{H}(G)$ is given, and that a new vertex $v$ is appended to $G$ at the vertex $u$ of $G$, resulting in the graph $\widetilde{G}$ with pendent vertex $v$. If the weight $\alpha \in \mathbb{R}$ is placed on $v$ and the weight $\tilde{a}_{u v} \in \mathbb{C}$ is placed on the new edge, a new matrix $\widetilde{A} \in \mathscr{H}(\widetilde{G})$ results. Of courese $\widetilde{A}(v)=A$, and, we mean that the $u, v$ entry of $\widetilde{A}$ is $\tilde{a}_{u v}$ and $\tilde{a}_{v v}=\alpha$.

The function $f(x)=\frac{p_{A(u)}(x)}{p_{A}(x)}$ will be important to us. After cancellation of like terms in the numerator and denominator, because of interlacing, it will be a ratio of two products, each of distinct linear terms. In the numerator will be terms of the form $(x-\tau)$ for eigenvalues $\tau$ for which $u$ is Parter, along with eigenvalues of $A(u)$ that do not occur in $A$. In the denominator will be such terms for eigenvalues $\mu$ for which $u$ is a downer. The number of $\mu$ 's is one more than the number of $\tau$ 's, and the $\tau$ 's strictly interlace $\mu$ 's because of the interlacing inequalities. Important for us is that $f(x)$ will be well-defined and nonzero when evaluated at any eigenvalue for which $u$ is neutral.

Lemma 1 With the conventions mentioned above, we have for any $\lambda \in \mathbb{R}$ :
(a) If $u$ is a Parter vertex for $\lambda$ in $G$,

$$
m_{\widetilde{A}}(\lambda)=\left\{\begin{array}{ll}
m_{A}(\lambda)+1 & \text { if } \alpha=\lambda \\
m_{A}(\lambda) & \text { if } \alpha \neq \lambda
\end{array} ;\right.
$$

(b) If $u$ is a neutral vertex for $\lambda$ in $G$,

$$
m_{\tilde{A}}(\lambda)= \begin{cases}m_{A}(\lambda)+1 & \text { if } \alpha=\lambda-\left|\tilde{a}_{u v}\right|^{2} f(\lambda) \\ m_{A}(\lambda) & \text { otherwise }\end{cases}
$$

and
(c) If $u$ is a downer vertex for $\lambda$ in $G$,

$$
m_{\tilde{A}}(\lambda)=m_{A}(\lambda)-1 .
$$

Proof Given $A \in \mathscr{H}(G)$, let $\sigma(A)=\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{l}\right\}$ be the distinct eigenvalues of $A$, and their multiplicities in $A$ be $\left\{m_{1}, m_{2}, \ldots, m_{l}\right\}$. We focus on a specified eigenvalue $\lambda_{k},(1 \leq \underset{\sim}{k} \leq l)$, and now we put $\lambda_{k}=\lambda$ and $m_{k}=m$. Then, the characteristic polynomial of $\widetilde{A}=\left(\tilde{a}_{i j}\right)$ can be represented as follows (cf. [8]).

$$
\begin{equation*}
p_{\widetilde{A}}(x)=(x-\alpha) p_{A}(x)-\left|\tilde{a}_{u v}\right|^{2} p_{A(u)}(x), \tag{1}
\end{equation*}
$$

We further let the distinct eigenvalues of $A(u)$ be $\sigma(A(u))=\left\{\mu_{1}, \mu_{2}, \ldots\right\}$, and their multiplicities be $\left\{m_{1}^{\prime}, m_{2}^{\prime}, \ldots\right\}$. As we focus upon one eigenvalue $\lambda=\lambda_{k}, p_{\widetilde{A}}(x)$ can be written,

$$
\begin{equation*}
p_{\widetilde{A}}(x)=(x-\alpha)(x-\lambda)^{m} f_{1}(x)-\left|\tilde{a}_{u v}\right|^{2}(x-\lambda)^{m^{\prime}} f_{2}(x), \tag{2}
\end{equation*}
$$

in which $f_{1}(x)=\prod_{i \neq k}\left(x-\lambda_{i}\right)^{m_{i}}, f_{2}(x)=\prod_{\mu_{i} \neq \lambda}\left(x-\mu_{i}\right)^{m_{i}^{\prime}}$
In (2), if $\lambda$ is not an eigenvalue of $A$ or $A(u)$, then $m$ or $m^{\prime}$ is 0 .
If $u$ is a Parter vertex for $\lambda$ in $A$, then $m^{\prime}=m+1$ in (2). Then,

$$
p_{\widetilde{A}}(x)=(x-\lambda)^{m}\left\{(x-\alpha) f_{1}(x)-\left|\tilde{a}_{u v}\right|^{2}(x-\lambda) f_{2}(x)\right\} .
$$

Here we set $g_{1}(x)=(x-\alpha) f_{1}(x)-\left|\tilde{a}_{u v}\right|^{2}(x-\lambda) f_{2}(x)$. When $\alpha=\lambda, g(\lambda)=0$, thus $m_{\widetilde{A}}(\lambda)=m_{A}(\lambda)+1$. However when $\alpha \neq \lambda, g(\lambda) \neq 0$, then $m_{\widetilde{A}}(\lambda)=m_{A}(\lambda)$.

If $u$ is a neutral vertex for $\lambda$ in $A$, then $m^{\prime}=m$ in (2). Then,

$$
p_{\tilde{A}}(x)=(x-\lambda)^{m}\left\{(x-\alpha) f_{1}(x)-\left|\tilde{a}_{u v}\right|^{2} f_{2}(x)\right\} .
$$

When we set $g_{2}(x)=(x-\alpha) f_{1}(x)-\left|\tilde{a}_{u v}\right|^{2} f_{2}(x)$, if $\alpha$ and $\tilde{a}_{u v}$ has the relation such that $\alpha=\lambda-\left|\tilde{a}_{u v}\right|^{2} \frac{f_{2}(\lambda)}{f_{1}(\lambda)}=\lambda^{*}$, then $g_{2}(\lambda)=0$, so $m_{\tilde{A}}(\lambda)=m_{A}(\lambda)+1$. Since
$\frac{f_{2}(\lambda)}{f_{1}(\lambda)}=\left[\frac{p_{A}(u)}{p_{A}(x)}\right]_{\lambda}$ holds, if we put $f(x)=\frac{f_{2}(x)}{f_{1}(x)}$, then the assertion holds. If $\alpha \neq \lambda^{*}$, then $g_{2}(\lambda) \neq 0$, so $m_{\widetilde{A}}(\lambda)=m_{A}(\lambda)$.

Lastly, If $u$ is a downer vertex for $\lambda$ in $A$, then $m^{\prime}=m-1$ in (2). Then

$$
p_{\widetilde{A}}(x)=(x-\lambda)^{m-1}\left\{(x-\alpha)(x-\lambda) f_{1}(x)-\left|\tilde{a}_{u v}\right|^{2} f_{2}(x)\right\} .
$$

If we set $g_{3}(x)=(x-\alpha)(x-\lambda) f_{1}(x)-\left|\tilde{a}_{u v}\right|^{2} f_{2}(x)$, then $g(\lambda) \neq 0$, thus $m_{\tilde{A}}(\lambda)=$ $m_{A}(\lambda)-1$ for any real number $\alpha$.

When we focus on an identified real number $\lambda$, if a vertex is appended to a Parter vertex for $\lambda$, the multiplicity of $\lambda$ in $\widetilde{A}$ depends only on the value on the pendent vertex. If it is appended to a neutral vertex for $\lambda$, the multiplicity of $\lambda$ depends only on the relation between the value on the pendent vertex and the weight on the new edge. If the relation $\alpha=\lambda-\left|\tilde{a}_{u v}\right|^{2} f(\lambda)$ holds, then $\left|\tilde{a}_{u v}\right|^{2}=\frac{\lambda-\alpha}{f(\lambda)}$ must be positive. So, if $f(\lambda)>0$, then $\alpha$ must be less than $\lambda$, and if $f(\lambda)<0$, then $\alpha$ must be greater than $\lambda$.

If a pendent vertex is appended to a downer vertex, the multiplicity of $\lambda$ decreases whatever the value on the pendent vertex and the weight on the new edge are.

We note that it follows from the lemma that any eigenvalue of multiplicity 1 in $A$, for which $u$ is a downer, disappears when we pass to $\widetilde{A}$. In particular, any multiplicity 1 eigenvalue, for which every vertex is a downer, disappears. In the case of trees, for every eigenvalue of multiplicity 1 that has no Parter vertex(equivalently, no neutral vertex), every vertex will be a downer [4] and, so, will disappear. Most of these will be replaced by new eigenvalues in $\widetilde{A}$ that also have multiplicity 1 and no Parter vertex. From the above lemma, we can deduce the next theorem.

Theorem 1 Let $G$ be a general graph, $A \in \mathscr{H}(G)$ and $\lambda \in \mathbb{R}$. Let u be a vertex in $G$, and $\widetilde{G}$ be a graph obtained by adding a vertex $v$ valued $\alpha$ to the vertex $u$ of $G$. Let $\widetilde{A} \in \mathscr{H}(\widetilde{G})$, such that $\widetilde{A}(v)=A$. Let $\underset{\widetilde{A}}{ }$ be the multiplicity of $\lambda$ as an eigenvalue in $A$, and let $n$ be the multiplicity of $\lambda$ in $\widetilde{A}$. Then,
(a) $m-n=-1$ if and only if $u$ is a Parter vertex for $\lambda$ in $A$ and $\alpha=\lambda$, or $u$ is a neutral vertex in $A$ and $\alpha=\lambda-\left|\tilde{a}_{u v}\right|^{2} f(\lambda)$.
(b) $m-n=0$ if and only if $u$ is a Parter vertex for $\lambda$ in $A$ and $\alpha \neq \lambda$, or $u$ is a neutral vertex for $\lambda$ in $A$ and $\alpha \neq \lambda-\left|\tilde{a}_{u v}\right|^{2} f(\lambda)$.
(c) $m-n=1$ if and only if $u$ is a downer vertex for $\lambda$ in $A$.

In Lemma 1, the status of vertex $u$ in $A$ changes to that in $\widetilde{A}$ as follows.
Corollary 1 Let $G$ be a general graph, $A \in \mathscr{H}(G)$ and $\lambda \in \mathbb{R}$. Let u be a vertex in $G$ and $\widetilde{G}$ be the graph obtained by adding a vertex $v$ valued $\alpha$ to the vertex $u$ in $G$. Let $\widetilde{A} \in \mathscr{H}(\widetilde{G})$, such that $\widetilde{A}(v)=A$.
(a) In case $u$ is Parter for $\lambda$ in $A$, the status of $u$ for $\lambda$ in $\widetilde{A}$ is Parter.
(b) In case $u$ is neutral for $\lambda$ in $A$, if $\alpha=\lambda-\left|\tilde{a}_{u v}\right|^{2} f(\lambda)$, then the status of $u$ for $\lambda$ in $\widetilde{A}$ becomes downer, if $\alpha=\lambda$, then Parter, and, otherwise, neutral.
(c) In case $u$ is downer for $\lambda$ in $A$, if $\alpha=\lambda$, then the status of $u$ for $\lambda$ in $\widetilde{A}$ becomes Parter, and, otherwise, neutral.

Proof (a) If $\alpha=\lambda$, then $m_{\widetilde{A}}(\lambda)=m_{A}(\lambda)+1$ from Lemma 1. When $u$ is removed from $\widetilde{G}, m_{\widetilde{A}(u)}(\lambda)=m_{A}(\lambda)+2$, since $u$ is Parter for $\lambda$ in $G$ and $\alpha=\lambda$, so that $u$ is Parter in $\widetilde{A}$.

If $\alpha \neq \lambda$, then $m_{\widetilde{A}}(\lambda)=m_{A}(\lambda)$. When $u$ is removed from $\widetilde{G}$,

$$
m_{\widetilde{A}(u)}(\lambda)=m_{A}(\lambda)+1,
$$

so that $u$ is Parter in $\widetilde{A}$.
(b) If $\alpha=\lambda-\left|\tilde{a}_{u v}\right|^{2} f(\lambda), m_{\widetilde{A}}(\lambda)=m_{A}(\lambda)+1$. When $u$ is removed from $\widetilde{G}$, $m_{\widetilde{A}(u)}(\lambda)=m_{A}(\lambda)$, so that $u$ is downer in $\widetilde{A}$. If $\alpha=\lambda$, then $m_{\widetilde{A}}(\lambda)=m_{A}(\lambda)$, and $m_{\widetilde{A}(u)}(\lambda)=m_{A}(\lambda)+1$, so that $u$ is Parter in $\widetilde{A}$. If otherwise, $m_{\tilde{A}}(\lambda)=m_{A}(\lambda)$, and $m_{\widetilde{A}(u)}(\lambda)=m_{A}(\lambda)$, so that $u$ is neutral in $\widetilde{A}$.
(c) $m_{\widetilde{A}}(\lambda)=m_{A}(\lambda)-1$. If $\alpha=\lambda$, then when $u$ is removed from $\widetilde{G}, m_{\widetilde{A}(u)}(\lambda)=$ $m_{A}(\lambda)$, so that $m_{\widetilde{A}(u)}(\lambda)=m_{\widetilde{A}}(\lambda)+1$ and $u$ is Parter in $\widetilde{A}$. If $\alpha \neq \lambda$, then $m_{\widetilde{A}(u)}(\lambda)=$ $m_{A}(\lambda)-1$, so that $u$ is neutral in $\widetilde{A}$.

Let $T_{0}$ be a branch at vertex $v$ in tree $T$, and let $A_{0} \in \mathscr{H}\left(T_{0}\right)$. Let $u$ be the vertex adjacent to $v$ in $T_{0}$. If $m_{A_{0}(u)}(\lambda)=m_{A_{0}}(\lambda)-1$, then $T_{0}$ is called a downer branch at $v$ for $\lambda$ in $T$ relative to $A$. If a downer branch has eigenvalue $\lambda$ with multiplicity 1 , then we call it a simple downer branch for $\lambda$. Next we consider the change of multiplicity of $\lambda$ when we add a simple downer branch for $\lambda$ to a tree $T$.

Let $b$ be a simple downer branch for $\lambda$. Let $\widehat{T}$ be a tree obtained by adding $b$ to the vertex $u$ in $T$ inserting an edge between $u$ and a downer vertex in $b$. Let $A \in \mathscr{H}(T)$, $\widehat{A} \in \mathscr{H}(\widehat{T})$ in which $A$ is a principal submatrix of $\widehat{A}$ corresponding to $T$, and $B \in$ $\mathscr{H}(b)$. Since $b$ is a downer branch for $\lambda$ at $u$ in $\widehat{A}$, and $u$ is a Parter vertex in $\widehat{A}$, if we set $m_{\widehat{A}}(\lambda)=k$, then $m_{\widehat{A}(u)}(\lambda)=k+1$. Since $m_{B}(\lambda)=1, m_{A(u)}(\lambda)=k+1-1=k$. Thus, $m_{\widehat{A}}(\lambda)=m_{A(u)}(\lambda)$. From this argument, the next Corollary follows.

Corollary 2 Let $\widehat{T}$ be the tree obtained by adding a simple downer branch for $\lambda$ to the vertex $u$ of a tree $T$ connecting with an edge. Let $A \in \mathscr{H}(T), \widehat{A} \in \mathscr{H}(\widehat{T})$ in which $A$ is a principal submatrix of $\widehat{A}$ corresponding to $T$, Then if $u$ is a Parter vertex for $\lambda$ in $A$, then $m_{\widehat{A}}(\lambda)=m_{A}(\lambda)+1$. If $u$ is a neutral vertex for $\lambda$ in $A$, then $m_{\widehat{A}}(\lambda)=m_{A}(\lambda)$. If $u$ is a downer vertex for $\lambda$ in $A$, then $m_{\widehat{A}}(\lambda)=m_{A}(\lambda)-1$.

It is well known that when $T$ is a path, either pendent vertex is a downer for every eigenvalue, all of which are multiplicity 1 . Thus, when an end vertex is removed, every eigenvalue disappears and all interlacing inequalities are strict. So a path is a simple downer branch for each eigenvalue. Thus, the previous corollary is applicable to the case that a path is appended to $G$. Furthermore, by Theorem 1, addition of a new vertex at a pendent vertex also makes every original eigenvalue disappear. This is actually a special case of something much more general that also follows from the theorem.

If $T$ is a tree and $\lambda$ is a multiplicity 1 eigenvalue for which exactly one vertex is Parter, and that vertex is degree 2, then upon appending a new vertex anywhere in $T$, except at the Parter vertex, will make the multiplicity 1 eigenvalue disappear. Of course any non-upward multiplicity 1 eigenvalue will disappear, as well. For an eigenvalue $\lambda$ of $A$, if there is a vertex such that $m_{A(v)}(\lambda)=m_{A}(\lambda)+1$, then $\lambda$ is called an upward eigenvalue, and otherwise non-upward. Here is the formal statement.

Corollary 3 Suppose that $T$ is a tree, that $A \in \mathscr{H}(T)$, that $\lambda \in \sigma(A)$ satisfies $m_{A}(\lambda)=1$ and that either $\lambda$ is upward with exactly one Parter vertex that is degree 2 , or that $\lambda$ is non-upward. Then, if $\widetilde{T}$ is the result of appending a new vertex $v$ at any vertex of $\underset{\sim}{T}$ (or any vertex other than $u$ in the upward case), then $\lambda \notin \sigma(\widetilde{A})$ for any $\widetilde{A} \in \mathscr{H}(\widetilde{T})$ such that $\widetilde{A}(v)=A$.

The multiplicity of an eigenvalue $\lambda$ of $A$ is changeable by adding a pendent vertex to a graph $\underset{\sim}{G}$ as Lemma 1 and Theorem 1 show. However, by perturbing some diagonal entries in $\widetilde{A}$, the multiplicity of the eigenvalue can be preserved as it was in $A$. Before showing that, we need the next lemma from [5, Theorem 5].

The lemma shows how the multiplicity of an eigenvalue $\lambda$ changes as a result of perturbing the value on a vertex.

Lemma 2 ([5]) Let $G$ be a graph, and $i$ a vertex in $G$. For $A \in \mathscr{H}(G)$, let $A^{\prime}=$ $A+t E_{i i}, t \neq 0$, where $E_{i i}$ denote the same size matrix with $A$ such that $(i, i)$ element is 1 and zeros elsewhere, then
(a) $m_{A^{\prime}}(\lambda)=m_{A}(\lambda)$ if and only if $i$ is Parter in $A$ or $i$ is neutral in $A$ and $t$ is a unique $t_{0}$.
(b) $m_{A^{\prime}}(\lambda)=m_{A}(\lambda)+1$ if and only if $i$ is neutral in $A$, and $t=t_{0}$.
(c) $m_{A^{\prime}}(\lambda)=m_{A}(\lambda)-1$ if and only if $i$ is downer in $A$.

From Lemmas 1 and 2, we can observe the next proposition.
Proposition 1 Let $G$ be a graph. We suppose that $A \in \mathscr{H}(G)$ has an eigenvalue $\lambda$ with multiplicity $m$. Let $\widetilde{G}$ be the graph obtained by adding a pendent vertex $v$ valued $\alpha$ to the vertex u of $G$ connecting with an edge weighted $\tilde{a}_{u v}$. Let the matrix $\widetilde{A} \in \mathscr{H}(\widetilde{G})$, such that $\widetilde{A}(v)=A$. Then there is a $\widetilde{B} \in \mathscr{H}(\widetilde{G})$ such that $\widetilde{B}$ has eigenvalue $\lambda$ with multiplicity $m$, and it can be obtained by changing the value on $v$ or $u$ in $\widetilde{A}$.

Proof First, we suppose that a pendent vertex is added to a Parter vertex for $\lambda$ in $A$. If $\alpha \neq \lambda$, then the multiplicity of $\lambda$ stay same, so it does not matter. If $\alpha=\lambda$, then multiplicity of $\lambda$ is $m+1$ in $\widetilde{A}$. In $\widetilde{A}$, the status of vertex $v$ is downer for $\lambda$. So, if we perturb the value on $v$ slightly and let the matrix $B$, the multiplicity of $\lambda$ will go down, then $m_{B}(\lambda)=m$.

Secondly we suppose that a pendent vertex is added to a neutral vertex for $\lambda$ in $A$. If the relation between $\alpha$ and $\tilde{a}_{u v}$ such as $\alpha=\lambda-\left|\tilde{a}_{u v}\right|^{2} f(\lambda)$ holds, then multiplicity of $\lambda$ is $m+1$ in $\widetilde{A}$. Then the status of vertex $u$ is downer in $\widetilde{A}$. So by perturbing the value on $u$ in $\widetilde{A}$ slightly, we get $B$ such that $m_{B}(\lambda)=m$. If $\alpha \neq \lambda-\left|\tilde{a}_{u v}\right|^{2} f(\lambda)$, then $m_{\widetilde{A}}(\lambda)=m_{A}(\lambda)$. So we can set $\widetilde{A}=B$.

Next we suppose that a pendent vertex is added to a downer vertex for $\lambda$ in $A$. Then $m_{\tilde{A}}(\lambda)=m-1$. If $\alpha \neq \lambda$, then $u$ is neutral in $\widetilde{A}$. So from Lemma 2, by perturbing the value on $u$, we can get $B$ such that ${\underset{\sim}{\tilde{A}}}_{B}(\lambda)=m$.

If $\alpha=\lambda$, then $u$ and $v$ are Parter in $\widetilde{A}$. So we can not make the multiplicity of $\lambda$ increase only by perturbing the value on $u$. Then we perturb the value on $v$ slightly from $\lambda$, then the status of $u$ is neutral. So, similarly by perturbing the value on $u$, we can get $B$ such that $m_{B}(\lambda)=m$.

From the above proposition, we can observe that when we add a pendent vertex $v$ to the vertex $u$ in $G$, even if the multiplicity of an eigenvalue changes in $\widetilde{A}$, by further perturbing the value on $u$ or $v$, we can keep the multiplicity of the eigenvalue as it was in $A$.

Let $m_{1}, m_{2}, \ldots, m_{k}$ be the multiplicities of the distinct eigenvalues of $A \in \mathscr{H}(T)$. Then we order them as $m_{1} \geq m_{2} \geq \cdots \geq m_{k}$. This is called the unordered multiplicity list for $A$, because when the eigenvalues corresponding to this multiplicity list are put in order, their multiplicities are not generally in descending order or increasing order. Let $\mathscr{L}(T)$ be the set of unordered multiplicity lists for all $A \in \mathscr{H}(T)$. There are some papers studying $\mathscr{L}(T)[3,6]$ etc.; however, for trees with many vertices, not all multiplicity lists have yet been determined. Let $M(T)$ be the maximum multiplicity of an eigenvalue of $A \in \mathscr{H}(T) . M(T)$ is equal to the path cover number. (cf. [7]).

Theorem 2 Let $T$ be a tree, and suppose $(m, 1,1, \ldots, 1) \in L(T)$ for $m \geq 2$. When we add a pendent vertex to a certain vertex in $T$ and construct $\widetilde{T}$, then there is an Hermitian matrix such that $(m+1,1,1, \ldots, 1) \in L(\widetilde{T})$.

Proof Let $A$ be an Hermitian matrix with unordered multiplicity list $(m, 1,1, \ldots, 1)$. We suppose $\sigma(A)$ is ordered as

$$
\lambda_{1}<\lambda_{2}<\cdots<\lambda_{k}<\cdots<\lambda_{n-m+1}
$$

Let the multiplicity of $\lambda_{i}$ be $m_{i}$. We suppose $m_{k}=m$ for the eigenvalue $\lambda_{k}, 2 \leq$ $k \leq n-m$. Now we shift $A$ as $A-\lambda_{k} I=B . B$ also has an unordered multiplicity list $(m, 1,1, \ldots, 1)$ in which $m$ represents the multiplicity of the eigenvalue 0 . Here we order $\sigma(B)$ as $\mu_{1}<\mu_{2}<\cdots<\mu_{k}=0<\cdots<\mu_{n-m+1}$.

Next we add a pendent vertex $v$ with value 0 to a Parter vertex $u$ for 0 in $B$. Then we assign the weight of edge $\tilde{b}_{u v}$ and $\tilde{b}_{v u}$ to be $\varepsilon$ such that $0<\varepsilon<\min _{i}\left\{\frac{\mu_{i+1}-\mu_{i}}{2}\right\}$. Then we get the tree $\widetilde{T}$ and corresponding matrix $\widetilde{B} \in \mathscr{H}(\widetilde{T})$, in which $B$ is a principal submatrix of $\widetilde{B}$. If the eigenvalues of $\widetilde{B}$ are ordered as $\tilde{\mu}_{1} \leq \tilde{\mu}_{2} \leq \cdots \leq \tilde{\mu}_{k}=$ $0 \leq \cdots \tilde{\mu}_{n-m+1}$, then $\mu_{i}-\varepsilon \leq \tilde{\mu}_{i} \leq \mu_{i}+\varepsilon$, because spectral radius $\rho(\widetilde{B}-B)=\varepsilon$ and $\left|\tilde{\mu}_{i}-\mu_{i}\right| \leq \varepsilon$. So, $m_{\widetilde{B}}\left(\tilde{u}_{j}\right)=1, j \neq k$, and $m_{\tilde{B}}\left(\tilde{u}_{k}\right)=m_{B}\left(\mu_{k}\right)+1$, because the pendent vertex is added at a Parter vertex in $B$. From these, the assertion of the theorem holds.

## 3 Examples

Example 1 Let $A$ be an Hermitiam matrix as below,

$$
A=\left[\begin{array}{llllllll}
0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 3 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 3
\end{array}\right]
$$

The graph of $A$ is represented in Fig. 1. The circled numbers correspond to the index of the vertex. And the numbers outside of circles represent the values assigned on the vertices. The matrix $A$ has eigenvalues 0 and 3 with multiplicity 2 each, among others. When we remove vertex 1 from $T$, the multiplicities of eigenvalues 0 and 3 become 3 and 2 in $A(1) \in \mathscr{H}(T(1))$, respectively. So vertex 1 is a Parter vertex for 0 and neutral vertex for 3 in $A$. When we add a pendent vertex at vertex 1 , we consider the case in which the multiplicities of the eigenvalues 0 and 3 each go up in the new graph $\widetilde{A}$. To make the multiplicity of 0 go up in $\widetilde{A}$, the value on the added vertex 9 must be 0 , because vertex 1 is Parter for 0 .

Furthermore, to make the multiplicity of 3 go up, we must set the weight of the edge $\tilde{a}_{19}, \tilde{a}_{91}$ as the next equation dictates by Lemma 1 or Theorem 1.

$$
\begin{equation*}
3-\left|\tilde{a}_{19}\right|^{2} f(3)=0 \tag{3}
\end{equation*}
$$

in which $f(3)$ is the value of $f(x)=\frac{p_{A(1)}(x)}{p_{A}(x)}$ at 3 . Since $p_{A}(x)=x^{2}(x-3)^{2}\left(x^{4}-\right.$ $\left.3 x^{3}-7 x^{2}+12 x+9\right)$, and $p_{A(1)}(x)=x^{3}(x-3)^{2}\left(x^{2}-3 x-3\right)$, the value of $\tilde{a}_{19}$ is $\sqrt{6} e^{i \theta}$. Then, $\widetilde{A}$ is as follows, and $\widetilde{A}$ has eigenvalues 0 and 3 with multiplicity 3 each.
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$$
\widetilde{A}=\left[\begin{array}{ccccccccc}
0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & \sqrt{6} e^{i \theta} \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 3 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 3 & 0 \\
\sqrt{6} e^{-i \theta} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

Example 2 Let $B$ be an Hermitian matrix as below,

$$
B=\left[\begin{array}{lllllllllll}
0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 2 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 2 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 2 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 2
\end{array}\right]
$$

The graph of $B$ is represented in Fig. 2. The values assigned to vertices are placed outside the circles. $B$ has eigenvalues 1 and 3 with multiplicity 2 each. And $B(1)$ also has eigenvalues 1 and 3 with multiplicity 2 respectively. So, vertex 1 is neutral for both eigenvalues 1 and 3 . In this example, we show that the multiplicities of 1 and 3 increase simultaneously by adding one pendent vertex to a vertex in $T$ that is neutral vertex for the two eigenvalues.
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To make the multiplicity of 1 and 3 increase simultaneously, the next equations must hold, in which $\alpha$ is the value assigned to the pendent vertex,

$$
\alpha=3-\left|\tilde{b}_{1,12}\right|^{2} f(3)=1-\left|\tilde{b}_{1,12}\right|^{2} f(1)
$$

in which $f(x)=\frac{p_{B(1)}(x)}{p_{B}(x)}$. We have $f(x)=\frac{p_{B(1)}(x)}{p_{B}(x)}=\frac{x\left(x^{3}-4 x^{2}+6\right)}{(x-2)\left(x^{4}-2 x^{3}-8 x^{2}+6 x+9\right)}$, then $f(3)=0.5, f(1)=-0.5$. Then $\tilde{b}_{1,12}=\sqrt{2} e^{i \theta}$. Therefore, $\widetilde{B}$ is as follows with $\alpha=2$ and $\tilde{b}_{1,12}=\tilde{b}_{12,1}=\sqrt{2}$, then the multiplicity of each eigenvalue 1 and 3 simultaneously goes up to multiplicity 3 .

$$
\widetilde{B}=\left[\begin{array}{rlllllllllll}
0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \sqrt{2} \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 2 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 2 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 2 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 2 & 0 \\
\sqrt{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2
\end{array}\right]
$$
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# Nonlinear Local Invertibility Preservers 
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#### Abstract

Let $\mathscr{L}(X)$ be the algebra of all bounded linear operators on a complex Banach space $X$. Complete descriptions are given of the nonlinear maps of $\mathscr{L}(X)$ preserving local invertibility of $T * S$ for different kinds of binary operations $*$ on operators such as the sum $T+S$, the difference $T-S$, and the product $T S$. Extensions of these results to the case of different Banach spaces are also established. As application, mappings from $\mathscr{L}(X)$ onto itself that preserve the inner local spectral radius zero of such binary operations on operators are described.
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## 1 Introduction

Throughout this paper, $X$ and $Y$ will denote complex Banach spaces and $\mathscr{L}(X, Y)$ will denote the space of all bounded linear operators from $X$ into $Y$. As usual, when $X=Y$ we simply write $\mathscr{L}(X)$ for the algebra of all bounded linear operators on $X$ with identity operator $I$. The local resolvent set of an operator $T \in \mathscr{L}(X)$ at a vector $x \in X, \rho_{T}(x)$, is the set of all $\lambda$ in the complex field $\mathbb{C}$ for which there exists an open neighborhood $U_{\lambda}$ of $\lambda$ in $\mathbb{C}$ and an $X$-valued analytic function $f: U_{\lambda} \rightarrow X$ such that $(\mu-T) f(\mu)=x$ for all $\mu \in U_{\lambda}$. The local spectrum of $T$ at $x$, denoted by $\sigma_{T}(x)$, is defined by

[^10]$$
\sigma_{T}(x):=\mathbb{C} \backslash \rho_{T}(x),
$$
and is a compact (possibly empty) subset of the usual spectrum $\sigma(T)$ of $T$. The local spectral radius of $T$ at $x$ is given by the formula
$$
r_{T}(x):=\limsup _{n \rightarrow+\infty}\left\|T^{n} x\right\|^{\frac{1}{n}}
$$

Its counterpart the so-called inner local spectral radius of $T$ at $x$ is defined by

$$
\iota_{T}(x):=\sup \left\{\varepsilon \geq 0: x \in \mathscr{X}_{T}\left(\mathbb{C} \backslash D_{\varepsilon}\right)\right\},
$$

where $D_{\varepsilon}$ denotes the open disc of radius $\varepsilon$ centered at 0 and $\mathscr{X}_{T}\left(\mathbb{C} \backslash D_{\varepsilon}\right)$ is the glocal spectral subspace of $T$ associated with $\mathbb{C} \backslash D_{\varepsilon}$, that is, the set of all $x \in X$ for which there is an $X$-valued analytic function $f$ on $D_{\varepsilon}$ such that $(\lambda-T) f(\lambda)=x$ for all $\lambda \in D_{\varepsilon}$. The local (resp. inner local) spectral radius of $T$ at $x$ coincides with the maximum (resp. minimum) modulus of $\sigma_{T}(x)$ provided that $T$ has the single-valued extension property. Recall that $T$ is said to have the single-valued extension property (or SVEP, for short) if for every open subset $U$ of $\mathbb{C}$, the equation $(\mu-T) f(\mu)=$ 0 , $(\mu \in U)$, has no nontrivial $X$-valued analytic solution $f$ on $U$. Clearly, every operator $T \in \mathscr{L}(X)$ for which the interior of the set of its eigenvalues is empty enjoys this property.

Local spectra are a useful tool for analyzing operators, furnishing information well beyond that provided by classical spectral analysis. They play a very natural role in automatic continuity and in harmonic analysis, for instance in connection with the Wiener-Pitt phenomenon. For further details on the local spectral theory, as well as investigations and applications in numerous fields, we refer to the books [1, 25, 28].

The problem of characterizing linear or additive maps on matrix or operator algebras that leave invariant a given subset, function or relation defined on the underlying algebras represents one of the most active research areas. Plenty of deep and interesting results have been obtained by now and these results often reveal the algebraic or the merely ring structure of these algebras. Recently, a more challenging approach, attracting a lot of attention of researchers in the fields, consider the general preserver problems with respect to various algebraic operations on $\mathscr{M}_{n}$, the algebra of $n \times n$ complex matrices, or on operator algebras; see for instance [13, 17, 19-21, 24, 27, 29] and the references therein.

On the problem of describing mappings leaving invariant the local spectra, we mention: [22], where linear maps on $\mathscr{M}_{n}$ preserving the local spectrum at a fixed nonzero vector are characterized, [15] concerned with the infinite dimensional case, and in $[9,10]$ preserver problems that have to do with locally spectrally bounded linear maps or additive local spectrum compressors on the matrix spaces and on $\mathscr{L}(X)$ are considered. While, non-linear preserver problems on the subject were studied in [3-5, 7] where complete descriptions are given of the nonlinear transformations of $\mathscr{M}_{n}$ or of $\mathscr{L}(X)$ leaving invariant the local spectra of different kinds of binary
operations on matrices or on operators such as the sum, the difference, the product, and the Jordan triple product. The corresponding problem for the local invertibility has been initiated by Bendaoud et al. in [6]. Fixing a Banach space $X$ of dimension at least two, they proved that the only additive map $\phi$ from $\mathscr{L}(X)$ onto itself satisfying

$$
\begin{equation*}
0 \in \sigma_{\phi(T)}(x) \Longleftrightarrow 0 \in \sigma_{T}(x) \quad(T \in \mathscr{L}(X), x \in X) \tag{1}
\end{equation*}
$$

is the identity up a nonzero scalar. It is interesting to relax the additivity assumption and to know what kind of nonlinear transformations $\phi$ on $\mathscr{L}(X)$ will leave invariant the local invertibility property. Clearly, if one just assume (1) on $\phi$, the structure of $\phi$ can be quite arbitrary. So, it is reasonable to impose a more restrictive condition on such transformations relating the local spectra of a pair of operators.

In this note, by strengthening the preservability condition, we consider the nonlinear preservers of local invertibility on $\mathscr{L}(X)$, and we obtain characterizations for mappings with less smoothness assumptions on them. In the next section, we consider maps on $\mathscr{L}(X)$ that preserve the local invertibility of the product of operators. It is shown that such maps are the identity up a scalar functions, and investigation of several extensions of these results to the case of different Banach spaces were obtained. While, in Sect. 3 we describe nonlinear transformations on $\mathscr{L}(X)$ that preserve the local invertibility of the sum (difference) of operators. As application, we describe in the last section mappings from $\mathscr{L}(X)$ onto itself that preserve the inner local spectral radius zero of operators.

## 2 Preservers of Local Invertibility of Operator Products

We first fix some notation. The duality between the Banach spaces $X$ and its dual $X^{*}$ will be denoted by $\langle.,$.$\rangle . For x \in X$ and $f \in X^{*}$, as usual we denote by $x \otimes f$ the rank at most one operator on $X$ given by $z \mapsto\langle z, f\rangle x$. For $T \in \mathscr{L}(X)$ we will denote by $\operatorname{ker}(T), T^{*}, \sigma(T)$,

$$
\sigma_{s u}(T):=\{\lambda \in \mathbb{C}: \lambda-T \text { is not surjective }\},
$$

and $r(T)$, the null space, the adjoint, the spectrum, the surjectivity spectrum, and the spectral radius of $T$; respectively.

Before stating the main results of this section, we provide some elementary lemmas needed in the sequel. The first one relies the SVEP and the local spectrum, see for instance [1, Theorems 2.20 and 2.22].

Lemma 1 For an operator $T \in \mathscr{L}(X)$, the following statements hold.
(i) For every $\lambda \in \mathbb{C}$ and every nonzero vector $x$ in $\operatorname{ker}(\lambda-T)$ we have $\sigma_{T}(x) \subseteq\{\lambda\}$.
(ii) $T$ has the SVEP if and only if for every $\lambda \in \mathbb{C}$ and every nonzero vector $x$ in $\operatorname{ker}(\lambda-T)$ we have $\sigma_{T}(x)=\{\lambda\}$.

The second lemma is a simple consequence of [25, Proposition 1.2.16] and [1, Theorem 2.22], and its proof is therefore omitted here.

Lemma 2 Let e be a fixed nonzero vector in $X$ and let $R=x \otimes f$ be a non-nilpotent rank one operator. Then $0 \in \sigma_{R}(e)$ if and only if $\langle e, f\rangle=0$ or $e$ and $x$ are linearly independent.

The third lemma, established in [12, Proposition 3.1], gives some common local spectral properties shared by the operators $T S$ and $S T$.

Lemma 3 Let $T, S \in \mathscr{L}(X)$ and let $x$ be a nonzero vector in $X$. Then $\sigma_{T S}(T x) \subseteq$ $\sigma_{S T}(x) \subseteq \sigma_{T S}(T x) \cup\{0\}$. If moreover $T$ is one-to-one, then $\sigma_{T S}(T x)=\sigma_{S T}(x)$.

The next lemma is quoted from [23, Theorem 1.1].
Lemma 4 If $\phi$ is a surjective map on $\mathscr{M}_{n}$ satisfying

$$
\begin{equation*}
\phi(T)-\phi(S) \text { is invertible } \Longleftrightarrow T-S \text { is invertible } \quad\left(T, S \in \mathscr{M}_{n}\right), \tag{2}
\end{equation*}
$$

then $\phi$ is additive.
We will say that a map $\phi$ on $\mathscr{L}(X)$ preserves the local invertibility of operators in both directions if for every $x \in X$ and $T \in \mathscr{L}(X)$ we have $0 \in \sigma_{\phi(T)}(x)$ if and only if $0 \in \sigma_{T}(x)$.

The following is one of the main results of this section. It characterizes nonlinear maps on $\mathscr{L}(X)$ that preserve local invertibility of operator products and extends the above mentioned result [6, Theorem 1.1] to the following more general scope.

Theorem 1 A map $\phi$ from $\mathscr{L}(X)$ into itself satisfies

$$
\begin{equation*}
0 \in \sigma_{\phi(T) \phi(S)}(x) \Longleftrightarrow 0 \in \sigma_{T S}(x) \quad(T \in \mathscr{L}(X), x \in X) \tag{3}
\end{equation*}
$$

if and only if there exists a map $\eta: \mathscr{L}(X) \rightarrow \mathbb{C}$ such that $\eta(T) \neq 0$ for every nonzero operator $T$ and $\phi(T)=\eta(T) T$ for all $T \in \mathscr{L}(X)$.

As variant theorems, in the case of two different Banach spaces, the followings give similar results but at the price of the additional assumption that $\phi$ is surjective.

Theorem 2 Let $\phi: \mathscr{L}(X) \rightarrow \mathscr{L}(Y)$ be a surjective map for which there exists $B \in$ $\mathscr{L}(Y, X)$ such that for every $y \in Y$ we have

$$
\begin{equation*}
0 \in \sigma_{\phi(T) \phi(S)}(y) \Longleftrightarrow 0 \in \sigma_{T S}(B y) \quad(T, S \in \mathscr{L}(X)) \tag{4}
\end{equation*}
$$

Then $B$ is invertible and there exists a map $\eta: \mathscr{L}(X) \rightarrow \mathbb{C}$ such that $\eta(T) \neq 0$ for every nonzero operator $T$ and $\phi(T)=\eta(T) B^{-1} T B$ for all $T \in \mathscr{L}(X)$.

Theorem 3 Let $\phi: \mathscr{L}(X) \rightarrow \mathscr{L}(Y)$ be a surjective map for which there exists $A \in$ $\mathscr{L}(X, Y)$ such that for every $x \in X$ we have

$$
\begin{equation*}
0 \in \sigma_{\phi(T) \phi(S)}(A x) \Longleftrightarrow 0 \in \sigma_{T S}(x) \quad(T, S \in \mathscr{L}(X)) \tag{5}
\end{equation*}
$$

Then $A$ is invertible and there exists a map $\eta: \mathscr{L}(X) \rightarrow \mathbb{C}$ such that $\eta(T) \neq 0$ for every nonzero operator $T$ and $\phi(T)=\eta(T) A T A^{-1}$ for all $T \in \mathscr{L}(X)$.

The following examples shows that the assumption " $\phi$ is surjective" in Theorems 2 and 3 cannot be removed.

Example 1 Let $E \in \mathscr{L}(Y)$ be an arbitrary invertible operator, and let $\phi: \mathscr{L}(X) \rightarrow$ $\mathscr{L}(Y)$ be defined by $\phi(T):=E(T \in \mathscr{L}(X))$. Let $B \in \mathscr{L}(Y, X)$ be given by $B y:=0$ $(y \in Y)$. For any $T, S \in \mathscr{L}(X)$ and $y \in Y$, we have

$$
\sigma_{T S}(B y)=\emptyset \text { and } \sigma_{\phi(T) \phi(S)}(y) \subseteq \sigma\left(E^{2}\right) \subseteq \mathbb{C} \backslash\{0\}
$$

and so (4) is satisfied. However, $B$ is not invertible.
Example 2 Let $A \in \mathscr{L}(X, X \oplus X)$ be given by $A x:=x \oplus x$ for every $x \in X$, and set $\phi(T):=T \oplus T$ for all $T \in \mathscr{L}(X)$. The map $\phi$ satisfies (5), but $A$ is not invertible.

Proof of Theorem 2. Assume that $\phi$ satisfies

$$
0 \in \sigma_{\phi(T) \phi(S)}(y) \Longleftrightarrow 0 \in \sigma_{T S}(B y)
$$

for any $T, S \in \mathscr{L}(X)$ and $y \in Y$.
We first claim that $B$ is injective. If $B y=0$, then $\sigma_{T S}(B y)=\emptyset$ and $0 \notin \sigma_{\phi(T) \phi(S)}(y)$ for any $T, S \in \mathscr{L}(X)$. This together with the surjectivity of $\phi$ entail that $0 \notin \sigma_{T^{\prime}}(y)$ for each $T^{\prime} \in \mathscr{L}(Y)$. Therefore $y=0$, as claimed.

Next, let us prove that the operators $B \phi(T)$ and $T B$ are linearly dependent for every operator $T \in \mathscr{L}(X)$. Let A be a fixed operator in $\mathscr{L}(X)$. Observe that for every $y \in Y$, the vectors $B \phi(T) y$ and $T B y$ are linearly dependent. Indeed, assume for a contradiction that there exists $y \in Y$ such that $B \phi(T) y$ and $T B y$ are linearly independent. Let $f \in X^{*}$ be a linear functional such that $f(B \phi(T) y)=0$ and $f(T B y)=1$, and set $R:=B y \otimes f$. Note that, the operators $T R$ and $R T$ are of rank one and have the SVEP as well as $R$. So, by Lemmas 1 and 3, we have

$$
\begin{aligned}
0 \in \sigma_{T R}(B \phi(T) y) & \Longleftrightarrow 0 \in \sigma_{\phi(T) \phi(R)}(\phi(T) y) \\
& \Longrightarrow 0 \in \sigma_{\phi(R) \phi(T)}(y) \\
& \Longrightarrow 0 \in \sigma_{R T}(B y) ;
\end{aligned}
$$

which contradicts the fact that $\sigma_{R T}(B y)=\{1\}$. Its follows that for every $y \in Y$ the vector $B \phi(T) y$ belong to the linear span of TBy. By [16, Theorem 2.3], either $B \phi(T)$ and $T B$ are linearly dependent, or they are both of rank one with the same image. In the first case we are done, while in the second case we have $B \phi(T)=u \otimes f$ and $T B=u \otimes g$ for some nonzero $u \in X$ and some nonzero $f, g \in Y^{*}$. We must prove that $f$ and $g$ are linearly dependent. Assume the contrary. Then we can find $y \in Y$ such that $f(y)=0$ and $g(y)=1$. The fact that $B$ is injective implies that the operator
$\phi(T)$ is of rank one and $\phi(T) y=0$. From this together with Lemma 1 and the fact that $\phi(S) \phi(T)$ has the SVEP, we have

$$
\sigma_{\phi(S) \phi(T)}(y)=\{0\}
$$

for all $S \in \mathscr{L}(X)$. Choose $S \in \mathscr{L}(X)$ with $S T B y=B y$. For such $S$ we have $\sigma_{S T}(y) \subseteq$ $\{1\}$. This contradicts (4) and shows that $B \phi(T)$ and $T B$ are linearly dependent in this case, too.

Thus, for every nonzero operator $T \in \mathscr{L}(X)$, there exists a scalar $\lambda_{T}$ such that $B \phi(T)=\lambda_{T} T B$.

Now, we assert that $B$ is surjective. Assume on the contrary that $B$ is not surjective, and let $x$ be a nonzero vector in $X \backslash$ range (B). Pick an arbitrary non zero vector $y$ in $Y$, and note that $B y \neq 0$. Choose a linear functional $f$ in $X^{*}$ and $T \in \mathscr{L}(X)$ such that $T x=B y$ and $\langle B y, f\rangle=1$, and set $R=x \otimes f$. Firstly assume that $B \phi(R) y \neq 0$. From Lemmas 1, 2 and 3 together with the fact that $R T=x \otimes f \circ T$ and $x$ and $B \phi(R) y$ are linearly independent, we have

$$
\begin{aligned}
0 \in \sigma_{R T}(B \phi(R) y) & \Longleftrightarrow 0 \in \sigma_{\phi(R) \phi(T)}(\phi(R) y) \\
& \Longrightarrow 0 \in \sigma_{\phi(T) \phi(R)}(y) \\
& \Longrightarrow 0 \in \sigma_{T R}(B y)=\{1\},
\end{aligned}
$$

arriving to a contradiction.
In the remainder case when $B \phi(R) y=0$, we have $\lambda_{R} R B y=0$. From this we infer that $\lambda_{R}=0$, and so $B \phi(R)=0$. Consequently, $\phi(R)=0$ since $B$ is bijective. In particular, $0 \in \sigma_{\phi(T) \phi(R)}(y)=\{0\}$, and therefore $0 \in \sigma_{T R}(B y)=\{1\}$; which leads to a contradiction in this case, too.

The contradictions obtained in all cases imply that $B$ is surjective, as asserted.
Our next step is the prove, $\lambda_{T} \neq 0$ for all nonzero operator $T \in \mathscr{L}(X)$. Suppose by way of contradiction that there exists a nonzero operator $T \in \mathscr{L}(X)$ such that $\lambda_{T}=0$, and let $x \in X$ be a nonzero vector such that $T x \neq 0$. By the surjectivity of $B$, we can find a nonzero vector $y \in Y$ such that $B y=T x$. Choose a linear functional $f \in X^{*}$ such that $\langle B y, f\rangle=1$, and set $R:=x \otimes f$. Note that $\phi(T)=0$, and so $\sigma_{\phi(T) \phi(R)}(y)=\{0\}$ contradicting the fact that $\sigma_{T R}(B y)=\{1\}$.

In order to complete the proof, let us observe that $\phi(0)=0$ since otherwise we can find a nonzero vector $y \in Y$ such that $\phi(0) y \neq 0$. Let $x \in X$ such that $B^{-1} x=y$, and let $f \in Y^{*}$ be a linear functional such that $\left\langle B \phi(0) B^{-1} x, f\right\rangle=1$. Then the nonzero operator $T:=x \otimes f$ satisfies

$$
0 \in \sigma_{\phi(T) \phi(0)}(y)=\sigma_{\lambda_{T} B^{-1} T B \phi(0)}(y)=\left\{\lambda_{T}\right\},
$$

a contradiction. The proof is therefore complete.
Proof of Theorem 3. Assume that $\phi$ satisfies

$$
0 \in \sigma_{\phi(T) \phi(S)}(A x) \Longleftrightarrow 0 \in \sigma_{T S}(x)
$$

for any $T, S \in \mathscr{L}(X)$ and $x \in X$. We first assert that $A$ is injective. If $A x=0$, then $0 \notin \sigma_{\phi(T) \phi(I)}(A x)$ for every $T \in \mathscr{L}(X)$. So, (5) gives $0 \notin \sigma_{T}(x)$ for each $T \in \mathscr{L}(X)$, and consequently $x=0$.

Next, we claim that $A$ is surjective. Assume by the way of contradiction that $A$ is not surjective, and let $y$ be a nonzero vector in $Y \backslash$ range (A). Let $g \in Y^{*}$ be an arbitrary linear functional, and set $R^{\prime}:=y \otimes g$. We will show that $\phi(0)=y \otimes g$. The surjectivity of $\phi$ implies that there exists $R \in \mathscr{L}(X)$ such that $\phi(R)=R^{\prime}$. For every nonzero vector $x \in X$ and $S \in \mathscr{L}(X)$, Lemma 2 tell us that

$$
0 \in \sigma_{y \otimes g \phi(S)}(A x)=\sigma_{\phi(R) \phi(S)}(A x)
$$

since $y$ and $A x$ are linearly independent; implying that $0 \in \sigma_{R S}(x)$. From this we infer that $R=0$ since otherwise we can find $x \in X$ and $S \in \mathscr{L}(X)$ such that $R x \neq 0$ and $S R x=x$. This shows that $0 \in \sigma_{R S}(R x) \subseteq \sigma_{S R}(x)$, and contradicts the fact that $\sigma_{S R}(x) \subseteq\{1\}$ since $S R x=x$; see Lemma 1. Hence, $R=0$ and $\phi(0)=y \otimes g$. The arbitrariness of $g$ give a contradiction, and shows that $A$ is surjective, as claimed.

Thus, $A$ is bijective and $\phi$ satisfies

$$
0 \in \sigma_{\phi(T) \phi(S)}(y) \Longleftrightarrow 0 \in \sigma_{T S}\left(A^{-1} y\right)
$$

for any $T, S \in \mathscr{L}(X)$ and $y \in Y$. The desired conclusion follows from Theorem 2; which achieves the proof.

Remark 1 By inspecting the proof of Theorems 2 and 3, with no extra efforts, one can see that Theorem 2 (resp. Theorem 3) remains valid when the assumption " $\phi$ is surjective" is replaced by " $B$ is surjective (resp. $A$ is surjective)".

Proof of Theorem 1. The sufficiency condition is easily verified, and the necessity is a consequence of Theorem 3 and the above remark.

## 3 Preservers of Local Invertibility of Operator Sums

In this section, we describe mappings $\phi$ from $\mathscr{L}(X)$ onto itself that preserve the local invertibility of operator sums. The following is one the purposes of this section. It generalizes [6, Theorem 1.1] and gives a partial response to [6, Problem].

Theorem 4 A surjective map $\phi$ from $\mathscr{L}(X)$ into itself satisfies

$$
\begin{equation*}
0 \in \sigma_{\phi(T)-\phi(S)}(x) \Longleftrightarrow 0 \in \sigma_{T-S}(x) \quad(T \in \mathscr{L}(X), x \in X) \tag{6}
\end{equation*}
$$

if and only if there exist $R \in \mathscr{L}(X)$ and a map $\eta: \mathscr{L}(X) \rightarrow \mathbb{C}$ such that $\eta(T) \neq 0$ for every nonzero operator $T$ and $\phi(T)=\eta(T) T+R$ for all $T \in \mathscr{L}(X)$.

Proof Checking the "if" part is straightforward, so we will only deal with the "only if" part. So assume that (6) holds. Replacing $\phi$ by the mapping $T \mapsto \phi(T)-\phi(0)$, we may assume that $\phi(0)=0$.

From the fact that

$$
\begin{equation*}
\sigma_{s u}(T)=\bigcup_{x \in X} \sigma_{T}(x) \tag{7}
\end{equation*}
$$

for every $T \in \mathscr{L}(X)$ (see [25, Lemma 2.3]), we have

$$
\begin{aligned}
T-S \text { is not surjective } & \Longleftrightarrow \exists x \in X: 0 \in \sigma_{T-S}(x) \\
& \Longleftrightarrow \exists x \in X: 0 \in \sigma_{\phi(T)-\phi(S)}(x) \\
& \Longleftrightarrow \phi(T)-\phi(S) \text { is not surjective }
\end{aligned}
$$

for all $T \in \mathscr{L}(X)$. So, if $X$ is an finite dimensional Banach space, then from Lemma 4 together with the fact that, in this case, an operator $T$ is surjective if and only if it is invertible one can see that $\phi$ is additive. In the case when $X$ is an infinite dimensional Banach space, the map $\phi$ is also additive; see [14, Theorem 4.2]. Thus, the desired conclusion follows from [6, Theorem 1.1], and the proof is complete.

We obtain similar conclusion when using sums in (6) instead of subtractions.
Theorem 5 A surjective map $\phi$ from $\mathscr{L}(X)$ into itself satisfies

$$
0 \in \sigma_{\phi(T)+\phi(S)}(x) \Longleftrightarrow 0 \in \sigma_{T+S}(x) \quad(T \in \mathscr{L}(X), x \in X)
$$

if and only if there exists a map $\eta: \mathscr{L}(X) \rightarrow \mathbb{C}$ such that $\eta(T) \neq 0$ for every nonzero operator $T$ and $\phi(T)=\eta(T) T$ for all $T \in \mathscr{L}(X)$.

Proof The sufficiency condition is easily verified. To prove the necessity, assume that

$$
0 \in \sigma_{\phi(T)+\phi(S)}(x) \Longleftrightarrow 0 \in \sigma_{T+S}(x)
$$

for any $T, S \in \mathscr{L}(X)$ and $x \in X$. We first claim that $\phi(0)=0$. To do so, let $A \in \mathscr{L}(X)$ such that $\phi(A)=0$, and note that for every $T \in \mathscr{L}(X)$, we have

$$
\begin{aligned}
\exists x \in X: 0 \in \sigma_{T+A}(x) & \Longleftrightarrow \exists x \in X: 0 \in \sigma_{T+A}(x) \\
& \Longleftrightarrow \exists x \in X: 0 \in \sigma_{\phi(T)}(x) \\
& \Longleftrightarrow \exists x \in X: 0 \in \sigma_{2 \phi(T)}(x) \\
& \Longleftrightarrow \exists x \in X: 0 \in \sigma_{2 T}(x) \\
& \Longleftrightarrow \exists x \in X: 0 \in \sigma_{T}(x) .
\end{aligned}
$$

From this together with the equality (7), we infer that

$$
T+A \text { is not surjective } \Longleftrightarrow T \text { is not surjective }
$$

for every $T \in \mathscr{L}(X)$. Upon replacing $T$ by $T-\lambda$, we deduce that

$$
\sigma_{s u}(T+A)=\sigma_{s u}(T)
$$

for all $T \in \mathscr{L}(X)$. As the surjectivity spectrum contains the boundary of the spectrum, we conclude that $r(T+A)=r(T)$ for all $T \in \mathscr{L}(X)$. Thus, by the Zemánek's spectral characterization of the radical, [2, Theorem 5.3.1], $A=0$ as desired.

Next, we assert that $\phi$ is additive. Similar argument as above allows to get that

$$
T+S \text { is surjective } \Longleftrightarrow \phi(T)+\phi(S) \text { is surjective }
$$

for any $T, S \in \mathscr{L}(X)$. So, if $X$ is a finite dimensional Banach space, then from the fact that Lemma 4 remains valid when using sums in (2) instead of subtractions and $\phi(0)=0$, we deduce that the map $\phi$ is additive. In the case when $X$ is an infinite dimensional Banach space, by [14, Theorem 5.1], $\phi$ is also additive, as asserted.

Thus, the map $\phi$ satisfies (6), and the desired conclusion follows from Theorem 4 ; which concludes the proof.

## 4 Preservers of the Inner Local Spectral Radius Zero

This section is devoted to deriving some consequences of the above obtained results of this paper. These consequences describe maps from $\mathscr{L}(X)$ onto itself that preserve the inner local spectral radius zero of operators. A map $\phi$ from $\mathscr{L}(X)$ into itself is said to preserve the inner local spectral radius zero if

$$
\iota_{\phi(T)}(x)=0 \Longleftrightarrow \iota_{T}(x)=0
$$

for all $T \in \mathscr{L}(X)$ and $x \in X$.
The first consequence, extending [6, Theorem 1.6], describes nonlinear mappings that preserve the inner local spectral radius zero of operator products.

Theorem 6 A map $\phi$ from $\mathscr{L}(X)$ into itself satisfies

$$
\iota_{\phi(T) \phi(S)}(x)=0 \Longleftrightarrow \iota_{T S}(x)=0 \quad(T \in \mathscr{L}(X), x \in X)
$$

if and only if there exists a map $\eta: \mathscr{L}(X) \rightarrow \mathbb{C}$ such that $\eta(T) \neq 0$ for every nonzero operator $T$ and $\phi(T)=\eta(T) T$ for all $T \in \mathscr{L}(X)$.

The second consequence extends the main results of $[8,11]$.
Theorem 7 Let $X$ be a complex Banach space of dimension at least two. A surjective map $\phi$ from $\mathscr{L}(X)$ into itself satisfies

$$
\iota_{\phi(T)-\phi(S)}(x)=0 \Longleftrightarrow \iota_{T-S}(x)=0 \quad(T \in \mathscr{L}(X))
$$

if and only if there exist $R \in \mathscr{L}(X)$ and a map $\eta: \mathscr{L}(X) \rightarrow \mathbb{C}$ such that $\eta(T) \neq 0$ for every nonzero operator $T$ and $\phi(T)=\eta(T) T+R$ for all $T \in \mathscr{L}(X)$.

Proof of Theorems 6 and 7. As the notion of local invertibility encompasses inner spectral radius zero: for any $x \in X$ and $T \in \mathscr{L}(X)$ we have

$$
0 \in \sigma_{T}(x) \Longleftrightarrow \iota_{T}(x)=0
$$

(see [26]), Theorems 1 and 4 remain valid when the hypothesis " $0 \in \sigma .($.$) " is replaced$ by " $\iota()=$.0 "; which yield the desired conclusions in Theorems 6 and 7 .

From the above comment, Theorems 2, 3, and 5 also remain valid when the assumption " $0 \in \sigma_{\text {. (.)" }}$ is replaced by " $\iota .()=$.0 ", and the obtained results in these theorems and in Theorems 6 and 7 lead to the nonlinear inner local spectral radius versions of the main results of [18] which describe surjective linear maps on $\mathscr{L}(X)$ that are local spectral radius zero-preserving.
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# More on the Hankel Pencil <br> Conjecture-News on the Root Conjecture 

Alexander Kovačec


#### Abstract

The Hankel pencil conjecture concerns certain pencils of $n \times n$ Hankel matrices and has a control theoretic origin; see [4]. For each specific $n$ it was abbreviated in [2] as $\mathrm{HP} n \mathrm{C}$ and reduced to a conjecture $\mathrm{R} n \mathrm{C}$ about roots of pairs of certain polynomials of degree $n-2$. To be solved, each conjecture $\mathrm{R} n \mathrm{C}$ would be laboriously translated into a system of equations for the elementary symmetric polynomials and solved by Gröbner basis methods (we stopped at $n=8$ ). In this paper we present conjecturally a parametrized system of equations in the symmetric polynomials which permits to prove specific cases of the root conjecture and hence of the Hankel pencil conjecture by much lighter computation. Other formulations of the root conjecture are also given.


Keywords Matrix pencils • Control theory • Root conjecture • Systems of algebraic equations

## 1 Introduction

The Hankel pencil conjecture is a deceptively simple looking conjecture on a certain family of Hankel or equivalently Toeplitz matrices. It was published by Schmale and Sharma who showed in [4] that its solution would significantly advance a 1981 conjecture by Bumby, Sontag, Sussmann, and Vasconcelos in control theory.

With $x$ an indeterminate, and $c_{i} \in \mathbb{C}^{*}=\mathbb{C} \backslash\{0\}$, define the $n \times n$ Hankel matrix

[^11]\[

H_{n}(x)=H_{n}\left(x ; c_{1}, ···, c_{n-1}\right)=\left[$$
\begin{array}{cccccc} 
& & & x & c_{1} & c_{2} \\
& & x & c_{1} & c_{2} & c_{3} \\
& . & . & & & \vdots \\
& & & \vdots \\
x & c_{1} & \ldots & \ldots & c_{n-2} & c_{n-1} \\
c_{1} & c_{2} & \ldots & \ldots & c_{n-1} & c_{n} \\
c_{2} & c_{3} & \ldots & \ldots & c_{n} & c_{n+1}
\end{array}
$$\right]
\]

A formal definition of this matrix is $H_{n}(x)=\left(c_{i+j-n+1}\right)$, where $c_{0}=x$ is an indeterminate, $c_{l}=0$ for $l<0$, and $c_{l} \in \mathbb{C}^{*}$ for $l \geq 1$.

Conjecture (Hankel Pencil Conjecture HPnC) If det $H_{n}(x) \equiv 0$, then the last two columns are dependent, i.e. there exists a $\lambda$ such that for all $i c_{i}=\lambda^{i-1} c_{1}$.

We begin with a short outline of how we reduced in the paper [2] the Hankel pencil conjecture to another conjecture which we called "root conjecture" and how we proved this latter and hence the former conjecture for various special cases. We then report on a twist we introduced in the root conjecture which led to an almost purely combinatorial conjecture and show why its proof could mean significant progress in the Hankel pencil conjecture.

The following facts were shown.

- Reference [2, Corollary 2.5] If HPnC is true for the subclass of admissible matrices for which $c_{1}=c_{2}=1$, then HPnC is true in general.
Thus $c_{1}=c_{2}=1$ together with det $H_{n}(x)=0$ should imply $c_{3}=\cdots=c_{n}=1$.
- Sylvester's identity implies that there are polynomials $m_{i j}(x), i, j \in\{n-1, n\}$, such that there holds the formula:

$$
m_{n n}(x) \cdot m_{n-1, n-1}(x)-m_{n-1, n}^{2}(x)=\delta_{n-1} x^{n-2} \cdot \operatorname{det} H_{n}(x), \quad\left(\delta_{n}=(-1)^{\lfloor(n-1) / 2\rfloor}\right)
$$

Combinatorial reasoning allowed us to determine the polynomials explicitly and for modified reciprocals of these polynomials, defined via $\hat{m}_{i j}(x)=\delta_{n} x^{n-2} m_{i j}$ $(1 / x)$, we found the following formulae (and a similar one for $\hat{m}_{n-1, n-1}(x)$ which we do not need here).

$$
\begin{gathered}
\hat{m}_{n n}(x)=(-1)^{n} \sum_{j=0}^{n-2}\left(\sum_{i} c_{i_{1}} \cdots c_{i_{j}} c_{i_{j+1}}\right)(-x)^{j} \\
\hat{m}_{n-1, n}(x)=(-1)^{n} \sum_{j=0}^{n-2}\left(\sum_{i} c_{i_{1}} \cdots c_{i_{1}} c_{1+i_{j+1}}\right)(-x)^{j}
\end{gathered}
$$

where the inner sums $\sum_{i}, \ldots$ changing with $j$, are always over all $i=\left(i_{1}, \ldots, i_{j+1}\right) \in$ $\mathbb{Z}_{\geq 1}^{j+1}$ for which $|i|=i_{1}+\cdots+i_{j+1}=n-1$, a set of indices we designate $I_{j+1}$, if $n$ is clear.

It is easy to see that if $c_{1}=c_{2}=1$, then all the polynomials $\hat{m}_{i j}, i, j \in\{n-1, n\}$ are monic and this is the reason why we preferred working with the $\hat{m}_{i j}$ rather than with the $m_{i j}$.

- The above relation between the $m_{i j}$ and det $H_{n}(x)$ and the fact that the hypothesis of HPnC requires $\operatorname{det} H_{n}(x)=0$ then led to the following

Reference [2, Proposition 5.1] HPnC, $n \geq 3$, is equivalent to the following assertion for modified reciprocal polynomials.

$$
\hat{m}_{n n}(x) \cdot \hat{m}_{n-1, n-1}(x)=\hat{m}_{n-1, n}^{2}(x) \& c_{1}=c_{2}=1 \text { implies } c_{3}=\cdots=c_{n+1}=1
$$

Looking at the equation in the premisses of this implication one sees that every root of $\hat{m}_{n n}(x)$ must be a root of $\hat{m}_{n-1, n}^{2}(x)$. This observation finally led to conjecture that this apparently weaker hypothesis already implies the conclusion and herewith the Hankel pencil conjecture. That is, we formulated [2], Conjecture 5.3. (Root conjecture $\mathrm{R} n \mathrm{C}$ )

$$
\text { If roots }\left(\hat{m}_{n, n}\right) \subseteq \operatorname{roots}\left(\hat{m}_{n-1, n}\right) \& c_{1}=c_{2}=1, \text { then } \operatorname{roots}\left(\hat{m}_{n-1, n}\right)=\{1\}
$$

It is easy to show that the conclusion roots $\left(\hat{m}_{n-1, n}\right)=\{1\}$ is equivalent to $c_{1}=$ $c_{2}=\cdots=c_{n}=1$. The discussion then shows

- Reference [2, Proposition 5.4] For every $n \geq 3$, RnC implies HPnC.
- We finally proceeded to show $\mathrm{R} n \mathrm{C}$ and hence $\mathrm{HP} n \mathrm{C}$ for all $n \leq 8$. We give an example how we did this. For $n=5$ and from now on always assuming $c_{1}=c_{2}=$ 1 , one finds

$$
\begin{aligned}
& \hat{m}_{55}=-c_{4}+\left(1+2 c_{3}\right) x-3 x^{2}+x^{3} \\
& \hat{m}_{45}=-c_{5}+\left(2 c_{3}+c_{4}\right) x-\left(2+c_{3}\right) x^{2}+x^{3} .
\end{aligned}
$$

These polynomials each have three not necessarily distinct roots. Let roots $\left(\hat{m}_{45}\right)=$ $\{a, b, g\}$. The hypothesis of the root conjecture is roots $\left(\hat{m}_{55}\right) \subseteq \operatorname{roots}\left(\hat{m}_{45}\right)=$ $\{a, b, g\}$. Of course, if we have here equality in the sense of multisets, then $\hat{m}_{55}=\hat{m}_{45}$, since the polynomials are monic. In this case we can do a direct comparison of coefficients and get $c_{3}=c_{4}=c_{5}=1$. Then the polynomials are equal to $(-1+x)^{3}$ hence only admitting the root 1 . If $\hat{m}_{55}$ has only one root (of multiplicity 3 ), say $a$, then Viéte's rules say $3=3 a$, so $a=1$. Now assume $\hat{m}_{55}$ has roots we can write $\operatorname{roots}\left(\hat{m}_{55}\right)=\{a, a, b\}$. Then Viéte's rules allow us to write this system of equations as

$$
\begin{array}{cc}
3 \stackrel{1}{=} 2 a+b & 2+c_{3} \stackrel{2}{=} a+b+g \\
1+2 c_{3} \stackrel{{ }^{\prime}}{=} a^{2}+2 a b, & 2 c_{3}+c_{4} \stackrel{2^{\prime}}{=} a b+a g+b g \\
c_{4} \stackrel{\frac{1}{}_{\prime \prime}^{y}}{=} a^{2} b & \left(c_{5} \stackrel{2^{\prime \prime}}{=} a b g\right) .
\end{array}
$$

Using " $=$ " one has $b=3-2 a$. Then " $\stackrel{1^{\prime}}{=}$ " yields $c_{3}=\frac{1}{2}\left(-3 a^{2}+6 a-1\right)$, and then by " $\stackrel{2}{=}$ ", $g=-\frac{3}{2} a^{2}+4 a-\frac{3}{2}$, while $\stackrel{1^{\prime \prime}}{=}$ " gives $c_{4}=-2 a^{3}+3 a^{2}$. Substituting these
expressions in $a$ in " $\stackrel{2^{\prime}}{=}$," yields $0=\frac{7}{2}(a-1)^{3}$. Hence $a=1$. Thus $b=1$, and $g=1$, showing roots $\left(\hat{m}_{45}\right)=\{1\}$, hence R5C, thus HP5C.

Before solving, one may opt, alternatively, to eliminate the $c_{i}$ altogether and obtain a homogeneous polynomial system in only the roots of $m_{n-1, n}$.

For illustration let us continue with R5C. Write $\hat{e}_{j}=e_{j}(a, a, b)$, and $e_{j}=$ $e_{j}(a, b, g)$, where $e_{j}(\ldots)$ signifies the $j$-th elementary symmetric function; here of three variables. Then we could alternatively substitute the right hand side of the left system by $\hat{e}_{1}, \hat{e}_{2}, \hat{e}_{3}$, respectively, and the right hand side of the right system by $e_{1}, e_{2}, e_{3}$ respectively. Having done this, we can eliminate $c_{3}, c_{4}, c_{5}$ and obtain the system

$$
\begin{aligned}
& 0=\hat{e}_{1}-3 \\
& 0=\hat{e}_{2}-2 e_{1}+3 \\
& 0=\hat{e}_{3}-e_{2}+2 e_{1}-4
\end{aligned}
$$

which is a system solely in $a, b, g$. In [2] we used this technique to eliminate the $c_{i}$ similarly for the cases $n=6,7,8$. Each of these cases requires to treat a number of subcases which correspond to the various possibilities in which roots $\left(\hat{m}_{n, n}\right) \subseteq$ roots $\left(\hat{m}_{n-1, n}\right)$ can happen.

For example in the case $n=6$ supposing roots $\left(\hat{m}_{n-1, n}\right)=\{a, b, g, h\}$, one has to examine the subcases in which roots $\left(\hat{m}_{n, n}\right)$ is equal to $\{a, a, a, a\},\{a, a, a, b\}$, $\{a, a, b, b\},\{a, a, a, b\},\{a, a, b, g\}$, or $\{a, b, g, h\}$, respectively. In the first and the last case it is easy to show that the system of equations obtained admits only the solution $a=b=g=h=1$, but for the other cases we solved the system computing the solution via Gröbner bases.

One of the difficulties we did not know how to overcome at the time is that the system in the $e_{i}$ and $\hat{e}_{i}$ had to be computed for every $n$ anew and we did not see any pattern by which these systems evolve. The principal news of the present paper was obtained by formulating the root conjecture not for the polynomials $\hat{m}_{n n}(x)$ and $\hat{m}_{n-1, n}(x)$, but rather the polynomials $\hat{m}_{n n}(1+x)$ and $\hat{m}_{n-1, n}(1+x)$. Using these polynomials we are now able to conjecture a pattern according to which the system in the $\hat{e}_{j}$ and $e_{j}$ develops; these now defined w.r.t. the new polynomials analogously as before $\hat{e}_{j}$ and $e_{j}$ were defined w.r.t $\hat{m}_{n n}(x)$ and $\hat{m}_{n-1, n}(x)$. Section 3 reports these developments. Furthermore we prove in Sect. 4 that if this conjecture is correct, then it is equivalent to a homogeneous polynomial system which has as many equations as it has unknowns. The Hankel pencil conjecture then follows if this latter system of equations has only the trivial solution. The fact that in a certain sense "almost all" systems of homogeneous equations of the referred type have only the trivial solution, see [1, p. 80], earns the Hankel pencil conjecture well founded credibility.

Before we launch into those sections and in order to whet a reader's appetite to work on RnC, we present in Sect. 2 (without proofs) alternative formulations of the root conjecture. Although we have not yet used these formulations for progress in $\mathrm{R} n \mathrm{C}$, they merit mention since they permit to present the root conjecture from scratch in a succinct way.

## 2 Alternative Formulations of the Root Conjecture

Miguel R. Moreira [3], a medalist of the International Mathematical Olympiads, showed that the polynomials $\hat{m}_{n-1, n}(x)$ and $\hat{m}_{n n}(x)$ stand in close relationship with a simple inductively defined sequence of polynomials.

Given a sequence $c_{1}=c_{2}=1, c_{3}, \ldots$ of nonzero complex numbers, define the polynomials $\left(P_{n}\right), n=1,2,3, \ldots$ by the rules

$$
P_{1}(x)=1, \quad P_{2}(x)=1+x, \quad P_{n}(x)=c_{n}+x\left(\sum_{i=1}^{n-1} c_{i} P_{n-i}(x)\right)
$$

One then can prove the following lemma

## Lemma 1 There hold the relations

i. $(-1)^{n} \hat{m}_{n n}(-x)=P_{n-1}(x)$.
ii. $(-1)^{n} \hat{m}_{n, n-1}(-x)=P_{n}(x)-c_{1} x P_{n-1}(x)$.

Thus it is easy to see the following conjecture as being (equivalent to) $\mathrm{R} n \mathrm{C}$.
Conjecture $1(\mathrm{R} n \mathrm{C})$. roots $\left(P_{n-1}\right) \subseteq \operatorname{roots}\left(P_{n}\right)$ implies roots $\left(P_{n-1}\right)=\{-1\}$.
It is in certain contexts reasonable to define "simplicity" as "having as many zeros as possible". From this point of view the following further formulation of $\mathrm{R} n \mathrm{C}$ may appeal to the reader. By a simple variable transformation one can introduce polynomials of which one expects they have 0 as the only root. Since we also expect then all $c_{i}$ will have value 1 , we also put $c_{i}^{\prime}=1+c_{i}$. If one defines now polynomials $Q_{j}(x)=P_{j}(-1+x)$, one gets an inductively defined sequence given by

$$
\begin{aligned}
Q_{1} & =1 \\
Q_{2}(x) & =x \\
Q_{n}(x) & =\left(1+c_{n}^{\prime}\right)+(-1+x)\left(Q_{n-1}+Q_{n-2}+\left(1+c_{3}^{\prime}\right) Q_{n-3}+\cdots+\left(1+c_{n-1}^{\prime}\right) Q_{1}\right) .
\end{aligned}
$$

Then the first few polynomials read

$$
\begin{aligned}
& Q_{3}=c_{3}^{\prime}+x^{2} \\
& Q_{4}=\left(-2 c_{3}^{\prime}+c_{4}^{\prime}\right)+2 c_{3}^{\prime} x+x^{3} \\
& Q_{5}=\left(c_{3}^{\prime}-2 c_{4}^{\prime}+c_{5}^{\prime}\right)+\left(-4 c_{3}^{\prime}+2 c_{4}^{\prime}\right) x+3 c_{3}^{\prime} x^{2}+x^{4}
\end{aligned}
$$

This way one gets:
Conjecture $2(\mathrm{R} n \mathrm{C}$, version Q$)$ roots $\left(Q_{n-1}\right) \subseteq \operatorname{roots}\left(Q_{n}\right)$ implies $c_{3}^{\prime}=c_{4}^{\prime}=\cdots=$ $c_{n}^{\prime}=0$, or equivalently, $\operatorname{roots}\left(Q_{n}\right)=\{0\}$.

## 3 A Parametrized System of Equations for Elementary Symmetric Functions

Instead of formulating the root conjecture for polynomials $\hat{m}_{n-1, n}(x)$ and $\hat{m}_{n n}(x)$, one can, of course, use the polynomials $\hat{m}_{n-1, n}(1+x)$ and $\hat{m}_{n n}(1+x)$ and formulate $\mathrm{R} n \mathrm{C}$ this way reminiscent of Conjecture 2 above.

RnC: If $c_{1}=c_{2}$ and the inclusion roots $\left(\hat{m}_{n, n}(1+x)\right) \subseteq \operatorname{roots}\left(\hat{m}_{n-1, n}(1+x)\right)$ holds in set theoretic sense, then roots $\left(\hat{m}_{n-1, n}(1+x)\right)=\{0\}$.

One can now invoke a simple lemma relating the coefficients of polynomials $f(x)$ and $f(1+x)$.

Lemma 2 Let $f(x)=f_{0}+f_{1} x+\cdots+f_{n} x^{n}$ be a polynomial and let $g(x)=$ $f(1+x)=g_{0}+g_{1} x+\cdots+g_{n} x^{n}$. Then, for $l=0,1, \ldots, n$, there holds the relation $g_{l}=\sum_{j=l}^{n}\binom{j}{l} f_{j}$. In particular if $f$ is monic, then $g$ is.

Now we use the formulae in Sect. 1 and name the roots of $\hat{m}_{n-1, n}(1+x)$ by $z_{1}, \ldots, z_{n-2}$; and similarly the roots of $\hat{m}_{n, n}(1+x)$ by $z_{1}^{\prime}, \ldots, z_{n}^{\prime}$. We use Viète, and get for $l=0,1, \ldots, n-2$ :

$$
\hat{e}_{l}:=e_{l}\left(z_{1}^{\prime}, \ldots, z_{n-2}^{\prime}\right)=\sum_{j=n-2-l}^{n-2}(-1)^{j+n+l}\binom{j}{n-2-l} \sum_{i \in I_{j+1}} c_{i_{1}} \cdots c_{i_{j}} c_{i_{j+1}} .
$$

For $e_{l}=e_{l}\left(z_{1}, \ldots, z_{n-2}\right)$ use the same formula, but replace $c_{i_{j+1}}$ by $c_{1+i_{j+1}}$.
The first few of these formulae are the following. Again these could be simplified somewhat introducing $c_{i}^{\prime}=-1+c_{i}$, but the result in the $e_{i}$ and $\hat{e}_{i}$ after elimination of $c_{i}$ or $c_{i}^{\prime}$ would be the same.

$$
\begin{aligned}
e_{1}= & -1+c_{3}, \\
e_{2}= & 4+c_{4}+c_{3}(-5+n)-n, \\
e_{3}= & -9+c_{5}+c_{3}(19-4 n)+c_{4}(-6+n)+c_{3}^{2}(-5+n)+2 n, \\
e_{4}= & c_{6}+c_{4}(23-4 n)+c_{5}(-7+n)+2 c_{3} c_{4}(-6+n)+c_{3}\left(-69+18 n-n^{2}\right)+ \\
& \left(c_{3}^{2}\left(76-19 n+n^{2}\right)\right) / 2+\left(52-15 n+n^{2}\right) / 2, \\
\hat{e}_{1}= & 0 \\
\hat{e}_{2}= & 3+c_{3}(-3+n)-n, \\
\hat{e}_{3}= & -4-2 c_{3}(-4+n)+c_{4}(-4+n)+n, \\
\hat{e}_{4}= & -2 c_{4}(-5+n)+c_{5}(-5+n)-c_{3}(-7+n)(-5+n)+((-6+n)(-5+n)) / 2 \\
& +\left(c_{3}^{2}(-6+n)(-5+n)\right) / 2, \\
\hat{e}_{5}= & -2 c_{5}(-6+n)+c_{6}(-6+n)-c_{4}(-8+n)(-6+n)+c_{3} c_{4}(-7+n)(-6+n) \\
& -(-6+n)^{2}-c_{3}^{2}(-6+n)(-13+2 n)+c_{3}(-6+n)(-19+3 n) .
\end{aligned}
$$

Curiously, although these formulas are more complicated than the corresponding ones in [2, Lemma 6.1] the elimination of the $c_{i}$ yields relations between the $e_{i}$ and $\hat{e}_{i}$ that are simpler and allow explicit parametrization. We explain the conjecture which we came up with after a number of computer experiments.

It is not hard to show that the polynomials $\hat{e}_{i}$ as symbolic expressions in $n$, $c_{3}, \ldots, c_{i+1}$ are divisible by $n-i-1$ in the realm of integer coefficient polynomials; that is defining

$$
p_{i}=\left\{\begin{array}{cc}
\hat{e}_{i} /(n-i-1) & \text { if } i \leq n-2 \\
0 & \text { if } i>n-2,
\end{array}\right.
$$

the $p_{i}$ are polynomials in $\mathbb{Z}\left[n, c_{3}, \ldots, c_{i+1}\right]$.
More generally, define the abbreviations $p_{i j}=p_{i} p_{j}, p_{i j k}=p_{i} p_{j} p_{k}$, etc.
Recall that a finite sequence of positive integers, $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right)$ is a partition of an integer $n$, written $\lambda \vdash n$, if $\lambda_{1} \geq \lambda_{2} \geq \lambda_{3} \geq \cdots \geq \lambda_{k}$, and $\sum_{i} \lambda_{i}=n$. The length of $\lambda, \lg (\lambda)=k$. Further we define the typenumber of $\lambda$ as the product of the factorials of the multiplicities with which the positive components of $\lambda$ occur. Thus for example, for $\lambda=(3,3,2,2,2,2,2,1,1,1)$, we have $\lambda \vdash 19, \lg (\lambda)=10$, and $\operatorname{typenb}(\lambda)=2!5!3!$.

The mentioned conjecture is the following.
Conjecture 3 Considering the $e_{j}$ and $\hat{e}_{j}$ as polynomials in $\mathbb{Q}\left[n, c_{3}, c_{4}, \ldots\right]$, for every $j=0,1,2, \ldots$ define

$$
q_{1+j}=p_{1+j}+(n-j-1) \times \sum_{\substack{\lambda \vdash j+1 \\ \lg \lambda \geq 2}} \frac{(-1)^{\lg \lambda} \prod_{j=1}^{\lg \lambda-2}(j n-j-1)}{\operatorname{typenb}(\lambda)} p_{\lambda}
$$

Then there hold the relations $0=e_{j}-\hat{e}_{j}-q_{1+j}$, where $j=0,1,2, \ldots$.
We show the first few equations. Note that the first equation says that $p_{1}=0$, so that all $\lambda$ in the sum which have a component 1 can be suppressed.

$$
\begin{aligned}
& 0.0=\hat{e}_{1} \\
& \text { 1. } 0=e_{1}-\hat{e}_{1}-p_{2} \\
& \text { 2. } 0=e_{2}-\hat{e}_{2}-p_{3} \\
& \text { 3. } 0=e_{3}-\hat{e}_{3}-p_{4}-(n-4)\left(p_{22} / 2\right) \\
& \text { 4. } 0=e_{4}-\hat{e}_{4}-p_{5}-(n-5) p_{32} \\
& \text { 5. } 0=e_{5}-\hat{e}_{5}-p_{6}-(n-6)\left(p_{42}+\frac{1}{2} p_{33}-\frac{n-2}{6} p_{222}\right)
\end{aligned}
$$

This conjecture which was tested up to $j=9$ gives a relation between the $e_{j}$ and $\hat{e}_{j}$ in a parametrized form as desired. It is not overly difficult to obtain this conjecture one tries to write for sufficiently many $j e_{j}$ as a linear combinations of the $p_{i}$, and its products $i=1,2, \ldots, j, j+1$ and finds after a number of observations the above
pattern. Unfortunately even very special cases of the conjecture, for example the one arising when wishing to prove that the $c_{i}$-free 'constant' coefficients of both sides are equal, are hard to prove and the author has not yet succeeded in this endeavour.

However the system of equations in the elementary symmetric functions this way obtained is considerably simpler than the previous one. While for example the sixth equation for the case $n=8$ in [2], p. 1523, involves symmetric polynomials from degrees zero to six - it is $0=6392-2740 e_{1}+314 e_{1}^{2}-6 e_{1}^{3}+210 e_{2}-36 e_{1} e_{2}+$ $e_{2}^{2}-18 e_{3}+2 e_{1} e_{3}+2 e_{4}-e_{5}+\hat{e}_{6}$, - the corresponding equation number 5 above, involves only degrees 5 and 6 - it is (up to multiples)

$$
0=3000\left(e_{5}-\hat{e}_{5}-\hat{e}_{6}\right)-800 \hat{e}_{4} \hat{e}_{2}-375 \hat{e}_{3}^{2}+96 \hat{e}_{2}^{3}
$$

We see in the next section how the equations so obtained permit, by much lighter and more insightful calculations than previously was possible, confirmation of the root conjectures.

## 4 Transforming the Quasi-homogeneous Systems into Homogeneous Ones and Solving Them

We begin by recalling a simple lemma for elementary symmetric polynomials. It is convenient to introduce the convention to let $e_{j}(\ldots)$ stand for the elementary symmetric polynomial of the variables indicated in a specific case and to assume $e_{j}(\ldots)=0$ if $j<0$ or $j>$ number of variables. So for example $e_{2}\left(x_{1}, x_{2}, x_{3}\right)=$ $x_{1} x_{2}+x_{1} x_{3}+x_{2} x_{3}$ but $e_{5}\left(x_{1}, x_{2}, x_{3}\right)=0$. Furthermore $x_{i: j}$ means in case $1 \leq i \leq j$ the $(j-i+1)$-tuple $\left(x_{i}, \ldots, x_{j}\right)$.
Lemma 3 There holds for any integers $j$ and $1 \leq k \leq n$ the identity

$$
e_{j}\left(x_{1: n}\right)=\sum_{\nu} e_{\nu}\left(x_{1: k}\right) e_{j-v}\left(x_{1+k: n}\right)
$$

where the sum is over the integers.
We will use this lemma in a moment only in cases in which $n$ is replaced with $n-2$ and the $x$ es by $z \mathrm{~s}$, names for the solutions of the enumerated system of equations above. Keep in mind that the root conjecture says that whatever choice $z_{1}^{\prime}, \ldots, z_{n-2}^{\prime} \in$ $\left\{z_{1}, \ldots, z_{n-2}\right\}$, we suppose, the particular system of equations in $z_{1}, \ldots, z_{n-2}$ which arises from such a choice, will admit only the trivial solution.

The following explanations are exemplified in the example after the proposition below.

Assume we make a choice in which certain $k$ of the $z_{i}$ are not contained in the left set. Then, by symmetry, $\hat{e}_{j}=e_{j}\left(z_{1}^{\prime}, \ldots, z_{n-2}^{\prime}\right)$ can be thought of as being $\hat{e}_{j}=$ $e_{j}\left(u_{1: k}, z_{1+k: n-2}\right)$ where $\left\{u_{1}, \ldots, u_{k}\right\} \subseteq\left\{z_{1+k}, \ldots, z_{n-2}\right\} \subseteq\left\{z_{1}, \ldots, z_{n-2}\right\}$, while $e_{j}=e_{j}\left(z_{1}, \ldots, z_{n-2}\right)$.

Now apply the previous lemma as well to $e_{j}\left(z_{1}, \ldots, z_{n-2}\right)=e_{j}\left(z_{1: k}, z_{1+k: n-2}\right)$, as to $e_{j}\left(u_{1: k}, z_{1+k: n-2}\right)$ and define the shorthands

$$
\dot{e}_{j}=e_{j}\left(z_{1+k: n-2}\right), \quad E_{j}=e_{j}\left(z_{1: k}\right)-e_{j}\left(u_{1: k}\right) .
$$

Note that for $j \geq 1+k, E_{j}=0$. We see that the subsystem of the equations numbered $0,1, \ldots, n-3$ in Sect. 3 gains the following aspect:

$$
\begin{aligned}
0.0 & =\hat{e}_{1} \\
1.0 & =E_{1}-q_{2} \\
2.0 & =E_{1} \dot{e}_{1}+E_{2}-q_{3} \\
3.0 & =E_{1} \dot{e}_{2}+E_{2} \dot{e}_{1}+E_{3}-q_{4} \\
& \vdots \\
k-1.0 & =E_{1} \dot{e}_{k-2}+E_{2} \dot{e}_{k-3}+E_{3} \dot{e}_{k-4}+\cdots+E_{k-1}-q_{k} \\
k .0 & =E_{1} \dot{e}_{k-1}+E_{2} \dot{e}_{k-2}+E_{3} \dot{e}_{k-3}+\cdots+E_{k-1} \dot{e}_{1}+E_{k}-q_{k+1} \\
k+1.0 & =E_{1} \dot{e}_{k}+E_{2} \dot{e}_{k-1}+E_{3} \dot{e}_{k-2}+\cdots+E_{k-1} \dot{e}_{2}+E_{k} \dot{e}_{1}-q_{k+2} \\
& \vdots \\
n-3.0 & =E_{1} \dot{e}_{n-4}+E_{2} \dot{e}_{n-5}+E_{3} \dot{e}_{n-6}+\cdots+E_{k-1} \dot{e}_{n-k-2}+E_{k} \dot{e}_{n-k-3}-q_{n-2}
\end{aligned}
$$

This system has furthermore the following features:

- Each $\dot{e}_{j}, \hat{e}_{j}, E_{j}, q_{j}$ is a homogeneous polynomial of degree $j$ (or possibly zero).
- $\dot{e}_{j}, \hat{e}_{j}$, and $q_{j}$ depend only on $z_{1+k}, \ldots, z_{n-2}$, i.e., $\dot{e}_{j}=\dot{e}_{j}\left(z_{1+k: n-2}\right) ; q_{j}=$ $q_{j}\left(z_{1+k: n-2}\right)$.
( $-E_{j}$ may depend on all variables.)
Proposition 1 A system of polynomial equations of this form and with these features has a system of $n-2-k$ homogeneous equations of respective degrees $1 ; k+2, k+$ $3, \ldots, n-2$ in the $n-2-k$ variables $z_{1+k}, \ldots, z_{n-2}$ as a consequence.

Proof Equation 0 can be written as $0=e_{1}\left(u_{1: k}\right)+e_{1}\left(z_{1+k: n-2}\right)$. This equation is homogeneous of degree 1 and as $u_{1}, \ldots, u_{k} \in\left\{z_{1+k}, \ldots, z_{2+n}\right\}$, it is an equation in $z_{1+k}, \ldots, z_{n-2}$. We show now that the remaining equations $1, \ldots, n-3$ have as a consequence a system of $n-3-k$ homogeneous equations of respective degrees $k+2, k+3, \ldots, n-2$ in variables $z_{1+k}, \ldots, z_{n-2}$.

To see this note that equation 1 justifies to substitute $q_{2}$ for $E_{1}$; that is to do $E_{1} \rightarrow q_{2}$ in all the following equations. Next equation 2 justifies the substitution $E_{2} \rightarrow q_{3}-E_{1} \dot{e}_{1}$, that is $E_{2} \rightarrow q_{3}-q_{2} \dot{e}_{1}$, in equations $3,4, \ldots$ Next we do $E_{3} \rightarrow q_{4}-q_{2} \dot{e}_{2}-\left(q_{3}-q_{2} \dot{e}_{1}\right) \dot{e}_{1}$ in the equations $4,5, \ldots$ We see by this process that, having substituted $E_{1}, E_{2}, \ldots, E_{j-1}$, the first $j-1$ terms of equation $j$ turn into terms of degree $j+1$. In particular, when we use equation $k-1$ to do a substitution $E_{k-1} \rightarrow \ldots$ in equations $k, 1+k, \ldots, n-3$, the first $k-1$ terms in these equations turn into terms of degrees $1+$ number of equation. Once more doing this, using now equation $k$ to substitute $E_{k}$ we see that equation $k+1$ turns into a homogeneous equation of degree $k+2$, and in general equation $l \geq k+1$ into a homogeneous
equation of degree $l+1$. In particular equation $n-3$ will turn into a homogeneous equation of degree $n-2$. So we have at the end $(n-3)-(k+1)+1=$ $n-3-k$ homogeneous equations. Finally observe that we have replaced the $E_{j}$, $j=1,2, \ldots, k$ by polynomials in $\dot{e}_{1}, \dot{e}_{2}, \ldots, \dot{e}_{k-1}, q_{2}, \ldots, q_{k+1}$. These polynomials as well as $q_{k+2}, \ldots, q_{n-2}$ are polynomials in $z_{1+k}, \ldots, z_{n-2}$. The proposition follows.

A system of $m$ homogeneous polynomial equations in $m$ variables has typically only the trivial solution. Let us assume that the homogeneous system obtained by the process of the proof of the proposition is "typical". Then we get $x_{1+k}=\cdots=x_{n-2}=$ 0 . This implies also that all $q_{j}$ are 0 and that $u_{1: k}=0$. Then from the system we see $0=E_{j}=e_{j}\left(x_{1: k}\right)-e_{j}\left(u_{1: k}\right)=e_{j}\left(x_{1: k}\right), j=1,2, \ldots, k$. Since the map $\mathbb{C}^{k} \ni$ $x_{1: k} \mapsto\left(e_{1}\left(x_{1: k}\right), \ldots, e_{k}\left(x_{1: k}\right)\right) \in \mathbb{C}^{n}$ defines (by the fundamental theorem of algebra and by Viéte's rules) a bijection from $\mathbb{C}^{k}$ to $\mathbb{C}^{k}$, we find $x_{1: k}=0$.

Example 1 If $n=7$, then we speak of variables $z_{1}, z_{2}, z_{3}, z_{4}, z_{5}$. Assume for $\hat{e}_{j}$ roots $\left\{z_{4}, z_{5}, z_{5}, z_{4}, z_{5}\right\}$. Then the system of equations in explicit form is found to be

$$
\begin{aligned}
0= & 2 z_{4}+3 z_{5}, \\
0= & z_{1}+z_{2}+z_{3}-z_{4}-z_{4}^{2} / 4-2 z_{5}-\left(3 z_{4} z_{5}\right) / 2-\left(3 z_{5}^{2}\right) / 4, \\
0= & z_{1} z_{2}+z_{1} z_{3}+z_{2} z_{3}+z_{1} z_{4}+z_{2} z_{4}+z_{3} z_{4}-z_{4}^{2}+z_{1} z_{5}+z_{2} z_{5}+z_{3} z_{5}-5 z_{4} z_{5}-z_{4}^{2} z_{5} \\
& -3 z_{5}^{2}-2 z_{4} z_{5}^{2}-z_{5}^{3} / 3, \\
0= & z_{1} z_{2} z_{3}+z_{1} z_{2} z_{4}+z_{1} z_{3} z_{4}+z_{2} z_{3} z_{4}-\left(3 z_{4}^{4}\right) / 32+z_{1} z_{2} z_{5}+z_{1} z_{3} z_{5}+z_{2} z_{3} z_{5} \\
& +z_{1} z_{4} z_{5}+z_{2} z_{4} z_{5}+z_{3} z_{4} z_{5}-3 z_{4}^{2} z_{5}-\left(9 z_{4}^{3} z_{5}\right) / 8-6 z_{4} z_{5}^{2}-\left(87 z_{4}^{2} z_{5}^{2}\right) / 16-z_{5}^{3} \\
& -\left(35 z_{4} z_{5}^{3}\right) / 8-\left(27 z_{5}^{4}\right) / 32, \\
0= & z_{1} z_{2} z_{3} z_{4}+z_{1} z_{2} z_{3} z_{5}+z_{1} z_{2} z_{4} z_{5}+z_{1} z_{3} z_{4} z_{5}+z_{2} z_{3} z_{4} z_{5}-z_{4}^{4} z_{5}-3 z_{4}^{2} z_{5}^{2}-8 z_{4}^{3} z_{5}^{2} \\
& -2 z_{4} z_{5}^{3}-\left(49 z_{4}^{2} z_{5}^{3}\right) / 3-8 z_{4} z_{5}^{4}-z_{5}^{5} .
\end{aligned}
$$

In practical work it is not necessary to write this system down explicitly. In fact it would be sufficient to use equations 0 and 4 of the last of the following four blocks below.

We now treat the system according to the proof of the proposition. According to the above, $u_{1: 3}=\left(z_{4}, z_{5}, z_{5}\right)$, and so $k=3, n-3=4$. In the form of Sect. 3 the system takes the form as shown at the left.
0. $0=\hat{e}_{1}$

1. $0=E_{1}-q_{2}$
2. $0=E_{1} \dot{e}_{1}+E_{2}-q_{3}$
3. $0=E_{1} \dot{e}_{2}+E_{2} \dot{e}_{1}+E_{3}-q_{4}$
4. $0=E_{1} \dot{e}_{3}+E_{2} \dot{e}_{2}+E_{3} \dot{e}_{1}-q_{5}$

Next substituting $E_{2} \rightarrow q_{3}-q_{2} \dot{e}_{1}$, the system becomes
$0.0=\hat{e}_{1}$

1. $0=0$
2. $0=0$
3. $0=q_{2} \dot{e}_{2}+\left(q_{3}-q_{2} \dot{e}_{1}\right) \dot{e}_{1}+E_{3}-q_{4}$

$$
=q_{2} \dot{e}_{2}+q_{3} \dot{e}_{1}-q_{2} \dot{e}_{1}^{2}+E_{3}-q_{4} .
$$

4. $0=q_{2} \dot{e}_{3}+\left(q_{3}-q_{2} \dot{e}_{1}\right) \dot{e}_{2}+E_{3} \dot{e}_{1}-q_{5}$

Substituting $E_{1} \rightarrow q_{2}$ the system takes the form
0. $0=\hat{e}_{1}$

1. $0=0$
2. $0=q_{2} \dot{e}_{1}+E_{2}-q_{3}$
3. $0=q_{2} \dot{e}_{2}+E_{2} \dot{e}_{1}+E_{3}-q_{4}$
4. $0=q_{2} \dot{e}_{3}+E_{2} \dot{e}_{2}+E_{3} \dot{e}_{1}-q_{5}$

Finally substituting $\quad E_{3} \rightarrow$ $q_{4}-q_{2} \dot{e}_{2}-q_{3} \dot{e}_{1}+q_{2}{\dot{e_{1}}}^{2} \quad$ one gets
0. $0=\hat{e}_{1}$

1. $0=0$
2. $0=0$
3. $0=0$
4. $0=q_{2} \dot{e}_{3}+q_{3} \dot{e}_{2}-q_{2} \dot{e}_{1} \dot{e}_{2}$
$+\left(q_{4}-q_{2} \dot{e}_{2}-q_{3} \dot{e}_{1}+q_{2} \dot{e}_{1}^{2}\right) \dot{e}_{1}-q_{5}$
$=q_{2} \dot{e}_{3}+q_{3} \dot{e}_{2}-q_{2} \dot{e}_{1} \dot{e}_{2}+q_{4} \dot{e}_{1}$
$-q_{2} \dot{e}_{2} \dot{e}_{1}-q_{3} \dot{e}_{1}^{2}+q_{2} \dot{e}_{1}^{3}-q_{5}$

In the case at hand $\dot{e}_{j}=e_{j}\left(z_{4}, z_{5}\right)$, so $\dot{e}_{1}=z_{4}+z_{5}, \dot{e}_{2}=z_{4} z_{5}$, and for $j \geq$ $3, \dot{e}_{j}=0$; furthermore one finds

$$
\begin{aligned}
& q_{2}=\left(z_{4}^{2}+6 z_{4} z_{5}+3 z_{5}^{2}\right) / 4 \\
& q_{3}=\left(3 z_{4}^{2} z_{5}+6 z_{4} z_{5}^{2}+z_{5}^{3}\right) / 3 \\
& q_{4}=\left(3 z_{4}^{4}+36 z_{4}^{3} z_{5}+174 z_{4}^{2} z_{5}^{2}+140 z_{4} z_{5}^{3}+27 z_{5}^{4}\right) / 32 \\
& q_{5}=\left(3 z_{4}^{4} z_{5}+24 z_{4}^{3} z_{5}^{2}+52 z_{4}^{2} z_{5}^{3}+24 z_{4} z_{5}^{4}+3 z_{5}^{5}\right) / 6
\end{aligned}
$$

This then leads to these equations (after multiplying equation 4 with 96 ):

$$
\begin{aligned}
& \text { 0. } 0=2 z_{4}+3 z_{5} \\
& \text { 4. } 0=33 z_{4}^{5}+141 z_{4}^{4} z_{5}+198 z_{4}^{3} z_{5}^{2}+30 z_{4}^{2} z_{5}^{3}+109 z_{4} z_{5}^{4}+73 z_{5}^{5}
\end{aligned}
$$

which yields quite easily $z_{4}=z_{5}=0$.
Once we knows this, we infer $q_{2}=q_{3}=q_{4}=q_{5}=0$, and hence from the original equations $1,2,3, E_{1}=E_{2}=E_{3}=0$. We also find $u_{1: 3}=(0,0,0)$. Now $E_{j}=$ $e_{j}\left(z_{1: 3}\right)-e_{j}\left(u_{1: 3}\right)$. Thus $e_{j}\left(z_{1: 3}\right)=0$ for $j=1,2,3$, and so $z_{1}=z_{2}=z_{3}=0$.

This case was treated in [2] (as case $n=7$, subcase 32) by solving a system of equations obtained from a Gröbner basis with 6 polynomials of lengths 3, 6, 6, 13, 13 and large coefficients. Thus while the new methods are still not as light as desirable, we see that the case $n=7$ can be still be done by hand, if necessary. This was completely out of question previously.

Note added in proof. By a variation of the reasoning above we recently established a conjecture analogous to Conjecture 3 but directly claiming a fully homogeneous system. This result would make Proposition 1 superfluous.
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# Componentwise Products of Totally Non-Negative Matrices Generated by Functions in the Laguerre-Pólya Class 
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#### Abstract

In connection with the characterisation of real polynomials which have exclusively negative zeros Holtz and Tyaglov exposed in 2012 a new, totally nonnegative, infinite matrix. This matrix resembles the matrices considered in the stability problem, and was called a matrix of "Hurwitz-type". No precise connection to the Hurwitz matrices of the stability problem or structural properties could be established. We identify those matrices as limits of Hurwitz matrices generated by Hurwitz-stable polynomials. This allows to give a new and concise proof of the Holtz-Tyaglov characterisation as we connect it here to the classical theorem of Aissen, Edrei, Schoenberg and Whitney. Our approach naturally extends to entire functions in the Laguerre-Pólya class which have exclusively non-negative Taylor coefficients. Results on Hurwitz-stable polynomials are employed to show that certain positive pairs of real functions in the Laguerre-Pólya class generate totally non-negative matrices. Finally, we give the first composition result on the structured, infinite matrices considered: We show that the componentwise product of any of the considered infinite matrices is totally non-negative.


Keywords Schur-Hadamard product • Infinite matrices • Aperiodic polynomials • Positive pairs • Hurwitz-stability • Totally positive matrices

## 1 Introduction

It was shown by Holtz and Tyaglov [9] that the total non-negativity of all minors of the infinite matrix

[^12]\[

E(f):=\left($$
\begin{array}{cccccccc}
a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & a_{5} & a_{6} & \cdots  \tag{1}\\
0 & a_{1} & 2 a_{2} & 3 a_{3} & 4 a_{4} & 5 a_{5} & 6 a_{6} & \cdots \\
0 & a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & a_{5} & \cdots \\
0 & 0 & a_{1} & 2 a_{2} & 3 a_{3} & 4 a_{4} & 5 a_{5} & \cdots \\
0 & 0 & a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & \cdots \\
0 & 0 & 0 & a_{1} & 2 a_{2} & 3 a_{3} & 4 a_{4} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}
$$\right)
\]

is characteristic for $f(x)=\sum_{k=0}^{d} a_{k} x^{k} \in \mathbb{R}[x]$ with $a_{d}>0, a_{0} \neq 0$, to have all roots exclusively on the negative real axis. Thus, a new class of totally non-negative matrices was found in these "infinite matrices of Hurwitz-type", (cf. [9], Definitions 1.40 and 1.42 , p. $455 f$.). These matrices were considered as somehow related, but not identical with, the classical Hurwitz matrices as considered in connection with the stability problem [12].

We will show in the following that the matrix (1) is the limit of matrices possessing the classical Hurwitz structure (properly defined below $c f$. Definition 2), and which matrices are generated by Hurwitz-stable polynomials or functions. This approach allows us to extend the above characterisation of root-location to real entire functions of low order with sufficiently separated zeros lying exclusively in the open left half-plane, see Theorem 4. The connection to classical results via the Hurwitz matrix-structure facilitates the independent, concise proof of the generalisation Theorem 3 as well as of the result by Holtz and Tyaglov. The interested reader finds a different proof of this generalisation in [5], together with the most general results. Focussing on the Laguerre-Polyá class, we were able to use only simple polynomial tools besides the classical canon of results.

Moreover, our interpretation allows to use a result of Garloff and Wagner [8] on the Hadamard product of real Hurwitz-stable polynomials, and we thus show that the Schur-Hadamard product of matrices $E(f) \circ E(g)$, generated by certain real entire functions $f$ and $g$ with exclusively negative zeros, is totally non-negative, see Proposition 3. We extend the mentioned results to generalised positive pairs of polynomials and their uniform limits in the Laguerre-Pólya class, see Proposition 4 and Theorem 6.

Paper outline: In the following subsection, we collect a number of definitions and facts related to Hurwitz matrices and Hurwitz-stability. In Sect. 3 we use the important result by Aissen et al. to prove our Theorem 3 generalising the characterisation of exclusively negative roots via total non-negativity of (1) to entire functions. In Sect. 4 we show that this approach naturally leads to the fact that the SchurHadamard product of matrices of the form (1) is totally non-negative. Moreover, we extend these results in Theorem 6 and Proposition 4 to matrices generated from generalised positive pairs and their uniform limits. To achieve this, we use in Sect. 4 classical results on entire functions with zeros exclusively in the upper half-plane $\{z \in \mathbb{C}: \Im z>0\}(c f$. [13]) in reformulations suitable for entire functions which are the uniform limits of Hurwitz-stable polynomials.

Terminology: By $\mathbb{R}_{>0}$ we denote the set of positive real numbers. An entire function is a complex function analytic everywhere in $\mathbb{C}$. Such functions can be classified using order and genus of the function and the genus of its zeros, for these notions $c f$. . e.g., [4]. Polynomials are entire functions of order and genus zero.

For two entire functions $f$ and $g$, with Taylor expansions $f(x)=\sum_{i=0}^{\infty} a_{i} x^{i}$ and $g(x)=\sum_{i=0}^{\infty} b_{i} x^{i}$, we denote by $(f \circ g)(x)$ the power series $\sum_{i=0}^{\infty}\left(a_{i} \cdot b_{i}\right) x^{i}$. This power series is everywhere convergent in the complex plane (as a computation of the radius of convergence by the Cauchy-Hadamard formula [1] shows), and we denote the corresponding function by $f \circ g$. The function $f \circ g$ is called the Hadamard product of $f$ and $g$.

For two matrices $A$ and $B$ of identical dimensions, with entries $a_{i j}$ and $b_{i j}$ respectively, we denote by $A \circ B$ the matrix with entries $a_{i j} \cdot b_{i j}$. We call $A \circ B$ the Schur-Hadamard product of $A$ and $B$.

## 2 Hurwitz-Stability, Hurwitz Matrices and Total Non-Negativity

In this paper, the following definitions regarding stability will be used.
Definition 1 An entire function $f$ is said to be Hurwitz-stable if all solutions of $f(z)=0$ lie in $\{z \in \mathbb{C}: \Re z<0\}$.

We call here quasi-stable any entire function $f$ for which all solutions of $f(z)=0$ lie in the closed left half-plane $\{z \in \mathbb{C}: \Re z \leq 0\}$.

Many authors have discussed the related questions of root-location on the real axis, real roots of a single definite sign or the question of Hurwitz-stability using expansions at Infinity. (The surveys $[9,12,16]$ are no exception and contain references to many more examples.) Especially, normalisations of a polynomial

$$
\sum_{i=0}^{d} q_{i} x^{d-i}
$$

would occur for the leading term $q_{0} x^{d}$. But to extend a result naturally from polynomials with only non-negative Taylor coefficients to transcendental entire functions it is more convenient to consider expansions at Zero, not at Infinity. So we choose the (in this context uncommon) expansion near the origin. (And we are but little surprised that this is exactly the type of expansion Hurwitz had used to derive his determinant results viz. [10, p. 281 ff .]). Moreover, we phrase here Hurwitz' classical stability result for polynomials in terms of an infinite matrix.

Theorem 1 (Hurwitz) Given a real polynomial pof degree $d \in \mathbb{N}$, positive at the origin $(p(0)>0)$, with even-odd decomposition $p(x)=h\left(x^{2}\right)+x g\left(x^{2}\right)$ into polynomials $h, g \in \mathbb{R}[x]$, and with Taylor expansion

$$
p(x)=h\left(x^{2}\right)+x g\left(x^{2}\right)=\sum_{i=0}^{d} p_{i} x^{i}=p_{0}+p_{1} x+p_{2} x^{2}+\cdots+p_{d} x^{d} \in \mathbb{R}[x] .
$$

The polynomial p is Hurwitz-stable if and only if the first d consecutive initial principal minors of the infinite matrix

$$
H(p):=H(g, h):=\left(\begin{array}{ccccc}
p_{1} & p_{3} & p_{5} & p_{7} & \cdots  \tag{2}\\
p_{0} & p_{2} & p_{4} & p_{6} & \cdots \\
0 & p_{1} & p_{3} & p_{5} & \cdots \\
0 & p_{0} & p_{2} & p_{4} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

are positive.
While the preceding formulation of Hurwitz' result might seem unconventional if not unnecessary, the changed set-up allows for a smooth transition to entire functions and totally non-negative infinite matrices as detailed further below.

The following definition of "Hurwitz matrix" may be found in [11, p. 331] or [14, Sect. 4.8, p. 117].

Definition 2 We call Hurwitz matrix any finite or infinite matrix $M=\left(m_{i, j}\right)_{i=1 ; j=1}^{\omega}$ with entries $m_{i, j}$ generated from a single fixed, finite or infinite $(1 \leq \omega \leq+\infty)$ sequence

$$
\left(m_{v}\right)_{v=0}^{\mu},
$$

indexed by $v \in \mathbb{N}_{0}$ with $0 \leq \mu \leq+\infty$, such that we have $m_{i, j}=m_{2 j-i}$ whenever $0 \leq 2 j-i \leq \mu$, and $m_{i, j}=0$ otherwise.

Thus, the matrix considered in (2) is a Hurwitz matrix. Let us additionally point out the hitherto overlooked fact that the matrix $E(f)=\left(e_{i, j}\right)$ defined in (1) is a Hurwitz matrix: The matrix can be described as $E(f)=H\left(f, i d \cdot f^{\prime}\right)$ (where $\left.\left(i d \cdot f^{\prime}\right)(z)=i d(z) f^{\prime}(z)=z f^{\prime}(z)\right)$. But the matrix $E(f)$ is not generated by a Hurwitzstable polynomial. Thus, the following important non-negativity result derived independently first by Asner, and afterwards Kemperman [3, 11] does not apply.

Proposition 1 A real polynomial $p$ with expansion

$$
p(x)=h\left(x^{2}\right)+x g\left(x^{2}\right)=\sum_{i=0}^{d} p_{i} x^{i}, \text { where } h, g \in \mathbb{R}[x] \text {, }
$$

which is positive at the origin, and which is Hurwitz-stable or quasi-stable, yields a totally non-negative, infinite Hurwitz matrix $H(g, h)$.

Although the preceding proposition cannot be applied directly to the matrix $E(f)$, the matrix $E(f)$ is totally non-negative by the mentioned result of Holtz and Tyaglov [9, Theorem 4.29, p. 503]. We will show in the following that there is a connection
between the Hurwitz matrices in (2) and (1), and point out the common source of the total non-negativity of both structures. To this end let us consider in the following pairs of polynomials with exclusively real, interlacing zeros.

### 2.1 Hurwitz-Stability and Positive Pairs

Hurwitz-stability of a real polynomial $p(x)=h\left(x^{2}\right)+x g\left(x^{2}\right)$ hinges on the following inter-connecting properties of $h$ and $g$ (as we re-call in Proposition 2) viz. [7, Sect. 16.14].

Definition 3 Two real, non-zero polynomials $h$ and $g$ constitute a positive pair $(h, g)$, if
(i) $\operatorname{deg}(h) \geq \operatorname{deg}(g)$,
(ii) $\operatorname{sign}\left(h^{(\operatorname{deg} h)}(0)\right)=\operatorname{sign}\left(g^{(\operatorname{deg} g)}(0)\right)$,
(iii) $h$ and $g$ both have exclusively simple, negative roots, denoted by $\lambda_{i}$ and $\gamma_{i}$ respectively, indexed in decreasing order and which alternate (interlace each other) on the negative real axis beginning with the largest root of $h$ :

$$
0>\lambda_{1}>\gamma_{1}>\lambda_{2}>\gamma_{2}>\cdots .
$$

A tuple $(h, g)$ of real, non-zero polynomials with exclusively real, non-positive roots $\lambda_{i}$ and $\gamma_{i}$ which satisfies $(i)$ and (ii) in Definition 3, is called here (comp. [8, p. 799/800]) a generalised positive pair if the weak version of (iii) holds true, i.e., for which instead of (iii) above it holds true with root-indexing such that $\lambda_{1} \geq \lambda_{2} \geq \ldots$, and $\gamma_{1} \geq \gamma_{2} \geq \ldots$, that

$$
0 \geq \lambda_{1} \geq \gamma_{1} \geq \lambda_{2} \geq \gamma_{2} \geq \cdots .
$$

We have the following connection of (generalised) positive pairs to Hurwitzstability $c f$. [7], and to quasi-stability $c f$. [8].

Proposition 2 Two real, non-zero polynomials ( $h, g$ ) generate a Hurwitz-stable polynomial $p(x)=h\left(x^{2}\right)+x g\left(x^{2}\right)$ if and only if $(h, g)$ constitute a positive pair.

Two real, non-zero polynomials $(h, g)$ generate a quasi-stable polynomial $p(x)=$ $h\left(x^{2}\right)+x g\left(x^{2}\right)$ if and only if $(h, g)$ constitute a generalised positive pair.

The sign of the Taylor coefficients of a positive pair is not necessarily positive, but with a suitable normalisation the combination of Proposition 2 with Proposition 1 yields the following.

Corollary 1 A positive, or generalised positive, pair of real polynomials $(h, g)$ such that $h(0)>0$ generates a totally non-negative infinite Hurwitz matrix $H(g, h)$.

The polynomial tuple $\left(f, i d \cdot f^{\prime}\right) \hat{=}\left(f(x), x f^{\prime}(x)\right) \in \mathbb{R}[x] \times \mathbb{R}[x]$ which generates the matrix $E(f)=H\left(f, i d \cdot f^{\prime}\right)$ is not a generalised positive pair as $f(0) \neq 0$. Thus, the preceding two results cannot directly yield the total non-negativity of the matrix $H\left(f, i d \cdot f^{\prime}\right)=E(f)$. The total non-negativity of $E(f)$ will be shown to be a consequence of a limiting process. In the next section, total non-negativity of $E(f)$ turns out to be characteristic due to a related characterisation of exclusively negative zeros involving upper triangular Toeplitz matrices.

## 3 Characterising Exclusively Negative Zeros

Let us change our perspective on the characterisation by Holtz and Tyaglov: Perceiving it as a result on root-location of (rational) entire functions rather than one on total non-negativity of structured matrices, we see that it complements the well-known theorem for meromorphic functions by Aissen, Edrei, Schoenberg and Whitney (for reference, $c f$. [2, p. 306, Theorem 5] or, e.g., [6]) in our polynomial case. Let us spell out the restriction to entire functions of the latter theorem.

Theorem 2 (Aissen et al.) Letf be an entire function with Taylor expansion $f(x)=$ $\sum_{k=0}^{\infty} a_{k} x^{k}$ such that $a_{0}>0$. The function $f$ has exclusively negative zeros and is of the form

$$
\begin{equation*}
f(x)=g(x) \cdot e^{\beta \cdot x}, \beta \geq 0, \text { where } g \text { is a real entire function of genus } 0 \tag{3}
\end{equation*}
$$

if and only if the upper triangular Toeplitz matrix

$$
\begin{align*}
A E S W & (f)
\end{align*}=\left(\begin{array}{cccccccc}
a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & a_{5} & a_{6} & \cdots  \tag{4a}\\
0 & a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & a_{5} & \cdots  \tag{4b}\\
0 & 0 & a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & \cdots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots
\end{array}\right)=\left(a_{i, j}\right)_{i, j=0}^{\infty},
$$

is totally non-negative, i.e., every minor is non-negative.
Viewing the matrix $A E S W(f)$ as a sub-matrix of $E(f)$ is now crucial to properly identify the nature of $E(f)$, and to extend the Holtz-Tyaglov result on the total nonnegativity of $E(f), f \in \mathbb{R}_{>0}[x]$, to entire functions. Our extension covers naturally those real functions $f$ of the form (3), positive at the origin, which have exclusively negative zeros. These functions make the essential part of the Laguerre-Pólya class $\mathscr{L}-\mathscr{P}^{+}$(cf. [15]) of real, entire functions with a product expansion of the form

$$
\begin{equation*}
c x^{m} e^{\beta x} \prod_{i=1}^{\infty}\left(1+x x_{i}\right) \quad \text { with } \quad c, \beta \geq 0, x_{i} \geq 0, \sum_{i=1}^{\infty} x_{i}<\infty ; \quad m \in \mathbb{N}_{0} \tag{5}
\end{equation*}
$$

Regarding this class, we establish here the following characterisation.
Theorem 3 An entire real functionf of the form (3), with Taylor expansion $f(x)=$ $\sum_{k=0}^{\infty} a_{k} x^{k}$, and such that $f(0)=a_{0}>0$, has exclusively negative zeros if and only if all minors of the matrix (1), repeated here as

$$
E(f)=H\left(f, i d \cdot f^{\prime}\right)=\left(\begin{array}{cccccccc}
a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & a_{5} & a_{6} & \cdots  \tag{6}\\
0 & a_{1} & 2 a_{2} & 3 a_{3} & 4 a_{4} & 5 a_{5} & 6 a_{6} & \cdots \\
0 & a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & a_{5} & \cdots \\
0 & 0 & a_{1} & 2 a_{2} & 3 a_{3} & 4 a_{4} & 5 a_{5} & \cdots \\
0 & 0 & a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & \cdots \\
0 & 0 & 0 & a_{1} & 2 a_{2} & 3 a_{3} & 4 a_{4} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{array}\right) \text {, }
$$

are non-negative.
Remark 1 The original result by Holtz/Tyaglov (cf. [9], Theorem 4.29, p. 503, as well as p .423 ) characterising exclusively negative roots of real polynomials of degree $d$ had the normalisation conditions: $f^{(d)}(0)>0, f(0) \neq 0$. The normalisation assumptions of our Theorem $3, f^{(d)}(0) \neq 0, f(0)>0$, are equivalent to the former conditions in either case of the theorem.

## Proof of Theorem 3.

" $\Leftarrow$ ": If the real, entire function $f$ with $f(0)>0$ generates a totally non-negative matrix (6), we take the infinite submatrix of (6) consisting of the first, third, fifth etc. rows, and the first, second, third etc. columns. This totally non-negative submatrix is actually the matrix $\operatorname{AESW}(f)$ defined in (4a), hence Theorem 2 implies that $f$ has exclusively negative zeros.
$" \Rightarrow$ ": If $f$ is a positive constant, the claim is trivial. Let $f$ be a real polynomial of degree $d \in \mathbb{N}$ such that $f(0)>0$, and with exclusively negative zeros, say $\zeta_{i}, i=1, \ldots, d$. Then $f$ and $f^{\prime}$ have positive non-trivial Taylor coefficients. Let us assume first that $f$ has exclusively simple zeros. Then the ordered tuple $\left(f, f^{\prime}\right)$ is a positive pair as the leading coefficients are of the same sign, and by Rolle's theorem the roots of $f$ and $f^{\prime}$ are negative as well as simple, and interlace each other - beginning with the largest root $\max _{i=1, \ldots, d} \zeta_{i}=-\min _{i=1, \ldots, d}\left|\zeta_{i}\right|$ of $f$, the pair's first member.

For $\varepsilon>0$ chosen such that $\varepsilon<\min \left\{\min _{i=1, \ldots, d}\left|\zeta_{i}\right|, \min _{i=1, \ldots, d} 1 /\left|\zeta_{i}\right|\right\}$, we define

$$
F_{\varepsilon}(x):=f^{\prime}(x) \cdot(x+\varepsilon) \cdot(\varepsilon x+1), \text { with Taylor expansion, say, } F_{\varepsilon}(x)=\sum_{i=0}^{d+2} \beta_{i} x^{i}
$$

The choice of $\varepsilon$ yields that $\left(F_{\varepsilon}, f\right)$ is a positive pair. The positive pair $\left(F_{\varepsilon}, f\right)$ generates the Hurwitz matrix $H\left(f, F_{\varepsilon}\right)$ which we write as

$$
H\left(f, F_{\varepsilon}\right)=\left(\begin{array}{cccccccc}
a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & a_{5} & a_{6} & \cdots \\
\beta_{0} & \beta_{1} & \beta_{2} & \beta_{3} & \beta_{4} & \beta_{5} & \beta_{6} & \cdots \\
0 & a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & a_{5} & \cdots \\
0 & \beta_{0} & \beta_{1} & \beta_{2} & \beta_{3} & \beta_{4} & \beta_{5} & \cdots \\
0 & 0 & a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & \cdots \\
0 & 0 & \beta_{0} & \beta_{1} & \beta_{2} & \beta_{3} & \beta_{4} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{array}\right) .
$$

The matrix $H\left(f, F_{\varepsilon}\right)$ is totally non-negative, by Corollary 1 , for all sufficiently small, positive $\varepsilon$, and hence by continuity also for $\varepsilon=0$. With $\varepsilon \rightarrow 0+$, the Taylor coefficients of $F_{\varepsilon}(x)$ tend to those of $x f^{\prime}(x)$. Explicitly, we have that

$$
\begin{aligned}
& \beta_{0}=\varepsilon a_{1} \rightarrow 0, \beta_{1}=\left(1+\varepsilon^{2}\right) a_{1}+\varepsilon 2 a_{2} \rightarrow a_{1} \\
& \beta_{k}=\varepsilon(k-1) a_{k-1}+\left(1+\varepsilon^{2}\right) k a_{k}+\varepsilon 2(k+1) a_{k+1} \rightarrow k a_{k} \quad \text { for } k=2, \ldots, d-1, \text { and } \\
& \beta_{d}=\left(1+\varepsilon^{2}\right) d a_{d}+\varepsilon(d-1) a_{d-1} \rightarrow d a_{d}, \beta_{d+1}=\varepsilon d a_{d} \rightarrow 0
\end{aligned}
$$

Hence, letting $\quad \varepsilon \rightarrow 0 \quad$ we obtain $\quad H\left(f, F_{\varepsilon}\right) \rightarrow H\left(f, i d \cdot f^{\prime}\right)=E(f)$, and our claim is proved in this case.

If $f$ is a real polynomial of degree $d \geq 1$, with leading coefficient $\alpha$, and exclusively negative, pairwise different zeros $\zeta_{k}, k=1, \ldots, v$, of arbitrary multiplicity $\mu_{k} \in$, we consider $\tilde{f}_{n}(x):=\alpha \prod_{k=1}^{v} \prod_{j=1}^{\mu_{k}}\left(x-\zeta_{k}\left(1+\frac{\mu_{k}-1}{j \cdot n}\right)\right)$. The sequence $\left(\tilde{f}_{n}\right)_{n \in \mathbb{N}}$ approximates $f($ with $f(0)>0)$ uniformly on the unit disc. From the above, we have that the matrices $E\left(\tilde{f}_{n}\right)$ generated by $\tilde{f}_{n}$ are totally non-negative, and this remains true, by continuity, for $E(f)$.

If $f$ is a transcendental entire, real function of the form (3) with exclusively negative zeros, and such that $f(0)>0$, then the function $f$ may be written as $f(x)=c e^{\beta x} \prod_{i=1}^{\infty}(1+$ $x x_{i}$ ) with $\beta \geq 0, c, x_{i} \geq 0, \sum_{i=1}^{\infty} x_{i}<\infty$, and hence has only positive Taylor coefficients. We have to show that any minor of $E(f)$ is non-negative. Let us consider an arbitrary, but fixed minor which is the determinant of $l$ rows, indexed by $r_{1}, \ldots, r_{l}$, and $l$ columns, indexed by $c_{1}, \ldots, c_{l}$. Let us denote the thus specified minor by $\mu$. To approximate the minor $\mu$ let us define for entire functions $g$ with $g(0) \neq 0$ the minors $M(g)$, determinant of the $l \times l$ submatrix of $E(g)$, composed from the rows $r_{1}, \ldots, r_{l}$ and the columns $c_{1}, \ldots, c_{l}$. Suppose the minor $\mu=M(f)$ under consideration contains only rows and columns of the first $k+1$ of $E(f)$ (i.e., $\max _{i=1, \ldots, n} \max \left\{r_{i}, c_{i}\right\}=k+1$ ). This implies especially that only the first $k+1$ coefficients of $f(x)$ and $x f^{\prime}(x)$ are involved in the determinant. These coefficients are less in modulus than $m:=\max _{i=0, \ldots, k}\left|(i+1) \cdot a_{i}\right|$. We will show for all sufficiently small $\varepsilon>0$ that $\mu=M(f) \geq-\varepsilon$.

The transcendental function $f$ can be obtained as the uniform limit of the polynomials $f_{2 n}(x)=c(1+\beta x / n)^{n} \prod_{i=1}^{n}\left(1+x x_{i}\right)=\sum_{i=0}^{2 n} a_{i}^{(2 n)} x^{i}$ with only positive coefficients $(c f$. [15], p. 96). Let $b:=\left(2^{k} \max \left\{1 ; m^{k}\right\}\right)^{-1}$. As $f(0)>0$, and $f$ is entire, there exists $\varepsilon_{0}>0$ such that there are no negative zeros of $f$ smaller than $\varepsilon_{0}$ in modulus. Let us now take $\varepsilon>0$ such that

$$
\varepsilon<b \cdot \varepsilon_{0}
$$

There exists $n=n(m, k, \varepsilon)$ such that the Taylor coefficients $a_{i}^{(2 n)}, i=0, \ldots, k$, of the functions $f_{2 n}$ approximate the corresponding coefficients $a_{i}$ of $f$ as follows:

$$
\left|a_{i}-a_{i}^{(2 n)}\right| \leq \varepsilon / 2^{k+1}, \text { for } i=0, \ldots, k
$$

Thus, $\left|M(f)-M\left(f_{2 n}\right)\right| \leq \varepsilon / 2$. As $f_{2 n}$ is a polynomial with exclusively negative roots it can be uniformly approximated by polynomials $\tilde{f}_{N}$ having exclusively simple, negative roots for which $M\left(\tilde{f}_{N}\right) \geq 0$. Choosing $N=N(n, m, k, \varepsilon)$ suitably large, the estimate $\mid M\left(f_{2 n}\right)-$ $M\left(\tilde{f}_{N}\right) \mid \leq \varepsilon / 2$ must eventually hold. Thus, we have for all suitably small $\varepsilon>0$ that $M(f) \geq$ $-\varepsilon$. This yields $M(f) \geq 0$, i.e., non-negativity of the arbitrarily chosen minor $\mu=M(f)$.

We may use the above technique for positive pairs other than $\left(f, f^{\prime}\right)$, and their polynomial limits. We easily obtain the following via our preceding arguments.

Theorem 4 For apositive pair $(h, g) \in>0[x] \times>0[x]$ the infinite Hurwitz,matrix $H(h, i d$. g) is totally nonnegative.

Our new approach allows to discuss in the following section the entrywise product of the nonnegative matrices $E\left(f_{i}\right)=H\left(f_{i}, i d \cdot f_{i}^{\prime}\right), i=1,2$, and $H\left(h_{i}, i d \cdot g_{i}\right), i=1,2$, considered above.

## 4 The Entrywise Product of the Considered Matrices

The Cauchy-Binet determinant formula (cf., e.g., [7]) implies that the matrix product of totally non-negative (TNN) matrices is again totally non-negative. For certain classes of structured TNN matrices, we even know that the componentwise product in the class is again a TNN matrix (cf., e.g., [14]).

### 4.1 The Polynomial Case

In the class of Hurwitz matrices generated by Hurwitz-stable polynomials $p(x)=h\left(x^{2}\right)+$ $x g\left(x^{2}\right) \in>0[x]$ we may deduce total non-negativity of the SchurHadamard product from a fundamental result of Garloff and Wagner [8, Theorem 3.b].

Theorem 5 (Garloff/Wagner) For two positive pairs (resp. generalised positive pairs) of polynomials, $\left(h_{1}, g_{1}\right)$ and ( $h_{2}, g_{2}$ ), the componentwise Hadamard product ( $h_{1} \circ h_{2}, g_{1} \circ g_{2}$ ) is a positive pair (resp. generalised positive pair).

This implies that the Schur-Hadamard product of two totally non-negative Hurwitz matrices $H\left(g_{i}, h_{i}\right), i=1,2$, generated by generalised positive pairs ( $h_{i}, g_{i}$ ) is itself a totally nonnegative Hurwitz matrix generated by a generalised positive pair. From our approximation approach leading to Theorems 3 and 4 we obtain from Theorem 5 the following for the matrices $H\left(h_{i}, i d \cdot g_{i}\right)$.

Proposition 3 For two quasi-stable real polynomials $f_{1}$ and $f_{2}$, both positive at the origin and with even-odd polynomial decomposition $f_{i}(x)=h_{i}\left(x^{2}\right)+x g_{i}\left(x^{2}\right), i=1,2$, the matrix

$$
H\left(h_{1}, i d \cdot g_{1}\right) \circ H\left(h_{2}, i d \cdot g_{2}\right)=H\left(h_{1} \circ h_{2}, i d \cdot\left(g_{1} \circ g_{2}\right)\right)
$$

is totally non-negative. Especially, we obtain for two polynomials $f_{i} \in>_{0}[x], i=1,2$, with exclusively negative zeros that

$$
E\left(f_{1}\right) \circ E\left(f_{2}\right)=H\left(f_{1}, i d \cdot f_{1}^{\prime}\right) \circ H\left(f_{2}, i d \cdot f_{2}^{\prime}\right)=H\left(f_{1} \circ f_{2}, i d \cdot\left(f_{1}^{\prime} \circ f_{2}^{\prime}\right)\right)
$$

is totally non-negative.
Before we begin a discussion of Hurwitz matrices $H(h, i d \cdot g)$ generated by transcendental entire functions $f$, let us gather information on the limit of sequences of Hurwitz-stable polynomials in the following sub-section.

### 4.2 Function-Theoretic Description and Characterisation of the Limits of Hurwitz-Stable Polynomials

What happens to the matrices $H$ and $E$ discussed in Sect. 3 if we consider a sequence of Hurwitz-stable polynomials $f_{n}$ with uniform limit $f \not \equiv 0$ ? Let us first think of the nature of the limit function $f$. In view of $(1+x \beta / n)^{n} \rightarrow e^{\beta x}$ for $n \rightarrow \infty$, factors like $e^{\beta x}, \beta \geq 0$, may appear in the limit function. Thus, the uniform limits of real Hurwitz-stable polynomials with positive coefficients contain the Laguerre-Pólya class $\mathscr{L}-\mathscr{P}^{+}$of entire functions as described above in (5). Discussion of Hurwitz-stable polynomial sequences with non-real root pairs tending towards the imaginary axis shows that a term $e^{\gamma x^{2}}, \gamma \geq 0$, cannot generally be avoided in the limit function. The following description is essentially well-known (but usually formulated for functions with zeros exclusively in $\mathfrak{\Im} z \geq 0$ ).

Fact 1 (Comp. [13, Theorem 3, p. 331], and [13, (7.23), p. 318)])
If a sequence $\left(f_{n}\right)$ of real Hurwitz-stable polynomials converges uniformly (on some open, non-empty neighbourhood of the origin) to a function $f \not \equiv 0$, it converges uniformly on every bounded domain, and the function $f$ is a real entire function of the form

$$
\begin{equation*}
f(x)=c x^{q} e^{\gamma \cdot x^{2}+\beta \cdot x} \prod_{k=1}^{\infty}\left(1-x a_{k}\right) e^{x a_{k}}, \tag{7}
\end{equation*}
$$

where $c \in \quad, q \in \quad 0 ; \beta, \gamma \geq 0 ; a_{k} \in \quad, \sum_{k=1}^{\infty}\left|a_{k}\right|^{2}<\infty$.
For sake of brevity, we introduce the following definition (compare [13, p. 334]) for entire functions $f$ of order and genus at most $m+1$.

Definition 4 We say here that an entire function $f$ is of lifted genus at most $m$, if $f(x)=$ $k(x) \cdot e^{\alpha \cdot x^{m+1}}, \alpha \geq 0$, where $k$ is an entire function of genus at most $m$.

The Hurwitz-stable entire functions of the form (7), i.e., the uniform limits of Hurwitzstable polynomials thus are functions of lifted genus at most one. Not all of the latter functions can be obtained as those uniform limits, e.g., $e^{-x}$. We have the following characterisation of those uniform limits.

Fact 2 (Compare [13, Theorem 4, p. 334f. and p. 313])
An entire function $f$ is the uniform limit of Hurwitz-stable polynomials if and only if it is of lifted genus at most 1 , with no roots in the right open half-plane and such that

$$
\begin{equation*}
|f(z)| \leq|\overline{f(-\bar{z})}| \quad \text { for all } z \text { with } \Re z<0 \tag{8}
\end{equation*}
$$

holds true.
For real entire functions with expansion (7) and roots lying exclusively in the left half-plane the condition (8) obviously holds true.

### 4.3 Schur-Hadamard Matrix Product Arising from Hurwitz-Stable Transcendental Functions

If the real entire function $f \not \equiv 0$ is the uniform limit (on every bounded domain) of a sequence of real Hurwitz-stable polynomials $f_{n}$ with positive Taylor coefficients and even-odd polynomial decomposition $f_{n}(x)=h_{n}\left(x^{2}\right)+x g_{n}\left(x^{2}\right)$, we have the uniform approximations

$$
\begin{aligned}
& h_{n}\left(x^{2}\right) \rightarrow \frac{f(x)+f(-x)}{2}=: f^{e}\left(x^{2}\right), \text { and } \\
& g_{n}\left(x^{2}\right) \rightarrow \frac{f(x)-f(-x)}{2 x}=: f^{o}\left(x^{2}\right) .
\end{aligned}
$$

As the $\left(h_{n}, g_{n}\right)$ are positive pairs with exclusively positive non-trivial Taylor coefficients, the Hurwitz matrices $H\left(h_{n}, i d \cdot g_{n}\right)$ are totally non-negative by Theorem 4. Considering individual minors as in the proof of Theorem 3 we see that this property transfers minor-wise to the matrix generated by the limit functions.

Proposition 4 For a real, Hurwitz-stable entire functionf, positive at the origin, with product representation (7) and even-odd decomposition $f(x)=f^{e}\left(x^{2}\right)+x f^{o}\left(x^{2}\right)$, where $f^{e}$ and $f^{o}$ are real entire functions, the Hurwitz matrix

$$
\begin{equation*}
H\left(f^{e}, i d \cdot f^{o}\right) \tag{9}
\end{equation*}
$$

is totally non-negative.
The Schur-Hadamard product of Hurwitz matrices $H\left(f_{i}^{e}, i d \cdot f_{i}^{o}\right), i=1,2$, as considered in (9), generated by Hurwitz-stable $f_{i}$ of the form (7), essentially inherits totally non-negativity from the positive pairs uniformly approximating $f_{i}$ as we will see next.

Theorem 6 Given two real, Hurwitz-stable entire functions $f_{1}, f_{2}$ such that $f_{1}(0)>0$ and $f_{2}(0)>0$, of the form (7), and with even-odd decomposition $f_{i}(x)=f_{i}^{e}\left(x^{2}\right)+x f_{i}^{o}\left(x^{2}\right)$, where $f_{i}^{e}, f_{i}^{o}$ are real entire functions.

The matrices $H\left(f_{1}^{e}\right.$,id $\left.\cdot f_{1}^{o}\right)$ and $H\left(f_{2}^{e}\right.$, id $\left.\cdot f_{2}^{o}\right)$ as well as their product $H\left(f_{1}^{e}\right.$, id $\left.\cdot f_{1}^{o}\right) \circ$ $H\left(f_{2}^{e}\right.$, id $\left.\cdot f_{2}^{o}\right)=H\left(f_{1}^{e} \circ f_{2}^{e}\right.$,id $\left.\cdot\left(f_{1}^{o} \circ f_{2}^{o}\right)\right)$ are totally non-negative.

Proof The real functions $f_{i}$ are Hurwitz-stable, of lifted genus at most one, and of the form (7). Hence, condition (8) holds true. Thus, the functions $f_{i}$ can by approximated uniformly by Hurwitz-stable polynomials $f_{n}^{[i]}, n \in \quad$, with even-odd polynomial decomposition given by $f_{n}^{[i]}(x)=h_{n}^{[i]}\left(x^{2}\right)+x g_{n}^{[i]}\left(x^{2}\right)$.

By Theorem 4, a positive pair $\left(h_{n}, g_{n}\right)$ with non-negative, real coefficients generates a totally non-negative, infinite Hurwitz matrix $H\left(h_{n}, i d \cdot g_{n}\right)$. Thus, by Theorem 4 the matrices $H_{n}^{[i]}:=H\left(h_{n}^{[i]}, i d \cdot g_{n}^{[i]}\right)$ are totally non-negative. By Proposition 3 and Theorem 5 , the product $\pi_{n}:=H\left(h_{n}^{[1]}, i d \cdot g_{n}^{[1]}\right) \circ H\left(h_{n}^{[2]}, i d \cdot g_{n}^{[2]}\right)=H\left(h_{n}^{[1]} \circ h_{n}^{[2]}, i d \cdot\left(g_{n}^{[1]} \circ g_{n}^{[2]}\right)\right)$ is a Hurwitz matrix generated from the limit of positive pairs, and hence totally non-negative.

The total non-negativity of the minors of the matrices $H_{n}^{[i]}, i=1,2$, and of the minors of their Schur-Hadamard product $\pi_{n}$ transfers to their limits as in the proof of Theorem 3.

Regarding function pairs with common zeros we consider here merely pairs $\left(f, f^{\prime}\right)$, where $f \in \mathscr{L}-\mathscr{P}^{+}$is positive at the origin, i.e., $f$ is a real entire function of lifted genus at most 0 with exclusively negative zeros and exclusively positive (non-trivial) Taylor coefficients. From the proof of Theorem 3 we obtain mutatis mutandis the following.

Theorem 7 Given two real entire functions $f_{1}, f_{2} \in \mathscr{L}-\mathscr{P}+$ which are both positive at the origin, the Schur-Hadamard product $E\left(f_{1}\right) \circ E\left(f_{2}\right)$ of the two matrices $E\left(f_{1}\right)=H\left(f_{1}\right.$, id . $\left.f_{1}^{\prime}\right), E\left(f_{2}\right)=H\left(f_{2}\right.$, id $\left.\cdot f_{2}^{\prime}\right)($ generated according to $(1))$ is totally non-negative, and we have

$$
E\left(f_{1}\right) \circ E\left(f_{2}\right)=H\left(f_{1} \circ f_{2}, i d \cdot\left(f_{1}^{\prime} \circ f_{2}^{\prime}\right)\right)
$$
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#### Abstract

We propose efficient methods for the numerical approximation of the field of values of the linear pencil $A-\lambda B$, when one of the matrix coefficients $A$ or $B$ is Hermitian and $\lambda \in \mathbb{C}$. Our approach builds on the fact that the field of values can be reduced under compressions to the bidimensional case, for which these sets can be exactly determined. The presented algorithms hold for matrices both of small and large size. Furthermore, we investigate spectral inclusion regions for the pencil based on certain fields of values. The results are illustrated by numerical examples. We point out that the given procedures complement the known ones in the literature.
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## 1 Introduction

Consider the linear pencil $A-\lambda B$, where $A$ and $B$ are $n \times n$ complex matrices and $\lambda \in \mathbb{C}$. The study of linear pencils has a rich and long history that goes back to Weierstrass and Kronecker in the nineteenth century, usually in the context of their spectral analysis. A complex number $\lambda$ is said to be an eigenvalue of the pencil if there exists a nonzero $x \in \mathbb{C}^{n}$ such that

[^13]\[

$$
\begin{equation*}
A x=\lambda B x . \tag{1}
\end{equation*}
$$

\]

The vector $x$ is called an eigenvector of the pencil corresponding to the eigenvalue $\lambda$. The set of all eigenvalues is known as the spectrum of $A-\lambda B$ and denoted by $\sigma(A, B)$.

In the present work we are particularly interested in the numerical computation of certain fields of values, that are spectral inclusion regions for linear pencils. Motivations to investigate this problem come from stability theory and from the study of certain over-damped vibration systems, e.g. see [6].

The field of values of a linear pencil is denoted and defined as

$$
\begin{equation*}
W(A, B)=\left\{\lambda \in \mathbb{C}: x^{*}(A-\lambda B) x=0, \text { for some } 0 \neq x \in \mathbb{C}^{n}\right\} \tag{2}
\end{equation*}
$$

(cf. [8, 10, 12]). The set (2) does not contain the point at infinity. If $B$ is singular, then $\sigma(A, B)$ may have an infinite eigenvalue. Therefore, from the above definition, $W(A, B)$ is not necessarily a spectral inclusion region for the generalized eigenvalue problem (1). So, we consider a slightly modified definition: if $A, B$ have a common null space, then $W(A, B)=\mathbb{C} \cup\{\infty\}$; otherwise

$$
\begin{equation*}
W(A, B)=\left\{\frac{x^{*} A x}{x^{*} B x}: 0 \neq x \in \mathbb{C}^{n}\right\}, \tag{3}
\end{equation*}
$$

where $1 / 0$ is understood as the point at infinity. When $B=I$, (3) reduces to the classical field of values of the $n \times n$ matrix $A$,

$$
W(A)=\left\{x^{*} A x: x \in \mathbb{C}^{n},\|x\|=1\right\},
$$

where $\|x\|=\langle x, x\rangle^{1 / 2}=\left(x^{*} x\right)^{1 / 2}$ is the usual Euclidean norm in $\mathbb{C}^{n}$. This concept has been extensively investigated; see, for instance, [5, 7].

Psarrakos [12] investigated the problem of the numerical computation of $W(A, B)$, when one of the coefficients $A$ or $B$ is Hermitian. His approach uses the algorithm of Li and Rodman [9] to compute boundary points ( $u, v, w$ ) of the so-called joint numerical range

$$
J N R(B, H, S)=\left\{\left(x^{*} B x, x^{*} H x, x^{*} S x\right): x \in \mathbb{C}^{n}, \text { with } x^{*} x=1\right\}
$$

where $A=H+i S$ and $H$ and $S$ are Hermitian. Given a point $(u, v, w)$ of $\operatorname{JNR}(B, H, S)$ the solutions of the equations $u \lambda+v+i w=0(u \neq 0)$ are points of $W(A, B)$. Psarrakos method performs specially well for matrices of small size. So, for large matrices, there is place for improvement and this is one of our main concerns. Our second goal is to obtain eigenvalue inclusion regions for matrix linear pencils, based on fields of values.

If $B$ is Hermitian positive definite, we clearly have $W(A, B)=W\left(B^{-1 / 2} A B^{-1 / 2}\right)$ and due to the convexity of the classical field of values (stated by the ToeplitzHausdorff Theorem [4]), $W(A, B)$ is a convex set. However, $W(A, B)$ is not always
convex and not even bounded or connected [8]. If $0 \in W(B)$, then $W(A, B)$ is unbounded and consequently this set is not an informative spectral inclusion region for the pencil. This motivated the investigation of other inclusion regions of field of values type. If $B$ is nonsingular, the spectrum of $B^{-1} A$ coincides with that of the pencil $A-\lambda B$. Henceforth, $W\left(B^{-1} A\right)$ and $W\left(A B^{-1}\right)$ are inclusion regions for the eigenvalues of (1). Interchanging the roles of $A$ and $B$ and considering the generalized eigenvalue problem $B x=\lambda^{-1} A x$, the sets $1 / W\left(A^{-1} B\right)$ and $1 / W\left(B A^{-1}\right)$, for nonsingular $A$, are also inclusion regions for (1). Division is interpreted elementwise.

The paper is organized as follows. In Sect. 2 we characterize the field of values of selfadjoint linear pencils, i.e., with Hermitian matrices as coefficients. In Sect. 3, auxiliary background is presented. In Sect. 4 we give a method to approximate $W(A, B)$ for Hermitian positive semi-definite $B$. In Sect. 5, a procedure to numerically approximate $W(A, B)$ for indefinite invertible $B$ is presented, based on the connection of this set with the Krein space field of values. Finally, in Sect. 6, some conclusions are included. A few illustrative examples are provided. All images were computed numerically using MATLAB.

The key idea behind the algorithms here proposed is the following: we use subspace projection methods, a line of attack exploited by Hochstenbach in [6], stressing the fact that the field of values is often well approximated from a low dimension Krylov space. Our attempts are in this vein, and in summary, their advantages over the existing ones are that we perform projections on bidimensional spaces, in which case the fields of values are easily and exactly determined.

## 2 Selfadjoint Linear Pencils

In the sequel, $M_{n}$ denotes the algebra of $n \times n$ complex matrices. If the matrices $A$ and $B$ have a common nonzero isotropic vector, i.e., $x^{*} A x=0$ and $x^{*} B x=0$, then $W(A, B)=\mathbb{C}$. To avoid this situation, we assume that $A$ and $B$ do not have a common isotropic vector and so $W(A, B) \neq \mathbb{C}$. For $A$ and $B$ Hermitian, we define

$$
\begin{aligned}
\sigma^{+}(A, B) & =\left\{\lambda \in \mathbb{C}: A u-\lambda B u=0,0 \neq u \in \mathbb{C}^{n}, u^{*} B u>0\right\}, \\
\sigma^{-}(A, B) & =\left\{\lambda \in \mathbb{C}: A u-\lambda B u=0,0 \neq u \in \mathbb{C}^{n}, u^{*} B u<0\right\} .
\end{aligned}
$$

The shape of $W(A, B)$ when $A$ and $B$ are Hermitian is described in Theorem 4.1 of [8]. The statement of this theorem is not correct, and is incorrectly reproduced in [12, Theorem 9]. Next we present the proper result and proof.

Theorem 1 Let $A-\lambda B$ be a $n \times n$ self-adjoint pencil with $W(A, B) \neq \mathbb{C}$.
(a) If $B$ is positive or negative definite, then $W(A, B)$ is a closed interval in $\mathbb{R}$.
(b) If $B$ is positive (or negative) semi-definite, then $W(A, B)$ is an unbounded interval of the form $[a,+\infty[$ or $]-\infty, a]$.
(c) If $B$ is indefinite and $A$ is positive (negative) definite, then $W(A, B)$ is the union of 2 disjoint unbounded intervals and $0 \notin W(A, B)$.
(d) If $B$ is indefinite and $A$ is semi-definite positive (or negative), then one of the following holds
(1) $W(A, B)=]-\infty, a] \cup[0,+\infty[$ with $a<0$,
(2) $W(A, B)=]-\infty, 0] \cup[b,+\infty[$ with $0<b$.
(e) If both $B$ and $A$ are indefinite, then two possibilities may occur:
(1) $W(A, B)=]-\infty, a] \cup[b,+\infty[$, with $0 \in W(A, B)$ and $a<b$.
(2) $W(A, B)=\mathbb{R}$.

In all cases, the endpoints of the intervals are eigenvalues of the pencil.
Proof (a) Let $B=\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{n}\right)$ with all $\beta$ 's positive and let $\sigma(A, B)=$ $\left\{\alpha_{1}, \ldots \alpha_{n}\right\}, \alpha_{1} \geq \cdots \geq \alpha_{n}$. There exists a non-singular matrix $T$ such that

$$
T^{*} A T=\operatorname{diag}\left(\alpha_{1} \beta_{1}, \ldots, \alpha_{n} \beta_{n}\right), \quad T^{*} B T=B
$$

Let $v=\sum_{i=1}^{n} \gamma_{i} e_{i}$, where $\gamma_{i} \in \mathbb{C}$ and $e_{i}$ is the column vector with 1 in place $i$ and 0 everywhere else. Then, we have

$$
v^{*} T^{*} A T v=\sum_{i=1}^{n}\left|\gamma_{i}\right|^{2} \alpha_{i} \beta_{i}, \quad v^{*} B v=\sum_{i=1}^{n}\left|\gamma_{i}\right|^{2} \beta_{i}
$$

and so

$$
\frac{v^{*} T^{*} A T v}{v^{*} B v}=\frac{\sum_{i=1}^{n}\left|\gamma_{i}\right|^{2} \alpha_{i} \beta_{i}}{\sum_{i=1}^{n}\left|\gamma_{i}\right|^{2} \beta_{i}}
$$

Hence,

$$
\alpha_{1} \geq \frac{v^{*} T^{*} A T v}{v^{*} B v} \geq \alpha_{n}
$$

and consequently

$$
W(A, B)=\left[\alpha_{n}, \alpha_{1}\right] .
$$

(b) If $B$ is positive semi-definite with rank $r$, we can take $B=\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{r}\right.$, $0, \ldots, 0)$. Let $\sigma(A, B)=\left\{\alpha_{1}, \ldots \alpha_{r}\right\}, \alpha_{1}, \ldots \alpha_{r} \in \mathbb{R}$. There exists a non-singular matrix $T$ such that

$$
T^{*} A T=\operatorname{diag}\left(\alpha_{1} \beta_{1}, \ldots, \alpha_{r} \beta_{r}, \alpha_{r+1}, \ldots, \alpha_{n}\right), \quad \alpha_{r+1}, \ldots, \alpha_{n} \in \mathbb{R}, \quad T^{*} B T=B
$$

Since $W(A, B) \neq \mathbb{C}$, the eigenvalues $\alpha_{r+1}, \ldots, \alpha_{n}$ are non-vanishing and have all the same sign. In fact, suppose $\alpha_{r+1}>0, \alpha_{r+2}<0$. We may choose $v=\gamma e_{r+1}+$ $\delta e_{r+2}, \gamma, \delta \in \mathbb{C}$, such that

$$
v^{*} T^{*} A T v=|\gamma|^{2} \alpha_{r+1}+|\delta|^{2} \alpha_{r+2}=0
$$

which is impossible because, by hypothesis, $A$ and $B$ do not have common isotropic eigenvectors. Let $v=\sum_{i=1}^{n} \gamma_{i} e_{i}, \gamma_{i} \in \mathbb{C}$. Then, assuming that $\alpha_{r+1} \geq \cdots \geq \alpha_{n}>0$, we get

$$
v^{*} T^{*} A T v=\sum_{i=1}^{r}\left|\gamma_{i}\right|^{2} \alpha_{i} \beta_{i}+\sum_{i=r+1}^{n}\left|\gamma_{i}\right|^{2} \alpha_{i} \geq \sum_{i=1}^{r}\left|\gamma_{i}\right|^{2} \alpha_{i} \beta_{i}, \quad v^{*} B v=\sum_{i=1}^{r}\left|\gamma_{i}\right|^{2} \beta_{i},
$$

and so we obtain

$$
\frac{v^{*} T^{*} A T v}{v^{*} B v} \geq \frac{\sum_{i=1}^{r}\left|\gamma_{i}\right|^{2} \alpha_{i} \beta_{i}}{\sum_{i=1}^{r}\left|\gamma_{i}\right|^{2} \beta_{i}} \geq \alpha_{r}
$$

On the other hand, if $0>\alpha_{r+1} \geq \cdots \geq \alpha_{n}$, we find

$$
\frac{v^{*} T^{*} A T v}{v^{*} B v} \leq \alpha_{1}
$$

(c) Let $B$ be indefinite with inertia $(r, n-r)$. Let $1 / \alpha>0>1 / \beta$ be the largest and smallest eigenvalue of the pencil $(B, A)$, so that $W(B, A)=[1 / \beta, 1 / \alpha]$. Since $W(A, B)=1 / W(B, A)$, we have

$$
W(A, B)=]-\infty, \beta] \cup[\alpha,+\infty[,
$$

and $0 \notin W(A, B)$.
(d) Similar to (c).
(e) Let $A$ be indefinite and let $B$ have inertia $(r, n-r)$. As before, $B$ may be taken of the form

$$
B=\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{n}\right), \quad \beta_{1} \geq \cdots \geq \beta_{r}>0>\beta_{r+1} \geq \cdots \geq \beta_{n}
$$

According to hypothesis $W(A, B) \neq \mathbb{C}$, the eigenvalues of the pencil $(A, B)$ are all real and the associated eigenvectors are non-isotropic. Let us consider the matrix $T=$ ( $u_{1}, \ldots, u_{n}$ ) where $u_{1}, \ldots, u_{n}$ are $B$-orthogonal eigenvectors of the pencil. Clearly, the number of columns with positive $B$-norm is $r$ and the number of columns with negative $B$-norm is $n-r$. This matrix is non-singular and may be chosen so that

$$
T^{*} A T=\operatorname{diag}\left(\alpha_{1} \beta_{1}, \ldots, \alpha_{n} \beta_{n}\right), \quad T^{*} B T=B
$$

We further assume that $\sigma^{+}(A, B)=\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}, \alpha_{1} \geq \cdots \geq \alpha_{r}$, and $\sigma^{-}(A, B)=$ $\left\{\alpha_{r+1}, \ldots, \alpha_{n}\right\}, \alpha_{r+1} \geq \cdots \geq \alpha_{n}$. For $v=\sum_{i=1}^{n} \gamma_{i} e_{i}$, with $\gamma_{i} \in \mathbb{C}$, we find

$$
v^{*} T^{*} A T v=\sum_{i=1}^{n}\left|\gamma_{i}\right|^{2} \alpha_{i} \beta_{i}, \quad v^{*} B v=\sum_{i=1}^{n}\left|\gamma_{i}\right|^{2} \beta_{i}
$$

Let $z=v^{*} T^{*} A T v / v^{*} B v \in W(A, B)$, so we may write

$$
z=\frac{a p-b q}{p-q}
$$

where

$$
a=\frac{\sum_{i=1}^{r}\left|\gamma_{i}\right|^{2} \alpha_{i} \beta_{i}}{\sum_{i=1}^{r}\left|\gamma_{i}\right|^{2} \beta_{i}}, \quad b=\frac{\sum_{i=r+1}^{n}\left|\gamma_{i}\right|^{2} \alpha_{i} \beta_{i}}{\sum_{i=r+1}^{s}\left|\gamma_{i}\right|^{2} \beta_{i}}, \quad p=\sum_{i=1}^{r}\left|\gamma_{i}\right|^{2} \beta_{i}, \quad q=-\sum_{i=r+1}^{s}\left|\gamma_{i}\right|^{2} \beta_{i} .
$$

Thus, $a \in\left[\alpha_{r}, \alpha_{1}\right]$ and $b \in\left[\alpha_{r+1}, \alpha_{n}\right]$. Moreover, $\left.\left.z \in\right]-\infty, a\right] \cup[b,+\infty[$ if $a<$ $b$ and $z \in]-\infty, b] \cup\left[a,+\infty\left[\right.\right.$ if $a>b$. If $\alpha_{r}>\alpha_{r+1}$ it follows that $\left.]-\infty, b\right] \cup$ $\left.[a,+\infty] \subseteq]-\infty, \alpha_{r+1}\right] \cup\left[\alpha_{r},+\infty\left[\right.\right.$, so that $\alpha_{r}$ is the lowest value which $z$ may assume if $p>q$, while $\alpha_{r+1}$ is the highest value which $z$ may assume if $p<q$. Thus,

$$
\left.W(A, B)=]-\infty, \alpha_{r+1}\right] \cup\left[\alpha_{r},+\infty[\right.
$$

It may be seen that $\alpha_{r} \alpha_{r+1}>0$ so that $0 \in W(A, B)$.
If $\alpha_{n}>\alpha_{1}$ it follows that $\left.]-\infty, a\right] \cup\left[b,+\infty[\subseteq]-\infty, \alpha_{1}\right] \cup\left[\alpha_{n},+\infty[\right.$, and so

$$
\left.W(A, B)=]-\infty, \alpha_{1}\right] \cup\left[\alpha_{n},+\infty[\right.
$$

with $\alpha_{n} \alpha_{1}>0$ and so $0 \in W(A, B)$.
If $\alpha_{n}<\alpha_{1}$ and $\alpha_{r}<\alpha_{r+1}$ it follows that $W(A, B)=\mathbb{R}$.
Next, let $A$ be indefinite and let $B$ have inertia $(r, s-r, n-s)$. We may consider

$$
B=\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{s}, 0, \ldots, 0\right), \quad \beta_{1} \geq \cdots \geq \beta_{r}>0>\beta_{r+1} \geq \cdots \geq \beta_{s}
$$

Since by hypothesis $W(A, B) \neq \mathbb{C}$, the eigenvalues of the pencil $(A, B)$ are all real and the associated eigenvectors are non-isotropic. We may assume that $\sigma^{+}(A, B)=$ $\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}, \alpha_{1} \geq \cdots \geq \alpha_{r}, \sigma^{-}(A, B)=\left\{\alpha_{r+1}, \ldots, \alpha_{s}\right\}, \alpha_{r+1} \geq \cdots \geq \alpha_{n}$, so that there exists a non-singular $T$ such that

$$
T^{*} A T=\operatorname{diag}\left(\alpha_{1} \beta_{1}, \ldots, \alpha_{s} \beta_{s}, \alpha_{s+1}, \ldots, \alpha_{n}\right), \quad \alpha_{s+1}, \ldots, \alpha_{n} \in \mathbb{R}, \quad T^{*} B T=B
$$

Indeed, we consider the matrix $T=\left(u_{1}, \ldots, u_{s}, u_{s+1}, \ldots, u_{n}\right)$ where $u_{1}, \ldots, u_{s}$ are $B$-orthogonal eigenvectors of the pencil and $u_{s+1}, \ldots, u_{n}$ are eigenvectors of the projection of $A$ to the eigenspace of $B$ associated with the eigenvalue 0 . Moreover, the eigenvalues $\alpha_{s+1}, \ldots, \alpha_{n}$ are non-vanishing, since $W(A, B) \neq \mathbb{C}$, and all them have the same sign.

For $v=\sum_{i=1}^{n} \gamma_{i} e_{i}, \gamma_{i} \in \mathbb{C}$, we find

$$
v^{*} T^{*} A T v=\sum_{i=1}^{s}\left|\gamma_{i}\right|^{2} \alpha_{i} \beta_{i}+\sum_{i=s+1}^{n}\left|\gamma_{i}\right|^{2} \alpha_{i}, \quad v^{*} B v=\sum_{i=1}^{n}\left|\gamma_{i}\right|^{2} \beta_{i} .
$$

Let $z=v^{*} T^{*} A T v / v^{*} B v \in W(A, B)$. We may write

$$
z=\frac{a p-b q}{p-q}+t
$$

where

$$
\begin{gathered}
a=\frac{\sum_{i=1}^{r}\left|\gamma_{i}\right|^{2} \alpha_{i} \beta_{i}}{\sum_{i=1}^{r}\left|\gamma_{i}\right|^{2} \beta_{i}}, \quad b=\frac{\sum_{i=r+1}^{n}\left|\gamma_{i}\right|^{2} \alpha_{i} \beta_{i}}{\sum_{i=r+1}^{s}\left|\gamma_{i}\right|^{2} \beta_{i}}, \quad p=\sum_{i=1}^{r}\left|\gamma_{i}\right|^{2} \beta_{i}, \quad q=-\sum_{i=r+1}^{s}\left|\gamma_{i}\right|^{2} \beta_{i}, \\
t=\sum_{i=s+1}^{n} \frac{\left|\gamma_{i}\right|^{2}}{p-q} \alpha_{i} .
\end{gathered}
$$

Thus, $a \in\left[\alpha_{r}, \alpha_{1}\right]$ and $b \in\left[\alpha_{r+1}, \alpha_{n}\right]$. Furthermore, $\left.\left.z \in\right]-\infty, a\right] \cup[b,+\infty[+t$ if $a<b$, while $z \in]-\infty, b] \cup[a,+\infty[+t$ if $a>b$.

Let $\alpha_{r}>\alpha_{r+1}$ and $\alpha_{i}>0, i=s+1, \ldots, n$. Then, $a>b$ and $t>0$ if $p>q$, while $t<0$ if $p<q$. Since $(a p-b q) /(p-q) \in]-\infty, b] \cup\left[a,+\infty\left[, a \geq \alpha_{r}\right.\right.$ and $b \leq \alpha_{r+1}$, it follows that

$$
z \in]-\infty, b] \cup\left[a,+\infty[\subseteq]-\infty, \alpha_{r+1}\right] \cup\left[\alpha_{r},+\infty[\right.
$$

so that $\alpha_{r}$ is the lowest value which $z$ may assume if $p>q$. Indeed, $z=\alpha_{r}$ if and only if all the $\gamma_{i}$ vanish except $\gamma_{r}$. On the other hand, $\alpha_{r+1}$ is the highest value which $z$ may assume if $p<q$ and $z=\alpha_{r+1}$ if and only if all the $\gamma_{i}$ vanish except $\gamma_{r+1}$. Thus,

$$
\left.W(A, B)=]-\infty, \alpha_{r+1}\right] \cup\left[\alpha_{r},+\infty[\right.
$$

As $\alpha_{r} \alpha_{r+1} \geq 0, \alpha_{r} \neq \alpha_{r+1}$, we have $0 \in W(A, B)$.
Similarly, if $\alpha_{n}>\alpha_{1}$ and $\alpha_{i}<0, i=s+1, \ldots, n$, we get

$$
\left.z \in]-\infty, a] \cup[b,+\infty] \subseteq]-\infty, \alpha_{1}\right] \cup\left[\alpha_{n},+\infty[\right.
$$

so that

$$
\left.W(A, B)=]-\infty, \alpha_{1}\right] \cup\left[\alpha_{n},+\infty[\text {, }\right.
$$

with $0 \in W(A, B)$.
If $\alpha_{n}<\alpha_{1}$ and $\alpha_{r}<\alpha_{r+1}$ it follows that $W(A, B)=\mathbb{R}$.
If $\alpha_{r}>\alpha_{r+1}$ and $\alpha_{i}<0, i=s+1, \ldots, n$, or if $\alpha_{n}>\alpha_{1}$ and $\alpha_{i}>0, i=s+$ $1, \ldots, n$, we may also conclude that $W(A, B)=\mathbb{R}$.

## 3 Background

### 3.1 Compression of $W(A, B)$

The classical field of values may be characterized as a union of elliptical disks. This result is many times referred as the Marcus-Pesce Theorem [11], although it was already known long before. In the following, we recall the standard compression of $W(A, B)$ into fields of values of $2 \times 2$ pencils [3].

Theorem 2 (Chien and Nakazato) For any $A, B \in M_{n}$,

$$
W(A, B)=\bigcup_{u, v} W\left(A_{u v}, B_{u v}\right),
$$

where $u$ and $v$ vary over all pairs of orthonormal vectors in $\mathbb{C}^{n}$ and

$$
A_{u v}=\left[\begin{array}{l}
\langle A u, u\rangle\langle A v, u\rangle  \tag{4}\\
\langle A u, v\rangle\langle A v, v\rangle
\end{array}\right], \quad B_{u v}=\left[\begin{array}{l}
\langle B u, u\rangle\langle B v, u\rangle \\
\langle B u, v\rangle\langle B v, v\rangle
\end{array}\right] .
$$

When $B$ is Hermitian positive definite, then also $B_{u v}$ is Hermitian positive definite, because it is a principal submatrix of a positive definite matrix. If $B$ is indefinite, $B_{u v}$ may be definite or indefinite. The field of values $W(A, B)$ in the 2 by 2 case, can be easily drawn from the entries of the matrices according to the Elliptical Range Theorem, the Hyperbolical Range Theorem, and the Parabolical Range Theorem (cf. [2, Sect. 2]).

### 3.2 Connection of $W(A, B)$ with the Krein Space Field of Values for B Indefinite

There is an interesting relation of $W(A, B)$ when $B$ is indefinite Hermitian, with the Krein space field of values [1]. Indeed, suppose that $B$ is an $n \times n$ indefinite Hermitian matrix with inertia $(r, n-r)$. Consider $\mathbb{C}^{n}$ endowed with indefinite inner product $[x, y]=y^{*} B x, x, y \in \mathbb{C}^{n}$. The Krein space field of values of $A \in M_{n}$ is defined by

$$
W_{B}(A)=\left\{\frac{[A w, w]}{[w, w]}: w \in \mathbb{C}^{n},[w, w] \neq 0\right\}
$$

We easily find the connection of $W_{B}(A)$ with the field of values of the pencil $A-\lambda B$. Indeed, we easily get

$$
W_{B}(A)=W(B A, B)=\left\{\frac{\langle B A w, w\rangle}{\langle B w, w\rangle}: w \in \mathbb{C}^{n},\langle B w, w\rangle \neq 0\right\},
$$

and so $W(A, B)=W_{B}\left(B^{-1} A\right)$.

## 4 Approximation of $W(A, B)$ for $B$ Positive Semidefinite

Throughout, for $A \in M_{n}$, we consider the Cartesian decomposition $A=H(A)+$ $i K(A)$ where $H(A)=\left(A+A^{*}\right) / 2$ and $K(A)=\left(A-A^{*}\right) /(2 i)$ are Hermitian.

### 4.1 Algorithm 1

Input: A matrix $A \in M_{n}$, a Hermitian positive semidefinite matrix $B$ and $m$ angles.
Output: An approximation for $W(A, B)$.

1. Set $\theta_{k}=(k-1) \pi / m, k=1, \ldots, m+1$ for some positive integer $m \geq 3$.
2. Starting with $k=1$ and up to $k=m$, take the following steps:
(i) Compute an eigenvector $u_{k}$ associated to $\lambda_{\min }\left(H\left(\mathrm{e}^{-i \theta_{k}} A\right)-\lambda B\right)$, if $W\left(H\left(\mathrm{e}^{-i \theta_{k}} A\right), B\right)=\left[a,+\infty\left[\quad\right.\right.$ (to $\quad \lambda_{\max }\left(H\left(\mathrm{e}^{-i \theta_{k}} A\right)-\lambda B\right)$, if $\left.\left.\left.W\left(H\left(\mathrm{e}^{-i \theta_{k}} A\right), B\right)=\right]-\infty, a\right]\right)$.
(ii) Compute the compressions of $A$ and $B$ to $\operatorname{span}\left\{u_{k}, u_{k+1}\right\}$, denoted by $A_{\tilde{u}_{k} \tilde{u}_{k+1}}$ and $B_{\tilde{u}_{k} \tilde{u}_{k+1}}$.
(iii) Compute and draw the boundary of $W\left(A_{\tilde{u}_{k} \tilde{u}_{k+1}}, B_{\tilde{u}_{k} \tilde{u}_{k+1}}\right)$ denoted by $\Gamma_{k}$.
(iv) If $k<m$, take next $k$ value and return to (i). Otherwise, continue.
3. Take the convex-hull of the collection of curves $\Gamma_{1}, \ldots, \Gamma_{m}$, as an approximation for $W(A, B)$.

According to the Elliptical and the Parabolical Range Theorems, the collection of curves in Step 3 of Algorithm 1 is constituted by ellipses and parabolas.

### 4.2 Approximation of $W(A, B)$ for $B$ Positive Definite

Algorithm 1 may be applied when $B$ is positive definite with the following replacements of Sub-steps (i), (ii), (iii) of Step 2:
(i) Compute eigenvectors $u_{k}$ and $v_{k}$ associated, respectively, to $\lambda_{\min }\left(H\left(\mathrm{e}^{-i \theta_{k}} A\right)-\right.$ $\lambda B)$ and $\lambda_{\text {max }}\left(H\left(\mathrm{e}^{-i \theta_{k}} A\right)-\lambda B\right)$.
(ii) Compute the compressions of $A$ to $\operatorname{span}\left\{u_{k}, u_{k+1}\right\}$ and $\operatorname{span}\left\{v_{k}, v_{k-1}\right\}$, denoted by $A_{\tilde{u}_{k} \tilde{u}_{k+1}}$ and $A_{\tilde{v}_{k} \tilde{v}_{k-1}}$, and do the same for $B$, notation: $B_{\tilde{u}_{k} \tilde{u}_{k+1}}$ and $B_{\tilde{v}_{k} \tilde{v}_{k-1}}$.
(iii) Compute and draw the boundary of $W\left(A_{\tilde{u}_{k} \tilde{u}_{k+1}}, B_{\tilde{u}_{k}} \tilde{u}_{k+1}\right)$ denoted by $\Gamma_{k}$ and the boundary of $W\left(A_{\tilde{v}_{k} \tilde{v}_{k-1}}, B_{\tilde{v}_{k} \tilde{v}_{k-1}}\right)$ denoted by $\Lambda_{k}$,
and the following replacement of Step 3:
3. Take the convex-hull of the collection of curves $\Gamma_{1}, \ldots, \Gamma_{m}, \Lambda_{1}, \ldots, \Lambda_{m}$ as an approximation for $W(A, B)$.


Fig. 1 Eigenvalues of $A-\lambda B$ (asterisks) and part of the boundary of $W(A, B)$. Here, $B$ is PSD. (Example 1)


Fig. 2 a Eigenvalues of $A-\lambda B$ (asterisks) and the boundaries of $W(A, B), W\left(B^{-1} A\right), W\left(A B^{-1}\right)$, $1 / W\left(A B^{-1}\right), 1 / W\left(B^{-1} A\right)$, for Example 2, $m=6$. $\mathbf{b}$ Exclusion regions for the eigenvalues of the pencil, $1 / W\left(A B^{-1}\right), 1 / W\left(B^{-1} A\right)$

Example 1 We take the matrix $A=\operatorname{randn}(20)$, and the positive semidefinite matrix $B=I_{19} \oplus 0_{1}$. We carry out Algorithm 1 with $m=6$. Considered as a spectral inclusion region, $W(A, B)$ has drawbacks since it is unbounded. See Fig. 1.

Example 2 We take the matrix $A=C_{1} \oplus \mathrm{i} C_{2}$ and the positive definite matrix $B=$ $I_{20}+0.1 D D^{*}$, with $C_{1}=\operatorname{randn}(10), C_{2}=\operatorname{randn}(10), D=\operatorname{randn}(20)$ with $m=6$. See Fig. 2. The Zoom shows that the bounded complements of $1 / W\left(A^{-1} B\right)$ and $1 / W\left(B A^{-1}\right)$ are spectral exclusion regions for the eigenvalues of the pencil.

## 5 Approximation of $W(A, B)$ for $B$ Indefinite

To avoid trivial situations, assume that the matrices $A$ and $B$ have no common nonzero isotropic vector. Let us define

$$
\begin{aligned}
& W_{+}(A, B)=\left\{\lambda \in \mathbb{C}: u^{*} A u-\lambda u^{*} B u=0, u \in \mathbb{C}^{n}, u^{*} B u>0\right\}, \\
& W_{-}(A, B)=\left\{\lambda \in \mathbb{C}: u^{*} A u-\lambda u^{*} B u=0, u \in \mathbb{C}^{n}, u^{*} B u<0\right\},
\end{aligned}
$$

and so $W(A, B)=W_{+}(A, B) \cup W_{-}(A, B)$. To avoid trivial cases of degeneracy of $W(A, B)$, we shall be specially concerned with the class of matrices in $M_{n}$, for which there exists a real interval $\left[\theta_{1}, \theta_{2}\right]$, with $0<\theta_{2}-\theta_{1}<\pi$, such that for $\theta$ ranging over that interval, the Hermitian pencil

$$
\begin{equation*}
H\left(\mathrm{e}^{-i \theta} A\right)-\lambda B \tag{5}
\end{equation*}
$$

has real eigenvalues satisfying simultaneously the following conditions:
(i) $\lambda_{1}\left(H\left(\mathrm{e}^{-i \theta} A\right), B\right) \geq \cdots \geq \lambda_{r}\left(H\left(\mathrm{e}^{-i \theta} A\right), B\right) \in \sigma^{+}\left(H\left(\mathrm{e}^{-i \theta} A\right), B\right)$;
(ii) $\lambda_{r+1}\left(H\left(\mathrm{e}^{-i \theta} A\right), B\right) \geq \cdots \geq \lambda_{n}\left(H\left(\mathrm{e}^{-i \theta} A\right), B\right) \in \sigma^{-}\left(H\left(\mathrm{e}^{-i \theta} A\right), B\right)$;
(iii) $\lambda_{r}\left(H\left(\mathrm{e}^{-i \theta} A\right), B\right)>\lambda_{r+1}\left(H\left(\mathrm{e}^{-i \theta} A\right), B\right)$.

For the pencils of this class, $W\left(H\left(\mathrm{e}^{-i \theta} A\right), B\right)$ is non-degenerate, that is, it is not a singleton, a whole line (possibly without a point), or the whole complex plane (possibly without a line). This class of pencils is called class $\mathscr{N} \mathscr{D}$, the acronym for non-degenerate.

When $B$ is indefinite Hermitian nonsingular, $B_{u v}$ may be indefinite or definite. If $B_{u v}$ is indefinite, $\partial W\left(A_{u v}, B_{u v}\right)$, the boundary of $W\left(A_{u v}, B_{u v}\right)$, is the union of two hyperbolical arcs, one in $W_{+}\left(A_{u v}, B_{u v}\right)$ and the other one in $W_{-}\left(A_{u v}, B_{u v}\right)$. If $B_{u v}$ is definite, $\partial W\left(A_{u v}, B_{u v}\right)$ may be in $W_{+}(A, B)$ or in $W_{-}(A, B)$. Let the curves $C_{1}^{+}, C_{2}^{+}, \ldots, C_{r}^{+}\left(C_{1}^{-}, C_{2}^{-}, \ldots, C_{s}^{-}\right)$denote the arcs of $\partial W\left(A_{u v}, B_{u v}\right)$ in $W_{+}(A, B)$ $\left(W_{-}(A, B)\right)$. Let $K^{+}=\operatorname{conv}\left(C_{1}^{+}, C_{2}^{+}, \ldots, C_{r}^{+}\right)$and $K^{-}=\operatorname{conv}\left(C_{1}^{-}, C_{2}^{-}, \ldots, C_{s}^{-}\right)$. The pseudo-convex hull of $C_{1}^{+}, C_{2}^{+}, \ldots, C_{r}^{+}, C_{1}^{-}, C_{2}^{-}, \ldots, C_{s}^{-}$, denoted pconv $\left(C_{1}^{+}\right.$, $\left.C_{2}^{+}, \ldots, C_{r}^{+}, C_{1}^{-}, C_{2}^{-}, \ldots, C_{s}^{-}\right)$, is the union of all half-rays of the lines passing through $z^{+} \in K^{+}, z^{-} \in K^{-}$with endpoint in $z^{+}$not containing $z^{-}$, or with endpoint in $z^{-}$not containing $z^{+}$.

As a preliminary stage to Algorithm 2, we start by searching an admissible angle $\theta$. If the matrix is complex, we test the angle $-\pi / 2$ for this property. If the answer is positive, we go to Step 0 . If not, we test the admissibility of $\theta=0$. In the affirmative case, we proceed to Step 0 . Otherwise, we test the admissibility of the angles

$$
\theta_{\ell, k}=-2^{k-1} \pi / 2^{k}+(2 \ell-1) \pi / 2^{k}, \ell=0,1, \ldots, 2^{k-1}, \quad k=1,2,3, \ldots
$$

until an admissible angle is found, and then we proceed to Step 0. It is worth noticing that replacing the matrix $A$ by $\mathrm{e}^{-i \theta_{\ell, k}} A$, where $\theta_{\ell, k}$ is admissible for the pencil $H(A)-$
$\lambda B$, then $\theta=0$ is admissible for the rotated pencil

$$
H\left(\mathrm{e}^{-i \theta_{\ell, k}} A\right)-\lambda B
$$

Step 0. Choice of $\left[\theta_{\min }, \theta_{\max }\right]$ Fix a tolerance $t o l=\pi / 2^{N}, N \geq 4$ and let $\theta=0$ be an admissible angle. Starting with $\theta_{0}=0$, construct a set of admissible angles, as follows. Bisect successively the interval $[0, \pi / 2]$ until we find an admissible angle $\theta_{1}=\pi / 2^{\nu_{1}}$, the integer $\nu_{1}$ being such that the angle $\theta_{1}+\pi / 2^{\nu_{1}}$ is non-admissible. Proceed in this way until we find a new admissible angle $\theta_{2}=\pi / 2^{\nu_{1}}+\pi / 2^{\nu_{1}+\nu_{2}}$, the integer $\nu_{2}$ being such that the angle $\theta_{2}+\pi / 2^{\nu_{1}+\nu_{2}}$ is non-admissible, and so on, until we reach the admissible angle $\theta_{k}=\pi / 2^{\nu_{1}}+\pi / 2^{\nu_{1}+v_{2}}+\cdots+\pi / 2^{\nu_{1}+v_{2}+\ldots+v_{k}}$, such that $\theta_{k}+\pi / 2^{\nu_{1}+v_{2}+\cdots+v_{k}}$ is non-admissible, being $\nu_{1}+\nu_{2}+\cdots+v_{k} \leq N$. The admissible angles $\bar{\theta}_{1}=-\pi / 2^{\bar{v}_{1}}, \bar{\theta}_{2}=-\pi / 2^{\bar{v}_{1}}-\pi / 2^{\overline{\bar{v}}_{1}+\bar{v}_{2}}, \ldots, \bar{\theta}_{\ell}=-\pi / 2^{\overline{\bar{v}}_{1}}-$ $\pi / 2^{\bar{v}_{1}+\bar{v}_{2}}-\cdots-\pi / 2^{\bar{v}_{1}+\bar{v}_{2}+\cdots+\bar{v}_{\ell}}$ are analogously obtained. If the matrix is real, we obviously have $\bar{\theta}_{j}=-\theta_{j}, j=1, \ldots k$. The interval of admissible angles is $\left[\theta_{\min }, \theta_{\max }\right]=\left[\bar{\theta}_{\ell}, \theta_{k}\right]$.

### 5.1 Algorithm 2

Input: A matrix $A \in M_{n}$, an indefinite nonsingular matrix $B$ and $m$ angles.
Output: An approximation for $W(A, B)$.

1. Set $\theta_{k}=\theta_{\min }+\frac{k-1}{m}\left(\theta_{\max }-\theta_{\min }\right), k=1, \ldots, m+1$ for some positive integer $m \geq 3$.
2. Starting with $k=1$ and up to $k=m$, take the following steps:
(i) Compute eigenvectors $u_{k}$ and $v_{k}$ associated, respectively, to

$$
\lambda_{\max }\left(H\left(\mathrm{e}^{-i \theta} A\right), B\right) \in \sigma^{-}\left(H\left(\mathrm{e}^{-i \theta_{k}} A\right), B\right)
$$

and

$$
\lambda_{\min }\left(H\left(\mathrm{e}^{-i \theta} A\right), B\right) \in \sigma^{+}\left(H\left(\mathrm{e}^{-i \theta_{k}} A\right), B\right) .
$$

(ii) Compute the compressions of $A$ and $B$ to span $\left\{u_{k}, u_{k+1}\right\}$ and $\operatorname{span}\left\{v_{k}, v_{k+1}\right\}$, $A_{\tilde{u}_{k} \tilde{u}_{k+1}}, A_{\tilde{v}_{k} \tilde{v}_{k+1}}, B_{\tilde{u}_{k} \tilde{u}_{k+1}}$ and $B_{\tilde{v}_{k}} \tilde{v}_{k+1}$, respectively.
(iii) Compute and draw $\partial W\left(A_{\tilde{u}_{k}}^{\tilde{u}_{k+1}}, B_{\tilde{u}_{k}} \tilde{k}_{k+1}\right)$ and $\partial W\left(A_{\tilde{v}_{k} \tilde{v}_{k+1}}, B_{\tilde{v}_{k} \tilde{v}_{k+1}}\right)$, denoted by $\Gamma_{k}$ and $\Lambda_{k}$, respectively.
(iv) If $k<m$, take next $k$ value and return to (i). Otherwise, continue.
3. Take the pseudo-convex hull of the collection of curves $\Gamma_{1}, \ldots, \Gamma_{m}, \Lambda_{1}, \ldots, \Lambda_{m}$ as an approximation for $W(A, B)$.

We now present an illustrative example.


Fig. 3 Field of values $W(A, B)$, eigenvalues of the pencil (asterisks), boundaries of $W\left(B^{-1} A\right)$ (green) and of $1 / W\left(B^{-1} A\right)($ blue $)$ for $A=\operatorname{randn}(20)+7 I_{20}, B=I_{10} \oplus-I_{10}, m=6$ (Example 3)

Table 1 Performance of Algorithm 2 and Psarrakos Algorithm [12], for the matrix of Example 3. The computed area is the one of the domain bounded by the approximation of $\partial W(A, B)$ and by the vertical lines $x=-8$ and $x=8$

|  | $m$ | Eigenanalyses | Area | Acc. digits | Seconds |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Algorithm 2 | 6 | 24 | 160.7854 | 2 | 0.121777 |
|  | 12 | 30 | 161.5071 | 3 | 0.230439 |
|  | 24 | 42 | 161.6953 | 3 | 0.322045 |
|  | 48 | 66 | 161.7327 | 5 | 0.494298 |
|  | 96 | 114 | 161.7378 | 5 | 1.082117 |
|  | 192 | 6 | 602 | 161.7391 | 6 |

Example 3 The fields of values $W(A, B)$ and $W\left(B^{-1} A\right)$, where $A=\operatorname{randn}(20)+$ $7 I_{20}$ and $B=I_{10} \oplus-I_{10}$, have been obtained using Algorithm 2 and are plotted in Fig. 3. We have used $\theta_{\max }=-\theta_{\min }=0.5915413$ and $m=6$. To compare, in accuracy, Algorithm 2 with Psarrakos Algorithm, we have computed the area of the domain bounded by the obtained approximation of $\partial W(A, B)$ and by the lines parallel to the imaginary axis with abscissas $x=8$ and $x=-8$. We have also considered higher values of $m$ in order to improve the accuracy. As Table 1 shows, Algorithm 2 requires much fewer eigenanalyses and reaches faster a given number of accurate digits.

## 6 Conclusions

We have given procedures to numerically approximate $W(A, B)$, of which at least one of the two matrices is Hermitian. Several matrices in [13] have been tested. In our approach we used the key fact that the field of values of a linear pencil is efficiently approximated by the compression into bidimensional linear pencils. Our algorithms compute the extreme eigenvalues of a small number of rotated pencils $H\left(\mathrm{e}^{-i \theta_{j}} A\right)-\lambda B$ together with the respective eigenvectors $u_{j}$. In a second stage compression matrices of size 2 for the $\operatorname{span}\left\{u_{j}, u_{j+1}\right\}$ for each $j=2, \ldots, m$ are constructed. Elliptical and hyperbolical arcs generated from the compression matrices provide a quick and quite accurate approximation of the searched boundaries. Evaluating eigenvalues and eigenvectors involves $O\left(n^{3}\right)$ operations for $n$ sized matrices. Performing 2-by-2 compressions is an $O\left(n^{2}\right)$ process and determining ellipses, parabolas or hyperbolas by using the Elliptical, Parabolical and Hyperbolical Range Theorems takes almost no time. Variations in relative speed and accuracy occur for varying dimensions, varying matrices and obviously changing the prescribed degree of accuracy. The preliminary stages for Algorithm 2 take negligible time. We stress that the proposed algorithms hold for both matrices of small and large dimensions. Psarrakos method [12] can be used for pairs of matrices of small dimension but it appears not to be interesting for large sized matrices. In fact, his method uses a discretization of the unit sphere in $\mathbb{R}^{3}$ and for each grid point a maximum eigenvalue of a certain associated Hermitian matrix has to be computed. Hochstenbach's Algorithm [6] applies only for Hermitian positive definite matrices $B$ (or any positive definite linear combination of $A$ and $B$ ). We have also focused on spectral inclusion regions for matrix pencils based on fields of values.

It would be of interest to obtain accurate and fast algorithms to plot $W(A, B)$ whenever neither $A$ nor $B$ are Hermitian.
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# The Characteristic Polynomial of Linear Pencils of Small Size and the Numerical Range 

Natália Bebiano, João da Providência and Fatemeh Esmaeili


#### Abstract

The numerical range of a linear pencil $(A, B)$ of matrices of size $n$, of which either $A$ or $B$ is Hermitian, may be characterized in terms of a certain algebraic curve of class $n$, called the boundary generating curve. This curve is explicitly given by the characteristic polynomial of the pencil. For $n=2$ and $n=3$, each possible type of boundary generating curve can be completely described. For $n=3$, the curve type is given by Newton's classification of cubic curves. Illustrative examples of the different possibilities are given.
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## 1 Introduction

Let $A, B \in M_{n}$, the algebra of $n \times n$ complex matrices. The linear pencil $(A, B)$ is the set of matrices $A-\lambda B$, where $\lambda$ is a real or complex parameter. A pencil is said to be regular if the polynomial $\operatorname{det}(A-\lambda B)$ does not identically vanish, otherwise it is singular. If the matrix $B$ is nonsingular, the spectrum of the regular pencil denoted by $\sigma(A, B)$ consists of all the zeros $\lambda$ of the polynomial $\operatorname{det}(A-\lambda B)$. The spectral theory of pencils is an important issue in pure mathematics as well as in applications (e.g., see $[3,8,12,13]$ and their references). An informative containment region for the spectrum of $(A, B)$ is the numerical range $[4,8]$.

[^14]The numerical range (also called the field of values) of a linear pencil is defined and denoted as

$$
\begin{equation*}
W(A, B)=\left\{\lambda \in \mathbb{C}: x^{*}(A-\lambda B) x=0, \text { for some } 0 \neq x \in \mathbb{C}^{n}\right\} \tag{1}
\end{equation*}
$$

(cf. [10, 13]). If $B$ is singular, then the pencil $(A, B)$ may have an infinite eigenvalue $\lambda$, nevertheless (1) does not contain the point at infinity. So, from the above definition, $W(A, B)$ is not necessarily a spectral inclusion region for the generalized eigenvalue problem $A x=\lambda B x$. Indeed, we consider a slightly modified definition: if $A, B$ have a common null space, then

$$
W(A, B)=\mathbb{C} \cup\{\infty\} ;
$$

otherwise

$$
\begin{equation*}
W(A, B)=\left\{\frac{x^{*} A x}{x^{*} B x}: 0 \neq x \in \mathbb{C}^{n}\right\} \tag{2}
\end{equation*}
$$

where $1 / 0$ is understood as the point at infinity. When $B$ is the identity matrix, (2) reduces to the (classical) field of values of the $n \times n$ matrix $A$,

$$
W(A)=\left\{x^{*} A x: x \in \mathbb{C}^{n},\|x\|=1\right\}
$$

where $\|x\|=\langle x, x\rangle^{1 / 2}=\left(x^{*} x\right)^{1 / 2}$ is the usual Euclidean norm in $\mathbb{C}^{n}$. This concept has been extensively investigated; see, for instance, [7] and references therein.

Throughout, we shall be concerned with regular pencils $(A, B)$ of which either $A$ or $B$ is Hermitian. Let us assume that $B$ is Hermitian. The characteristic polynomial of the pencil $(A, B)$ is defined as

$$
f(u, v, w)=\operatorname{det}(u H+v K+w B),
$$

where $A=H+i K$, and

$$
H=\left(A+A^{*}\right) / 2, \quad K=\left(A-A^{*}\right) /(2 i)
$$

are Hermitian matrices.
The main goal of this article is to investigate connections between the characteristic polynomial $f(u, v, w)$ and the shape of $W(A, B)$. The paper is organized as follows. In Sect. 2 we recall some properties of algebraic curves used subsequently. In Sect. 3 we characterize the field of values of $2 \times 2$ linear pencils, distinguishing the cases of $B$ being definite, indefinite and singular. These results allow simple direct proofs of the convexity of $W(A, B)$ for $B$ Hermitian definite or semidefinite as well as the pseudo-convexity of $W(A, B)$ for $B$ indefinite. In Sect.4, each possible boundary generating curve is described for $3 \times 3$ matrices of which one of them is Hermitian. In Sect. 5 illustrative examples are given.

## 2 The Polynomial $f(u, v, w)$ and $W(A, B)$

As we shall see in the sequel, the characteristic polynomial of $(A, B)$ gives rise to the boundary generating curve of the numerical range $W(A, B)$. To investigate this relation and for the sake of completeness, we present some prerequisites concerning plane algebraic curves.

An ordered pair of complex numbers $(x, y)$ is a (complex) point in nonhomogeneous point coordinates. If $x$ and $y$ are real numbers, $(x, y)$ is called a real point. A point in homogeneous point coordinates is a triple of complex numbers $(x, y, z)$, not all zero. If $r$ is any non zero complex number, then $(x, y, z)$ and ( $r x, r y, r z$ ) represent the same point. We identify the point $(x, y, z)$ in homogeneous coordinates with the point $(x / z, y / z)$ in nonhomogeneous coordinates. On the other hand, the point $(x, y)$ becomes $(x, y, 1)$ in homogeneous coordinates. Any point with $z=0$ is a point at infinity.

If $B$ is Hermitian positive definite (HPD), we clearly have

$$
W(A, B)=W\left(B^{-1 / 2} A B^{-1 / 2}\right),
$$

and so the numerical range of the pencil reduces to the classical numerical range. Toeplitz and Hausdorff have proven that the classical field of values is a convex set [7]. So, assuming that $B$ is positive definite, then $W(A, B)$ is convex.

A supporting line of a convex set $S \subset \mathbb{C}$ is a line that intersects $S$ at least in one point and that defines two half-planes, such that one of them does not contain any point of $S$. It can be shown, using similar reasoning to the one in [9, Theorem 10] that

Theorem 1 Let B be positive definite and let A be arbitrary. If $u x+v y+w=0$ is the equation of a supporting line of $W(A, B)$, then

$$
\begin{equation*}
f(u, v, w)=\operatorname{det}(u H+v K+w B)=0 . \tag{3}
\end{equation*}
$$

It can be easily proved that a similar result to the above one holds for $B$ indefinite or semi-definite. Since $f(u, v, w)$ is a homogeneous polynomial of degree $n$, (3) may be viewed as the line equation of an algebraic curve in the complex projective plane $P \mathbb{C}^{2}$. The set of lines ( $u: v: w$ ) (with equation $u x+v y+w z=0$ ) such that $f(u, v, w)=0$, may be regarded as a set of lines in the plane whose envelope is a certain curve. Considering the dual curve, i.e., the curve in line coordinates,

$$
\Gamma^{*}=\left\{(u: v: w) \in P \mathbb{C}^{2}: f(u, v, w)=0\right\}
$$

by dualization, we may easily determine:

$$
\Gamma=\left\{(x: y: z) \in P \mathbb{C}^{2}: x u+y v+z w=0 \text { is a tangent of } \Gamma^{*}\right\}
$$

The real affine view of $\Gamma$, say

$$
C(A, B)=\left\{(x, y) \in \mathbb{R}^{2}:(x: y: 1) \in \Gamma\right\}
$$

is called the associated curve or boundary generating curve of $W(A, B)$.
For $(A, B) \in M_{n}$, with $B$ positive definite, it is a simple consequence of an extension of a result of Kippenhahn (see [9]) that the curve $C(A, B)$ generates $W(A, B)$ as its convex hull.

We recall that an usual procedure to find the point equation of the boundary generating curve $C(A, B)$ is to eliminate one of the indeterminates, say $u$, from (3) and $u x+v y+w=0$, dehomogenize the result by setting $w=1$, and to eliminate the remaining parameter $v$ from the equations

$$
F(v, x, y)=f\left(-(1+v y) x^{-1}, v, 1\right)=0 \quad \text { and } \quad \frac{\partial F(v, x, y)}{\partial v}=0
$$

The curve $f(u, v, w)=0$ has class $n$ (because the defining polynomial has degree $n$ ), that is, through a general point in the plane there are $n$ lines (may be complex) tangent to the curve.

A point $P$, not equal to the circular points at infinity $(1: i: 0)$ and $(1:-i: 0)$, is called a focus of a curve $C$ if the line $l_{1}$ through $P$ and ( $1: i: 0$ ) and the line $l_{2}$ through $P$ and $(1:-i: 0)$ are tangent to $C$ at points other than the circular points at infinity. The coefficients of the polynomial $f(u, v, w)$ are real, as it can be easily seen. A curve of class $n$ with real coefficients has $n$ real foci, according to proper multiplicities, and $n^{2}-n$ foci which are not real [14].

As a consequence of a result, independently obtained by Murnaghan [11] and Kippenhahn [9], the real foci of the algebraic curve defined by $\operatorname{det}(u H+v K+$ $w B)=0$, where $B$ is positive definite, are the eigenvalues of the matrix $B^{-1} A$, with $A=H+i K$. The corresponding result for $B$ indefinite is as follows [3].

Theorem 2 Let $A, B \in M_{n}$, with $B$ indefinite nonsingular. The $n$ real foci of the algebraic curve defined by the equation $f(u, v, w)=\operatorname{det}(u H+v K+w B)=0$ are the eigenvalues of the pencil $(A, B)$, where $A=H+i K$ with $H$ and $K$ Hermitian.

For details on plane algebraic curves, we refer the interested reader to [5].

## 3 Linear Pencils Generated by $2 \times 2$ Matrices

For matrices $A$ and $B$ of dimension two, the boundary generating curve $C(A, B)$ is a curve of class two, more concretely, a conic. The three theorems that characterize the boundary of $W(A, B)$, for $B$ Hermitian, in terms of the invariants of the pencil $(A, B)$ are stated below. The case 2 by 2 is specially important, since the numerical range of an $n \times n$ pencil may be characterized by compression to the bidimensional setting [4, 12].

Theorem 3 (Elliptical Range Theorem) Let $A, B$ be $2 \times 2$ matrices with $B$ positive definite. Then $W(A, B)$ is a (possibly degenerate) closed elliptical disc, whose foci are the eigenvalues of $B^{-1} A, \lambda_{1}$ and $\lambda_{2}$. and the lengths of the major and minor axis are, respectively,

$$
M=\sqrt{\operatorname{Tr}\left(A^{*} B^{-1} A B^{-1}\right)-2 \operatorname{Re}\left(\bar{\lambda}_{1} \lambda_{2}\right)}
$$

and

$$
N=\sqrt{\operatorname{Tr}\left(A^{*} B^{-1} A B^{-1}\right)-\left|\lambda_{1}\right|^{2}-\left|\lambda_{2}\right|^{2}}
$$

In the case of degeneracy, $W(A, B)$ may reduce to a line segment whose endpoints are $\lambda_{1}$ and $\lambda_{2}$, or to a singleton if and only if $\lambda_{1}=\lambda_{2}$.
Theorem 4 (Hyperbolical Range Theorem) Let $A, B$ be $2 \times 2$ matrices with $B$ indefinite. Then $W(A, B)$ is bounded by a hyperbola with foci at $\lambda_{1}$ and $\lambda_{2}$, the eigenvalues of $B^{-1} A$, and transverse and non-transverse axis of length

$$
M=\sqrt{\operatorname{Tr}\left(B^{-1} A^{*} B^{-1} A\right)-2 \operatorname{Re}\left(\lambda_{1} \overline{\lambda_{2}}\right)}
$$

and

$$
N=\sqrt{\left|\lambda_{1}\right|^{2}+\left|\lambda_{2}\right|^{2}-\operatorname{Tr}\left(B^{-1} A^{*} B^{-1} A\right)}
$$

If $\operatorname{Tr}\left(B^{-1} A^{*} B^{-1} A\right)-2 \operatorname{Re}\left(\lambda_{1} \overline{\lambda_{2}}\right)<0$, the hyperbola degenerates and $W(A, B)$ is the whole complex plane. In the case of degeneracy of the hyperbola, $W(A, B)$ may reduce to two half-lines of the line defined by $\lambda_{1}$ and $\lambda_{2}$, and with these endpoints.

Now, we consider $W(A, B)$ for $A, B \in M_{2}$, with $B$ positive (negative) semidefinite. Observing that

$$
W\left(\mathrm{e}^{i \phi}(A+\zeta B), k B\right)=\frac{1}{k} \mathrm{e}^{i \phi}(W(A, B)+\zeta), \quad k, \phi \in \mathbb{R}, \zeta \in \mathbb{C},
$$

and using the invariance of $W(A, B)$ under unitary similarities, we may take

$$
B=\operatorname{diag}(1,0), \quad A=\left[\begin{array}{cc}
a \mathrm{e}^{i \gamma} & c \mathrm{e}^{i \gamma}  \tag{4}\\
d & b
\end{array}\right], \quad c, d \geq 0, b>0, a=\frac{c d}{b}
$$

Notice that $W(A, B)=\mathbb{C}$ if $b=0$.
Theorem 5 (Parabolical Range Theorem) Let $A, B$ be of the form (4). Then $W$ ( $A, B$ ) is bounded by the (possibly degenerate) parabola with focus $\lambda_{0}=0$ and equation

$$
\frac{y^{2}}{4 p^{2}}-\frac{x}{p}=1
$$

where

$$
p=\frac{a^{2} b^{2}+c^{4}-2 a b c^{2} \cos \gamma}{4 b c^{2}}
$$

In the case of degeneracy of the parabola, $W(A, B)$ reduces to one half-line with $\lambda_{0}=0$ as endpoint.

We remark that for $A=\left(a_{i j}\right) \in M_{2}$, with $a_{22} \neq 0$ and $B=\operatorname{diag}(1,0)$, the slope of the axis of the parabolic boundary, relatively to the positive semi real axis, is equal to $\theta_{0}=\operatorname{Arg}\left(a_{22}\right)$, and the focus of the parabola is the (finite) eigenvalue of the pencil $(A, B)$. The vertex of the parabola is the point $u_{0}^{*} A u_{0} / u_{0}^{*} B u_{0}$, where $u_{0}$ is an eigenvector of the Hermitian pencil

$$
\left(\frac{1}{2}\left(A \mathrm{e}^{-i \theta_{0}}+A^{*} \mathrm{e}^{i \theta_{0}}\right), B\right)
$$

associated with its single (finite) eigenvalue.

## 4 Characterization of $W(A, B)$ for $A, B \in M_{3}$ with $B$ Hermitian

## 4.1 $C(A, B)$ for $B$ Positive Definite and A Arbitrary

Under the present assumptions, $W(A, B)$ is convex, bounded and closed, since it reduces to $W\left(B^{-1 / 2} A B^{-1 / 2}\right)$, and so inherits the properties of the classical numerical range. Following the arguments in [9, Theorem 10], we can prove the following

Theorem 6 The convex hull of $C(A, B)$ is $W(A, B)$.
Kippenhahn classified the associated curve in this context, considering the factorizability of the polynomial $f(u, v, w)$. Adopting this procedure, we easily conclude that the following possibilities may occur.
$\mathbf{1}^{\text {st }}$ Case: The polynomial $f(u, v, w)$ factorizes into three linear factors. Each one of these factors corresponds to an eigenvalue of $B^{-1} A$ and $C(A, B)$ reduces to these eigenvalues. This property is still valid for $A, B \in M_{n}$ with $B$ Hermitian positive definite.
$\mathbf{2}^{\text {nd }}$ Case: Suppose that $B=\operatorname{diag}\left(b_{1}, b_{2}, b_{3}\right)$ and that $A \in M_{3}$ is a $B$-decomposable matrix, i.e., there exists a nonsingular matrix $V \in M_{3}$, such that

$$
V^{*} B V=B, \quad V^{*} A V=\left[\begin{array}{cc}
c b_{1} & 0  \tag{5}\\
0 & A_{1}
\end{array}\right]
$$

where $c \in \mathbb{C}$ and $A_{1} \in M_{2}$. Thus, $f(u, v, w)$ factorizes into a linear and an irreducible quadratic factor, and so $C(A, B)$ consists of the point $c$ and of the boundary of the elliptical disc $W\left(A_{1}, \operatorname{diag}\left(b_{2}, b_{3}\right)\right)$.
$3^{\text {rd }}$ Case: The matrix $A$ is $B$-indecomposable, but the polynomial $f(u, v, w)$ factorizes into a linear and a quadratic factor. The linear factor corresponds to an eigenvalue of $B^{-1} A$. The quadratic factor corresponds to an ellipse. In fact, the conic can not be
neither a parabola, because one of its real foci is a point at infinity and this contradicts Theorem 2, nor an hyperbola because this curve is unbounded. Therefore, $C(A, B)$ consists of an ellipse and a point.
$4^{\text {th }}$ Case: Finally, suppose that the polynomial $f(u, v, w)$ is irreducible. The number of real cusps of an (irreducible) class three curve is 1 or 3 , and the order of the boundary generating curve is 4 or 6 . By Newton's classification of cubic curves [1] and dual considerations, there are the following possibilities for the associated curve:

C1. $C(A, B)$ is a sextic, consisting of an oval and a closed tricuspid curve lying in its interior;
C2. $C(A, B)$ is a quartic, with one cusp and an ordinary double tangent at two of its points.

There are examples showing that all these types of curves appear as boundary generating curves of $W(A, B)$.

## 4.2 $C(A, B)$ for B Indefinite and A Arbitrary

A set $S \subset \mathbb{C}$ is said to be pseudo-convex if, for any $x, y \in S$, either the line segment $p x+(1-p) y, 0 \leq p \leq 1$, is contained in $S$, or the halflines $p x+(1-p) y$, with $p \geq 1$, and $p x+(1-p) y$, with $p \leq 0$, are there contained.

Theorem 7 Let $A, B \in M_{n}$ with $B$ indefinite. Then $W(A, B)$ is pseudo-convex.
Proof Let us consider $\lambda_{1} \neq \lambda_{2} \in W(A, B)$. Then, there exist $0 \neq v_{1}, 0 \neq v_{2} \in$ $W(A, B)$ such that $v_{i}^{*} A v_{i}=\lambda_{i} v_{i}^{*} B v_{i}, \quad i=1,2$. Let $\tilde{v}_{1}, \quad \tilde{v}_{2}$ be orthonormal vectors belonging to the subspace $\mathscr{H}_{2}$ spanned by $v_{1}, v_{2}$. Assume first that $\mathscr{H}_{2}$ is non degenerate. Let $A_{\tilde{v}_{1}, \tilde{v}_{2}}$ and $B_{\tilde{v}_{1}, \tilde{v}_{2}}$ be the compressions of $A$ and $B$, respectively, to $\mathscr{H}_{2}$. Obviously, $W\left(A_{\tilde{v}_{1}, \tilde{v}_{2}}, B_{\tilde{v}_{1}, \tilde{v}_{2}}\right)$ is either an elliptical, parabolical or hyperbolical domain, depending on $B_{\tilde{v}_{1}, \tilde{v}_{2}}$ being definite, semidefinite or indefinite. If $W\left(A_{\tilde{v}_{1}, \tilde{v}_{2}}, B_{\tilde{v}_{1}, \tilde{v}_{2}}\right)$ is an elliptical or parabolical disc, it is convex. In this case, we have that

$$
\left\{\lambda_{1}+x\left(\lambda_{2}-\lambda_{1}\right): 0 \leq x \leq 1\right\} \subseteq W\left(A_{\tilde{v}_{1}, \tilde{v}_{2}}, B_{\tilde{v}_{1}, \tilde{v}_{2}}\right) \subseteq W(A, B)
$$

If $W\left(A_{\tilde{v}_{1}, \tilde{v}_{2}}, B_{\tilde{v}_{1}, \tilde{v}_{2}}\right)$ is hyperbolical, it is pseudo-convex. In this case, either

$$
\left\{\lambda_{1}+x\left(\lambda_{2}-\lambda_{1}\right): 0 \leq x \leq 1\right\} \subseteq W\left(A_{\tilde{v}_{1}, \tilde{v}_{2}}, B_{\tilde{v}_{1}, \tilde{v}_{2}}\right) \subseteq W(A, B) .
$$

or

$$
\left\{\lambda_{1}+x\left(\lambda_{2}-\lambda_{1}\right): x \leq 0 \text { or } x \geq 1\right\} \subseteq W\left(A_{\tilde{v}_{1}, \tilde{v}_{2}}, B_{\tilde{v}_{1}, \tilde{v}_{2}}\right) \subseteq W(A, B)
$$

This completes the proof when $\mathscr{H}_{2}$ is non degenerate.

If $\mathscr{H}_{2}$ is degenerate, replace $\nu_{2}$ by $\nu_{2}+\varepsilon \nu_{3}$, where $\nu_{3}$ is such that the space spanned by $\nu_{1}, \nu_{3}$, is non degenerate. For $\varepsilon$ sufficiently small, the point generated by $\nu_{2}+\varepsilon \nu_{3}$ is in the neighborhood of $\lambda_{2}$ and the result follows.

For $B$ indefinite nonsingular, consider $\mathbb{C}^{n}$ endowed with the $B$-inner product $\langle B x, y\rangle=y^{*} B x$, and corresponding $B$-norm $\|x\|_{B}^{2}=\langle B x, x\rangle[6]$. For arbitrary $A \in M_{3}$, $W(A, B)$ has been characterized in [3], following Kippenhahn's approach in the classical case.

Let us consider

$$
W(A, B)=\left\{\frac{\langle A u, u\rangle}{\langle B u, u\rangle}: u \in \mathbb{C}^{n},\langle B u, u\rangle \neq 0\right\}
$$

For convenience, we also consider the sets

$$
W_{+}(A, B)=\left\{\frac{\langle A u, u\rangle}{\langle B u, u\rangle}: u \in \mathbb{C}^{n},\langle B u, u\rangle>0\right\}
$$

and

$$
W_{-}(A, B)=\left\{\frac{\langle A u, u\rangle}{\langle B u, u\rangle}: u \in \mathbb{C}^{n},\langle B u, u\rangle<0\right\}
$$

Obviously,

$$
W(A, B)=W_{+}(A, B) \cup W_{-}(A, B)
$$

In our analysis, when $A$ and $B$ are both Hermitian, we shall consider the eigenvalues of positive and negative type, that is, the eigenvalues with associated eigenvectors with positive and negative $B$-norm, respectively. We shall denote by $\sigma_{+}(A, B)$ $\left(\sigma_{-}(A, B)\right)$ the set of eigenvalues of positive (negative) type.

Let $X^{+}\left(X^{-}\right)$be a set of points in $W_{+}(A, B)\left(W_{-}(A, B)\right)$ and let $\Xi^{+}\left(\Xi^{-}\right)$be the convex hull of $X^{+}\left(X^{-}\right)$. Consider the lines defined by points $z_{+}, z_{-}$with $z_{+} \in \Xi^{+}$ and $z_{-} \in \Xi^{-}$. The union of all half-lines with $z_{+}$as endpoint not containing $z_{-}$and the half-lines with $z_{-}$as endpoint not containing $z_{+}$, is the so called pseudo-convex hull of $X^{+}$and $X^{-}$.

The curve $C(A, B)$ has branches of a well defined sign type, either positive or negative, say $C_{+}(A, B)$ and $C_{-}(A, B)$. The sign is determined by considering for the corresponding root $w$ of (3), an associated eigenvector $\xi$, such that

$$
(u H+v K+w B) \xi=0
$$

The type of each branch of $C(A, B)$ is characterized by the sign of the $B$-norm $\langle B \xi, \xi\rangle$.
For pencils of the class $\mathscr{N} \mathscr{D}$ (see [4, Section 5]) the following holds. The proof follows analogous steps to those in [9, Theorem 10].

Theorem 8 Let $A, B \in M_{n}$ with $B$ Hermitian indefinite non singular. If the pencil $(A, B)$ is in $\mathscr{N} \mathscr{D}$, then the pseudo-convex hull of $C_{+}(A, B)$ and $C_{-}(A, B)$ is $W(A, B)$.

We classify the associated curve $C(A, B)$, considering the factorizability of the polynomial $f(u, v, w)$. Without loss of generality, we may assume that $B=\operatorname{diag}\left(b_{1}\right.$, $\left.b_{2},-b_{3}\right), b_{1}, b_{2}, b_{3}>0$. The following possibilities may occur.
$\mathbf{1}^{\text {st }}$ Case: The polynomial $f(u, v, w)$ factorizes into three linear factors. Each one of these factors corresponds to an eigenvalue of $B^{-1} A$ and $C(A, B)$ reduces to the eigenvalues. This result still holds for matrices $A, B$ of arbitrary size, under the above conditions.
$\mathbf{2}^{\text {nd }}$ Case: Suppose that $A \in M_{3}$ is $B$-decomposable, i.e., there exists a nonsingular matrix $V$, such that $V^{*} B V=B=\operatorname{diag}\left(b_{1}, b_{2},-b_{3}\right)$ and

$$
V^{*} A V=\left[\begin{array}{cc}
c b_{1} & 0  \tag{6}\\
0 & A_{1}
\end{array}\right]
$$

or

$$
V^{*} A V=\left[\begin{array}{cc}
A_{1} & 0  \tag{7}\\
0 & -c b_{3}
\end{array}\right]
$$

where $c \in \mathbb{C}$ and $A_{1} \in M_{2}$.
If $A$ is of the form (6), then $C\left(A_{1}, \operatorname{diag}\left(b_{2},-b_{3}\right)\right)$ is an hyperbola with one branch in $W_{+}(A, B)$ and the other one in $W_{-}(A, B)$. We may write

$$
C\left(A_{1}, \operatorname{diag}\left(b_{2},-b_{3}\right)\right)=C_{+}\left(A_{1}, \operatorname{diag}\left(b_{2},-b_{3}\right)\right) \cup C_{-}\left(A_{1}, \operatorname{diag}\left(b_{2},-b_{3}\right)\right),
$$

where $C_{ \pm}\left(A_{1}, \operatorname{diag}\left(b_{2},-b_{3}\right)\right) \subset W_{ \pm}(A, B)$. Clearly, $c \in W_{+}(A, B)$. Let $X_{+}=$ $\operatorname{conv}\left(c, C_{+}\left(A_{1}, \operatorname{diag}\left(b_{2},-b_{3}\right)\right)\right)$. The pseudo-convex hull of $X_{+}$and $C_{-}\left(A_{1}\right.$, $\left.\operatorname{diag}\left(b_{2},-b_{3}\right)\right)$ coincides with $W(A, B)$.

Suppose, now, that $A$ is of the form (7). Notice that $c \in W_{-}(A, B)$ and $C\left(A_{1}\right.$, $\left.\operatorname{diag}\left(b_{1}, b_{2}\right)\right) \subset W_{+}(A, B)$. Then $W(A, B)$ is the pseudo-convex hull of $c$ and an ellipse (possibly degenerate): $C\left(A_{1}, \operatorname{diag}\left(b_{1}, b_{2}\right)\right)$.
$3^{\text {rd }}$ Case: The matrix $A$ is $B$-indecomposable, but the polynomial $f(u, v, w)$ factorizes into a linear and an irreducible quadratic factor. The quadratic factor corresponds to an hyperbola or to an ellipse. The conic can not be a parabola, because one of its real foci is a point at infinity and this contradicts Theorem 2.

Therefore, $C(A, B)$ consists of: 1) one point, produced by vectors with a negative $B$-norm, and an ellipse produced by vectors with a positive $B$-norm, 2) one point, produced by vectors with a positive $B$-norm, and an hyperbola, with one branch produced by vectors with a negative $B$-norm and the other branch produced by vectors with a positive $B$-norm.

In case 1$), W(A, B)=\mathbb{C}$. In case 2$), W(A, B)=\mathbb{C}$, whenever the point lies inside the hyperbolic disc of negative type, otherwise $W(A, B)$ is a hyperbolical disc.
$4^{\text {th }}$ Case: Finally, suppose that the polynomial $f(u, v, w)$ is irreducible. The number of real cusps of an (irreducible) class three curve is 1 or 3 , and the order of the boundary generating curve is 4 or 6 . By Newton's classification of cubic curves and dual considerations, there are the following possibilities for the associated curve:

C1. $C(A, B)$ is a sextic, with three real cusps and at least one oval component;
$\mathrm{C} 2 . C(A, B)$ is a quartic, with three real cusps and a real double tangent (at two complex points of the curve);
C3. $C(A, B)$ is a quartic with one real cusp and a real double tangent (at two real points of the curve);
C4. $C(A, B)$ is a cubic with a real cusp and a real flex;
C5. $C(A, B)$ is a sextic, with three real cusps and not containing neither oval components nor double tangents.

There are examples showing that all the above curves may occur as boundary generating curves [3]. The characterization of $W(A, B)$ requires the determination of the signs of each branch of $C(A, B)$, in order to obtain the pseudo-convex hull of the boundary generating curve.

### 4.3 C(A, B) for B Positive Semidefinite and A Arbitrary

Theorem 9 Let $A, B \in M_{n}$ with $B$ positive semidefinite. Then $W(A, B)$ is convex.
Proof Let us consider $\lambda_{1} \neq \lambda_{2} \in W(A, B)$. Then, there exist $0 \neq v_{1}, 0 \neq v_{2} \in$ $W(A, B)$ such that $v_{i}^{*} A v_{i}=\lambda_{i} v_{i}^{*} B v_{i}, i=1,2$. Let $\tilde{v}_{1}, \tilde{v}_{2}$ be orthonormal vectors belonging to the subspace $\mathscr{H}_{2}$ spanned by $v_{1}, v_{2}$. Let $A_{\tilde{v}_{1}, \tilde{v}_{2}}$ and $B_{\tilde{v}_{1}, \tilde{v}_{2}}$ be the compressions of $A$ and $B$, respectively, to $\mathscr{H}_{2}$. Obviously, $W\left(A_{\tilde{v}_{1}, \tilde{v}_{2}}, B_{\tilde{v}_{1}}, \tilde{v}_{2}\right)$ is either a parabolical or elliptical disc, so it is convex. Thus, $\left[\lambda_{1}, \lambda_{2}\right] \in W\left(A_{\tilde{v}_{1}, \tilde{v}_{2}}, B_{\tilde{v}_{1}, \tilde{v}_{2}}\right) \subseteq W(A, B)$, which completes the proof.

We next characterize $W(A, B)$, for $B$ positive semi-definite and an arbitrary $A \in$ $M_{3}$, using again Kippenhahn's approach. We classify the associated curve $C(A, B)$, considering the factorizability of the polynomial $f(u, v, w)$.

Assume that $A \in M_{3}$ and $B$ is positive semidefinite. The following possibilities for $C(A, B)$ may occur.
$1^{\text {st }}$ Case: Suppose that $B=\operatorname{diag}\left(b_{1}, b_{2}, 0\right), b_{1}, b_{2}>0$, and $A \in M_{3}$ is a $B$ decomposable matrix, i.e., there exists a nonsingular matrix $V$ such that $V^{*} B V=B$ and $V^{*} A V$ is as in (6). Then, $W(A, B)$ is the convex hull of $c$ and $C\left(A_{1}, \operatorname{diag}\left(b_{2}, 0\right)\right)$.
$2^{\text {nd }}$ Case: Suppose that $B=\operatorname{diag}\left(b_{1}, b_{2}, 0\right), b_{1}, b_{2}>0$, and $A$ is a $3 \times 3 B$ decomposable matrix, i.e., there exists a non-singular matrix $V$, such that $V^{*} B V=B$ and

$$
V^{*} A V=\left[\begin{array}{rr}
A_{1} & 0  \tag{8}\\
0 & c
\end{array}\right],
$$

where $c \in \mathbb{C}$ and $A_{1}$ is a $2 \times 2$ matrix. Thus, $W(A, B)$ is the convex hull of a certain point at infinity and $C\left(A_{1}, \operatorname{diag}\left(b_{1}, b_{2}\right)\right)$ (cf. Example 4).
$\mathbf{3}^{\text {rd }}$ Case: Suppose that $B=\operatorname{diag}\left(b_{1}, b_{2}, 0\right), b_{1}, b_{2}>0$, and the matrix $A$ is $B$ indecomposable, but the polynomial $f(u, v, w)$ factorizes into a linear and an irreducible quadratic factor. The linear factor corresponds to an eigenvalue of the pencil, and the quadratic factor corresponds to a parabola. Therefore, $C(A, B)$ consists of one real point and a parabola (cf. Example 3), being $W(A, B)$ its convex hull.
$4^{\text {th }}$ Case: Suppose that $B=\operatorname{diag}\left(b_{1}, b_{2}, 0\right), b_{1}, b_{2}>0$, and the polynomial $f(u, v, w)$ is irreducible. By Newton's classification of cubic curves and dual considerations, there are the following possibilities for the associated curve:
C1. $C(A, B)$ is a sextic, with three real cusps and at least one oval component (cf. Example 1);
C2. $C(A, B)$ is a quartic, with one cusp and an ordinary double tangent at two of its real points (cf. Example 2).
$\mathbf{5}^{\text {th }}$ Case: Suppose that $B=\operatorname{diag}\left(b_{1}, 0,0\right), b_{1}>0$. There exists a non-singular matrix $V$, such that $V^{*} B V=B$ and

$$
V^{*} A V=\left[\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
0 & a_{22} & a_{23} \\
0 & 0 & a_{33}
\end{array}\right]
$$

If the existence of vectors $\xi \neq 0$ such that $\xi^{*} A \xi=\xi^{*} B \xi=0$ is excluded, it follows that

$$
0 \notin W\left(\left[\begin{array}{cc}
a_{22} & a_{23} \\
0 & a_{33}
\end{array}\right]\right)
$$

and then $W(A, B)$ is a proper subset of the complex plane bounded by a certain algebraic curve, which is a quartic, if the characteristic polynomial is irreducible (cf. Example 5), and a conic if the characteristic polynomial is factorizable (cf. Example 7). However, if

$$
0 \in W\left(\left[\begin{array}{cc}
a_{22} & a_{23} \\
0 & a_{33}
\end{array}\right]\right)
$$

then $W(A, B)$ is the whole complex plane (cf. Example 6)

## 4.4 $C(A, B)$ for $B$ Indefinite Singular and A Arbitrary

Let $A$ be arbitrary, $B=\operatorname{diag}\left(b_{1},-b_{2}, 0\right)$, with $b_{1}, b_{2}>0$. We say that $\theta \in[0,2 \pi[$ is an admissible direction if the Hermitian pencil $\left(H\left(\mathrm{e}^{-i \theta} A\right), B\right)$ has real eigenvalues with associated non-isotropic eigenvectors, and for $\sigma_{+}\left(H\left(\mathrm{e}^{-i \theta} A\right), B\right)=\left\{\alpha_{\theta}\right\}$, $\sigma_{-}\left(H\left(\mathrm{e}^{-i \theta} A\right), B\right)=\left\{\beta_{\theta}\right\}$, we have $\left(\alpha_{\theta}-\beta_{\theta}\right) u^{*} A u>0$, where $u=(0,0,1)^{T}$. The
condition $\left(\alpha_{\theta}-\beta_{\theta}\right) u^{*} A u>0$, ensures that $W\left(H\left(\mathrm{e}^{-i \theta} A\right), B\right) \neq \mathbb{R}$. If admissible directions do not exist, $W(A, B)=\mathbb{C}$ (see Theorem 2.1 of [4]).

Proposition 1 Let $(A, B)$ be a $3 \times 3$ self-adjoint pencil with $B=\operatorname{diag}\left(b_{1},-b_{2}, 0\right)$, $b_{1}, b_{2}>0, \quad$ such that $W(A, B) \neq \mathbb{C}$. Let $u=(0,0,1)^{T}, \quad \sigma_{+}(A, B)=\{\alpha\}$, $\sigma_{-}(A, B)=\{\beta\}$.
(i) If $(\alpha-\beta) u^{*} A u>0$, then $\left.\left.W(A, B)=\right]-\infty, \min (\alpha, \beta)\right] \cup[\max (\alpha, \beta),+\infty[$.
(ii) If $(\alpha-\beta) u^{*} A u<0$, then $W(A, B)=\mathbb{R}$.

For $A \in M_{3}$ and $B$ indefinite singular, the different possibilities that may occur for $C(A, B)$ can be identified according with the procedures in the previous sections (cf. Example 8).

## 5 Examples

The figures presented in this section have been produced with Mathematica 5.1, also used to determine the point equation of $C(A, B)$. The associated curve is represented in the figures. The boundaries of $W(A, B)$ are represented by thick lines.

Example 1 Let

$$
A=\left[\begin{array}{ccc}
1 & 1 & 4 / 5 \\
0 & 1 & 4 / 5 \\
0 & 0 & 1
\end{array}\right], \quad B=\operatorname{diag}(1,1,0)
$$

The characteristic polynomial of the pencil is

$$
f(u, v, w)=\frac{1}{100}\left(71 u^{3}-29 u v^{2}+192 u^{2} w-8 v^{2} w+100 u w^{2}\right)
$$

The Cartesian equation of the boundary generating curve of $W(A, B)$ is

$$
\begin{aligned}
& -1731619+6115752 x-6709556 x^{2}+3123808 x^{3}-655104 x^{4}+51200 x^{5} \\
& -1891452 y^{2}+7557408 x y^{2}-17370208 x^{2} y^{2}+9142400 x^{3} y^{2}-160000 x^{4} y^{2} \\
& -15865104 y^{4}+51091200 x y^{4}-21320000 x^{2} y^{4}-21160000 y^{6}=0
\end{aligned}
$$

The boundary of $W(A, B)$ is represented in Fig. 1 by the outer curve.

Example 2 Let

$$
A_{4}=\left[\begin{array}{ccc}
1 & 1 / 2 & 1 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right], \quad B=\operatorname{diag}(1,1,0)
$$

The characteristic polynomial of the pencil $\left(A_{4}, B\right)$ is

Fig. 1 Boundary generating curve of $W(A, B)$
(Example 1)


Fig. 2 Boundary generating curve of $W\left(A_{4}, B\right)$
(Example 2)


$$
f(u, v, w)=\frac{1}{16}\left(9 u^{3}-7 u v^{2}+24 u^{2} w-8 v^{2} w+16 u w^{2}\right) .
$$

The Cartesian equation of the boundary generating curve of $W\left(A_{4}, B\right)$ is

$$
-343+1176 x-1344 x^{2}+512 x^{3}-592 y^{2}+1024 x y^{2}-256 x^{2} y^{2}-256 y^{4}=0
$$

$W\left(A_{4}, B\right)$ is the convex hull of $C\left(A_{4}, B\right)$, represented in Fig. 2, and has a flat portion on the boundary parallel to the imaginary axis.

Example 3 Let

$$
A_{1}=\left[\begin{array}{lll}
1 & 1 & 1 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right], \quad B=\operatorname{diag}(1,1,0) .
$$

Fig. 3 Boundary of $W\left(A_{1}, B\right)$ (Example 3)


The characteristic polynomial of the pencil $\left(A_{1}, B\right)$ is

$$
f(u, v, w)=\frac{1}{2}(u+w)\left(u^{2}-v^{2}+2 u w\right)
$$

The Cartesian equation of the boundary generating curve of $W\left(A_{1}, B\right)$ is

$$
\left(y^{2}-2 x+1\right)\left((x-1)^{2}+y^{2}\right)=0
$$

(cf. Fig. 3).
Example 4 Let

$$
A=\left[\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], \quad B=\operatorname{diag}(1,1,0)
$$

The characteristic polynomial of $(A, B)$ is

$$
f(u, v, w)=\frac{1}{4} u\left(3 u^{2}-v^{2}+8 u w+4 w^{2}\right) .
$$

The Cartesian equation of $C(A, B)$ is $(x-1)^{2}+y^{2}=\frac{1}{4}$ and is represented in Fig.4. There are two flat portions, extending to infinity, on the boundary of $W(A, B)$.

Example 5 Let $B=\operatorname{diag}(1,0,0)$ and $A=A_{1}$ in Example 3. The characteristic polynomial of the pencil is $f(u, v, w)=\left(2 u^{3}-2 u v^{2}+3 u^{2} w-v^{2} w\right) / 4$. The Cartesian equation of the boundary of $W(A, B)$ is

$$
16-48 x+48 x^{2}-20 x^{3}+3 x^{4}+36 y^{2}-36 x y^{2}-18 x^{2} y^{2}+27 y^{4}=0
$$

and is represented in Fig. 5.

Example 6 Let $B=\operatorname{diag}(1,0,0)$ and

Fig. 4 Boundary of $W(A, B)($ Example 4)


Fig. 5 Boundary of $W(A, B)$ (Example 5)


$$
A=\left(\begin{array}{ccc}
1 & 1 & 1 \\
0 & 1 & 1 \\
0 & 0 & -1
\end{array}\right)
$$

The characteristic polynomial of $(A, B)$ is $f(u, v, w)=1 / 4\left(-4 u^{3}-5 u^{2} w-v^{2} w\right)$. The Cartesian equation of $C(A, B)$ is the deltoid

$$
-4 x^{3}+5 x^{4}+108 y^{2}-180 x y^{2}+50 x^{2} y^{2}+125 y^{4}=0 .
$$

Since

$$
0 \in W\left(\left(\begin{array}{cc}
1 & 1 \\
0 & -1
\end{array}\right)\right)
$$

it follows that $W(A, B)=C$.
Example 7 Let $B=\operatorname{diag}(1,0,0)$, and

$$
A=\left(\begin{array}{lll}
1 & 1 & 1 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Fig. $6 C(A, B)$ for Example 8


The characteristic polynomial of $(A, B)$ is given by $f(u, v, w)=1 / 2 u\left(u^{2}-v^{2}+\right.$ $2 u w)$. The boundary of $W(A, B)$ is parabolic and its Cartesian equation is

$$
y^{2}-2 x+1=0
$$

Example 8 Let $B=\operatorname{diag}(1,-1,0)$, and

$$
A=\left(\begin{array}{lll}
2 & 2 & 1 \\
0 & 2 & 2 \\
0 & 0 & 1
\end{array}\right)
$$

The characteristic polynomial of $(A, B)$ is given by

$$
f(u, v, w)=\frac{1}{2} 3 u^{3}-\frac{1}{2} 5 u v^{2}-\frac{1}{4} 3 u^{2} w-\frac{1}{4} 3 v^{2} w-u w^{2} .
$$

The boundary generating curve $C(A, B)$ is represented in Fig. 6, it has Cartesian equation

$$
\begin{gathered}
6000-2400 x-5080 x^{2}+4248 x^{3}-1161 x^{4}+108 x^{5}+2808 y^{2}+1752 x y^{2}+1678 x^{2} y^{2} \\
-2184 x^{3} y^{2}+36 x^{4} y^{2}+2007 y^{4}+2316 x y^{4}-568 x^{2} y^{4}+420 y^{6}=0
\end{gathered}
$$

and is constituted of 2 branches, $C_{+}(A, B)$ for $x \leq(3-\sqrt{105}) / 8$ and $C_{-}(A, B)$ for $x \geq(3+\sqrt{105}) / 8$. The pseudo-convex hull of $C_{+}(A, B)$ and $C_{-}(A, B)$ is $W(A, B)$.

## 6 Final Remarks

We presented the classification of the boundary generating curves of $W(A, B)$ for $2 \times 2$ and $3 \times 3$ matrices $A, B$, following Kipenhann's approach for the classical numerical range of a matrix. We have considered linear pencils generated by a pair $(A, B)$ of which at least one of the matrices is Hermitian. It would be challenging to drop this constraint. The systematic investigation of the existence of flat portions on the boundary, as well as its implications on the matrix structure, are open problems deserving the attention of researchers. The interplay between the algebraic properties of the polynomial $f(u, v, w)$ and the geometric properties of $W(A, B)$ must be stressed and deserves further investigation.
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# Integer Powers of Certain Complex Pentadiagonal Toeplitz Matrices 

Hatice Kübra Duru and Durmuş Bozkurt


#### Abstract

In this paper, we obtain a general expression for the entries of the $r$ th $(r \in \mathbb{Z})$ power of a certain $n \times n$ pentadiagonal Toeplitz matrix. Additionally, we present the complex factorizations of Fibonacci polynomials.


Keywords Pentadiagonal Toeplitz matrices • Fibonacci polynomials • Fibonacci numbers • Pell numbers

## 1 Introduction

Band matrices are used in many areas and are also included in the solution of many systems. In particular they appear in numerical analysis, differential equations, difference equations, in the solution of boundary value problems, in the numerical solution of ordinary and partial differential equations, delay differential equations, interpolation problems, and in many applied fields. Lately, the calculations of integer powers and of the eigenvalues of band matrices have been well studied in the literature. In [10-12] Rimas obtained the positive integer powers of certain symmetric pentadiagonal matrices and symmetric anti-pentadiagonal matrices in terms of the Chebyshev polynomials. The characteristic polynomial and eigenvectors for pentadiagonal matrices are derived in [4]. Arslan et al. [1] investigated the general expression of the powers of even order symmetric pentadiagonal matrices. Öteleş and Akbulak [9] presented the general expression for the entries of the powers of certain $n \times n$ complex tridiagonal matrices, in terms of the Chebyshev polynomials of the first kind and two

[^15]complex factorizations for Fibonacci and Pell numbers. The result for all positive integer powers of a Toeplitz matrix is restated in [13]. Duru and Bozkurt [3] obtained the general expression of the powers of some tridiagonal matrices. The powers of odd order circulant matrices are calculated in [6].

In this paper, we present a general expression for the entries of the $r$ th power of a certain $n \times n$ complex pentadiagonal Toeplitz matrix.

## 2 Eigenvalues and eigenvectors of $\boldsymbol{A}_{\boldsymbol{n}}$

Theorem 1 Let $A_{n}$ be the $n \times n(n=2 t, 2 \leq t \in \mathbb{N})$ pentadiagonal Toeplitz matrix

$$
A_{n}:=\left[\begin{array}{ccccccc}
a & 0 & b & & & &  \tag{1}\\
0 & a & 0 & b & & & \\
c & 0 & a & 0 & \ddots & \\
& c & \ddots & \ddots & \ddots & & \\
& & \ddots & 0 & a & & 0 \\
& & & c & 0 & a & \\
& & & & c & 0 & a
\end{array}\right]
$$

where $a \in \mathbb{C}$ and $b, c \in \mathbb{C} \backslash\{0\}$. Then the eigenvalues and eigenvectors of the matrix $A_{n}$ are

$$
\begin{equation*}
\lambda_{k}=a-2 \sqrt{b c} \cos \left(\frac{2 k \pi}{n+2}\right), \quad k=1,2, \ldots, \frac{n}{2} \tag{2}
\end{equation*}
$$

and

$$
\left[\begin{array}{c}
U_{0}\left(\alpha_{k}\right) \\
0 \\
\mu^{1 / 2} U_{1}\left(\alpha_{k}\right) \\
0 \\
\mu U_{2}\left(\alpha_{k}\right) \\
0 \\
\vdots \\
\mu^{(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{k}\right) \\
0
\end{array}\right], j=1,3,5, \ldots, n-3, n-1 ; k=\frac{j+1}{2}
$$

$$
\left[\begin{array}{c}
0 \\
U_{0}\left(\alpha_{k}\right) \\
0 \\
\mu^{1 / 2} U_{1}\left(\alpha_{k}\right) \\
0 \\
\mu U_{2}\left(\alpha_{k}\right) \\
0 \\
\vdots \\
\mu^{(n-4) / 4} U_{\frac{n-4}{2}}\left(\alpha_{k}\right) \\
0 \\
\mu^{(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{k}\right)
\end{array}\right] ; j=2,4,6, \ldots, n-2, n ; k=\frac{j}{2},
$$

where $\mu=\frac{c}{b}, \alpha_{k}=\frac{\lambda_{k}-a}{2 \sqrt{b c}}$ and $U_{n}($.$) is the nth degree Chebyshev polynomial of the$ second kind.

Proof Let

$$
\operatorname{det}\left(Q_{n}\right):=\left|\begin{array}{ccccccc}
x-a & b & & & & \\
c & x-a & b & & & \\
& c & x-a & b & & \\
& & \ddots & \ddots & \ddots & \\
& & & & c & x-a & b \\
& & & & c & x-a
\end{array}\right| .
$$

For the initial conditions $\operatorname{det}\left(Q_{0}\right)=1$ and $\operatorname{det}\left(Q_{1}\right)=x-a$, we have

$$
\begin{equation*}
\operatorname{det}\left(Q_{n}\right)=(x-a) \operatorname{det}\left(Q_{n-1}\right)-b c \operatorname{det}\left(Q_{n-2}\right), \quad n \geq 2 . \tag{3}
\end{equation*}
$$

The solution of the difference equation in (3) is

$$
\begin{equation*}
\operatorname{det}\left(Q_{n}(x)\right)=(b c)^{\frac{n}{2}} U_{n}\left(\frac{x-a}{2 \sqrt{b c}}\right), \tag{4}
\end{equation*}
$$

where $U_{n}($.$) is the n$th degree Chebyshev polynomial of the second kind [8]:

$$
U_{n}(x)=\frac{\sin ((n+1) \theta)}{\sin (\theta)},
$$

with $x=\cos (\theta)$. All the roots of $U_{n}(x)$ are in the interval $[-1,1]$. Let

$$
\left|\lambda I_{n}-A_{n}\right|=\Delta_{A_{n}}(\lambda)
$$

and due to (3), we have

$$
\begin{aligned}
\Delta_{A_{4}}(\lambda) & =\left(\lambda^{2}-2 \lambda a+a^{2}-b c\right)^{2}=\left(Q_{2}\right)^{2} \\
\Delta_{A_{6}}(\lambda) & =(a-\lambda)^{2}\left(\lambda^{2}-2 \lambda a+a^{2}-2 b c\right)^{2}=\left(Q_{3}\right)^{2} \\
\Delta_{A_{8}}(\lambda) & =\left((\lambda-a)^{4}-3 \lambda^{2} b c-3 a^{2} b c+6 \lambda a b c+b^{2} c^{2}\right)^{2}=\left(Q_{4}\right)^{2} \\
& \vdots \\
\Delta_{A_{n}}(\lambda) & =\left(Q_{\frac{n}{2}}(\lambda)\right)^{2} .
\end{aligned}
$$

Then we have

$$
\begin{equation*}
\Delta_{A_{n}}(\lambda)=(b c)^{\frac{n}{2}}\left(U_{\frac{n}{2}}\left(\frac{\lambda-a}{2 \sqrt{b c}}\right)\right)^{2} . \tag{5}
\end{equation*}
$$

The eigenvalues of $A_{n}$ are obtained as

$$
\lambda_{k}=a-2 \sqrt{b c} \cos \left(\frac{2 k \pi}{n+2}\right), \quad k=1,2, \ldots, \frac{n}{2}
$$

from (5).
The multiplicity of all the eigenvalues $\lambda_{k}\left(k=1,2, \ldots, \frac{n}{2}\right)$ of the matrix $A_{n}$ are 2. Since $\operatorname{rank}\left(\lambda_{k} I_{n}-A_{n}\right)=n-2$, to each eigenvalue $\lambda_{k}$ correspond two Jordan cells $J_{k}\left(\lambda_{k}\right)$ in the matrix $J$. That is,

$$
\begin{equation*}
J_{n}=\operatorname{diag}\left(\lambda_{1}, \lambda_{1}, \lambda_{2}, \lambda_{2}, \ldots, \lambda_{\frac{n}{2}}, \lambda_{\frac{n}{2}}\right) . \tag{6}
\end{equation*}
$$

Considering the relations $K^{-1} A_{n} K=J_{n}$ [5], we obtain the matrices $K$ and $K^{-1}$ and derive the expression of the matrix $A_{n}^{r}$ for $r \in \mathbb{N}$. Let us denote the $j$-th column of $K$ by $K_{j}(j=1, \ldots, n)$. Then

$$
\begin{equation*}
A_{n} K=\left(K_{1} \lambda_{1} K_{2} \lambda_{1} K_{3} \lambda_{2} K_{4} \lambda_{2} \ldots K_{n-1} \lambda_{\frac{n}{2}} K_{n} \lambda_{\frac{n}{2}}\right) \tag{7}
\end{equation*}
$$

From Eq. (7), we have the system of linear equations as follows:

$$
\begin{align*}
A_{n} K_{1} & =K_{1} \lambda_{1} \\
A_{n} K_{2} & =K_{2} \lambda_{1} \\
A_{n} K_{3} & =K_{3} \lambda_{2} \\
A_{n} K_{4} & =K_{4} \lambda_{2} \\
& \vdots  \tag{8}\\
A_{n} K_{n-3} & =K_{n-3} \lambda_{\frac{n-2}{2}} \\
A_{n} K_{n-2} & =K_{n-2} \lambda_{n-2}^{2} \\
A_{n} K_{n-1} & =K_{n-1} \lambda_{\frac{n}{2}} \\
A_{n} K_{n} & =K_{n} \lambda_{n \frac{n}{2}} .
\end{align*}
$$

Solving the system of linear equations in (8), we obtain

$$
K_{j}=\left[\begin{array}{c}
U_{0}\left(\alpha_{k}\right)  \tag{9}\\
0 \\
\mu^{1 / 2} U_{1}\left(\alpha_{k}\right) \\
0 \\
\mu U_{2}\left(\alpha_{k}\right) \\
0 \\
\vdots \\
\mu^{(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{k}\right) \\
0
\end{array}\right], j=1,3,5, \ldots, n-3, n-1 ; k=\frac{j+1}{2}
$$

and

$$
K_{j}=\left[\begin{array}{c}
0  \tag{10}\\
U_{0}\left(\alpha_{k}\right) \\
0 \\
\mu^{1 / 2} U_{1}\left(\alpha_{k}\right) \\
0 \\
\mu U_{2}\left(\alpha_{k}\right) \\
0 \\
\vdots \\
\mu^{(n-4) / 4} U_{\frac{n-4}{2}}\left(\alpha_{k}\right) \\
0 \\
\mu^{(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{k}\right)
\end{array}\right] ; j=2,4,6, \ldots, n-2, n ; k=\frac{j}{2},
$$

where $\mu=\frac{c}{b}, \alpha_{k}=\frac{\lambda_{k}-a}{2 \sqrt{b c}}$ and $U_{n}($.$) is the n$th degree Chebyshev polynomial of the second kind.

Theorem 2 Let $A_{n}$ be the $n \times n(n=2 t+1, t \in \mathbb{N})$ pentadiagonal Toeplitz matrix in (1). Then the eigenvalues and eigenvectors of the matrix $A_{n}$ are

$$
\beta_{m}= \begin{cases}a-2 \sqrt{b c} \cos \left(\frac{(m+1) \pi}{n+3}\right), & m=1,3,5, \ldots, n  \tag{11}\\ a-2 \sqrt{b c} \cos \left(\frac{m \pi}{n+1}\right), & m=2,4,6, \ldots, n-1\end{cases}
$$

and

$$
\left[\begin{array}{c}
U_{0}\left(\delta_{j}\right) \\
0 \\
\mu^{1 / 2} U_{1}\left(\delta_{j}\right) \\
0 \\
\mu U_{2}\left(\delta_{j}\right) \\
\vdots \\
0 \\
\mu^{(n-1) / 4} U_{\frac{n-1}{2}}\left(\delta_{j}\right)
\end{array}\right] ; j=1,3,5, \ldots, n-2, n
$$

$$
\left[\begin{array}{c}
0 \\
U_{0}\left(\delta_{j}\right) \\
0 \\
\mu^{1 / 2} U_{1}\left(\delta_{j}\right) \\
0 \\
\mu U_{2}\left(\delta_{j}\right) \\
0 \\
\vdots \\
\mu^{(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{j}\right) \\
0
\end{array}\right] ; j=2,4,6, \ldots, n-3, n-1
$$

where $\mu=\frac{c}{b}, \delta_{j}=\frac{\beta_{j}-a}{2 \sqrt{b c}}$ and $U_{n}($.$) is the nth degree Chebyshev polynomial of the$ second kind.

Proof Let

$$
\left|\beta I_{n}-A_{n}\right|=\Delta_{A_{n}}(\beta)
$$

and owing to (3), we obtain

$$
\begin{aligned}
\Delta_{A_{3}}(\beta) & =a\left(a^{2}-b c\right)=Q_{1}(\beta) Q_{2}(\beta) \\
\Delta_{A_{5}}(\beta) & =a\left(a^{2}-2 b c\right)\left(a^{2}-b c\right)=Q_{2}(\beta) Q_{3}(\beta) \\
\Delta_{A_{7}}(\beta) & =a\left(a^{2}-2 b c\right)\left(a^{4}-3 a^{2} b c-b^{2} c^{2}\right)=Q_{3}(\beta) Q_{4}(\beta) \\
& \vdots \\
\Delta_{A_{n}}(\beta) & =Q_{\frac{n-1}{2}}(\beta) Q_{\frac{n+1}{2}}(\beta) .
\end{aligned}
$$

From Eq. (4), we have

$$
\Delta_{A_{n}}(\beta)=(b c)^{\frac{n}{2}} U_{\frac{n-1}{2}}\left(\frac{\beta-a}{2 \sqrt{b c}}\right) U_{\frac{n+1}{2}}\left(\frac{\beta-a}{2 \sqrt{b c}}\right)
$$

The eigenvalues of $A_{n}(n=2 t+1, t \in \mathbb{N})$ are

$$
\beta_{m}= \begin{cases}a-2 \sqrt{b c} \cos \left(\frac{(m+1) \pi}{n+3}\right), & m=1,3,5, \ldots, n \\ a-2 \sqrt{b c} \cos \left(\frac{m \pi}{n+1}\right), & m=2,4,6, \ldots, n-1\end{cases}
$$

All the eigenvalues $\beta_{m}(m=1,2, \ldots, n)$ of the matrix $A_{n}$ are simple. Since $\operatorname{rank}\left(\beta_{m} I_{n}-A_{n}\right)=n-1$, to each eigenvalue $\beta_{m}$ correspond Jordan cells $J_{m}^{\dagger}\left(\beta_{m}\right)$ in the matrix $J^{\dagger}$. That is,

$$
\begin{equation*}
J^{\dagger}=\operatorname{diag}\left(\beta_{1}, \beta_{2}, \beta_{3}, \ldots, \beta_{n}\right) \tag{12}
\end{equation*}
$$

Using the well known equality $S^{-1} A_{n} S=J^{\dagger}$, we obtain the matrices $S$ and $S^{-1}$. Let us denote the $j$-th column of $S$ by $S_{j}(j=1, \ldots, n)$. Then

$$
\begin{equation*}
A_{n} S=\left(S_{1} \beta_{1} S_{2} \beta_{2} S_{3} \beta_{3} S_{4} \beta_{4} \ldots S_{n-1} \beta_{n-1} S_{n} \beta_{n}\right) \tag{13}
\end{equation*}
$$

We have the system of linear equations

$$
\begin{align*}
A_{n} S_{1} & =S_{1} \beta_{1} \\
A_{n} S_{2} & =S_{2} \beta_{2} \\
A_{n} S_{3} & =S_{3} \beta_{3} \\
A_{n} S_{4} & =S_{4} \beta_{4} \\
& \vdots  \tag{14}\\
A_{n} S_{n-3} & =S_{n-3} \beta_{n-3} \\
A_{n} S_{n-2} & =S_{n-2} \beta_{n-2} \\
A_{n} S_{n-1} & =S_{n-1} \beta_{n-1} \\
A_{n} S_{n} & =S_{n} \beta_{n} .
\end{align*}
$$

Solving the system of linear equations in (14), we have

$$
S_{j}=\left[\begin{array}{c}
U_{0}\left(\delta_{j}\right)  \tag{15}\\
0 \\
\mu^{1 / 2} U_{1}\left(\delta_{j}\right) \\
0 \\
\mu U_{2}\left(\delta_{j}\right) \\
\vdots \\
0 \\
\mu^{(n-1) / 4} U_{\frac{n-1}{2}}\left(\delta_{j}\right)
\end{array}\right] ; j=1,3,5, \ldots, n-2, n ;
$$

and

$$
S_{j}=\left[\begin{array}{c}
0  \tag{16}\\
U_{0}\left(\delta_{j}\right) \\
0 \\
\mu^{1 / 2} U_{1}\left(\delta_{j}\right) \\
0 \\
\mu U_{2}\left(\delta_{j}\right) \\
0 \\
\vdots \\
\mu^{(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{j}\right) \\
0
\end{array}\right] ; j=2,4,6, \ldots, n-3, n-1,
$$

where $\mu=\frac{c}{b}, \delta_{j}=\frac{\beta_{j}-a}{2 \sqrt{b c}}$ and $U_{n}($.$) is the n$th degree Chebyshev polynomial of the second kind.

## 3 The Integer Powers of the Matrix $\boldsymbol{A}_{\boldsymbol{n}}$

Firstly, we suppose $n$ a positive even integer $(n=2 t, 2 \leq t \in \mathbb{N})$.
Considering (9) and (10), we write the matrix $K$

$$
K=\left[\begin{array}{ccc}
U_{0}\left(\alpha_{1}\right) & 0 & U_{0}\left(\alpha_{2}\right) \\
0 & U_{0}\left(\alpha_{1}\right) & 0  \tag{17}\\
\mu^{1 / 2} U_{1}\left(\alpha_{1}\right) & 0 & \mu^{1 / 2} U_{1}\left(\alpha_{2}\right) \\
0 & \mu^{1 / 2} U_{1}\left(\alpha_{1}\right) & 0 \\
\mu U_{2}\left(\alpha_{1}\right) & 0 & \mu U_{2}\left(\alpha_{2}\right) \\
0 & \mu U_{2}\left(\alpha_{1}\right) & 0 \\
\vdots & \vdots & \vdots \\
\mu^{(n-4) / 4} U_{\frac{n-4}{2}}\left(\alpha_{1}\right) & 0 & \mu^{(n-4) / 4} U_{n-4}^{2}\left(\alpha_{2}\right) \\
0 & \mu^{(n-4) / 4} U_{\frac{n-4}{2}}\left(\alpha_{1}\right) & 0 \\
\mu^{(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{1}\right) & 0 & \mu^{(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{2}\right) \\
0 & & \mu^{(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{1}\right) \\
0 & \ldots & U_{0}\left(\alpha_{\frac{n}{2}}\right) \\
0 & 0 & 0 \\
U_{0}\left(\alpha_{2}\right) & \ldots & 0 \\
0 & \ldots & \mu^{1 / 2} U_{1}\left(\alpha_{\frac{n}{2}}\right)
\end{array}\right.
$$

Now, let us find the inverse matrix $K^{-1}$ of the matrix $K$. If we denote the $i$-th row of the inverse matrix $K^{-1}$ by $K_{i}^{-1}$, then we have

$$
K_{i}^{-1}:=\left[\begin{array}{c}
q_{k} U_{0}\left(\alpha_{k}\right)  \tag{18}\\
0 \\
q_{k} \mu^{-1 / 2} U_{1}\left(\alpha_{k}\right) \\
0 \\
q_{k} \mu^{-1} U_{2}\left(\alpha_{k}\right) \\
0 \\
q_{k} \mu^{-3 / 2} U_{3}\left(\alpha_{k}\right) \\
\vdots \\
0 \\
q_{k} \mu^{-(n-2) / 4} U_{\frac{n-2}{2}\left(\alpha_{k}\right)}^{0}
\end{array}\right]^{T} ; i=1,3,5, \ldots, n-1 ; k=\frac{i+1}{2}
$$

and

$$
K_{i}^{-1}:=\left[\begin{array}{c}
0  \tag{19}\\
q_{k} U_{0}\left(\alpha_{k}\right) \\
0 \\
q_{k} \mu^{-1 / 2} U_{1}\left(\alpha_{k}\right) \\
0 \\
q_{k} \mu^{-1} U_{2}\left(\alpha_{k}\right) \\
0 \\
\vdots \\
q_{k} \mu^{-(n-4) / 4} U_{\frac{n-4}{2}}\left(\alpha_{k}\right) \\
0 \\
q_{k} \mu^{-(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{k}\right)
\end{array}\right]^{T} ; i=2,4,6, \ldots, n ; k=\frac{i}{2},
$$

where $\mu=\frac{c}{b}, q_{k}=\frac{4-4 \alpha_{k}^{2}}{n+2}$ and $\alpha_{k}=\frac{\lambda_{k}-a}{2 \sqrt{b c}}$ for $k=1,2, \ldots, \frac{n}{2}$. Thus, we obtain

$$
\begin{align*}
& K^{-1}=\left[\begin{array}{ccc}
q_{1} U_{0}\left(\alpha_{1}\right) & 0 & q_{1} \mu^{-1 / 2} U_{1}\left(\alpha_{1}\right) \\
0 & q_{1} U_{0}\left(\alpha_{1}\right) & 0 \\
q_{2} U_{0}\left(\alpha_{2}\right) & 0 & q_{2} \mu^{-1 / 2} U_{1}\left(\alpha_{2}\right) \\
0 & q_{2} U\left(\alpha_{2}\right) & 0 \\
q_{3} U_{0}\left(\alpha_{3}\right) & 0 & q_{3} \mu^{-1 / 2} U_{1}\left(\alpha_{3}\right) \\
0 & q_{3} U_{0}\left(\alpha_{3}\right) & 0 \\
\vdots & \vdots & \vdots \\
q_{\frac{n-2}{2}} U_{0}\left(\alpha_{\frac{n-2}{2}}\right) & 0 & q_{\frac{n-2}{2}} \mu^{-1 / 2} U_{1}\left(\alpha_{\frac{n-2}{2}}\right) \\
0 & q_{\frac{n-2}{2}} U_{0}\left(\alpha_{\frac{n-2}{2}}\right) & 0 \\
q_{\frac{n}{2}} U_{0}\left(\alpha_{\frac{n}{2}}\right) & 0 & q_{\frac{n}{2}} \mu^{-1 / 2} U_{1}\left(\alpha_{\frac{n}{2}}\right) \\
0 & q_{\frac{n}{2}} U_{0}\left(\alpha_{\frac{n}{2}}\right) & 0
\end{array}\right. \\
& \begin{array}{lcc}
\ldots & q \mu^{-(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{1}\right) & 0 \\
\ldots & 0 & q_{1} \mu^{-(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{1}\right)
\end{array} \\
& \text {... } q \mu^{-(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{2}\right) \quad 0 \\
& \cdots \quad 0 \quad q_{2} \mu^{-(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{2}\right) \\
& \ldots q_{3} \mu^{-(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{3}\right) \quad 0 \\
& \ldots \quad 0 \quad q_{3} \mu^{-(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{3}\right)  \tag{20}\\
& \begin{array}{ll}
\ddots & \vdots \\
\cdots & q_{\frac{n-2}{2}} \mu^{-(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{\frac{n-2}{2}}\right) \\
& 0 \\
\hline
\end{array} \\
& \cdots \quad 0 \quad q_{\frac{n-2}{2}} \mu^{-(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{\frac{n-2}{2}}\right) \\
& \ldots q_{\frac{n}{2}} \mu^{-(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{\frac{n}{2}}\right) 0 \\
& \left.\ldots \quad 0^{2} \quad q_{\frac{n}{2}} \mu^{-(n-2) / 4} U_{\frac{n-2}{2}}\left(\alpha_{\frac{n}{2}}\right)\right]
\end{align*}
$$

By combining (6), (17) and (20) and using the equality $A_{n}^{r}=K J^{r} K^{-1}(r \in \mathbb{N})$ [5], we compute the $r$ th powers of the matrix $A_{n}$

$$
\begin{equation*}
A_{n}^{r}=K J^{r} K^{-1}=W(r)=\left(w_{i j}(r)\right) . \tag{21}
\end{equation*}
$$

So for $i, j=\overline{1, n}$

$$
\begin{gather*}
w_{i j}(r)= \begin{cases}0, & \text { if }(-1)^{i+j}=-1, \\
\sum_{k=1}^{\frac{n}{2}} \lambda_{k}^{r} q_{k} \mu^{\frac{i-j}{4}} U_{\frac{i \varepsilon_{i j}-\varphi_{i j}}{2}}\left(\alpha_{k}\right) U_{\frac{\delta_{i j i}-\varphi_{i j}}{2}}\left(\alpha_{k}\right), & \text { if }(-1)^{i+j}=1,\end{cases}  \tag{22}\\
\varepsilon_{i j}=\left\{\begin{array}{cc}
1, & \text { if }(-1)^{i}=(-1)^{j}=-1, \\
-1, & \text { if }(-1)^{i}=(-1)^{j}=1,
\end{array}\right.  \tag{23}\\
\varphi_{i j}=\left\{\begin{array}{cc}
1, & \text { if }(-1)^{i}=(-1)^{j}=-1, \\
-n, & \text { if }(-1)^{i}=(-1)^{j}=1,
\end{array}\right. \tag{24}
\end{gather*}
$$

where $\mu=\frac{c}{b}, q_{k}=\frac{4-4 \alpha_{k}^{2}}{n+2}, \alpha_{k}=\frac{\lambda_{k}-a}{2 \sqrt{b c}}$, and $\lambda_{k}\left(k=1,2,3, \ldots, \frac{n}{2}\right)$ are the eigenvalues of the matrix $A_{n}(n=2 t, 2 \leq t \in \mathbb{N})$.

Example 1 Setting $n=6$ in Theorem 1, we have

$$
\begin{aligned}
J & =\operatorname{diag}\left(\lambda_{1}, \lambda_{1}, \lambda_{2}, \lambda_{2}, \lambda_{3}, \lambda_{3}\right) \\
& =\operatorname{diag}(a-1.414 \sqrt{b c}, a-1.414 \sqrt{b c}, a, a, a+1.414 \sqrt{b c}, a+1.414 \sqrt{b c})
\end{aligned}
$$

and

$$
\begin{aligned}
A_{6}^{r}= & K J^{r} K^{-1}=
\end{aligned} \begin{aligned}
& W(r) \\
& =\left(w_{i j}(r)\right)= \\
&
\end{aligned}
$$

$$
\begin{aligned}
w_{11}(r) & =w_{22}(r)=w_{55}(r)=w_{66}(r) \\
& =0.25(a-1.414 \sqrt{b c})^{r}+0.5 a^{r}+0.25(a+1.414 \sqrt{b c})^{r} ; \\
w_{13}(r) & =w_{24}(r)=w_{35}(r)=w_{46}(r) \\
& =-0.354(a-1.414 \sqrt{b c})^{r} \mu^{-1 / 2}+0.354(a+1.414 \sqrt{b c})^{r} \mu^{-1 / 2} ; \\
w_{15}(r) & =w_{26}(r) \\
& =0.25(a-1.414 \sqrt{b c})^{r} \mu^{-1}-0.5 a^{r} \mu^{-1}+0.25(a+1.414 \sqrt{b c})^{r} \mu^{-1} ; \\
w_{31}(r) & =w_{42}(r)=w_{53}(r)=w_{64}(r) \\
& =-0.354(a-1.414 \sqrt{b c})^{r} \mu^{1 / 2}+0.354(a+1.414 \sqrt{b c})^{r} \mu^{1 / 2} ; \\
w_{33}(r) & =w_{44}(r)=0.5(a-1.414 \sqrt{b c})^{r}+0.5(a+1.414 \sqrt{b c})^{r} ; \\
w_{51}(r) & =w_{62}(r) \\
& =0.25(a-1.414 \sqrt{b c})^{r} \mu-0.5 a^{r} \mu+0.25(a+1.414 \sqrt{b c})^{r} \mu .
\end{aligned}
$$

Example 2 Setting $r=4, n=8, a=i+1, b=2$ and $c=1$ in Theorem 1, we get

$$
\begin{aligned}
J= & \operatorname{diag}\left(\lambda_{1}, \lambda_{1}, \lambda_{2}, \lambda_{2}, \lambda_{3}, \lambda_{3}, \lambda_{4}, \lambda_{4}\right) \\
= & \operatorname{diag}(-1.288+i,-1.288+i, 0.126+i, 0.126+i, \\
& 1.874+i, 1.874+i, 3.288+i, 3.288+i)
\end{aligned}
$$

and

$$
\begin{aligned}
A_{8}^{4} & =\left(w_{i j}(4)\right) \\
& =\left[\begin{array}{cccccccc}
4+24 i & 0 & 16+48 i & 0 & 24+48 i & 0 & 32+32 i & 0 \\
0 & 4+24 i & 0 & 16+48 i & 0 & 24+48 i & 0 & 32+32 i \\
8+24 i & 0 & 16+48 i & 0 & 32+64 i & 0 & 24+48 i & 0 \\
0 & 8+24 i & 0 & 16+48 i & 0 & 32+64 i & 0 & 24+48 i \\
6+12 i & 0 & 16+32 i & 0 & 16+48 i & 0 & 16+48 i & 0 \\
0 & 6+12 i & 0 & 16+32 i & 0 & 16+48 i & 0 & 16+48 i \\
4+4 i & 0 & 6+12 i & 0 & 8+24 i & 0 & 4+24 i & 0 \\
0 & 4+4 i & 0 & 6+12 i & 0 & 8+24 i & 0 & 4+24 i
\end{array}\right] .
\end{aligned}
$$

Secondly, we suppose $n$ a positive odd integer ( $n=2 t+1, t \in \mathbb{N}$ ). From (15) and (16) we write $S$ as:

$$
\begin{align*}
& S=\left[\begin{array}{ccc}
U_{0}\left(\delta_{1}\right) & 0 & U_{0}\left(\delta_{3}\right) \\
0 & U_{0}\left(\delta_{2}\right) & 0 \\
\mu^{1 / 2} U_{1}\left(\delta_{1}\right) & 0 & \mu^{1 / 2} U_{1}\left(\delta_{3}\right) \\
0 & \mu^{1 / 2} U_{1}\left(\delta_{2}\right) & 0 \\
\mu U_{2}\left(\delta_{1}\right) & 0 & \mu U_{2}\left(\delta_{3}\right) \\
0 & \mu U_{2}\left(\delta_{2}\right) & 0 \\
\vdots & \vdots & \vdots \\
0 & \mu^{(n-5) / 4} U_{\frac{n-5}{2}\left(\delta_{2}\right)} & 0 \\
\mu^{(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{1}\right) & 0 & \mu^{(n-3) / 4} U^{\frac{n-3}{2}}\left(\delta_{3}\right) \\
0 & \mu^{(n-3) / 4} U^{\frac{n-3}{2}\left(\delta_{2}\right)} & 0 \\
\mu^{(n-1) / 4} U_{\frac{n-1}{2}}\left(\delta_{1}\right) & 0 & \mu^{(n-1) / 4} U_{\frac{n-1}{2}}\left(\delta_{3}\right)
\end{array}\right. \\
& \begin{array}{cccc}
U_{0}\left(\delta_{4}\right) & \cdots & 0 & U_{0}\left(\delta_{n}\right) \\
0 & \cdots & U_{0}\left(\delta_{n-1}\right) & 0 \\
\mu^{1 / 2} U_{1}\left(\delta_{4}\right) & \cdots & 0 & \mu^{1 / 2} U_{1}\left(\delta_{n}\right) \\
0 & \cdots & \mu^{1 / 2} U_{1}\left(\delta_{n-1}\right) & 0
\end{array} \\
& \mu U_{2}\left(\delta_{4}\right) \quad \cdots \quad 0 \quad \mu U_{2}\left(\delta_{n}\right) \\
& \left.\begin{array}{clcc}
0 & \cdots & \mu U_{2}\left(\delta_{n-1}\right) & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \mu^{(n-5) / 4} U_{\frac{n-5}{2}}\left(\delta_{n-1}\right) & 0 \\
\mu^{(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{4}\right) & \cdots & 0^{(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{n}\right) \\
0 & \cdots & \mu^{(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{n-1}\right) & \mu^{(n)} \\
\mu^{(n-1) / 4} U_{\frac{n-1}{2}}\left(\delta_{4}\right) & \cdots & 0 & \mu^{(n-1) / 4} U_{\frac{n-1}{2}}\left(\delta_{n}\right)
\end{array}\right] .  \tag{25}\\
& \left.\begin{array}{clcc}
0 & \cdots & \mu U_{2}\left(\delta_{n-1}\right) & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \mu^{(n-5) / 4} U_{\frac{n-5}{2}}\left(\delta_{n-1}\right) & 0 \\
\mu^{(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{4}\right) & \cdots & 0^{(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{n}\right) \\
0 & \cdots & \mu^{(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{n-1}\right) & 0 \\
\mu^{(n-1) / 4} U_{\frac{n-1}{2}}\left(\delta_{4}\right) & \cdots & 0 & \mu^{(n-1) / 4} U_{\frac{n-1}{2}}\left(\delta_{n}\right)
\end{array}\right] .
\end{align*}
$$

Now let us find the inverse matrix $S^{-1}$ of the matrix $S$. If we denote the $i$ th row of the inverse matrix $S^{-1}$ by $S_{i}^{-1}$, then we obtain

$$
S_{i}^{-1}:=\left[\begin{array}{c}
y_{i} U_{0}\left(\delta_{i}\right)  \tag{26}\\
0 \\
y_{i} \mu^{-1 / 2} U_{1}\left(\delta_{i}\right) \\
0 \\
y_{i} \mu^{-1} U_{2}\left(\delta_{i}\right) \\
0 \\
y_{i} \mu^{-3 / 2} U_{3}\left(\delta_{i}\right) \\
\vdots \\
y_{i} \mu^{-(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{i}\right) \\
0 \\
y_{i} \mu^{-(n-1) / 4} U_{\frac{n-1}{2}}\left(\delta_{i}\right)
\end{array}\right]^{T} ; i=1,3,5, \ldots, n
$$

and

$$
S_{i}^{-1}:=\left[\begin{array}{c}
0  \tag{27}\\
y_{i} U_{0}\left(\delta_{i}\right) \\
0 \\
y_{i} \mu^{-1 / 2} U_{1}\left(\delta_{i}\right) \\
0 \\
y_{i} \mu^{-1} U_{2}\left(\delta_{i}\right) \\
0 \\
\vdots \\
0 \\
y_{i} \mu^{-(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{i}\right) \\
0
\end{array}\right]^{T} ; i=2,4,6, \ldots, n-1,
$$

where $\mu=\frac{c}{b}, \delta_{m}=\frac{\beta m-a}{2 \sqrt{b c}}$ and

$$
y_{i}= \begin{cases}\frac{4-4 \delta_{i}^{2}}{n+3}, & \text { if } i=1,3,5, \ldots, n \\ \frac{4-4 \delta_{i}^{2}}{n+1}, & \text { if } i=2,4,6, \ldots, n-1\end{cases}
$$

for $m=1,2, \ldots, n$. Then we have

$$
\begin{align*}
& S^{-1}=\left[\begin{array}{ccc}
y_{1} U_{0}\left(\delta_{1}\right) & 0 & y_{1} \mu^{-1 / 2} U_{1}\left(\delta_{1}\right) \\
0 & y_{2} U_{0}\left(\delta_{2}\right) & 0 \\
y_{3} U_{0}\left(\delta_{3}\right) & 0 & y_{3} \mu^{-1 / 2} U_{1}\left(\delta_{3}\right) \\
0 & y_{4} U_{0}\left(\delta_{4}\right) & 0 \\
y_{5} U_{0}\left(\delta_{5}\right) & 0 & y_{5} \mu^{-1 / 2} U_{1}\left(\delta_{5}\right) \\
0 & y_{6} U_{0}\left(\delta_{6}\right) & 0 \\
\vdots & \vdots & \vdots \\
0 & y_{n-3} U_{0}\left(\delta_{n-3}\right) & 0 \\
y_{n-2} U_{0}\left(\delta_{n-2}\right) & 0 & y_{n-2} \mu^{-1 / 2} U_{1}\left(\delta_{n-2}\right) \\
0 & y_{n-1} U_{0}\left(\delta_{n-1}\right) & 0 \\
y_{n} U_{0}\left(\delta_{n}\right) & 0 & y_{n} \mu^{-1 / 2} U_{1}\left(\delta_{n}\right)
\end{array}\right. \\
& \cdots \quad 0 \quad y_{1} \mu^{-(n-1) / 4} U_{\frac{n-1}{2}}\left(\delta_{1}\right) \\
& \cdots y_{2} \mu^{-(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{2}\right) \\
& 0 \\
& \ldots \quad y_{4} \mu^{-(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{4}\right) \\
& y_{3} \mu^{-(n-1) / 4} U_{\frac{n-1}{2}}\left(\delta_{3}\right) \\
& \cdots y_{4} \mu^{-(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{4}\right) \quad 0 \\
& \begin{array}{lcc}
\cdots & 0 & y \mu^{-(n-1) / 4} U_{\frac{n-1}{2}}\left(\delta_{5}\right) \\
\cdots & y_{6} \mu^{-(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{6}\right) & 0
\end{array}  \tag{28}\\
& \begin{array}{l}
\ddots \\
\cdots \\
\ldots \\
\\
\cdots
\end{array} \quad \begin{array}{l}
y_{n-3} \mu^{-(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{n-3}\right)
\end{array} \\
& \ldots \quad 0 y_{n-2} \mu^{-(n-1) / 4} U_{\frac{n-1}{2}}\left(\delta_{n-2}\right) \\
& \begin{array}{lc}
\ldots & y_{n-1} \mu^{-(n-3) / 4} U_{\frac{n-3}{2}}\left(\delta_{n-1}\right)
\end{array}
\end{align*}
$$

By combining (12), (25) and (28) and using the equality $A_{n}^{r}=S\left(J^{\dagger}\right)^{r} S^{-1}$ $(r \in \mathbb{N})$ [5], we compute the $r$ th powers of the matrix $A_{n}$

$$
\begin{equation*}
A_{n}^{r}=S\left(J^{\dagger}\right)^{r} S^{-1}=Z(r)=\left(z_{i j}(r)\right) \tag{29}
\end{equation*}
$$

Therefore

$$
\begin{align*}
& z_{i j}(r)= \begin{cases}0, & \text { if }(-1)^{i+j}=-1, \\
\sum_{\omega=1}^{v_{i j}} \beta_{2 \omega-\psi_{i j}}^{r} y_{2 \omega-\psi_{i j}} \mu^{\frac{i-j}{4}} U_{\frac{i+\psi_{i j-2}}{2}}\left(\delta_{2 \omega-\psi_{i j}}\right) U_{\frac{j+\psi_{i j}-2}{2}}\left(\delta_{2 \omega-\psi_{i j}}\right), \text { if }(-1)^{i+j}=1,\end{cases}  \tag{30}\\
& \psi_{i j}= \begin{cases}1, & \text { if }(-1)^{i}=(-1)^{j}=-1, \\
0, & \text { if }(-1)^{i}=(-1)^{j}=1,\end{cases}  \tag{31}\\
& v_{i j}= \begin{cases}\frac{n+1}{2}, & \text { if }(-1)^{i}=(-1)^{j}=-1, \\
\frac{n-1}{2}, & \text { if }(-1)^{i}=(-1)^{j}=1,\end{cases}  \tag{32}\\
& y_{i}= \begin{cases}\frac{4-4 \delta_{i}^{2}}{n+3}, & \text { if } i=1,3,5, \ldots, n \\
\frac{4-4 \delta_{i}^{2}}{n+1}, & \text { if } i=2,4,6, \ldots, n-1,\end{cases}
\end{align*}
$$

$\mu=\frac{c}{b}, \delta_{m}=\frac{\beta_{m}-a}{2 \sqrt{b c}}$ and $\beta_{m}(m=\overline{1, n})$ are the eigenvalues of the matrix $A_{n}(n=$ $2 t+1, t \in \mathbb{N})$.

Example 3 Taking $n=5$ in Theorem 2, we obtain
$J^{\dagger}=\operatorname{diag}\left(\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}, \beta_{5}\right)=\operatorname{diag}(a-\sqrt{2 b c}, a-\sqrt{b c}, a, a+\sqrt{b c}, a+\sqrt{2 b c})$
and

$$
\begin{gathered}
A_{5}^{r}=S\left(J^{\dagger}\right)^{r} S^{-1}=\left(z_{i j}(r)\right)=\left[\begin{array}{c}
z_{11}(r) z_{12}(r) z_{13}(r) z_{14}(r) z_{15}(r) \\
z_{21}(r) z_{22}(r) z_{23}(r) z_{24}(r) z_{25}(r) \\
z_{31}(r) z_{32}(r) \\
z_{41}(r) z_{32}(r) z_{34}(r) \\
z_{51}(r) \\
z_{52}(r) \\
z_{52}(r) \\
z_{53}(r) \\
z_{44}(r) \\
z_{54}(r) \\
z_{45}(r) \\
z_{i j}(r)=0
\end{array}\right], \\
\text { for }(-1)^{i+j}=-1,
\end{gathered}
$$

and

$$
\begin{aligned}
& z_{11}(r)=z_{55}(r)=\frac{(a-\sqrt{2 b c})^{r}+2 a^{r}+(a+\sqrt{2 b c})^{r}}{4} \\
& z_{13}(r)=z_{35}(r)=\frac{(a+\sqrt{2 b c})^{r}-(a-\sqrt{2 b c})^{r}}{2 \sqrt{2} \mu^{1 / 2}} \\
& z_{15}(r)=\frac{(a-\sqrt{2 b c})^{r}-2 a^{r}+(a+\sqrt{2 b c})^{r}}{4 \mu}
\end{aligned}
$$

$$
\begin{aligned}
& z_{22}(r)=z_{33}(r)=z_{44}(r)=\frac{(a+\sqrt{2 b c})^{r}+(a-\sqrt{2 b c})^{r}}{2} ; \\
& z_{24}(r)=\frac{(a+\sqrt{2 b c})^{r}-(a-\sqrt{2 b c})^{r}}{2 \mu^{1 / 2}} ; \\
& z_{31}(r)=z_{53}(r)=\frac{\left((a+\sqrt{2 b c})^{r}-(a-\sqrt{2 b c})^{r}\right) \mu^{1 / 2}}{2 \sqrt{2}} ; \\
& z_{42}(r)=\frac{\left((a+\sqrt{2 b c})^{r}-(a-\sqrt{2 b c})^{r}\right) \mu^{1 / 2}}{2} ; \\
& z_{51}(r)=\frac{\left((a-\sqrt{2 b c})^{r}-2 a^{r}+(a+\sqrt{2 b c})^{r}\right) \mu}{4}
\end{aligned}
$$

Example 4 Taking $r=5, n=9, a=i+2 ; b=-i$ and $c=i$ in Theorem 2, we get

$$
\begin{aligned}
J^{\dagger}= & \operatorname{diag}\left(\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}, \beta_{5}, \beta_{6}, \beta_{7}, \beta_{8}, \beta_{9}\right) \\
= & \operatorname{diag}(0.268+i, 0.382+i, 1+i, 1.382+i, 2+i, \\
& 2.618+i, 3+i, 3.618+i, 3.732+i)
\end{aligned}
$$

and

$$
\begin{aligned}
& A_{9}^{5}=S\left(J^{\dagger}\right)^{5} S^{-1}=\left(z_{i j}(5)\right) \\
& =\left[\begin{array}{cccc}
2+161 i & 0 & 200-30 i & 0 \\
0 & 2+161 i & 0 & 200-30 i \\
-200+30 i & 0 & 52+286 i & 0 \\
0 & -200+30 i & 0 & 52+286 i \\
-50-125 i & 0 & -240+64 i & 0 \\
0 & -50-125 i & 0 & -240+63 i \\
40-34 i & 0 & -60-130 i & 0 \\
0 & 40-33 i & 0 & -50-125 i \\
10+5 i & 0 & 40-34 i & 0
\end{array}\right. \\
& \left.\begin{array}{ccccc}
-50-125 i & 0 & -40+34 i & 0 & 10+5 i \\
0 & -50-125 i & 0 & -40+33 i & 0 \\
240-64 i & 0 & -60-130 i & 0 & -40+34 i \\
0 & 240-63 i & 0 & -50-125 i & 0 \\
62+291 i & 0 & 240-64 i & 0 & -50-125 i \\
0 & 52+286 i & 0 & 200-30 i & 0 \\
-240+64 i & 0 & 52+286 i & 0 & 200-30 i \\
0 & -200+30 i & 0 & 2+161 i & 0 \\
-50-125 i & 0 & -200+30 i & 0 & 2+161 i
\end{array}\right] .
\end{aligned}
$$

Corollary 1 Let the matrix $A_{n}$ be the $n \times n$ pentadiagonal matrix in (1) (a,b,c$\in$ $\mathbb{C} \backslash\{0\}$ ), let for Theorem 1

$$
a \neq 2 \sqrt{b c} \cos \left(\frac{2 k \pi}{n+2}\right)
$$

( $n=2 t, 2 t \in \mathbb{N}$ ), and for Theorem 2

$$
a \neq 2 \sqrt{b c} \cos \left(\frac{(m+1) \pi}{n+3}\right), a \neq 2 \sqrt{b c} \cos \left(\frac{m \pi}{n+1}\right)
$$

( $n=2 t+1, t \in \mathbb{N}$ ). Then, there exists the inverse of the matrix $A_{n}$, and there are negative integer powers of the matrix $A_{n}$.

Example 5 Setting $r=-4, n=4, a=8, b=7$ and $c=9$ in Theorem 1, we get

$$
\begin{aligned}
J & =\operatorname{diag}\left(\lambda_{1}, \lambda_{1}, \lambda_{2}, \lambda_{2}\right) \\
& =\operatorname{diag}(0.063,0.063,15.937,15.937)
\end{aligned}
$$

and

$$
A_{4}^{-4}=\left(w_{i j}(-4)\right)=\left[\begin{array}{cccc}
32257 & 0 & -28448 & 0 \\
0 & 32257 & 0 & -28448 \\
-36576 & 0 & 32257 & 0 \\
0 & -36576 & 0 & 32257
\end{array}\right]
$$

Example 6 Taking $r=-3, n=7, a=1 ; b=1$ and $c=2$ in Theorem 2, we get

$$
\begin{aligned}
J^{\dagger} & =\operatorname{diag}\left(\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}, \beta_{5}, \beta_{6}, \beta_{7}\right) \\
& =\operatorname{diag}(-1.288,-1,0.126,1,1.874,3,3.288)
\end{aligned}
$$

and

$$
A_{7}^{-3}=\left(z_{i j}(-3)\right)=\left[\begin{array}{ccccccc}
181 & 0 & -79 & 0 & -56 & 0 & 64 \\
0 & \frac{7}{27} & 0 & \frac{7}{27} & 0 & -\frac{10}{27} & 0 \\
-158 & 0 & 69 & 0 & 49 & 0 & -56 \\
0 & \frac{14}{27} & 0 & -\frac{13}{27} & 0 & \frac{7}{27} & 0 \\
-224 & 0 & 98 & 0 & 69 & 0 & -79 \\
0 & -\frac{40}{27} & 0 & \frac{14}{27} & 0 & \frac{7}{27} & 0 \\
512 & 0 & -224 & 0 & -158 & 0 & 181
\end{array}\right] .
$$

Remark 1 Note that our results in this paper are more general forms of the results obtained in [1,2]. One can easily see this, taking $a:=0, b:=1$ and $c:=1$ in Theorem 1 and Theorem 2, respectively.

## 4 Complex Factorization

The well-known Fibonacci polynomials $F(x)=\left\{F_{n}(x)\right\}_{n=1}^{\infty}$ are defined in [7] by the recurrence relation

$$
F_{n}(x)=x F_{n-1}(x)+F_{n-2}(x),
$$

where $F_{0}(x)=0, F_{1}(x)=1, F_{2}(x)=x$ and $n \geq 3$. Notice that $F_{1}(2)=1, F_{2}(2)=$ 2 and $F_{n}(2)=2 F_{n-1}(2)+F_{n-2}(2)$, where $n \geq 3$. So $P_{n}=F_{n}(2)$ defines the wellknown Pell numbers [7].

Corollary 2 Let the matrix $A_{n}$ be the $n \times n(n=2 t, 2 \leq t \in \mathbb{N})$ pentadiagonal matrix as in (1) with $a:=x, b:=\mathbf{i}$ and $c:=\mathbf{i}$ where $\mathbf{i}=\sqrt{-1}$. Then

$$
\begin{equation*}
\operatorname{det}\left(A_{n}\right)=\left(F_{\frac{n}{2}+1}(x)\right)^{2} \tag{33}
\end{equation*}
$$

where $F_{n}(x)$ is the $n$th Fibonacci polynomial.
Proof The determinant of $A_{n}(n=2 t, 2 \leq t \in \mathbb{N})$ can be written as

$$
\begin{equation*}
\operatorname{det}\left(A_{n}\right)=\left[\left|\operatorname{tridiag}_{\frac{n}{2}}(c, a, b)\right|\right]^{2} . \tag{34}
\end{equation*}
$$

In [2], authors acquired that

$$
\begin{equation*}
F_{n+1}=\left|\operatorname{tridiag}_{n}(i, 1, i)\right| . \tag{35}
\end{equation*}
$$

If we choose $a:=x, b:=\mathbf{i}$ and $c:=\mathbf{i}$ in (34), and substituting (35) into (34), we obtain

$$
\begin{aligned}
\operatorname{det}\left(A_{n}\right) & =\left[\left|\operatorname{tridiag}_{\frac{n}{2}}(i, x, i)\right|\right]^{2} \\
& =\left[F_{\frac{n}{2}+1}(x)\right]^{2} .
\end{aligned}
$$

Corollary 3 Let the matrix $A_{n}$ be the $n \times n(n=2 t, 2 \leq t \in \mathbb{N})$ pentadiagonal matrix in (1). Then

$$
\operatorname{det}\left(A_{n}\right)= \begin{cases}\left(F_{\frac{n}{2}+1}\right)^{2} & \text { if } a=1, b=i \text { and } c=i  \tag{36}\\ \left(P_{\frac{n}{2}+1}\right)^{2} & \text { if } a=2, b=i \text { and } c=i\end{cases}
$$

where $F_{n}$ and $P_{n}$ denote the nth Fibonacci and the nth Pell numbers, respectively.
Theorem 3 Let the matrix $A_{n}$ be as in (1) with $a:=x, b:=\mathbf{i}$ and $c:=\mathbf{i}$. Then the complex factorization of the generalized Fibonacci polynomial is of the following form:

$$
\begin{equation*}
F_{\frac{n}{2}+1}(x)=\prod_{k=1}^{n}\left(x+2 \cos \left(\frac{2 k \pi}{n+2}\right)\right) . \tag{37}
\end{equation*}
$$

Proof The eigenvalues of the matrix $A_{n}$ in (2) are

$$
\lambda_{k}=x+2 \cos \left(\frac{2 k \pi}{n+2}\right), k=1,2, \ldots, \frac{n}{2}
$$

so the determinant of the matrix $A_{n}$ is

$$
\operatorname{det}\left(A_{n}\right)=\prod_{k=1}^{n}\left(x+2 \cos \left(\frac{2 k \pi}{n+2}\right)\right)^{2}
$$

From Eq. (37) and Corollary 2, the complex factorization of the generalized Fibonacci polynomial is provided.

Corollary 4 Let the matrix $A_{n}, n \times n(n=2 t+1, t \in \mathbb{N})$ be a pentadiagonal matrix as in (1) with $a:=x, b:=\mathbf{i}$ and $c:=\mathbf{i}$ where $\mathbf{i}=\sqrt{-1}$. Then

$$
\begin{equation*}
\operatorname{det}\left(A_{n}\right)=F_{\frac{n+1}{2}}(x) F_{\frac{n+1}{2}+1}(x) \tag{38}
\end{equation*}
$$

where $F_{n}(x)$ is nth Fibonacci polynomial.
Proof The determinant of $A_{n}(n=2 t+1, t \in \mathbb{N})$ can be written as

$$
\begin{equation*}
\operatorname{det}\left(A_{n}\right)=\left|\operatorname{tridiag}_{\frac{n-1}{2}}(c, a, b)\right|\left|\operatorname{tridiag}_{\frac{n+1}{2}}(c, a, b)\right| \tag{39}
\end{equation*}
$$

If we choose $a:=x, b:=\mathbf{i}$ and $c:=\mathbf{i}$ in (39), and substituting (35) into (39), we have

$$
\begin{aligned}
\operatorname{det}\left(A_{n}\right) & =\left|\operatorname{tridiag}_{\frac{n-1}{2}}(i, x, i)\right|\left|\operatorname{tridiag}_{\frac{n+1}{2}}(i, x, i)\right| \\
& =F_{\frac{n+1}{2}}(x) F_{\frac{n+1}{2}+1}(x)
\end{aligned}
$$

Corollary 5 Let the matrix $A_{n}, n \times n(n=2 t+1, t \in \mathbb{N})$ be a pentadiagonal matrix as in (1). Then

$$
\operatorname{det}\left(A_{n}\right)=\left\{\begin{array}{cc}
F_{\frac{n+1}{2}} F_{\frac{n+1}{2}+1} & \text { if } a=1, b=i \text { and } c=i  \tag{40}\\
P_{\frac{n+1}{2}} P_{\frac{n+1}{2}+1} & \text { if } a=2, b=i \text { and } c=i,
\end{array}\right.
$$

where $F_{n}$ and $P_{n}$ denote the nth Fibonacci and the nth Pell numbers.
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# Chains and Antichains in the Bruhat Order for Classes of (0, 1)-Matrices 

Ricardo Mamede


#### Abstract

Let $\mathscr{A}(R, S)$ denote the set of all matrices of zeros and ones with row sum vector $R$ and column sum vector $S$. This set can be ordered by a generalization of the usual Bruhat order for permutations. Contrary to the classical Bruhat order on permutations, where permutations can be seen as permutation matrices, the Bruhat order on the class $\mathscr{A}(R, S)$ is not, in general, graded, and an interesting problem is the determination of bounds for the maximal length of chains and antichains in this poset. In this survey we aim to provide a self-contained account of the recent developments involving the determination of maximum lengths of chains and antichains in the Bruhat order on some classes of matrices in $\mathscr{A}(R, S)$.


Keywords (0, 1)-Matrices • Majorization • Bruhat order • Row and column sum vector

## 1 Introduction

Matrices whose entries are just zeros and ones occur naturally in many different contexts, both in mathematics, in connection with graphs and, more generally, families of subsets of a finite set, and in other areas including educational tests, ecological studies, and social networks. A special class amongst these are the zero-one matrices with a prescribed row sum vector $R$ and a prescribed column sum vector $S$, denoted by $\mathscr{A}(R, S)$. This class of zero-one matrices was object of intensive study during the 1950s and 1960s by H.J. Ryser, D.R. Fulkerson, R.M. Haber, and D. Gale (see [5-7, $16,17,24,32]$ and the references therein), and has since then attracted the attention of many combinatorists.

One of the fundamental results involving the class $\mathscr{A}(R, S)$ is the beautiful characterization, in terms of majorization, of the existence of a matrix in this class, obtained independently by D. Gale [17], using the theory of network flows, and by

[^16]H.J. Ryser [31], using induction and a direct combinatorial reasoning. An interesting case in which the nonemptiness is guaranteed emerges when $R=S=(k, \ldots, k)$ is the constant vector having each of its $n$ components equal to $k$. In this case we simply write $\mathscr{A}(n, k)$ for $\mathscr{A}(R, S)$. In particular, $\mathscr{A}(n, 1)$ is the class of all permutation matrices of order $n$, which can be identified with the symmetric group $\mathscr{S}_{n}$.

This identification inspired Brualdi and Hwang [8] to define a Bruhat partial order $\preccurlyeq$ on a nonempty class $\mathscr{A}(R, S)$, which generalizes the classical Bruhat order on the symmetric group. Nevertheless, the characterization of this order seems much harder than the classical order: for instance, a characterization of the cover relations for the Bruhat order in $\mathscr{A}(R, S)$ is not known. Since, in general, this is not a graded poset, an interesting problem is the determination of bounds for the maximal length of chains and antichains for the Bruhat order in $\mathscr{A}(R, S)$. The aim of the present article is to contribute to the clarification of this problem by providing a self-contained account of the recent developments involving chains and antichains in the Bruhat order of the matrix classes $\mathscr{A}(2 k, k)$ and $\mathscr{A}(n, 2)$.

## 2 The Class $\mathscr{A}(R, S)$

Let $\mathbb{N}$ denote the set of non-negative integers. A weak composition with sum $\tau \in \mathbb{N}$ is a finite sequence $R=\left(r_{1}, \ldots, r_{m}\right)$ of non-negative integers with $\sum_{i} r_{i}=\tau$. A partition is a weakly decreasing weak composition. It is convenient to not distinguish between two partitions which only differ by a string of zeros at the end. We identify a partition $P=\left(p_{1}, \ldots, p_{m}\right)$ with its Ferrers diagram, obtained by placing $p_{i}$ left justified ones in the $i$ th row, for $1 \leq i \leq m$. For example, if $P=(3,3,2,2,1)$, its Ferrers diagram is

The conjugate partition $P^{*}=\left(p_{1}^{*}, \ldots, p_{n}^{*}\right)$ of $P$ is the partition corresponding to the transpose of the Ferrers diagram of $P$. In other words, each entry $p_{i}^{*}$ of $P^{*}$ satisfy

$$
p_{i}^{*}=\left|\left\{k: p_{k} \geq i\right\}\right| .
$$

For instance, the conjugate of $P=(3,3,2,2,1)$ is the partition $P^{*}=(5,4,2)$ and its Ferrers diagram is

| 1 | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 1 | 1 |  |.

The dominance or majorization order on partitions $R=\left(r_{1}, \ldots, r_{m}\right)$ and $S=$ $\left(s_{1}, \ldots, s_{n}\right)$ with the same sum $\tau$ is defined by setting $R \leq S$ if

$$
r_{1}+\cdots+r_{i} \leq s_{1}+\cdots+s_{i}
$$

for $i=1, \ldots, \min \{m, n\}$. The set of all partitions with $\operatorname{sum} \tau$ ordered by majorization is a lattice with maximum element $(n)$ and minimum element $\left(1^{n}\right)=(1,1, \ldots, 1)$, and is self dual under the map which sends each partition to its conjugate. Graphically, $R \leq S$ if and only if the diagram of $R$ is obtained by "lowering" at least one 1 in the diagram of $S$. Clearly $R \leq S$ if and only if $S^{*} \leq R^{*}$. Moreover, $S$ covers $R$, written as $R \triangleleft S$, if and only if $S$ is obtained from $R$ by lifting exactly one 1 in the diagram of $R$ to the next available position such that the transfer must be from some $r_{k}$ to $r_{j}$ with $j<k$ and either $k=j+1$ or $r_{k}=r_{j}$ [9]. In this case we say that $S$ is obtained from $R$ by a transfer from $r_{k}$ to $r_{j}$.

Lemma 1 Let $R$ and $S$ be partitions with sum $\tau$. Then $R \leq S$ if and only if $S$ can be obtained from $R$ by a finite sequence of transfers.

Let $m$ and $n$ be two positive integers and let $R=\left(r_{1}, \ldots, r_{m}\right)$ and $S=\left(s_{1}, \ldots, s_{n}\right)$ be compositions with the same sum

$$
r_{1}+r_{2}+\cdots+r_{m}=s_{1}+s_{2}+\cdots+s_{n}
$$

The set of all $m \times n$ matrices over $\{0,1\}$ with $i$ th row sum equal to $r_{i}$, for $1 \leqslant i \leqslant m$, and $j$ th column sum equal to $s_{j}$, for $1 \leqslant j \leqslant n$, is commonly denoted by $\mathscr{A}(R, S)$. For the characterization of $\mathscr{A}(R, S)$ we may assume that all entries $r_{i}$ and $s_{j}$ are positive, since otherwise each matrix in $\mathscr{A}(R, S)$ has a row of 0 's or a column of 0 's. Moreover, without loss of generality we may also assume that $R$ and $S$ are partitions, since otherwise for permutation matrices $P$ and $Q$ of orders $m$ and $n$, respectively, we have

$$
\mathscr{A}(R P, S Q)=\{P A Q: A \in \mathscr{A}(R, S)\}
$$

When $S=R^{*}$ it is easy to check that the set $\mathscr{A}\left(R, R^{*}\right)$ has only one element, namely the matrix $A(R, n)$ of size $m \times n$ obtained by completing with zeros the Ferrers diagram of $R$, placed in the upper left corner. For instance, if $R=(3,3,2,2,1)$, then

$$
A(R, 3)=\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 0 \\
1 & 1 & 0 \\
1 & 0 & 0
\end{array}\right) \in \mathscr{A}\left(R, R^{*}\right)
$$

The general characterization of the set $\mathscr{A}(R, S)$ was obtained independently by D. Gale [17], using the theory of network flows, and by H.J. Ryser [31], using induction and a direct combinatorial reasoning. Since then various proofs were obtained
[5]. The proof we present here is due to M. Krause [25] and uses properties of dominance order (see also [3, 4, 13, 26]).
Theorem 1 (Gale-Ryser theorem) Let $R$ and $S$ be partitions with the same sum $\tau$. Then, $\mathscr{A}(R, S)$ is nonempty if and only if $S \leq R^{*}$.
Proof Assume there is a $(0,1)$-matrix with row sum $R$ and columns sum $S$. Since the ones in $A(R, n)$ are left-justified, any matrix $A=\left[a_{i j}\right] \in \mathscr{A}(R, S)$ has at most as many ones in the first $k$ columns as $A(R, n)$ has, for all $k \leq n$, that is,

$$
\sum_{j=1}^{k} s_{j}=\sum_{j=1}^{k} \sum_{i=1}^{m} a_{i j} \leq \sum_{j=1}^{k} \sum_{i=1}^{m} A(R, n)_{i j}=\sum_{j=1}^{k} r_{j}^{*}
$$

It follows that $S \leq R^{*}$.
Reciprocally, assume that $S \leq R^{*}$. Then, by Lemma $1, R^{*}$ can be obtained from $S$ by a finite number of transfers

$$
S=R^{t} \triangleleft R^{t-1} \triangleleft \cdots \triangleleft R^{1}=R^{*}
$$

where $R^{k}$ is obtained from $R^{k-1}$ by a transfer, for $i=2, \ldots, t$. We proceed by induction over $t \geq 1$. When $t=1$ we have $S=R^{*}$ and in this case $\mathscr{A}\left(R, R^{*}\right)$ is nonempty and has only the matrix $A(R, n)$. The conclusion follows by induction after we have proven the following claim:

Claim: If $\mathscr{A}(R, P)$ is nonempty, and $P^{\prime} \triangleleft P$ is obtained from $P$ by a transfer, then also $\mathscr{A}\left(R, P^{\prime}\right)$ is nonempty.

Proof of Claim: Let $A=\left[a_{i j}\right] \in \mathscr{A}(R, P)$ and assume that $P^{\prime}$ is obtained from $P=\left(p_{1}, \ldots, p_{n}\right)$ by a transfer from $p_{i}$ to $p_{j}$, for some $i<j$. Then $p_{i}>p_{j}$ and there is a row $k$ in $A$ where $a_{k i}=1$ and $a_{k j}=0$. Consider $A^{\prime}=\left[a_{p q}^{\prime}\right]$ where $a_{k i}^{\prime}=0$ and $a_{k j}^{\prime}=1$, while all other entries of $A^{\prime}$ agree with those from $A$. Clearly, $A^{\prime} \in \mathscr{A}\left(R, P^{\prime}\right)$.

This proves the claim, and therefore the theorem.
For example, by the Gale-Ryser theorem there exists a matrix $A$ in the set $\mathscr{A}(R, S)$, with $R=(3,3,2,2,1)$ and $S=(4,4,2,1)$, since $R^{*}=(5,4,2)$ majorizes $S$. Starting with the matrix $A(R, 4)$ and the sequence of cover relations

$$
S=(4,4,2,1) \triangleleft(5,3,2,1) \triangleleft(5,4,1,1) \triangleleft(5,4,2)=R^{*},
$$

the procedure obtained from the proof of the theorem above leads to a solution for $A$ as follows:

$$
A(R, 4)=\left(\begin{array}{llll}
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) \rightarrow\left(\begin{array}{llll}
1 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 \\
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) \rightarrow\left(\begin{array}{llll}
1 & 1 & 1 & 0 \\
1 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) \rightarrow
$$

$$
\rightarrow\left(\begin{array}{llll}
1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right)=A \in \mathscr{A}(R, S)
$$

An important class of matrices in which nonemptiness is assured by the GaleRyser theorem occurs when $m=n, k \in \mathbb{N}$ such that $0 \leq k \leq n$, and

$$
R=S=(k, \ldots, k)
$$

is the constant vector having each component equal to $k$ : in this case we write $\mathscr{A}(n, k)$ instead of $\mathscr{A}(R, S)$.

While the proof of the nomemptiness of the set $\mathscr{A}(R, S)$ is constructive, as Ryser predicted "the exact number of them is undoubtedly an extremely intricate function of the row and column sums". In 1988 Wang [33] presented such a formula which involves $2^{n}-2 n$ variables. Several improvements have since then been achieved with a substancial reduction of the number of variables. Nevertheless, computing a closed manageable formula for such sequence is still an open problem which looks quite hard (cf., e.g., $[1,10,21-23,27,30,34]$ and the references therein for some partial results). For the case $\mathscr{A}(n, k)$, an asymptotic formula was obtained by O'Neil [29] (see also [15]):

$$
\begin{equation*}
\# \mathscr{A}(n, k) \sim \frac{(k n)!}{(k!)^{2 n}} e^{-(k-1)^{2} / 2} \tag{1}
\end{equation*}
$$

## 3 The Bruhat Order on $\mathscr{A}(R, S)$

Amongst the various ways to define a partial order on the symmetric group $\mathscr{S}_{n}$, the Bruhat order is the most prominent of all as it can be generalized to any Coxeter group. Identifying permutations with permutation matrices, Brualdi and Hwang [8] generalized further this partial order to the class of matrices $\mathscr{A}(R, S)$. In this section we describe this process and analyse some characteristics of the Bruhat order on $\mathscr{A}(R, S)$.

An inversion of a permutation $p=p_{1} p_{2} \cdots p_{n} \in \mathscr{S}_{n}$ is a pair $\left(p_{i}, p_{j}\right)$ such that $i<j$ but $p_{i}>p_{j}$. The Bruhat order on the symmetric group $\mathscr{S}_{n}$ can then be defined by declaring that permutation $p$ is less than or equal to permutation $q$, denoted $p \preceq q$, if and only if either $p=q$, or $p$ can be obtained from $q$ by a series of operations, each of which interchanges the two entries of an inversion. An operation of this type reduces the number of inversions in a permutation. The identity permutation $12 \cdots n$ is the unique minimal element in the Bruhat order on $\mathscr{S}_{n}$, and the unique maximal element is the permutation $n(n-1) \cdots 1$.

The symmetric group can be identified in a natural way with the class of permutation matrices $\mathscr{A}(n, 1)$ of order $n$. Using this identification, an inversion on a
permutation $p \in \mathscr{S}_{n}$ corresponds to a pair of ones in the corresponding permutation matrix $P$, one of which is located to the top-right of the other. More precisely, if $P=\left[p_{i j}\right] \in \mathscr{A}(n, 1)$, an inversion in $P$ consists of any two entries $p_{i j}=p_{k \ell}=1$ such that $(i-k)(j-k)<0$. We denote the total number of inversions in $P$ by $\nu(P)$ [19].

For permutation matrices $P$ and $Q$ of order $n$, corresponding to permutations $p$ and $q$, we say that $P$ is less than or equal to $Q$ in the Bruhat order, and write $P \preceq Q$, whenever $p \preceq q$.

An alternative, but equivalent, way to define the Bruhat order on the symmetric group is to use the Gale order [2] on subsets of a fixed size of $[n]:=\{1, \ldots, n\}$. Given two nonempty subsets $X=\left\{a_{1}, \ldots, a_{k}\right\}$ and $Y=\left\{b_{1}, \ldots, b_{k}\right\}$ of [ $n$ ], written in increasing order, we say that $X$ is less than, or equal to $Y$ in the Gale order, denoted $X \leq_{G} Y$, if and only if $a_{1} \leq b_{1}, a_{2} \leq b_{2}, \ldots, a_{k} \leq b_{k}$. For $p=p_{1} p_{2} \cdots p_{n}$, let $p[k]=\left\{p_{1}, p_{2}, \ldots, p_{k}\right\}$. The following lemma is a straightforward consequence of the definitions [8].

Lemma 2 Let $p$ and $q$ be permutations in $\mathscr{S}_{n}$. Then,

$$
p \preceq q \text { if and only if } p[k] \leq_{G} q[k], \quad(1 \leq k \leq n) .
$$

For a $m \times n$ matrix $A=\left[a_{i j}\right]$, let $\Sigma_{A}=\left(\sigma_{i j}(A)\right)$ denote the $m \times n$ matrix whose $(i, j)$-entry equals

$$
\sigma_{i j}(A)=\sum_{k=1}^{i} \sum_{\ell=1}^{j} a_{k, \ell} \quad(1 \leq i \leq m, 1 \leq j \leq n)
$$

That is, $\sigma_{i, j}(A)$ is the sum of the entries in the leading $i$ by $j$ submatrix of $A$. Using the Gale order, it is easy to check that for permutation matrices $P$ and $Q$ of order $n$, one has $P \preceq Q$ if and only if $\Sigma_{P} \geq \Sigma_{Q}$, where this latter order is the entrywise order (see [5] for a proof).

Lemma 3 If $P$ and $Q$ are permutation matrices of order $n$, then $P \preccurlyeq Q$ if and only if $\Sigma_{P} \geq \Sigma_{Q}$.

This result, which is equivalent to Lemma 2, can be used to extend to the class $\mathscr{A}(R, S)$ the Bruhat order on permutation matrices. If $A_{1}$ and $A_{2}$ are matrices in the class $\mathscr{A}(R, S)$, then we say that $A_{1}$ is less than, or equal to $A_{2}$ in the Bruhat order, denoted $A_{1} \preceq A_{2}$, if and only if $\Sigma_{A_{1}} \geq \Sigma_{A_{2}}$ in the entrywise order, i.e. $\sigma_{i j}\left(A_{1}\right) \geq$ $\sigma_{i j}\left(A_{2}\right)$ for all $1 \leq i \leq m$ and $1 \leq j \leq n$.

It is well known that the Bruhat order on permutation matrices is graded, that is all maximal chains have the same length, with rank function given by the number of inversions. But in general, the Bruhat order on $\mathscr{A}(R, S)$ is not graded. For instance, consider the following matrices in $\mathscr{A}(4,2)$ :

$$
A=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0
\end{array}\right) \text { and } C=\left(\begin{array}{cccc}
1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 \\
0 & 0 & 1 & 1
\end{array}\right)
$$

and also

$$
\begin{gathered}
X_{1}=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
1 & 0 & 1 & 0
\end{array}\right), \quad Y_{1}=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0
\end{array}\right), \\
Y_{2}=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{array}\right) \text { and } Y_{3}=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1,
\end{array}\right) .
\end{gathered}
$$

In [7], it shown that $A$ covers $X_{1}, X_{1}$ covers $C, A$ covers $Y_{1}, Y_{1}$ covers $Y_{2}, Y_{2}$ covers $Y_{3}$, and $Y_{3}$ covers $C$. That is, there are maximal chains from $A$ to $C$ of lengths 2 and 4 in the Bruhat order, proving that the class $\mathscr{A}(4,2)$, under the Bruhat order, is not graded.

Also, as pointed before, in the Bruhat order on the class $\mathscr{A}(n, 1)$ there is a unique minimal matrix, the identity $I_{n}$, and a unique maximal matrix, the permutation matrix $D_{n}$ with 1 's in the positions $(1, n),(2, n-1), \ldots,(n, 1)$. In general, however, there can be many minimal and maximal matrices in a nonempty class $\mathscr{A}(R, S)$. Brualdi and Hwang showed in [8] that the following algorithm constructs a minimal matrix in the Bruhat order on the class $\mathscr{A}(n, k)$. Note that if $A \preccurlyeq B$ in $\mathscr{A}(n, k)$, and $A^{\prime}$ and $B^{\prime}$ are obtained from $A$ and $B$ respectively by reversing the order of their columns, then $B^{\prime} \preccurlyeq A^{\prime}$. Therefore, maximal matrices in the Bruhat order of $\mathscr{A}(n, k)$ are obtained by reversing the order of the columns in minimal matrices.

As usual, we let $J_{m n}$ denote the $m$ by $n$ matrix of all l's, abbreviated to $J_{n}$ when $m=n$.

Algorithm to Construct a Minimal Matrix in the Bruhat Order on $\mathscr{A}(n, k)$.

1. Let $n=q k+r$ where $0 \leq r<k$.
2. If $r=0$, then $A=J_{k} \oplus \cdots \oplus J_{k},\left(q J_{k}\right.$ 's) is a minimal matrix, where $\oplus$ denotes the direct sum of matrices.
3. Else, $r \neq 0$.
a. If $q \geq 2$, let

$$
A=X \oplus J_{k} \oplus \cdots \oplus J_{k}, \quad\left(q-1 J_{k} ’ \mathrm{~s}, X \text { has order } k+r\right),
$$

and let $n \leftarrow k+r$.
b. Else, $q=1$, and let

$$
A=\left(\begin{array}{c|c}
J_{r, k} & O_{r} \\
\hline X & J_{k, r}
\end{array}\right),(X \text { has order } k),
$$

and let $n \leftarrow k$ and $k \leftarrow k-r$.
c. Proceed recursively with the current values of $n$ and $k$ to determine $X$.

For example, with $n=9$ and $k=2$ the algorithm above construct the following minimal matrix in $\mathscr{A}(9,2)$ :

$$
A=\left(\begin{array}{c|c}
J_{1,2} & O_{1} \\
\hline J_{1} \oplus J_{1} & J_{2,1}
\end{array}\right) \oplus J_{2} \oplus J_{2} \oplus J_{2}
$$

We start by writing $9=4 \cdot 2+1$ to get, by step $3(a), A=X \oplus J_{2} \oplus J_{2} \oplus J_{2}$, where the matrix $X$ has order 3 , and we set $n=3$ and $k=2$. Next, since $3=1 \cdot 2+1$, by step $3(b)$, we get

$$
X=\left(\begin{array}{c|c}
J_{1,2} & O_{1} \\
\hline Y & J_{2,1}
\end{array}\right)
$$

where $Y$ is of order 2, and we set $n=2$ and $k=1$. Finally, since $2=2 \cdot 1$, by step 2 we get $Y=J_{1} \oplus J_{1}$.

If we let $F_{n}$ denote the matrix of order $n$ with 0 's in positions $(1, n)$, $(2, n-2), \ldots,(n, 1)$ and 1 's elsewhere, then the minimal matrix for $\mathscr{A}(9,2)$ obtained in the example above is a direct sum of matrices equal to $J_{2}$ and $F_{3}=$ $\left(\begin{array}{lll}1 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 1\end{array}\right)$. As Brualdi and Hwang proved in [8], this is part of a general property of the classes $\mathscr{A}(n, 2)$.

Theorem 2 [8] Let $n$ be an integer greater than or equal to 2. Then a matrix in $\mathscr{A}(n, 2)$ is a minimal matrix in the Bruhat order if and only if it is the direct sum of matrices equal to $J_{2}$ and $F_{3}$.

Hence, when $n$ is odd, we can construct a minimal matrix $P_{n}$ in $\mathscr{A}(n, 2)$ as the direct sum of $n / 2$ copies of $J_{2}$, and the corresponding maximal matrix $Q_{n}$ :

$$
P_{n}=\left(\begin{array}{cccc}
J_{2} & 0 & \cdots & 0  \tag{2}\\
0 & J_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & J_{2}
\end{array}\right) \text { and } Q_{n}=\left(\begin{array}{cccc}
0 & \cdots & 0 & J_{2} \\
0 & \cdots & J_{2} & 0 \\
\vdots & \ddots & \vdots & \vdots \\
J_{2} & \cdots & 0 & 0
\end{array}\right)
$$

and when $n$ is odd, we construct a minimal matrix $P_{n}$ as the direct sum of $(n-3) / 2$ copies of $J_{2}$ and one copy of $F_{3}$, and the corresponding maximal matrix $Q_{n}$ :

$$
P_{n}=\left(\begin{array}{ccccc}
J_{2} & 0 & \cdots & 0 & 0  \tag{3}\\
0 & J_{2} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & J_{2} & 0 \\
0 & 0 & \cdots & 0 & F_{3}
\end{array}\right) \text { and } Q_{n}=\left(\begin{array}{ccccc}
0 & 0 & \cdots & 0 & J_{2} \\
0 & 0 & \cdots & J_{2} & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & J_{2} & \cdots & 0 & 0 \\
F_{3}^{\prime} & 0 & \cdots & 0 & 0
\end{array}\right)
$$

In [7] it was proved that $\mathscr{A}(n, k)$ contains a unique minimal element in the Bruhat order if and only if $k \in\{0,1, n-1, n\}$ or $n=2 k$. Notice also that when $n=2 k$, step 2 of the algorithm above produces the minimal matrix $J_{k} \oplus J_{k}$, so this is the only minimal matrix in $\mathscr{A}(2 k, k)$.

Theorem 3 [7] Let $n$ and $k$ be integers with $0 \leq k \leq n$. Then the class $\mathscr{A}(n, k)$ has a unique minimal element in the Bruhat order if and only if $k \in\{0,1, n-1, n\}$ or $n=2 k$. The unique minimal and maximal matrices in $\mathscr{A}(2 k, k)$ are, respectively

$$
P_{k}=\left(\begin{array}{cc}
J_{k} & O_{k} \\
O_{k} & J_{k}
\end{array}\right) \text { and } Q_{k}=\left(\begin{array}{cc}
O_{k} & J_{k} \\
J_{k} & O_{k}
\end{array}\right)
$$

Since $\mathscr{A}(n, k) \simeq \mathscr{A}(n, n-k)\left(\right.$ the map $A \longmapsto J_{n}-A$ does the job),$\# \mathscr{A}(n, 0)=$ 1 and $\mathscr{A}(n, 1) \simeq S_{n}$, the most interesting case in which there is uniqueness of minimal and maximal matrices is $\mathscr{A}(2 k, k)$.

## 4 Chains in $\mathscr{A}(2 k, k)$ and $\mathscr{A}(n, 2)$

In this section we address the problem of finding the maximum length of a chain in the Bruhat order on the classes $\mathscr{A}(2 k, k)$ and $\mathscr{A}(n, 2)$, giving algorithms to construct such chains, following [11, 19]. We start by proving that the maximum length of a chain in the Bruhat order on the class $\mathscr{A}(2 k, k)$ is $k^{4}$, giving an algorithm that construct such a sequence.

Theorem 4 [11] For any positive integer $k$, the maximal length of $a$ chain in the Bruhat order in $\mathscr{A}(2 k, k)$ equals $k^{4}$.

Proof For any $A, B \in \mathscr{A}(R, S)$ such that $A \preceq B$, as an immediate consequence of the definition of Bruhat order, an upper bound for the length of any admissible chain between $A$ and $B$ is clearly given by

$$
\varphi(A, B):=\sum_{i=1}^{m} \sum_{j=1}^{n}\left[\sigma_{i j}(A)-\sigma_{i j}(B)\right] .
$$

Since by Theorem 3 the poset $(\mathscr{A}(2 k, k), \preceq)$ admits a unique minimum $P_{k}$ and a unique maximum $Q_{k}$, any chain between two pairwise comparable elements can be extended to a chain between $P_{k}$ and $Q_{k}$.

After some lengthy but rather straightforward computations we get

$$
\begin{gathered}
\sigma_{i j}\left(P_{k}\right)= \begin{cases}i j & \text { if } i, j \leq k \\
i k & \text { if } i \leq k \leq j \\
j k & \text { if } i \geq k \geq j \\
i j-k(i+j-2 k) & \text { if } i, j \geq k\end{cases} \\
\sigma_{i j}\left(Q_{k}\right)= \begin{cases}0 & \text { if } i, j \leq k \\
i(j-k) & \text { if } i \leq k \leq j \\
j(i-k) & \text { if } i \geq k \geq j \\
k(i+j-2 k) & \text { if } i, j \geq k\end{cases}
\end{gathered}
$$

and $\varphi\left(P_{k}, Q_{k}\right)=k^{4}$.
Hence it suffices to present an instance of a chain between $P_{k}$ and $Q_{k}$ having exactly such length. We do that in an algorithmic way, presenting a procedure to generate an order preserving path in the Hasse diagram of $\mathscr{A}(2 k, k)$.
Procedure [Switch $(t, r)$ ] $1 \leq t, r \leq 2 k-1$.
Input: $A=\left(a_{i j}\right) \in \mathscr{A}(2 k, k)$ such that the submatrix

$$
\left(\begin{array}{cc}
a_{t, r} & a_{t, r+1} \\
a_{t+1, r} & a_{t+1, r+1}
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) .
$$

Output: $B=\left(b_{i j}\right) \in \mathscr{A}(2 k, k)$ such that $b_{i j}=a_{i j}$ if $1 \leq i, j \leq 2 k$ and $\{i, j\} \notin$ $\{\{t, r\},\{t, r+1\},\{t+1, r\},\{t+1, r+1\}\}$, and

$$
\left(\begin{array}{cc}
b_{t, r} & b_{t, r+1} \\
b_{t+1, r} & b_{t+1, r+1}
\end{array}\right)=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) .
$$

It is easy to see that executing procedure $\operatorname{Switch}(t, r)$ the output covers the input in the Bruhat order for any choice of parameters. Our chain will be made by repeated applications of the procedure $\operatorname{Switch}(t, r)$.
Procedure [Switch-rows $(t)$ ] $1 \leq t \leq 2 k-1$.
Input: $A=\left(a_{i j}\right) \in \mathscr{A}(2 k, k)$ such that rows $t, t+1$ equal

$$
\binom{1, \ldots, 1,0, \ldots, 0}{0, \ldots, 0,1, \ldots, 1} .
$$

For $\alpha=k$ down to 1 do
Begin
For $\beta=\alpha$ to $\alpha+k-1$ do $\operatorname{Switch}(t, \beta)$.
End.
Output: $B=\left(b_{i j}\right) \in \mathscr{A}(2 k, k)$ such that $b_{i, j}=a_{i, j}$ for any $1 \leq i, j \leq 2 k$ such that $i \neq t, t+1$, and rows $t, t+1$ equal

$$
\binom{0, \ldots, 0,1, \ldots, 1}{1, \ldots, 1,0, \ldots, 0} .
$$

$\operatorname{Algorithm}[\operatorname{Chain}(k)] k \in \mathbb{N} \backslash\{0\}$.
Input: $P_{k}$.
For $\alpha=k$ down to 1 do
Begin
For $\beta=\alpha$ to $\alpha+k-1$ do Switch-rows $(\beta)$.
End.
Output: $Q_{k}$.
We can see that, for any choice of parameters, the procedure "Switch" is invoked $k^{2}$ times by procedure "Switch-rows", and that algorithm "Chain" recalls procedure "Switch-rows" $k^{2}$ times as well, so there are $k^{4}$ application of procedure "Switch". Since, as already remarked, each time that procedure "Switch" is recalled we are moving up (by one cover relation) in the Hasse diagram of the poset $(\mathscr{A}(2 k, k), \preceq)$, all the constructed elements are pairwise distinct members of the desired chain, and the result follows.

For the sake of clarity, we present in detail our construction of the chain for the case $k=2$.

Example 1 A chain of maximal length in the class $\mathscr{A}(4,2)$. Dots represent zeros.

$$
\begin{aligned}
& \mapsto\left(\begin{array}{cccc} 
& 1 & 1 & 1 \\
& 1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & .
\end{array}\right)=Q_{2} .
\end{aligned}
$$

We turn now our attention to the problem of finding the maximum length of a chain in the Bruhat order on the class $\mathscr{A}(n, 2)$, following closely M. Ghebleh [19]. The key factor for the construction of such a maximal chain is the number of inversions of a $(0,1)$-matrix, which was shown by Ghebleh to be monotonic with respect to the

Bruhat order on the class $\mathscr{A}(n, 2)$ using a variation of the Bruhat order on $\mathscr{A}(R, S)$, called the secondary Bruhat order, which coincides with the Bruhat order on the class $\mathscr{A}(n, 2)$.

Lemma 4 Let $A, C \in \mathscr{A}(n, 2)$. If $A \supsetneqq C$, then $\nu(A)<\nu(C)$.
Note that from this result we can conclude that if $\nu(A)=\nu(C)$ for two distinct $A, C \in \mathscr{A}(n, 2)$ then $A$ and $C$ are incomparable in the Bruhat order. Therefore, the set $\nu^{-1}(t)$ of all matrices $A \in \mathscr{A}(n, 2)$ with $\nu(A)=t$ is an antichain in the Bruhat order of $\mathscr{A}(n, 2)$, for any integers $n \geq 2$ and $t \geq 0$.

In the next results, we present Ghebleh's construction of chains of lengths $2 n(n-$ 2) if $n \geq 4$ is even, or $2 n(n-2)-1$ if $n \geq 5$ is odd, respectively, in the Bruhat order of $\mathscr{A}(n, 2)$, starting at the minimal matrices $P_{n}$ and ending at the maximal matrices $Q_{n}$ given in (2) and (3), respectively.

Proposition 1 If $n \geq 4$ is even, then there is a chain of length $2 n(n-2)$ from $P_{n}$ to $Q_{n}$ in the Bruhat order of $\mathscr{A}(n, 2)$.

Proof The chain is constructed recursively by induction on $n$. For $n=4$ the chain was given by Theorem 4 and presented in Example 1. So, let $n \geq 6$ be even, and note that by (2), $P_{n}=P_{n-2} \oplus J_{2}$. By the induction hypothesis, there is a chain of length $2(n-2)(n-4)$ from $P_{n-2}$ to $Q_{n-2}$. Taking the direct sum of the matrices in such chain with $J_{2}$, we obtain a chain of the same length from $P_{n}$ to $A_{1}=Q_{n-2} \oplus J_{2}$. This chain can be extended to one from $P_{n}$ to $Q_{n}$ as follows. Let $E_{1}$ be the submatrix of $A_{1}$ induced by rows $1,2, n-1, n$ and columns $n-3, n-2, n-1, n$. Then, $E_{1}=P_{4}$. We extend the current chain by keeping all entries outside $E_{1}$ constant, and applying the chain of case $n=4$ in the positions corresponding to $E_{1}$. This extends the current chain by 16 . Let $A_{2}$ denote the end of this chain. We procced by applying the same procedure to the submatrix $E_{2}=P_{4}$ of $A_{2}$ induced by rows $3,4, n-1, n$, and columns $n-5, n-4, n-3, n-2$. The process is repeated for a total of $n / 2-1$ times, after which the resulting chain ends at $A_{n / 2}=Q_{n}$. The length of this chain is

$$
2(n-2)(n-4)+16(n / 2-1)=2 n(n-2)
$$

as required.
Example 2 A chain of maximal length in the class $\mathscr{A}(5,2)$. Dots represent zeros.

Proposition 2 If $n \geq 5$ is odd, then there is a chain of length $2 n(n-2)-1$ from $P_{n}$ to $Q_{n}$ in the Bruhat order of $\mathscr{A}(n, 2)$.

Proof As for the even case, the chain is constructed recursively by induction on $n$. For $n=5$ the chain is shown in Example 2. Let $n=2 k+5$ with $k \geq 1$. Then $P_{n}=$ $P_{2 k} \oplus P_{5}$. By applying the chain for the case $n=5$ of Example 2 to the submatrix of $P_{n}$ formed by its last five rows and its last five columns, we obtain a chain of length 29 from $P_{n}$ to $A=P_{2 k}+Q_{5}$. Let $E$ be the $5 \times 5$ submatrix of $A$ induced by the rows $2 k-1,2 k, n-1, n-1, n$ and columns $2 k-1, \ldots, 2 k+3$. Then $E=$
$J_{2} \oplus F_{3}^{\prime}$. Note that $\Sigma_{E} \geq \Sigma_{Z}$, where $Z$ is the seventh matrix of the chain in $\mathscr{A}(5,2)$ constructed in Example 2. Thus, $E \preceq Z$ and we may apply the subchain of Example 2 that start with $Z$ and ends with $Q_{5}$ to extend the current chain by 24 . We repeat this procedure $k$ times to obtain a chain ending at

$$
C=\left(\begin{array}{cc}
0 & P_{n-3} \\
F_{3}^{\prime} & 0
\end{array}\right)
$$

Using now Proposition 1, we may extend this chain to end at

$$
Q_{n}=\left(\begin{array}{cc}
0 & Q_{n-3} \\
F_{3}^{\prime} & 0
\end{array}\right)
$$

This chain has length $29+24 k+2(n-3)(n-5)=2 n(n-2)-1$.
The next result shows that the chains constructed in Propositions 1 and 2 are indeed the longest possible chains in the Bruhat order of $\mathscr{A}(n, 2)$.

Theorem 5 [19] Let $n \geq 4$ and let $\delta(n)$ denote the maximum length of a chain in the Bruhat order of $\mathscr{A}(n, 2)$. Then,

$$
\delta(n)= \begin{cases}2 n(n-2), & \text { if } n \equiv 0(\bmod 2) \\ 2 n(n-2)-1, & \text { if } n \equiv 1(\bmod 2)\end{cases}
$$

Proof Let $A_{0} \preceq A_{1} \preceq \cdots \preceq A_{k}$ be a chain in the Bruhat order of $\mathscr{A}(n, 2)$. By Lemma 4 we have $\nu\left(A_{0}\right)<\nu\left(A_{1}\right)<\cdots<\nu\left(A_{k}\right)$, from which it follows that $k \leq \nu\left(A_{k}\right)-$ $\nu\left(A_{0}\right)$. Since a chain of maximum length $\delta(n)$ begins with a minimal element and ends with a maximal element, we obtain

$$
\delta(n) \leq \max \{\nu(Q)\}-\min \{\nu(P)\},
$$

where the maximum is over all maximal matrices $Q$ and the minimum is over all minimal matrices $P$ in the Bruhat order of $\mathscr{A}(n, 2)$.

On the other hand, since by Theorem 2 any minimal matrix in $\mathscr{A}(n, 2)$ is a direct sum of matrices equal to $J_{2}$ and $F_{3}$, and $\nu\left(J_{2}\right)=1$ and $\nu\left(F_{3}\right)=2$, a minimal matrix with the smallest number of inversions cannot have more than one direct sum component $F_{3}$. Therefore, $\nu\left(P_{n}\right)$ is the smallest possible value of $\nu(P)$, for any $P \in \mathscr{A}(n, 2)$, and similarly, $\nu\left(Q_{n}\right)$ is the largest possible value of $\nu(Q)$, for any $Q \in \mathscr{A}(n, 2)$. Therefore, we obtain

$$
\delta(n) \leq \nu\left(Q_{n}\right)-\nu\left(P_{n}\right)
$$

Note that there are no inversions in $P_{n}$ involving entries from different $J_{2}$ and $F_{3}$ direct sum components. Thus, $\nu\left(P_{n}\right)=\lceil n / 2\rceil$. In the maximal matrix $Q_{n}$, however, every pair of ones in different $J_{2}$ and $F_{3}^{\prime}$ sum components gives an inversion, while
there are $\nu\left(J_{2}\right)=1$ and $\nu\left(F_{3}^{\prime}\right)=7$ inversions within each block. A simple calculation gives $\nu\left(Q_{n}\right)=\left\lfloor\left(4 n^{2}-7 n\right) / 2\right\rfloor$. Hence,

$$
\delta(n) \leq\left\lfloor\left(4 n^{2}-7 n\right) / 2\right\rfloor-\lceil n / 2\rceil= \begin{cases}2 n(n-2), & \text { if } n \equiv 0(\bmod 2) \\ 2 n(n-2)-1, & \text { if } n \equiv 1(\bmod 2)\end{cases}
$$

The constructions obtained in the proofs of Propositions 1 and 2 proves the lower bound.

## 5 Antichains in $\mathscr{A}(2 k, k)$ and $\mathscr{A}(n, 2)$

Dilworth's theorem [14] states that the maximum number of elements in any antichain in a partially ordered set equals the minimum number of chains into which the set may be partitioned. Mirsky's dual of this theorem [28] states that the maximum number of elements in any chain in a partially ordered set equals the minimum number of antichains into which the set may be partitioned. Denoting by $h(n, k)$ (respectively $w(n, k)$ ) the maximum number of elements in a antichain (respectively chain) in the Bruhat order of $\mathscr{A}(n, k)$, Dilworth's and Mirsky's theorems imply

$$
\begin{equation*}
h(n, k) w(n, k) \geq \# \mathscr{A}(n, k) \tag{4}
\end{equation*}
$$

By Theorems 4 and 5 we have

$$
h(2 k, k)=k^{4}+1 \text { and } h(n, 2)=2 n(n-2)+\varepsilon,
$$

for $k \geq 1, n \geq 4$, where $\varepsilon$ is 0 if $n$ is odd, and 1 if $n$ is even. These values, together with Eqs. (1) and (4), indicates that the maximum number of elements in any antichain on the Bruhat order of the sets $\mathscr{A}(2 k, k)$ and $\mathscr{A}(n, 2)$ have exponentially large sizes. In what follows we derive lower bound for the number $w(n, k)$ of the Bruhat order on the classes $\mathscr{A}(2 k, k)$ and $\mathscr{A}(n, 2)$.

In the first result we explain the construction made in [12] of antichains of size $\left(\frac{k}{2}^{4}+1\right)^{2}$ on the class $\mathscr{A}(2 k, k)$, a result which was improved in [20], as we will see. Nevertheless, the constructive nature of these antichains make it worth to include it in this survey.

Theorem 6 For any integer $k \geqslant 2$, let $w(2 k, k)$ be the largest size of an antichain in the Bruhat order in $\mathscr{A}(2 k, k)$. Then

$$
w(2 k, k) \geq\left(\frac{k^{4}}{2}+1\right)^{2}
$$

Proof We start by proving the bound for $w(2 k, k)$ when $k \equiv 0(\bmod 2)$. Recalling that by Theorem $3, \mathscr{A}(2 k, k)$ admits a minimum $P_{k}$ and a maximum $Q_{k}$, let us consider the matrix

$$
\begin{align*}
& A=\left(\begin{array}{cc|cc}
J_{\frac{k}{2}} & J_{\frac{k}{2}} & O_{\frac{k}{2}} & O_{\frac{k}{2}} \\
O_{\frac{k}{2}} & O_{\frac{k}{2}} & J_{\frac{k}{2}} & J_{\frac{k}{2}} \\
\hline O_{\frac{k}{2}} & O_{\frac{k}{2}} & J_{\frac{k}{2}} & J_{\frac{k}{2}} \\
J_{\frac{k}{2}}^{2} & J_{\frac{k}{2}}^{2} & O_{\frac{k}{2}} & O_{\frac{k}{2}}
\end{array}\right)=\left(\begin{array}{c|c|c}
J_{\frac{k}{2}} & P_{\frac{k}{}} & O_{\frac{k}{2}} \\
O_{\frac{k}{2}} & & J_{\frac{k}{2}} \\
\hline O_{\frac{k}{2}} & Q_{\frac{k}{2}} & J_{\frac{k}{2}}^{2} \\
J_{\frac{k}{2}}^{2} & O_{\frac{k}{2}}
\end{array}\right) \\
& =\left(\begin{array}{c|c|c}
J_{\frac{k}{2}}^{*} & & O_{\frac{k}{2}}^{*} \\
O_{\frac{k}{2}}^{*} & P_{\frac{k}{2}}^{\bullet} & J_{\frac{k}{2}}^{*} \\
\hline O_{\frac{k}{2}}^{\dagger} & & J^{\circ}+J_{\frac{k}{2}}^{\dagger} \\
J_{\frac{k}{2}}^{\dagger} & Q_{\frac{k}{2}}^{\odot} & O_{\frac{k}{2}}^{\dagger}
\end{array}\right) \tag{5}
\end{align*}
$$

which satisfies is actually the matrix generated at step $\frac{k^{4}}{2}$ by the algorithm in Theorem 4. We use symbols ${ }^{\bullet},{ }^{\ominus},{ }^{*}$, and ${ }^{\dagger}$ just to mark and indicate the corresponding submatrices of $A$. Note that ${ }^{\bullet} \simeq{ }^{*} \simeq P_{\frac{k}{2}}$ and ${ }^{\odot} \simeq^{\dagger} \simeq Q_{\frac{k}{2}}$.

The Chain algorithm of Theorem 4 generates a chain of maximal length $n^{4}$ between $P_{n}$ and $Q_{n}$, for any integer $n \geqslant 2$, and it is straightforward to see that it can be reverted, viz. we can consider the Rev-Chain algorithm which generates the same chain backwards from $Q_{n}$ and $P_{n}$.

Applying simultaneously Chain and Rev-Chain algorithms to ${ }^{\bullet}$ and ${ }^{\odot}$, and denoting this operation as central-antichain algorithm, we get $\left(\frac{k}{2}\right)^{4}+1$ incomparable elements. In fact, let

$$
A_{\ell}^{c a}=\left(\begin{array}{c|c|c}
J_{\frac{k}{2}} & P^{\ell} & O_{\frac{k}{2}} \\
O_{\frac{k}{2}} & \frac{k}{2} & J_{\frac{k}{2}} \\
\hline O_{\frac{k}{2}}^{2} & Q_{\frac{k}{\ell}} & J_{\frac{k}{2}}^{2} \\
J_{\frac{k}{2}}^{2} & O_{\frac{k}{2}}
\end{array}\right)
$$

be the matrix obtained from $A$ after $\ell>0$ iterations of the central-antichain algorithm, i.e. $P_{\frac{k}{2}}^{\ell}$ is obtained from $P_{\frac{k}{2}}$ after $\ell$ iterations of the Chain algorithm and $Q_{\frac{k}{2}}^{\ell}$ is obtained from $Q_{\frac{k}{2}}$ after $\ell$ iterations of the Rev-Chain algorithm.

Now consider $\ell<t$ and $A_{\ell}^{c a}$ and $A_{t}^{c a}$ (i.e. $A_{t}^{c a}$ is obtained from $A_{\ell}^{c a}$ after $t-\ell$ iterations of the central-antichain algorithm): obviously we have $P_{\frac{k}{2}}^{\ell} \nsupseteq P_{\frac{k}{2}}^{t}$ as elements of $\mathscr{A}\left(k, \frac{k}{2}\right)$, i.e. there exist $(u, v)$ with $1 \leq u, v \leq k$ such that $\sigma_{u v}\left(P_{\frac{k}{2}}^{\ell}\right)>\sigma_{u v}\left(P_{\frac{k}{2}}^{t}\right)$. Similarly, $Q_{\frac{k}{2}}^{t} \supsetneqq Q_{\frac{k}{2}}^{\ell}$ as elements of $\mathscr{A}\left(k, \frac{k}{2}\right)$, i.e. there exist $(w, z)$ with $1 \leq w, z \leq k$ such that $\sigma_{u v}\left(Q_{\frac{k}{2}}^{t}\right)>\sigma_{u v}\left(Q_{\frac{k}{2}}^{\ell}\right)$.

Therefore, considering in $\mathscr{A}(2 k, k)$ the two matrices $A_{\ell}^{c a}$ and $A_{t}^{c a}$ we have

$$
\begin{aligned}
\sigma_{u, \frac{k}{2}+v}\left(A_{\ell}^{c a}\right) & =\sigma_{u, \frac{k}{2}}\binom{J_{\frac{k}{2}}}{O_{\frac{k}{2}}}+\sigma_{u v}\left(P_{\frac{k}{2}}^{\ell}\right) \\
& >\sigma_{u, \frac{k}{2}}\binom{J_{\frac{k}{2}}}{O_{\frac{k}{2}}}+\sigma_{u v}\left(P_{\frac{k}{2}}^{t}\right)=\sigma_{u, \frac{k}{2}+v}\left(A_{t}^{c a}\right) .
\end{aligned}
$$

We now show that $\sigma_{k+w, \frac{k}{2}+z}\left(A_{\ell}^{c a}\right)<\sigma_{k+w, \frac{k}{2}+z}\left(A_{t}^{c a}\right)$, and therefore $A_{\ell}^{c a}$ and $A_{t}^{c a}$ are incomparable in $\mathscr{A}(2 k, k)$.

Note that since $P_{\frac{k}{2}}^{\ell}, P_{\frac{k}{2}}^{t} \in \mathscr{A}\left(k, \frac{k}{2}\right)$, for any $1 \leq j \leq k$, we have

$$
\sigma_{j k}\left(P_{\frac{k}{2}}^{\ell}\right)=\sigma_{j k}\left(P_{\frac{k}{2}}^{t}\right)=\sigma_{k j}\left(P_{\frac{k}{2}}^{\ell}\right)=\sigma_{k j}\left(P_{\frac{k}{2}}^{t}\right)=\frac{j k}{2},
$$

hence

$$
\begin{aligned}
\sigma_{k+w, \frac{k}{2}+z}\left(A_{\ell}^{c a}\right) & =\sigma_{k, \frac{k}{2}}\binom{J_{\frac{k}{2}}}{O_{\frac{k}{2}}}+\sigma_{k z}\left(P_{\frac{k}{2}}^{\ell}\right)+\sigma_{w, \frac{k}{2}}\binom{O_{\frac{k}{2}}}{J_{\frac{k}{2}}}+\sigma_{w z}\left(Q_{\frac{k}{2}}^{\ell}\right) \\
& =\sigma_{k, \frac{k}{2}}\binom{\frac{k}{2}}{O_{\frac{k}{2}}^{2}}+\frac{k z}{2}+\sigma_{w, \frac{k}{2}}\binom{O_{\frac{k}{2}}}{J_{\frac{k}{2}}}+\sigma_{w z}\left(Q_{\frac{k}{2}}^{\ell}\right) \\
& <\sigma_{k, \frac{k}{2}}\binom{J_{\frac{k}{2}}^{2}}{O_{\frac{k}{2}}^{2}}+\frac{k z}{2}+\sigma_{w, \frac{k}{2}}\binom{O_{\frac{k}{2}}}{J_{\frac{k}{2}}^{2}}+\sigma_{w z}\left(Q_{\frac{k}{2}}^{t}\right) \\
& =\sigma_{k, \frac{k}{2}}\binom{J_{\frac{k}{2}}^{2}}{O_{\frac{k}{2}}^{2}}+\sigma_{k z}\left(P_{\frac{k}{2}}^{t}\right)+\sigma_{w, \frac{k}{2}}\binom{O_{\frac{k}{2}}}{J_{\frac{k}{2}}^{2}}+\sigma_{w z}\left(Q_{\frac{k}{2}}^{t}\right) \\
& =\sigma_{k+w, \frac{k}{2}+z}\left(A_{t}^{c a}\right) .
\end{aligned}
$$

Analogously, we can apply simultaneously Chain and Rev-Chain algorithms to the submatrices * and ${ }^{\dagger}$ in Eq. (5), denoting this operation by lateral-antichain algorithm, and we get $\left(\frac{k}{2}\right)^{4}+1$ incomparable elements, as well.

In fact, it is possible to apply independently both central-antichain and lateralantichain algorithms to $A$ in Eq.(5) and still get an antichain, namely $Z=\left\{A^{i j} \mid 0 \leqslant i, j \leqslant\left(\frac{k}{2}\right)^{4}\right\}$ is an antichain, where $A^{i j}$ is the matrix obtained from $A$ applying $i$-times the central-antichain algorithm and $j$-times the lateral-antichain algorithm; thus we get an instance of an antichain having size

$$
\left(\left(\frac{k}{2}\right)^{4}+1\right)^{2}
$$

It is easy to see that $Z$ is an antichain because the upper half of the matrix $A$ is the disjoint union of two submatrices $P_{\frac{k}{2}}$, whereas the lower half is the disjoint union of two submatrices $Q_{\frac{k}{2}}$, hence for any transformation we apply, the upper half goes
up in the Bruhat order, and the lower half goes down, and therefore the resulting elements are incomparable.

For any integer $k \geqslant 3$, not necessary even, we obviously have

$$
w(2(k-1), k-1) \leqslant w(2 k, k)
$$

and the desired result follows.
Consider now the class $\mathscr{A}(n, 2)$. Recall that by the discussion after Lemma 4, we know that for $t \geq 0$ and $n \geq 2$, the set $\nu^{-1}(t)$ of all matrices $A \in \mathscr{A}(n, 2)$ such that $\nu(A)=t$ forms an antichain in the Bruhat order of $\mathscr{A}(n, 2)$.

Given a $m \times n$ matrix $A=\left[a_{i j}\right]$, let $A^{\prime}=\left[b_{i j}\right]$ be the $m \times n$ matrix obtained from $A$ by reversing the order of their columns, i.e. with $b_{i j}=a_{i, n-j+1}$ for all $1 \leq i \leq m$ and $1 \leq j \leq n$. We say that $A^{\prime}$ is the conjugate of $A$. Applying the inclusion-exclusion principle, we find that if $A \in \mathscr{A}(R, S)$, with $R=\left(r_{1}, \ldots, r_{m}\right)$ and $S=\left(s_{1}, \ldots, s_{n}\right)$, then

$$
\nu(A)+\nu\left(A^{\prime}\right)=\binom{r_{1}+\cdots+r_{m}}{2}-\sum_{i=1}^{m}\binom{r_{i}}{2}-\sum_{j=1}^{n}\binom{s_{j}}{2}
$$

In particular, if $A \in \mathscr{A}(n, 2)$ is such that $A=A^{\prime}$, then we get $\nu(A)=n^{2}-3 n / 2$. From this equality we conclude that if $n$ is odd there is no self-conjugate matrix in the class $\mathscr{A}(n, 2)$, but for $n$ even self-conjugate matrices were used in [20] to construct antichains. In the next results we describe such constructions.

Theorem 7 If $n \geq 2$ is an even integer, then there is an antichain of size $\frac{n!}{2^{n / 2}}$ in the Bruhat order of $\mathscr{A}(n, 2)$.

Proof Let $n=2 k$ be an even integer. The first $n / 2$ columns of any self-conjugate matrix $A_{C} \in \mathscr{A}(n, 2)$ induces a matrix $C$ of size $2 k \times k$, with columns sums equal to 2 and row sums equal to 1 , such that $A=\left[C C^{\prime}\right]$. Since $\nu\left(A_{C}\right)=n^{2}-3 n / 2$, the set of all self-conjugate matrices forms, an which we can identify with the set $\mathscr{A}(R, S)$, where $R=\left(1^{n}\right)$ and $S=\left(2^{n / 2}\right)$. In [18], the cardinal of such class $\mathscr{A}(R, S)$ was proved to be $n!/ 2^{n / 2}$. Thus, the antichain formed by the self-conjugate matrices of $\mathscr{A}(n, 2)$ have $(2 k)!/ 2^{k}$ elements.

The construction of an antichain in the Bruhat order of $\mathscr{A}(n, 2)$ when $n$ is odd follows the same lines of the even case.
Theorem 8 If $n \geq 3$ is an odd integer, then there is an antichain of size $\frac{(n-1)!}{2^{(n-3) / 2}}$ in the Bruhat order of $\mathscr{A}(n, 2)$.

Proof Let $n=2 k+1$ be an odd integer and let $C$ be an $2 k \times k(0,1)$-matrix with columns sums equal to 2 and row sums equal to 1 . Let $A_{C}=\left[a_{i j}\right]$ be the $n \times n$ matrix such that its the restriction to the submatrix induced by rows $1, \ldots, 2 k$ and columns $1, \ldots, k$ is $C$, the restriction to the submatrix induced by rows $2, \ldots, 2 k+1$ and columns $k+1, \ldots, 2 k$ is $C$, has ones in positions $a_{1 n}$ and $a_{n n}$, and zeros in the remaining positions. The number of inversions in both $A_{C}$ and $A_{C}^{\prime}$ is given by

$$
\nu\left(A_{C}\right)=\nu\left(A_{C}^{\prime}\right)=k(4 k-1)
$$

Thus, the set of matrices of the form $A_{C}$ and $A_{C}^{\prime}$ is an antichain in the Bruhat order of $\mathscr{A}(n, 2)$. As mentioned in the proof of Theorem 7, there are $(2 k)!/ 2^{k}$ such matrices $C$, and each induces two matrices $A_{C}$ and $A_{C}^{\prime}$. Thus, there are $(2 k)!/ 2^{k-1}$ elements in the antichain.

In the following theorem, whose proof we refer to M. Ghebleh [20], we present a construction of antichains in the Bruhat order of the class $\mathscr{A}(R, S)$ that are products of known antichains. This construction was used in [20] to improve the lower bound for the antichains of $\mathscr{A}(2 k, k)$ obtained in Theorem 6. We use the notation $R \otimes S$ to denote the Kronecker product of the vectors $R$ and $S=\left(s_{1}, \ldots, s_{n}\right)$, and let $t+S=$ $\left(t+s_{1}, \ldots, t+s_{n}\right)$.

Theorem 9 For positive integers $a, b, m, n$, let $R_{1}=\left(r_{1}, \ldots, r_{a}\right), R_{2}=\left(r_{1}^{\prime}, \ldots, r_{m}^{\prime}\right)$, $R_{3}=\left(r_{1}^{\prime \prime}, \ldots, r_{m}^{\prime \prime}\right), S_{1}=\left(s_{1}, \ldots, s_{b}\right), S_{2}=\left(s_{1}^{\prime}, \ldots, s_{n}^{\prime}\right)$, and $S_{3}=\left(s_{1}^{\prime \prime}, \ldots, s_{m}^{\prime \prime}\right)$ be nonnegative integer vectors. Let $u=r_{1}+r_{2}+\cdots+r_{a}, u^{\prime}=r_{1}^{\prime}+r_{2}^{\prime}+\cdots+r_{m}^{\prime}$ and $u^{\prime \prime}=r_{1}^{\prime \prime}+r_{2}^{\prime \prime}+\cdots+r_{m}^{\prime \prime}$, and suppose that $u^{\prime} \neq u^{\prime \prime}$. If $\mathscr{D}_{1}, \mathscr{D}_{2}$ and $\mathscr{D}_{3}$ are antichains in the Bruhat order of the classes $\mathscr{A}\left(R_{1}, S_{1}\right), \mathscr{A}\left(R_{2}, S_{2}\right)$ and $\mathscr{A}\left(R_{3}, S_{3}\right)$ respectively, then there is an antichain of size $\left|\mathscr{D}_{1}\right|\left|\mathscr{D}_{2}\right|^{u}\left|\mathscr{D}_{3}\right|^{a b-u}$ in the Bruhat order of the class $\mathscr{A}(R, S)$, where $R=R_{1} \otimes R_{2}+\left(b-R_{1}\right) \otimes R_{3}$ and $S=S_{1} \otimes S_{2}+\left(a-S_{1}\right) \otimes S_{3}$.

Corollary 1 For any integer $k \geqslant 2$, let $w(2 k, k)$ be the largest size of an antichain in the Bruhat order in $\mathscr{A}(2 k, k)$. Then

$$
w(2 k, k) \geq g(k)= \begin{cases}\frac{(k!)^{4}}{4^{k}} & \text { if } k \text { is even } \\ \frac{((k-1))^{4}}{4^{k-3}} & \text { if } k \text { is odd }\end{cases}
$$

Proof Consider the antichains $\mathscr{D}_{1}=\left\{I_{2}\right\}$ in the Bruhat order of $\mathscr{A}(2,1)$, and $\mathscr{D}_{2}$ in the Bruhat order of $\mathscr{A}(k, 2)$ given in Theorem 7 or 8 , depending on the parity of $k$. Then, $\mathscr{D}_{3}=\left\{J_{2}-X: X \in \mathscr{D}_{2}\right\}$, formed by the complements of the matrices in $\mathscr{D}_{2}$, is also an antichain in the Bruhat order of $\mathscr{A}(k, 2)$, since matrix complements reverses the Bruhat order. Applying Theorem 9 to the antichains $\mathscr{D}_{1}, \mathscr{D}_{2}$ and $\mathscr{D}_{3}$ we get an antichain of the desired length in the Bruhat order in $\mathscr{A}(2 k, k)$.
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# Iterative Method for Linear System with Coefficient Matrix as an $M_{\vee}$-matrix 

Manideepa Saha


#### Abstract

An $M_{\vee}$-matrix $A$ has the form $A=s I-B$, with $B$ an eventually nonnegative matrix and $s \geq \rho(B)$, the spectral radius of $B$. In this paper we study iterative procedures associated with a splitting of $A$, to solve the linear system $A x=b$, with the coefficient matrix $A$ an $M_{\vee}$-matrix. We generalize the concepts of regular and weak regular splitting of a matrix using the notion of eventually nonnegative matrix, and term them as $E$-regular and weak $E$-regular splitting, respectively. We obtain necessary and sufficient conditions for the convergence of these types of splittings. We also discuss the convergence of Jacobi and Gauss-Seidel splittings for $M_{\vee}$-matrices.


Keywords E-regular splitting • Weak E-regular splitting • Jacobi splitting • GaussSeidel splitting

## 1 Introduction

Consider the linear system

$$
\begin{equation*}
A x=b \tag{1}
\end{equation*}
$$

where $x, b \in \mathbb{R}^{n}$ and $A \in \mathbb{R}^{n, n}$, is an invertible matrix. An iterative technique to solve the linear system (1) involves an initial approximation $x_{0}$ to the solution $x$ and determines a sequence $\left\{x_{k}\right\}$ that converges to the exact solution $x$. Most of these methods reduce to the iterative scheme $x^{k+1}=H x^{k}+c$, with $k \geq 0$, where the matrix $H$ is called an iteration matrix of the system (1). It is well known that the iterative scheme converges to the exact solution $x$ of (1) if and only if $\rho(H)<1$ for $\rho(H)$ the spectral radius of $H$.

As it is well known with a splitting $A=M-N$ of $A$, one may associate an iterative scheme

[^17]\[

$$
\begin{equation*}
x^{k+1}=M^{-1} N x^{k}+M^{-1} b \tag{2}
\end{equation*}
$$

\]

for solving the system (1) (see $[2,15]$ ), and the convergence of such iterative scheme depends on the spectral radius of $M^{-1} N$. An $M$-matrix has the form $A=s I-B$ with $B$ a nonnegative matrix and $s \geq \rho(B)$. To solve (1) with the coefficient matrix $A$ an $M$-matrix, deserves attention due to its occurrence in a wide variety of areas including finite difference method for solving partial differential equations. In [8], the authors considered such system of linear equations with $A$ an $M$-matrix, and the convergence of iterative scheme (2) was obtained via regular and weak regular splittings of $A$, concept introduced in $[12,15]$.

Initiated by Friedland [7], attempts were made to study generalized nonnegative matrices, called eventually nonnegative matrices (see [3, 4, 6, 9, 10]), and subsequently generalized $M$-matrices were studied (see [5, 11]). In [11], the authors introduced $M_{\vee}$-matrices, which have the form $A=s I-B$, where $B$ is eventually nonnegative and $s \geq \rho(B)$. Thereafter, in [13, 14], researchers studied some combinatorial properties of this class of matrices. One of the reason that motivated researchers to study this class of matrices is due to its occurrence in engineering, biological and economic applications (see [1]).

Elhashash and Szyld in [5], generalized the concept of regular and weak regular splitting based on Perron-Frobenius property and studied the convergence of such splittings for another generalization of $M$-matrices, known as $G M$-matrices. In this paper, we are concerned with the system (1), where the coefficient matrix $A$ is an $M_{\vee}$-matrix. We generalize regular and weak regular splitting using the notion of eventually nonnegative matrices, to study the convergence of the iterative scheme (2).

The paper proceeds as follows. In Sect. 2, we consider the basic definitions and some preliminary notations. In Sect. 3, we generalize the concept of regular and weak regular splitting and discuss the convergence of the iterative scheme (2), when the coefficient matrix $A$ in (1) is a nonsingular $M_{\vee}$-matrix. In particular, we concern with the convergence of Jacobi and Gauss-Seidel methods for such type of linear systems. Lastly, in Sect.4, we consider singular linear systems and derive a necessary and sufficient condition for semi-convergence of the linear system (1).

## 2 Notations and Preliminaries:

Let $\mathbb{R}^{m, n}$ denote the set of all $m \times n$ real matrices. We say a matrix $A \in \mathbb{R}^{m, n}$ is nonnegative (or positive) if $a_{i j} \geq($ or $>) 0$, for all $i, j$, and we denote it by $A \geq$ 0 (or $A>0$ ). For any matrix $A \in \mathbb{R}^{n, n}$, and for any negative integer $k$ with $0<$ $|k|<n, \operatorname{tril}(A, k)$ is the lower triangular part of $A$ with $a_{i j}=0$ for $i=j+r, r=$ $0,1,2, \ldots,|k|-1$, and for any positive integer $k$ with $0<k<n, \operatorname{triu}(A, k)$ is the upper triangular part of $A$ with $a_{i j}=0$ for $j=i+r, r=0,1,2, \ldots, k-1$.

The spectral radius of $A$ is denoted by $\rho(A)$, and by $\sigma(A)$, we mean the spectrum of $A$. Let $\lambda \in \sigma(A)$, then index $\lambda_{\lambda}(A)$ defines the size of the largest Jordan block associated with $\lambda$. When $A$ is singular, we simply write index $(A)$ for $\operatorname{index}_{0}(A)$.

We begin with some preliminary definitions.

Definition 1 ([11]) A matrix $B$ is said to be an eventually nonnegative matrix if there exists a positive integer $k_{0}$ such that $B^{k} \geq 0$ for all $k \geq k_{0}$. A matrix $A$ which has the form $A=s I-B$, with eventually non-negative $B$ and $s \geq \rho(B)$, is called an $M_{\vee}$-matrix.

Definition 2 ([9]) A matrix $B$ is said to possess Perron-Frobenius property if there exists a nonnegative vector $y \neq 0$ such that $B y=\rho(B) y$. By WPFn, we denote the collection of all matrices $B \in \mathbb{R}^{n, n}$ such that both $B$ and $B^{T}$ possess Perron-Frobenious property.

Definition 3 ([12,15]) Recall that a splitting of a matrix $A$ is of the form

$$
\begin{equation*}
A=M-N \tag{3}
\end{equation*}
$$

with a nonsingular matrix $M$. Then the splitting (3) is called
(i) a nonnegative splitting if $M^{-1} N \geq 0$.
(ii) a regular splitting if $M^{-1} \geq 0$ and $N \geq 0$.
(iii) a weak regular splitting if $M^{-1} N \geq 0$ and $M^{-1} \geq 0$.

Lemma 1 ([2]) Let $A=M-N \in \mathbb{R}^{n, n}$ with nonsingular matrices $A$ and $M$. Then for $H=M^{-1} N$ and $c=M^{-1} b$, the iterative method (2) converges to the solution $A^{-1} b$ of (1) for each $x^{0}$ if and only if $\rho(H)<1$.

The following definition is due to Elhashash and Syzld, which generalized the above definition.

Definition 4 ([6]) A splitting $A=M-N$ is called a Perron-Frobenius splitting if $M^{-1} N$ is a nonnilpotent matrix having the Perron-Frobenius property.

## 3 Splitting of Nonsingular $M_{V}$-matrices

In this section we generalize the concepts of regular and weak regular splitting using the notion of eventually nonnegative matrices and call them as $E$-regular and weak $E$ regular splitting, respectively. We study the convergence of such types of splittings for nonsingular $A$. We also obtain sufficient conditions for the convergence of classical Jacobi and Gauss-Seidel iterative methods, in case the coefficient matrix $A$ of (1) is a nonsingular $M_{\vee}$-matrix. We now define the new splittings introduced in this paper.

Definition 5 For $A \in \mathbb{R}^{n, n}$, a splitting of $A$ is defined as $A=M-N$, with nonsingular $M$. The splitting $A=M-N$ is said to be an $E$-regular splitting if both $M^{-1}$ and $N$ are nonnilpotent eventually nonnegative matrices.

Definition 6 For $A \in \mathbb{R}^{n, n}$, a splitting $A=M-N$ is said to be a weak $E$-regular splitting if both $M^{-1} N$ and $M^{-1}$ are nonnilpotent eventually nonnegative matrices.

We now consider the iterative schemes (2) starting with two different initial approximations and show that their convex combination approximates the exact solution $A^{-1} b$ of (1). We also give a sufficient condition for the existence such initial guess.

Theorem $1 \operatorname{Let} A=M-N$ with nonsingular matrices $A$ and $M$, and let the iterative matrix $H=M^{-1} N$ be a nonnilpotent eventually nonnegative matrix. Consider the system (1) and the iterative scheme (2).
(i) If there exist vectors $x^{0}$ and $y^{0}$ such that $x^{0} \leq x^{1}, x^{0} \leq y^{0}, y^{0} \leq y^{1}$, where $x^{1}$ and $y^{1}$ are computed from the iterative scheme (2) with initial values $x^{0}$ and $y^{0}$, respectively, then there exists $k_{0}$ such that

$$
\begin{equation*}
x^{k_{0}} \leq x^{k_{0}+1} \leq \ldots \leq x^{k} \leq \ldots \leq A^{-1} b \leq \ldots \leq y^{k} \leq \ldots \leq y^{k_{0}+1} \leq y^{k_{0}} \tag{4}
\end{equation*}
$$

and for any scalar $\lambda$

$$
\begin{equation*}
A^{-1} b=\lambda \lim _{k \rightarrow \infty} x^{k}+(1-\lambda) \lim _{k \rightarrow \infty} y^{k} \tag{5}
\end{equation*}
$$

(ii) If the iterative scheme (2) converges, then the existence of such $x^{0}$ and $y^{0}$ is ensured.

Proof (i) As $H$ is eventually nonnegative, so there exists a positive integer $k_{0}$ such that $H^{k} \geq 0$, for all $k \geq k_{0}$. Equation (2) implies that for any $k \geq k_{0}$ we have

$$
x^{k}=H^{k} x^{0}+H^{k-1} M^{-1} b+H^{k-2} M^{-1} b+\ldots+H M^{-1} b+M^{-1} b
$$

and $x^{k+1}=H^{k} x^{1}+H^{k-1} M^{-1} b+H^{k-2} M^{-1} b+\ldots+H M^{-1} b+M^{-1} b$,
so that $x^{k+1}-x^{k}=H^{k}\left(x^{1}-x^{0}\right) \geq 0$. Thus $x^{k+1} \geq x^{k}$, for all $k \geq k_{0}$.
Similarly it can be checked that for $k \geq k_{0}, \quad y^{k+1} \leq y^{k}$ and $x^{k} \leq y^{k}$. Thus for any $k$ we have

$$
x^{k_{0}} \leq x^{k_{0}+1} \leq \ldots \leq x^{k} \leq y^{k} \leq \ldots \leq y^{k_{0}+1} \leq y^{k_{0}}
$$

so that both sequences $\left\{x^{k}\right\}$ and $\left\{y^{k}\right\}$ are bounded and so they converge. Hence both the iterative schemes (2) with initial values $x^{0}$ and $y^{0}$ converge to $A^{-1} b$.
(ii) Suppose that the iterative scheme (2) converges, say to $x$. Then it follows that $x=$ $A^{-1} b$ and $\rho(H)<1$. Since $H$ is nonnilpotent eventually nonnegative, there exists $z \geq 0$ such that $H z=\rho(H) z<z$ (see [3]). If we take $x^{0}=A^{-1} b-z$ and $y^{0}=$ $A^{-1} b+z$, then $y^{0}-x^{0}=2 z \geq 0$ and $x^{1}=H x^{0}+M^{-1} b=H A^{-1} b-\rho(H) z+$ $M^{-1} b$. As $A^{-1}=(I-H)^{-1} M^{-1}$, which implies that $M^{-1}=(I-H) A^{-1}$, so $x^{1}=A^{-1} b-\rho(H) z \geq A^{-1} b-z=x^{0}$. Similarly, it can be verified that $y^{1} \leq y^{0}$.

Our next result contains a necessary and sufficient condition for the convergence of a weak $E$-regular splitting. We first state a theorem from [9], used to prove our result.

Theorem 2 ([9]) If (i) $A^{T} \in \mathbb{R}^{n, n}$ possesses the Perron-Frobenius property and $x \geq$ $0(x \neq 0)$ is such that $A x-\alpha x \leq 0$ for a constant $\alpha>0$, or, (ii) $A \in \mathbb{R}^{n, n}$ possesses the Perron-Frobenius property and $x \geq 0(x \neq 0)$ is such that $x^{T} A-\alpha x^{T} \leq 0$, for a constant $\alpha>0$, then $\alpha \leq \rho(A)$.

Theorem 3 Let $A=s I-B \in \mathbb{R}^{n, n}$, with $B$ a nonnilpotent eventually nonnegative matrix, be a nonsingular matrix. Then $A$ is an $M_{\vee}$-matrix if and only if every weak E-regular splitting $A=M-N$ with $M \geq 0$ is convergent.
Proof Suppose that $\rho=\rho\left(M^{-1} N\right) \geq 1$. As $M^{-1} N$ is a nonnilpotent, eventually nonnegative matrix, there exists $x \geq 0(x \neq 0)$ such that $M^{-1} N x=\rho x$ which implies that $N x=\rho M x \geq M x$, that is, $A x \leq 0$ or, $s x \leq B x$. Hence by Theorem 2 we have that $s \leq \rho(B)$, which is a contradiction. Hence the splitting $A=M-N$ converges.

Conversely let every weak $E$-regular splitting is convergent. As $A=s I-B$ is a weak $E$-regular splitting of $A$, hence $\rho\left(s^{-1} B\right)<1$, that is $\rho(B)<s$. Thus $A$ is an $M_{\vee}$-matrix.

We now turn to the special splitting of $M_{\vee}$-matrices, namely Jacobi and Gauss-Seidel splittings and to their convergence.

Corollary 1 Let $A=s I-B$ be an nonsingular $M_{\vee}$-matrix with positive diagonals. If the Jacobi iterative matrix $J=D^{-1}(L+U)$, with $D=\operatorname{diag}(A) L=-\operatorname{tril}(A,-1)$, $U=\operatorname{triu}(A, 1)$, is a nonnilpotent eventually nonnegative matrix, then the Jacobi splitting converges.

Similarly, if the Gauss-Seidel iterative matrix $G=(D-L)^{-1} U$ is a nonnilpotent eventually nonnegative matrix and $L \geq 0$, then Gauss-Seidel method for solving the system (1) converges.

In [2], the authors established that for nonsingular $M$-matrices, both Jacobi and SOR(and hence Gauss-Seidel) splittings converge. But the following example shows that neither Jacobi nor Gauss-Seidel methods may converge for $M_{\vee}$-matrices, if the associated iterative matrix is not a nonnilpotent eventually nonnegative matrix.

Example 1 Consider the nonsingular $M_{\vee}$-matrix $A=12.5 I-B$, with

$$
B=\left[\begin{array}{rrr}
9.5 & 1 & 1.5 \\
-14.5 & 16 & 10.5 \\
10.5 & -3 & 4.5
\end{array}\right]
$$

Consider the Jacobi splitting $A=M-N$, with $M=\operatorname{diag}(A)$ and $N=M-A$. If $J=$ $M^{-1} N$ is the Jacobi iteration matrix, $\rho(J)=2.0454$ and hence the Jacobi splitting of $A$ does not converge.

Again, if we consider the Gauss-Seidel iterative matrix $G=(D-L)^{-1} U$, with $L=-\operatorname{tril}(A,-1)$ and $U=-\operatorname{triu}(A, 1), \rho(G)=4.248$, the Gauss-Seidel splitting of $A$ also diverges.

As both Jacobi and Gauss-Seidel methods converge for $M$-matrices, and $M$-matrices have nonnegative diagonals and off-digonals are nonpositive, so one may raise the question whether Jacobi and Gauss-Seidel methods converge for $M_{\vee}$-matrices if $D \geq 0$ or $-L-U \in W P F n$ or eventually nonnegative matrices. But this is not the case as the following example shows.

Example 2 Consider the $M_{\vee}$-matrix $A=12 I-B$, where

$$
B=\left[\begin{array}{rrr}
9.5 & 1 & 1.5 \\
-14.5 & 11.9 & 10.5 \\
10.5 & -3 & 4.5
\end{array}\right]
$$

Let $\quad M=\operatorname{diag}(A) \quad$ and $\quad N=-L-U, \quad$ where $\quad L=\operatorname{tril}(A,-1), \quad U=$ triu $(A, 1)$. Note that $M \geq 0$, and the eigenvalues of $N$ are $-3.8763,-1.9381 \pm$ 6.4435i. The Jacobi iterative matrix $J=M^{-1} N$ has eigenvalues $-0.4678 \pm 9.9908 i$ so that Jacobi method does not converge, because $\rho(J)=10.0018>1$.

Let $M=\operatorname{diag}(A)+L$ and $N=-U$, where $L=\operatorname{tril}(A,-1), U=\operatorname{triu}(A, 1)$. Note that the Gauss iterative matrix $G=M^{-1} N$ has eigenvalues $0,-65.2610,0.9010$ so that Jacobi method does not converge, because $\rho(G)=65.2610>1$.

The following example shows that there are some $M_{\vee}$-matrices for which both Jacobi and Gauss-Seidel methods converge, whereas the corresponding iterative matrices are not eventually nonnegative matrices.

Example 3 Consider the $M_{\vee}$-matrix $A=3 I-B$ with

$$
B=\left[\begin{array}{rrrr}
0 & 1 & 1 & -1 \\
1 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1
\end{array}\right]
$$

Consider the Jacobi splitting $A=M-N$, with $M=\operatorname{diag}(A)$ and $N=M-A$. If $J=M^{-1} N$ is the Jacobi iteration matrix, $\rho(J)=0.5<1$ and hence Jacobi splitting of $A$ converges. But note that the matrix

$$
J=\left[\begin{array}{rrrr}
0 & \frac{1}{3} & \frac{1}{3} & -\frac{1}{3} \\
\frac{1}{3} & 0 & \frac{1}{3} & \frac{1}{3} \\
0 & 0 & 0 & 0.5 \\
0 & 0 & 0.5 & 0
\end{array}\right]
$$

is not an eventually nonnegative matrix.
Again if we consider the Gauss-Seidel iterative matrix $G=(D-L)^{-1} U$, with $L=-\operatorname{tril}(A,-1)$ and $U=-\operatorname{triu}(A, 1), \rho(G)=0.8431$, the Gauss-Seidel splitting of $A$ also converges, whereas the matrix

$$
G=\left[\begin{array}{rrrr}
0 & 0.3333 & 0.3333 & -0.3333 \\
0.6667 & -0.1111 & 0.2222 & 0.4444 \\
0 & 0 & 0 & 0.5 \\
0 & 0 & 1 & -0.25
\end{array}\right]
$$

is not an eventually nonnegative matrix.
Remark 1 Jacobi splitting of the matrix $A$ in Example 3 is not an $E$-regular splitting, but the splitting converges. Like with Theorem 3, it is not possible to characterize nonsingular $M_{\vee}$-matrices in terms of convergence of $E$-regular splittings.

The following theorem gives a sufficient condition for a matrix $A=s I-B$ with $B$ an eventually nonnegative matrix to be an $M_{\vee}$-matrix and for the convergence of the Jacobi method for $A$. But the condition is not necessary. An example has been considered to illustrate the fact.

Lemma 2 If $M \in \mathbb{R}^{n}$ and $D=\operatorname{diag}\left(d_{i}\right)$, is an nonsingular diagonal matrix, then $\min _{i}\left|d_{i}\right| \cdot \rho(M) \leq \rho(D M) \leq \max _{i}\left|d_{i}\right| \cdot \rho(M)$.

Proof Let $y$ be a nonzero vector such that $y^{T} D M=\lambda y^{T}$, where $|\lambda|=\rho(D M)$. Let $x$ be a nonzero vector such that $M x=\rho x$, where $|\rho|=\rho(M)$. Then $D M x=\rho D x$ implies that $\lambda y^{T} x=\rho y^{T} D x$. But,

$$
|\rho| \cdot \min _{i}\left|d_{i}\right| \cdot\left|y^{T} x\right| \leq|\rho| \cdot\left|y^{T} D x\right| \leq|\rho| \cdot \max _{i}\left|d_{i}\right| \cdot\left|y^{T} x\right| .
$$

Hence $|\rho| \cdot \min _{i}\left|d_{i}\right| \cdot\left|y^{T} x\right| \leq|\lambda| \cdot\left|y^{T} x\right| \leq|\rho| \cdot \max _{i}\left|d_{i}\right| \cdot\left|y^{T} x\right|$ Thus, if $y^{T} x \neq 0$,

$$
\begin{equation*}
\rho(M) \cdot \min _{i}\left|d_{i}\right| \leq \rho(D M) \leq \rho(M) \cdot \max _{i}\left|d_{i}\right| . \tag{6}
\end{equation*}
$$

If $y^{T} x=0$, we consider a small perturbation of the matrices $M$ and $D$ such that the corresponding eigenvectors $\tilde{x}$ and $\tilde{y}$ of $M$ and $D M$, respectively, satisfy $\tilde{y}^{T} \tilde{x} \neq$ 0 . Equation (6) holds for the new matrices and as the eigenvalues are continuous functions on the matrix entries, so (6) is true for the given $M$ and $D M$.

Theorem 4 Let $A=s I-B=D+L+U$, where $D=\operatorname{diag}(A), L=\operatorname{tril}(A,-1)$ and $U=\operatorname{triu}(A, 1)$, and let $B$ be an eventually nonnegative matrix. If $(-L-U) \in$ WPFn and $\rho(L+U)<\min _{i}\left|a_{i i}\right|$, then $A$ is a nonsingular $M_{\vee}$-matrix and the Jacobi splitting of A converges.

Proof If $A$ is an $M_{\vee}$-matrix and $\rho(L+U)<\min _{i}\left|a_{i i}\right|$, then from the righthand side inequality of Lemma $2, \rho\left(-D^{-1}(L+U)\right) \leq \frac{\rho(L+U)}{\min _{i}\left|a_{i i}\right|}<1$, and hence the Jacobi splitting converges.

Let $\min _{i}\left|a_{i i}\right|=d$, and let $\lambda=\rho(L+U)$. As $(-L-U) \in W P F n$ and $B$ is an eventually nonnegative matrix, we choose nonnegative vectors $x, y$ such that
$(L+U) x=-\lambda x$ and $y^{T} A=\lambda_{n} y^{T}$, where $\lambda_{n}=s-\rho(B)$. Now, $y^{T} A x=y^{T}(D-$ $\lambda I) x \geq(d-\lambda) y^{T} x$. Therefore $\lambda_{n} \geq(d-\lambda)$, if $y^{T} x \neq 0$. Otherwise, the statement is also true considering perturbed matrices and using the continuity of spectral radius on the entries of the matrix, as discussed in Lemma 2. Thus, in any case $\lambda_{n} \geq(d-\lambda)>0$, and hence $s>B$, so that $A$ is a nonsingular $M_{\vee}$-matrix.

Example 4 Consider the $M_{\vee}$-matrix $A=3 I-B$ with

$$
B=\left[\begin{array}{rrrr}
0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 \\
-1 & -1 & 1 & 1
\end{array}\right]
$$

Consider the Jacobi splitting $A=M-N$, with $M=\operatorname{diag}(A)$ and $N=M-A$. If $J=M^{-1} N$ is the Jacobi iteration matrix, $\rho(J)=0.5<1$ and hence Jacobi splitting of $A$ converges. But note that the matrix $N=-L-U \notin W P F n$.

## 4 Splitting of Singular $M_{\vee}$-matrices

In this section we consider singular $M_{\vee}$-matrices and characterize an interesting subclass of these matrices $A$ with index $(A) \leq 1$, with the convergence of weak $E$ regular splitting of $A$ and with eventually monotone property.
Definition 7 ([2]) A matrix $A \in \mathbb{R}^{n, n}$ is said to be semiconvergent if $\lim _{j \rightarrow \infty} A^{j}$ exists.
Theorem 5 ([2]) Let $A \in \mathbb{R}^{n, n}$. Then $A$ is semiconvergent if and only if each of the following conditions hold.
(i) $\rho(A) \leq 1$.
(ii) if $\rho(A)=1$, then $\operatorname{index}_{1}(A)=1$.
(iii) if $\rho(A)=1$, then $\lambda \in \sigma(A)$ with $|\lambda|=1$, implies that $\lambda=1$.

Definition 8 Let $A \in \mathbb{R}^{n, n}$ and $S \subseteq \mathbb{R}^{n}$. Then we say that $A$ is eventually monotone on $S$, if there exists a positive integer $k_{0}$, such that for any $x \in S, A^{k} x \geq 0$, for all $k \geq k_{0}$, implies $x \geq 0$.

Theorem 6 Let $A=\rho I-B$ be a singular $M_{\vee}$-matrix where $\rho(B)=\rho, B$ is an irreducible, nonnilpotent, eventually nonnegative matrix with $\operatorname{index}(B) \leq 1$. Then $A$ is an $M_{\vee}$-matrix with index $(A) \leq 1$ if and only if every weak $E$-regular splitting $A=M-N$ with $M^{-1}$ eventually monotone on range $(M)$ is semiconvergent.

Proof Suppose that every weak $E$-regular splitting is semiconvergent. Note that $A=$ $s I-B$ is an weak $E$-regular splitting of $A$ and hence by the assumption $\rho\left(s^{-1} B\right) \leq 1$ so that $A$ is an $M_{\vee}$-matrix. If $\rho(B)<s$, then $A$ is nonsingular and hence index $(A)<1$.

As the splitting $A=s I-B$ is semiconvergent, so Theorem 5 implies that index $(A)=$ 1.

Conversely, suppose that $A$ is an $M_{\vee}$-matrix with index $(A) \leq 1$ and choose $k_{0}>0$ such that for all $k \geq k_{0}, \quad\left(M^{-1} N\right)^{k} \geq 0, M^{-k} \geq 0$. For $k \geq k_{0}$, consider the series $\sum_{i=0}^{\infty}\left(M^{-1} N\right)^{i} M^{-(k+1)} x$, where $x \geq 0$ and $x \in \operatorname{range}\left(M^{k} A\right)$.

Let $S_{p}=\sum_{i=0}^{p-1}\left(M^{-1} N\right)^{i} M^{-(k+1)}$. Note that $\left\{S_{p} x\right\}$ is a monotonic increasing sequence. If we set $x=M^{k} A z$ and $z \geq 0$, then

$$
S_{p} x=\sum_{i=0}^{p-1}\left(M^{-1} N\right)^{i} M^{-(k+1)} x=\sum_{i=0}^{p-1}\left(M^{-1} N\right)^{i} M^{-1} A z=z-\left(M^{-1} N\right)^{p} z
$$

so that for a large value of $p, S_{p} x \leq z$. Thus the sequence $\left\{S_{p} x\right\}$ converges, and hence the series $\sum_{i=0}^{\infty}\left(M^{-1} N\right)^{i} M^{-(k+1)} x$ converges.

Assume that $\rho=\rho\left(M^{-1} N\right)$ and let $\rho>1$. Let $z$ be a nonzero nonnegative vector such that $M^{-1} N z=\rho z$, so that $z=\left(\frac{1}{1-\rho}\right) M^{-1} A z$. Now, if we set $\alpha=\left(\frac{1}{1-\rho}\right)$, then

$$
\sum_{i=0}^{\infty}\left(M^{-1} N\right)^{i} z=\alpha \sum_{i=0}^{\infty}\left(M^{-1} N\right)^{i} M^{-(k+1)} M^{k} A z=\sum_{i=0}^{\infty}\left(M^{-1} N\right)^{i} M^{-(k+1)} x
$$

where $x=\left(\frac{1}{1-\rho}\right) M^{k} A z \in \operatorname{range}\left(M^{k}\right)$ for large $k$, which implies that $M^{-k} x=\left(\frac{1}{1-\rho}\right)$ $A z=M z$ so that $M^{-(k+1)} x \geq 0$, for sufficiently large $k$. As $M^{-1}$ is eventually monotone on range $(M)=\bigcap_{k=1}^{\infty} \operatorname{range}\left(M^{k}\right)$, then $x \geq 0$. Hence the series $\sum_{i=0}^{\infty}\left(M^{-1} N\right)^{i} z$ converges, which contradicts the fact that $\rho>1$. Hence we have $\rho \leq 1$.

If $\rho<1$, the Drazin inverse $\left(I-M^{-1} N\right)^{\#}=\left(I-M^{-1} N\right)^{-1}$ exists. Let $\rho=1$ so that $M^{-1} A=I-M^{-1} N$ is an $M_{\vee}$-matrix. As index $(A)<1$ and $M$ is nonsingular, index $\left(M^{-1} A\right)<1$ and hence $\left(I-M^{-1} N\right)^{\#}$ exists.

The following example shows that the condition index $(B) \leq 1$ in Theorem 6 can not be relaxed.

Example 5 Consider an $M_{\vee}$-matrix $A=2 I-B$, with

$$
B=\left[\begin{array}{rrrr}
0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 \\
-1 & -1 & 1 & 1
\end{array}\right]
$$

Consider the splitting $A=M-N$ of $A$, where

$$
M=\operatorname{tril}(A)=\left[\begin{array}{rrrr}
2 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 \\
-1 & -1 & 1 & 0 \\
1 & 1 & -1 & 1
\end{array}\right] \text { and } N=M-A
$$

As $M^{-1}=\left[\begin{array}{cccc}\frac{1}{2} & 0 & 0 & 0 \\ 0 & \frac{1}{2} & 0 & 0 \\ \frac{1}{2} & \frac{1}{2} & 1 & 0 \\ 0 & 0 & 1 & 1\end{array}\right]$ and $M^{-1} N=\left[\begin{array}{llll}0 & 0 & \frac{1}{2} & \frac{1}{2} \\ 0 & \frac{1}{2} & \frac{1}{2} & 0 \\ 0 & 0 & 1 & 2 \\ 0 & 0 & 0 & 1\end{array}\right]$ are both nonnegative matrices, the
splitting $A=M-N$ is a weak $E$-regular splitting of $A$. But index $\left(I-M^{-1} N\right)=2>$ 1 , and hence $\left(I-M^{-1} N\right)^{\#}$ does not exist, which implies that the $E$-regular splitting $A=M-N$ is not semiconvergent. Note that index $(A)=1$ and $\operatorname{index}(B)=2>1$ and thus the condition index $(B)<1$ in Theorem 6 cannot be relaxed.

## 5 Conclusion

In this article, we considered splittings of $M_{\checkmark}$-matrices. We introduced two types of splittings of a matrix, named as $E$-regular and weak $E$-regular splittings. We characterized an important subclass of $M_{\vee}$-matrices in terms of convergence of weak $E$-regular splittings. We also discussed necessary conditions for the convergence of Jacobi and Gauss-Seidel methods for $M_{\vee}$-matrices, and examples are considered to illustrate that the conditions are not sufficient.

Theorems 6 and 3, respectively, characterize an important subclass of singular and nonsingular $M_{\vee}$-matrices in terms of weak $E$-regular splittings. As $E$-regular splittings generalize regular splittings using the notion of eventually nonnegative matrices, and $M$-matrices are characterized using regular splittings (see [8]), an interesting open problem in this context is to discuss the convergence of $E$-regular splittings, in particular to develop necessary and sufficient conditions for their convergence, or for the convergence of Jacobi and Gauss-Seidel splittings.

As in the entire work we use the Perron-Frobenius property of the matrix $B$, where $A=s I-B$, the results obtained in the paper are also true for $G M$-matrices which have the form $A=s I-B$, where $s \geq \rho(B)$ and $B \in W P F n$.
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# Symmetrized Tensors and Spherical Functions 

Carlos Gamas


#### Abstract

Let $G$ be a subgroup of the symmetric group and $\varphi$ a complex function on $G$. A longstanding question in Multilinear Algebra is to find conditions for the vanishing of the decomposable symmetrized tensor associated with $G$ and $\varphi$ (we recall the definition below). When $\varphi$ is an irreducible complex character of $G$, the problem has been studied by several authors, see for example [1-3, 5]. In the present paper we study and solve the vanishing problem for the case when $G$ is the full symmetric group and $\varphi$ is a certain type of spherical function.


Keywords Symmetric group • Decomposable symmetrized tensor • Spherical function

## 1 Introduction

Let $V$ a finite dimensional vector space over the complex numbers. Let $N$ be a positive integer with $N \geq 2$. Let $\otimes^{N} V$ be the Nth tensor power of $V$, and $x_{1} \otimes \cdots \otimes x_{N}$ the tensor product of the vectors $x_{1}, \ldots, x_{N}$. Let $S_{N}$ be symmetric group of degree $N$. Let $G$ be a subgroup of $S_{N}$. For each $\sigma \in G$ there exists a unique linear mapping $P(\sigma): \bigotimes^{N} V \longrightarrow \bigotimes^{N} V$ such that

$$
P(\sigma)\left(x_{1} \otimes \cdots \otimes x_{N}\right)=x_{\sigma^{-1}(1)} \otimes \cdots \otimes x_{\sigma^{-1}(N)}
$$

for all $x_{i} \in V, i=1, \ldots, N$. If $\varphi$ is a complex valued function of $G$ we denote by $T(G, \varphi)$ the operator

$$
T(G, \varphi)=\frac{\varphi(1)}{|G|} \sum_{\sigma \in G} \varphi(\sigma) P(\sigma)
$$

[^18]The image of $x_{1} \otimes \cdots \otimes x_{N}$ under $T(G, \varphi)$ is called decomposable symmetrized tensor associated with $G$ and $\varphi$.

Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{q}\right)$ be a partition of $N$. We denote the partition and the character it induces in $S_{N}$ by the same letter $\lambda$. We define in the set of all partitions of $N$ the dominance order: If $\alpha=\left(\alpha_{1}, \ldots, \alpha_{t}\right), \beta=\left(\beta_{1}, \ldots, \beta_{s}\right)$ are partitions of $N$ then

$$
\begin{equation*}
\alpha \prec \beta \Leftrightarrow s \leq t \wedge \sum_{i=1}^{v} \alpha_{i} \leq \sum_{i=1}^{v} \beta_{i}, \quad \forall v=1, \ldots, s \tag{1}
\end{equation*}
$$

Let $m$ and $p$ be positive integers with $m<p$. We identify $S_{m}$ with the subgroup $\left\{\sigma \in S_{p}: \sigma(j)=j, \forall j=m+1, \ldots, p\right\}$ of $S_{p}$. Let $\lambda$ (respectively $\chi$ ) be an irreducible complex character of $S_{p}$ (respectively $S_{m}$ ).

The spherical function $\varphi_{\lambda, \chi}$ is a complex valued function of $S_{p}$ defined by

$$
\begin{equation*}
\varphi_{\lambda, \chi}(g)=\frac{\lambda(1) \chi(1)}{m!p!} \sum_{h \in S_{m}} \lambda(g h) \chi\left(h^{-1}\right), \quad g \in S_{p} \tag{2}
\end{equation*}
$$

We denote by $(\lambda, \chi)_{S_{m}}$ the nonnegative integer

$$
(\lambda, \chi)_{S_{m}}=\frac{1}{m!} \sum_{h \in S_{m}} \lambda(h) \chi\left(h^{-1}\right)
$$

and by $A_{\lambda}$ the set

$$
\begin{equation*}
A_{\lambda}=\left\{\chi \in \operatorname{Irr}\left(S_{m}\right):(\lambda, \chi)_{S_{m}} \neq 0\right\}, \tag{3}
\end{equation*}
$$

where $\operatorname{Irr}\left(S_{m}\right)$ denotes the set of all irreducible characters of $S_{m}$. Note that if $\lambda=\left(\lambda_{1}, \ldots, \lambda_{t}\right)$ and $\chi=\left(\chi_{1}, \ldots, \chi_{s}\right)$ then, $\chi \in A_{\lambda}$ if and only if $s \leq t$ and $\chi_{1} \leq \lambda_{1}, \ldots, \chi_{s} \leq \lambda_{s}$.

Let $\chi$ be a minimal element of $A_{\lambda}$ relatively to the partial order $\prec$. A necessary and sufficient condition on the vectors $x_{1} \otimes \cdots \otimes x_{p}$ is given for $T\left(S_{p}, \varphi_{\lambda, \chi}\right)\left(x_{1} \otimes\right.$ $\cdots \otimes x_{p}$ ) to be zero (Theorem 2).

## 2 Definitions

Let $N$ be a positive integer and $\lambda=\left(\lambda_{1}, \ldots, \lambda_{q}\right)$ a partition of $N$. We denote by $F_{\lambda}$ the corresponding Young table. The Young diagram, $D_{\lambda, \rho}$, associated with the partition $\lambda$ and $\rho \in S_{N}$ is the table $F_{\lambda}$ whose boxes are occupied by the integers $1, \ldots, N$ in the following way: The box in the ith row and jth column, $i=1, \ldots, q$, $j=1, \ldots, \lambda_{i}$ is occupied by the integer

$$
\rho\left(\lambda_{1}+\cdots+\lambda_{i-1}+j\right) .
$$

A standard diagram, $D_{\lambda, \rho}$, is one in which the integers appearing in each row and each column increase. For a fixed $\lambda$, we arrange the diagrams $D_{\lambda, \rho}$ lexicrographically, according to the sequence $(\rho(1), \ldots, \rho(N))$.

It is well known that the number of standard diagrams is $\lambda(1)$ and if $D_{\lambda, \rho}, D_{\lambda, \sigma}$ are standard diagrams with $D_{\lambda, \rho}<D_{\lambda, \sigma}$, there are two integers in the same column of $D_{\lambda, \sigma}$ and in the same row of $D_{\lambda, \rho}$.

Let $L_{j}, 1 \leq j \leq q$, denote the set of integers in the jth row of $D_{\lambda, \rho}$ and $E_{j}$, $1 \leq j \leq \lambda_{1}$, the set of integers in its jth column. We define $R\left(D_{\lambda, \rho}\right), C\left(D_{\lambda, \rho}\right)$ and $\xi\left(D_{\lambda, \rho}\right)$ as follows:

$$
\begin{gathered}
R\left(D_{\lambda, \rho}\right)=\left\{\sigma \in S_{N}: \sigma\left(L_{j}\right)=L_{j}, \quad j=1, \ldots, q\right\}, \\
C\left(D_{\lambda, \rho}\right)=\left\{\sigma \in S_{N}: \sigma\left(E_{j}\right)=E_{j}, j=1, \ldots, \lambda_{1}\right\}, \\
\xi\left(D_{\lambda, \rho}\right)=\frac{\lambda(1)}{N!} \sum_{\tau \in R\left(D_{\lambda, \rho}\right)} \sum_{\sigma \in C\left(D_{\lambda, \rho}\right)} \varepsilon(\sigma) \tau \sigma,
\end{gathered}
$$

where $\varepsilon$ is the alternating character. As is well known $\xi\left(D_{\lambda, \rho}\right)$ is a primitive idempotent element in the group algebra $\mathbb{C} S_{N}$.

Let $\chi=\left(\chi_{1}, \ldots, \chi_{s}\right)$ be an irreducible character of $S_{m}$ and $\lambda=\left(\lambda_{1}, \ldots, \lambda_{t}\right)$ an irreducible character of $S_{p}, m<p$. Suppose $\chi \in A_{\lambda}$. Then $s \leq t$ and $\chi_{1} \leq$ $\lambda_{1}, \ldots, \chi_{s} \leq \lambda_{s}$. Let $N$ be a positive integer. We denote by $<N>$ the set $\{1, \ldots, N\}$. Let $\sigma \in S_{m}$. We define $H_{\lambda, \chi} \subset S_{p}$ as follows:

$$
H_{\lambda, \chi}=\left\{\rho \in S_{p}: \rho\left(\lambda_{1}+\cdots+\lambda_{i-1}+j\right) \in<m>, \quad i=1, \ldots, s, \quad j=1, \ldots, \chi_{i}\right\} .
$$

We define in $H_{\lambda, \chi}$ an equivalence relation $\sim$ putting for all $\rho, \gamma \in H_{\lambda, \chi}$

$$
\begin{aligned}
\rho & \sim \gamma \Leftrightarrow \rho\left(\lambda_{1}+\cdots+\lambda_{i-1}+j\right) \\
& =\gamma\left(\lambda_{1}+\ldots+\lambda_{i-1}+j\right), \quad \forall i=1, \ldots, s, \quad j=1, \ldots, \chi_{i} .
\end{aligned}
$$

Let $\rho \in H_{\lambda, \chi}$. We denote by $\rho^{\chi}$ the element of $S_{m}$ defined as follows:

$$
\begin{equation*}
\rho^{\chi}\left(\chi_{1}+\cdots+\chi_{i-1}+j\right)=\rho\left(\lambda_{1}+\cdots+\lambda_{i-1}+j\right), \quad \forall i=1, \ldots, s, j=1, \ldots, \chi_{i} . \tag{4}
\end{equation*}
$$

It is not difficult to see that if, $\rho, \gamma \in H_{\lambda, \chi}$ belong to the same equivalence class, then $\rho^{\chi}=\gamma^{\chi}$ and, for all $\sigma \in S_{m}$, there exists a $\rho \in S_{p}$ such that $\rho^{\chi}=\sigma$. Thus, there exists a bijective correspondence between $S_{m}$ and the set of the $\sim$ - equivalence classes. We denote by $U_{\chi, \sigma}, \sigma \in S_{m}$, the $\sim$ - equivalence class such that for $\rho \in U_{\chi, \sigma}$ we have $\rho^{\chi}=\sigma$. We denote by $Z_{\lambda, \chi}$ the set of the elements $\rho$ of $H_{\lambda, \chi}$ such that $D_{\lambda, \rho}$
is a standard table associated with $\lambda$ and $\rho$. It is clear that if $\rho \in Z_{\lambda, \chi}$ then $D_{\chi, \rho^{x}}$ is a standard table associated with $\chi$ and $\rho^{\chi}$. It is also clear that if $D_{\chi, \sigma}$ is a standard table, $\sigma \in S_{m}$, there exists $\rho \in Z_{\lambda, \chi}$ such that $\rho^{\chi}=\sigma$.

## 3 Auxiliary Results

Lemma 1 ([4, Lemma 3.6]) Let $D_{\chi, \sigma_{1}}, \ldots, D_{\chi, \sigma_{\chi(1)}}$ be the standard tables associated with $\chi$. We have

$$
\left|U_{\chi, \sigma_{1}} \cap Z_{\lambda, \chi}\right|=\cdots=\left|U_{\chi, \sigma_{\chi(1)}} \cap Z_{\lambda, \chi}\right|
$$

Let $<\wp>$ denote the set $\{1, \ldots, \wp\}$. Let $i \in<\wp>$ and let

$$
\begin{equation*}
D_{\chi^{i}, \sigma_{1}^{i}}<\cdots<D_{\chi^{i}, \sigma_{w_{i}}^{i}}, w_{i}=\chi^{i}(1), \sigma_{1}^{i}=1, \ldots, \sigma_{w_{i}}^{i} \in S_{m} \tag{5}
\end{equation*}
$$

be the standard tables associated with $\chi^{i}$. For all $j=1, \ldots, w_{i}$ let

$$
U_{\chi^{i}, \sigma_{j}^{i}} \cap Z_{\lambda, \chi^{i}}=\left\{\rho_{i, j, 1}, \ldots, \rho_{i, j, g_{i}}\right\}
$$

where $g_{i}=\left|U_{\chi^{i}, \sigma_{1}^{i}} \cap Z_{\lambda, \chi^{i}}\right|$. Let

$$
\begin{equation*}
D_{\lambda, \rho_{i, j, 1}}<\cdots<D_{\lambda, \rho_{i, j, g_{i}}}, \quad j \in<w_{i}> \tag{6}
\end{equation*}
$$

be the standard tables associated with $\lambda$ and the elements of $U_{\chi^{i}, \sigma_{j}^{i}} \cap Z_{\lambda, \chi^{i}}$.
Lemma 2 ([4, Lemma 3.8]) Let $\rho \in H_{\lambda, \chi^{i}}, i \in<\wp>$. Let $\pi \in S_{p}$ be such that

$$
\begin{equation*}
\pi \rho_{i, w_{i}, g_{i}}=\rho \tag{7}
\end{equation*}
$$

We have
(a) $\pi \in S_{m}$.
(b) $\pi \rho_{i, f, l} \in H_{\lambda, \chi^{i}}$ for all $f=1, \ldots, w_{i}, l=1, \ldots, g_{i}$.

Definition 1 For all $i \in<\wp-1>, f \in<\omega_{i}>$ and for all $l \in<g_{i}>$, let $\phi_{f}^{i}$ and $\delta_{i, f, l}$ denote $\xi\left(D_{\chi^{i}, \sigma_{f}^{i}}\right)$ and $\xi\left(D_{\lambda, \rho_{i, f l l}}\right)$, respectively. For all $f \in<\wp>, l \in<g_{\wp}>$, let $\phi_{f}^{\wp}$ and $\delta_{\wp, f, l}$ denote $\xi\left(D_{\chi^{\wp},(\pi \mid<m>) \sigma_{f}^{\wp}}\right)$ and $\xi\left(D_{\lambda, \pi \rho_{\wp, f, l}}\right)$, respectively.

For all $i \in<\wp>$ let

$$
\psi_{1}^{i}=\phi_{1}^{i}
$$

and for $f=2, \ldots, \omega_{i}$,

$$
\psi_{f}^{i}=\left(1-\psi_{1}^{i}-\cdots-\psi_{f-1}^{i}\right) \phi_{f}^{i} .
$$

Let $\Theta_{1,1,1}$ denote $\delta_{1,1,1}$. For $i \in<\wp>, f \in<w_{i}>, l=2, \ldots, g_{i}$, let

$$
\Theta_{i, f, l}=\left(1-\sum_{x=1}^{i} \sum_{y=1}^{f} \sum_{z=1}^{l-1} \Theta_{x, y, z}\right) \delta_{i, f, l} .
$$

For $i \in\left\langle\wp>, f=2, \ldots, w_{i}\right.$, let

$$
\Theta_{i, f, 1}=\left(1-\sum_{x=1}^{i} \sum_{y=1}^{f-1} \sum_{z=1}^{g_{i}} \Theta_{x, y, z}\right) \delta_{i, f, 1}
$$

For $i=2, \ldots, \wp$, let

$$
\Theta_{i, 1,1}=\left(1-\sum_{x=1}^{i-1} \sum_{y=1}^{w_{i-1}} \sum_{z=1}^{g_{i-1}} \Theta_{x, y, z}\right) \delta_{i, 1,1}
$$

Lemma 3 ([4, Lemma 3.10]) We have
(a) $\psi_{f}^{i}, i=1, \ldots, \wp, f=1, \ldots, w_{i}$, are orthogonal idempotents in the group algebra $\mathbb{C} S_{m}$.
(b) $\Theta_{i, f, l}, i=1, \ldots, \wp, f=1, \ldots, w_{i}, l=1, \ldots, g_{i}$, are ortogonal idempotents in the group algebra $\mathbb{C} S_{p}$.
(c) For all $i=1, \ldots, \wp$ and $\sigma \in S_{m}$, we have

$$
\chi^{i}(\sigma)=\frac{m!}{\chi^{i}(1)}\left(\left(\psi_{1}^{i}+\cdots+\psi_{w_{i}}^{i}\right)(\sigma) .\right.
$$

(d) For all $\sigma \in S_{p}$ we have

$$
\lambda(\sigma)=\lambda(1)\left(\sum_{u=1}^{\wp} \sum_{v=1}^{w_{u}} \sum_{h=1}^{g_{u}} \Theta_{u, v, h}\right)(\sigma) .
$$

(e) $\phi_{j}^{i} \psi_{j}^{i}=\phi_{j}^{i}$ for all $i=1, \ldots, \wp$ and $j=1, \ldots, w_{i}$.
(f) Let $u \in<\wp>, v \in<w_{u}>, h, l \in<g_{u}>$ with $l>h$. We have

$$
\begin{gathered}
\delta_{u, v, l} \phi_{v}^{u} \Theta_{u, v, h}=0, \\
\delta_{u, v, h} \phi_{v}^{u} \Theta_{u, v, h}=M \delta_{u, v, h},
\end{gathered}
$$

where $M$ is a positive rational integer.

Lemma 4 ([4, Theorem 3.2]) For all $u \in<\wp>, v \in<w_{u}>, h \in<g_{u}>$, we have

$$
\begin{align*}
\Theta_{u, v, h} & =\sum_{i=1}^{u-1} \sum_{f=1}^{w_{i}} \sum_{l=1}^{g_{i}} \Upsilon_{i, f, l}^{u, v, h} \psi_{f}^{i} \rho_{i, f, l}\left(\rho_{u, v, h}\right)^{-1} \delta_{u, v, h}+ \\
& +\sum_{f=1}^{v} \sum_{l=1}^{h} \Upsilon_{u, f, l}^{u, v, h} \psi_{f}^{u} \rho_{u, f, l}\left(\rho_{u, v, h}\right)^{-1} \delta_{u, v, h}, \tag{8}
\end{align*}
$$

with $\Upsilon_{i, f, l}^{u, v, h} \in \mathbb{C}$ and $\Upsilon_{u, v, h}^{u, v, h}=1$.

$$
\text { If } \alpha=\sum_{\sigma \in S_{n}} \alpha(\sigma) \sigma \in \mathbb{C} S_{n} \text { let } \bar{\alpha} \text { denote } \frac{\alpha(1)}{n!} \alpha
$$

## 4 Results

Definition 2 Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{t}\right)$ be a partition of $p$ and $\left(x_{1}, \ldots, x_{p}\right)$ be a family of nonzero vectors of $V$. The collection of subfamilies of $\left(x_{1}, \ldots, x_{p}\right)$, $\left(\Re_{1}=\left(x_{i}\right)_{i \in \Lambda_{1}}, \ldots, \Re_{t}=\left(x_{i}\right)_{i \in \Lambda_{t}}\right)$, is said to be a $\lambda$-coloring of $\left(x_{1}, \ldots, x_{p}\right)$ if the following conditions hold:
(a) $\Re_{i}$ is a set of linearly independent vectors, $i=1, \ldots, t$.
(b) $\Lambda_{i} \cap \Lambda_{j}=\emptyset, i \neq j, i, j=1, \ldots, t$.
(c) $\left|\Lambda_{i}\right|=\lambda_{i}, i=1, \ldots, t$.

The collection $\left(\Lambda_{1}, \ldots, \Lambda_{t}\right)$ is called support of the coloring $\left(\Re_{1}, \ldots, \Re_{t}\right)$.
Definition 3 Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{t}\right)$ be a partition of $p$ and let $\left(x_{1}, \ldots, x_{p}\right)$ be a family of nonzero vectors of $V$. Let $\chi=\left(\chi_{1}, \ldots, \chi_{s}\right)$ be a partition of $m$ with $m<p$ and $s \leq t$. We say that a collection $\left(\Re_{1}=\left(x_{i}\right)_{i \in \Lambda_{1}}, \ldots, \Re_{t}=\left(x_{i}\right)_{i \in \Lambda_{t}}\right)$ of subfamilies of $\left(x_{1}, \ldots, x_{p}\right)$ is a $(\lambda, \chi)$-coloring of $\left(x_{1}, \ldots, x_{p}\right)$ if the following conditions hold:
(a) $\left(\Re_{1}, \ldots, \Re_{t}\right)$ is $\lambda$-coloring of $\left(x_{1}, \ldots, x_{p}\right)$.
(b) $\left(\left(x_{i}\right)_{i \in \Lambda_{1} \cap<m>}, \ldots,\left(x_{i}\right)_{i \in \Lambda_{s} \cap<m>}\right)$ is a $\chi$-coloring of $\left(x_{1}, \ldots, x_{m}\right)$.

Let $a=\sum_{\sigma \in S_{p}} a(\sigma) \sigma$ be an element of the group algebra $\mathbb{C} S_{p}$. We denote by $P(a)$ the linear mapping $\sum_{\sigma \in S_{p}} a(\sigma) P(\sigma)$ where $P(\sigma)$ is the linear mapping defined above. Note that if $a, b \in \mathbb{C} S_{p}$ then $P(a b)=P(a) P(b)$ and $P(a+b)=P(a)+$ $P(b)$.

Lemma 5 Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{t}\right)$ be a partition of $p$ and let $\left(x_{1}, \ldots, x_{p}\right)$ be a family of nonzero vectors of $V$. Let $D_{\lambda, \rho}$ be a Young table associated with $\lambda$ and $\rho \in S_{p}$. Let $\Lambda_{j}, j=1, \ldots, \lambda_{1}$ denote the set of integers in its jth column. We have

$$
P\left(\xi\left(D_{\lambda, \rho}\right)\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right) \neq 0
$$

if and only if $\left(\Lambda_{1}, \ldots, \Lambda_{\lambda_{1}}\right)$ is the support of a $\lambda^{\prime}$-coloring of $\left(x_{1}, \ldots, x_{p}\right)$, where $\lambda^{\prime}$ denotes the conjugate partition of $\lambda$.

Theorem 1 Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{t}\right)$ be a partition of $p$ and let $\left(x_{1}, \ldots, x_{p}\right)$ be a family of nonzero vectors of $V$. Let $m$ be a positive integer with $m<p$ and let $A_{\lambda}=$ $\left\{\chi^{1}, \ldots, \chi^{\wp}\right\}$ with $\chi^{r}=\left(\chi_{1}^{r}, \ldots, \chi_{q_{r}}^{r}\right)$, for $r=1, \ldots, \wp$. Let $\chi^{r}$ be an element of $A_{\lambda}$. If

$$
T\left(S_{p}, \varphi_{\lambda, \chi^{r}}\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right) \neq 0,
$$

then there exists $a\left(\lambda^{\prime},\left(\chi^{r}\right)^{\prime}\right)$-coloring of $\left(x_{1}, \ldots, x_{p}\right)$.
Proof Suppose

$$
T\left(S_{p}, \varphi_{\lambda, \chi^{r}}\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right) \neq 0 .
$$

From this inequality we get

$$
P\left(\varphi_{\lambda, \chi^{r}}\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right) \neq 0 .
$$

As $\varphi_{\lambda, \chi^{r}}=\overline{\chi^{r}} \bar{\lambda}$, from this inequality, (a), (b), (c) and (d) of Lemma 3 we obtain

$$
P\left(\left(\psi_{1}^{r}+\cdots+\psi_{w_{r}}^{r}\right)\left(\sum_{u=1}^{\wp} \sum_{v=1}^{w_{u}} \sum_{h=1}^{g_{u}} \Theta_{u, v, h}\right)\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right) \neq 0 .
$$

From this inequality we can conclude that there exist $f \in<w_{r}>, u \in<\wp>$, $v \in<w_{u}>, h \in<g_{u}>$ such that

$$
\begin{equation*}
P\left(\psi_{f}^{r} \Theta_{u, v, h}\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right) \neq 0 . \tag{9}
\end{equation*}
$$

From this inequality and Lemma 4 we have $r<u$ or $r=u$ and $f \leq v$ and: if $r<u$ then

$$
P\left(\psi_{f}^{r} \Theta_{u, v, h}\right)=P\left(\sum_{l=1}^{g_{r}} \Upsilon_{r, f, l}^{u, v, h} \psi_{f}^{r} \rho_{r, f, l}\left(\rho_{u, v, h}\right)^{-1} \delta_{u, v, h}\right),
$$

if $r=u, f \leq v$ then

$$
P\left(\psi_{f}^{r} \Theta_{u, v, h}\right)=P\left(\sum_{l=1}^{h} \Upsilon_{r, f, l}^{u, v, h} \psi_{f}^{r} \rho_{r, f, l}\left(\rho_{u, v, h}\right)^{-1} \delta_{u, v, h}\right) .
$$

From these two last equalities and (9) we can conclude that

$$
P\left(\psi_{f}^{r} \rho_{r, f, l}\left(\rho_{u, v, h}\right)^{-1} \delta_{u, v, h}\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right) \neq 0,
$$

with $l \in<g_{r}>$ if $r<u$ or $l \in<h>$ if $r=u, f \leq v$. From this inequality we derive (note that $\left.\delta_{u, v, h}=\rho_{u, v, h} \xi\left(D_{\lambda, 1}\right)\left(\rho_{u, v, h}\right)^{-1}\right)$

$$
P\left(\psi_{f}^{r} \delta_{r, f, l} \rho_{r, f, l}\left(\rho_{u, v, h}\right)^{-1}\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right) \neq 0 .
$$

Putting $\sigma^{-1}=\rho_{r, f, l}\left(\rho_{u, v, h}\right)^{-1}$ this inequality becomes

$$
P\left(\psi_{f}^{r} \delta_{r, f, l}\right)\left(x_{\sigma(1)} \otimes \cdots \otimes x_{\sigma(p)}\right) \neq 0
$$

This inequality leads to

$$
P\left(\delta_{r, f, l}\right)\left(x_{\sigma(1)} \otimes \cdots \otimes x_{\sigma(p)}\right) \neq 0
$$

This inequality and the definition of $\delta_{r, f, l}$ imply

$$
\begin{equation*}
P\left(\xi\left(D_{\lambda, \rho_{r, f, l}}\right)\right)\left(x_{\sigma(1)} \otimes \cdots \otimes x_{\sigma(p)}\right) \neq 0 \tag{10}
\end{equation*}
$$

Let $\Lambda_{j}, j=1, \ldots, \lambda_{1}$ denote the set of integers in the $j$ th column of $D_{\lambda, \rho_{r, f, l}}$ and let $\Re_{j}=\left(x_{i}\right)_{i \in \Lambda_{j}}, \quad j=1, \ldots, \lambda_{1}$. From (10) and Lemma 5

$$
\begin{equation*}
\left(\Re_{1}, \ldots, \Re_{\lambda_{1}}\right) \tag{11}
\end{equation*}
$$

is a $\lambda^{\prime}$-coloring of $\left(x_{1}, \ldots, x_{p}\right)$. By definition we have

$$
\rho_{r, f, l} \in H_{\lambda, \chi^{r}}
$$

From this relation we derive

$$
\left|\Lambda_{j} \cap<m>\right|=\left(\chi^{r}\right)_{j}^{\prime}, \quad j=1, \ldots, \chi_{1}^{r} .
$$

From this last relation and (11) we can conclude that

$$
\left(\left(x_{i}\right)_{i \in \Lambda_{1} \cap<m>}, \ldots,\left(x_{i}\right)_{i \in \Lambda_{x_{1}^{f}} \cap<m>}\right)
$$

is a $\left(\chi^{r}\right)^{\prime}$-coloring of $\left(x_{1}, \ldots, x_{m}\right)$.
Theorem 2 Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{t}\right)$ be a partition of $p$ and let $\left(x_{1}, \ldots, x_{p}\right)$ be a family of nonzero vectors of $V$. Let $m$ be a positive integer wih $m<p$ and let $\chi=\left(\chi_{1}, \ldots, \chi_{s}\right)$ be a minimal element of $A_{\lambda}$. We have

$$
T\left(S_{p}, \varphi_{\lambda, \chi}\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right) \neq 0
$$

if and only if there exists a $\left(\lambda^{\prime}, \chi^{\prime}\right)$-coloring of $\left(x_{1}, \ldots, x_{p}\right)$.

Proof From Theorem 1 we have only to prove the sufficiency. As $\chi$ is a minimal element of $A_{\lambda}$ we can assume, without lost of generality, that $\chi=\chi^{\wp}$. Suppose

$$
\begin{equation*}
\left(\Re_{1}, \ldots, \Re_{\lambda_{1}}\right) \tag{12}
\end{equation*}
$$

is a $\left(\lambda^{\prime},\left(\chi^{\wp}\right)^{\prime}\right)$-coloring of $\left(x_{1}, \ldots, x_{p}\right)$ with $\Re_{j}=\left(x_{i}\right)_{i \in \Lambda_{j}}, j=1, \ldots, \lambda_{1}$. Let

$$
\begin{equation*}
\Lambda_{j}=\left\{a_{j}^{1}, \ldots, a_{j}^{l_{j}}\right\}, \quad j=1, \ldots, \lambda_{1} \tag{13}
\end{equation*}
$$

with $a_{j}^{1}<\cdots<a_{j}^{l_{j}}$. We define $\rho \in S_{p}$ as follows:

$$
\begin{equation*}
\rho\left(\lambda_{1}+\cdots+\lambda_{i-1}+j\right)=a_{j}^{i}, \quad i=1, \ldots, t, \quad j=1, \ldots, \lambda_{i} \tag{14}
\end{equation*}
$$

From (12) to (14) we have

$$
\begin{equation*}
\rho \in H_{\lambda, \chi^{\ominus}} . \tag{15}
\end{equation*}
$$

Let $\pi \in S_{p}$ such that

$$
\begin{equation*}
\pi \rho_{\wp, w_{\wp}, g_{\wp}}=\rho \tag{16}
\end{equation*}
$$

From (15), (16), (a)-(d) of Lemma 3 we have

$$
\begin{align*}
& T\left(S_{p}, \varphi_{\lambda, \chi}\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right) \\
& \quad=P\left(\left(\psi_{1}^{\wp}+\cdots+\psi_{w_{\wp}}^{\wp}\right)\left(\sum_{u=1}^{\wp} \sum_{v=1}^{w_{u}} \sum_{h=1}^{g_{u}} \Theta_{u, v, h}\right)\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right) . \tag{17}
\end{align*}
$$

As $\psi_{1}^{\wp}, \ldots, \psi_{w_{\wp}}^{\wp}$ are ortogonal idempotents we have

$$
P\left(\psi_{1}^{\wp}+\cdots+\psi_{w_{\wp}}^{\wp}\right)\left(\bigotimes^{p} V\right)=P\left(\psi_{1}^{\wp}\right)\left(\bigotimes^{p} V\right) \bigoplus \cdots \bigoplus P\left(\psi_{w_{\wp}}^{\wp}\right)\left(\bigotimes^{p} V\right)
$$

From this equality we can conclude that if

$$
\begin{equation*}
P\left(\psi_{w_{\wp}}^{\wp}\left(\sum_{u=1}^{\wp} \sum_{v=1}^{w_{u}} \sum_{h=1}^{g_{u}} \Theta_{u, v, h}\right)\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right) \neq 0 \tag{18}
\end{equation*}
$$

then (17) is a nonzero element of $\otimes^{p} V$.
We prove (18) by contradiction. Suppose

$$
P\left(\psi_{w_{\wp}}^{\wp}\left(\sum_{u=1}^{\wp} \sum_{v=1}^{w_{u}} \sum_{h=1}^{g_{u}} \Theta_{u, v, h}\right)\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right)=0
$$

From this equality and Lemma 4 we obtain

$$
P\left(\psi_{w_{\wp}}^{\wp}\left(\sum_{h=1}^{g_{\wp}} \Theta_{\wp, w_{\wp}, h}\right)\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right)=0
$$

From this equality we get

$$
P\left(\delta_{\wp, w_{\wp}, g_{\wp}} \phi_{w_{\wp}}^{\wp} \psi_{w_{\wp}}^{\wp}\left(\sum_{h=1}^{g_{\wp}} \Theta_{\wp, w_{\wp}, h}\right)\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right)=0 .
$$

This equality, (f) of Lemma 3 leads to

$$
M P\left(\delta_{\wp, w_{\wp}, g_{\wp}}\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right)=0
$$

where $M$ is a positive rational number. Thus we have

$$
P\left(\delta_{\wp, w_{\wp}, g_{\wp}}\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right)=0
$$

This equality and the definition of $\rho$ lead to

$$
\begin{equation*}
P\left(\xi\left(D_{\lambda, \rho}\right)\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right)=0 \tag{19}
\end{equation*}
$$

From (12), (14), Definition 3, and Lemma 5 we obtain

$$
P\left(\xi\left(D_{\lambda, \rho}\right)\right)\left(x_{1} \otimes \cdots \otimes x_{p}\right) \neq 0
$$

which contradicts (19).
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# Testing Independence via Spectral Moments 
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#### Abstract

Assume that a matrix $X: p \times n$ is matrix normally distributed and that the Kolmogorov condition, i.e., $\lim _{n, p \rightarrow \infty} \frac{n}{p}=c>0$, holds. We propose a test for identity of the covariance matrix using a goodness-of-fit approach. Calculations are based on a recursive formula derived by Pielaszkiewicz et al. [19]. The test performs well regarding the power compared to presented alternatives, for both $c<1$ or $c \geq 1$.
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## 1 Introduction

Nowadays a large amount of empirical problems generate high-dimensional data sets. We are interested in discussing an independence test for the covariance matrix that works in the case where the dimension $p$ exceeds, is equal or is smaller than the sample size $n$, i.e., $p>n, p=n$ or $p<n$.

[^19]
### 1.1 Notation and Assumptions

The data matrix $X \in \mathbb{R}^{p \times n}$ follows the central matrix normal distribution, denoted $X \sim \mathscr{N}_{p, n}\left(0, \Sigma, I_{n}\right)$, where the dispersion matrix $\Sigma$ is assumed to be positive definite and $I_{n}$ is the identity matrix of size $n \times n$. Alternatively, one can think of a set of $n$ independently distributed $p$-dimensional column vectors $X_{i}, i=1, \ldots, n$, each distributed according to a multivariate normal distribution, $\mathscr{N}_{p}(0, \Sigma)$. Then, $W=X X^{\prime}=\sum_{i=1}^{n} X_{i} X_{i}^{\prime}$, where $X=\left(X_{1}, \ldots, X_{n}\right)$ and $X^{\prime}$ denotes the transpose of $X$, follows a Wishart distribution, $W \sim \mathscr{W}_{p}(\Sigma, n)$.

We assume that the Kolmogorov condition holds, so that both $p$ and $n$ increase with the same speed, i.e., $\lim _{n, p \rightarrow \infty} \frac{n}{p}=c \in(0, \infty)$.

Note also that for an arbitrary matrix $A$ the matrix $A^{k}$ denotes $A A \cdots A$, where usual matrix multiplication is applied $k$ times. $\mathbb{E}[\cdot]$ denotes expectation and the trace $\operatorname{Tr}\{\cdot\}$ is defined as the sum of the diagonal elements of a square matrix.

### 1.2 Stating Hypothesis and Brief Review of Historical Results

The hypothesis for testing identity of the covariance matrix is given by

$$
\begin{equation*}
H_{0}: \Sigma=I_{p} \text { against } H_{1}: \Sigma \neq I_{p} \tag{1}
\end{equation*}
$$

which of course is the same as

$$
H_{0}: \Sigma=\Sigma_{0} \text { against } H_{1}: \Sigma \neq \Sigma_{0}
$$

where the matrix $\Sigma_{0}$ is a given positive definite matrix. Equivalence of both formulations holds since we can consider the transformation $\Sigma_{0}^{-\frac{1}{2}} X$ instead of the data matrix $X$. Given the equivalence, that case will not be discussed further.

Stated in this way the hypothesis (1) was tested for the very first time by Mauchly in [15], using a likelihood ratio approach. Tests based on the likelihood ratio test statistics were, for a long time, commonly applied method. As the likelihood ratio approach is only suitable in the case $p<n$, see [1,16], further results were derived.

Nagao [17] introduced a statistic based on $a_{1}=\frac{1}{p} \sum_{i=1}^{p} \lambda_{i}$ and $a_{2}=\frac{1}{p} \sum_{i=1}^{p} \lambda_{i}^{2}$, where $\lambda_{i}$ are eigenvalues of $\frac{1}{n} X X^{\prime}$. Furthermore, in the paper by Ledoit and Wolf [14] a modification of Nagao's test statistics was suggested and given as

$$
T_{W}=\frac{1}{p} \operatorname{Tr}\left[\left(\frac{1}{n} X X^{\prime}-I_{p}\right)^{2}\right]-\frac{p}{n}\left(\frac{1}{p} \operatorname{Tr}\left[\frac{1}{n} X X^{\prime}\right]\right)^{2}+\frac{p}{n}
$$

The reason for the improvement was the lack of consistency of Nagao's result for $p>n$, with that which was obtained for $T_{W}$. The result of [14] has been further
analyzed for $\lim _{n, p \rightarrow \infty} \frac{n}{p}=c>0$ in [4, 8]. Another modification of the result presented in [17] is a paper by Chen et al. [5] in which the normality assumption is relaxed. Srivastava's publication [24] also follows the paper of Nagao [17] and proposes a test statistic of the form

$$
T_{S}=\frac{n}{2}\left(\hat{a}_{2}-2 \hat{a}_{1}+1\right),
$$

where

$$
\begin{aligned}
& \hat{a}_{1}=\frac{1}{p} \operatorname{Tr}\left\{\frac{1}{n} X X^{\prime}\right\}, \\
& \hat{a}_{2}=\frac{n^{2}}{(n-1)(n+2) p}\left[\operatorname{Tr}\left\{\frac{1}{n^{2}}\left(X X^{\prime}\right)^{2}\right\}-\frac{1}{n}\left(\operatorname{Tr}\left\{\frac{1}{n} X X^{\prime}\right\}\right)^{2}\right]
\end{aligned}
$$

are unbiased and consistent, under Kolmogorov condition, estimators of $a_{1}$ and $a_{2}$.
Natural continuation of Srivastava's research is given in [6, 7], where asymptotically normally distributed test statistics

$$
\begin{aligned}
& T_{1}=\frac{n}{c \sqrt{8}}\left(\hat{a}_{4}-4 \hat{a}_{3}+6 \hat{a}_{2}-4 \hat{a}_{1}+1\right), \\
& T_{2}=\frac{n}{\sqrt{8\left(c^{2}+12 c+8\right)}}\left(\hat{a}_{4}-2 \hat{a}_{2}+1\right)
\end{aligned}
$$

are based on the unbiased and consistent, under Kolmogorov condition, estimators of $a_{j}=\frac{1}{p} \sum_{i=1}^{p} \lambda_{i}^{j}$, for $j=1,2,3,4$.

The results proposed in $[6,7,24]$ are based on the idea that the null hypothesis $\Sigma=I_{p}$ implies, that all the eigenvalues are equal to 1 . Then,

$$
\frac{1}{p} \sum_{i=1}^{p}\left(\lambda_{i}-1\right)^{2 k}=\frac{1}{p} \sum_{i=1}^{p} \sum_{j=0}^{2 k}(-1)^{j}\binom{2 k}{j} \lambda_{i}^{2 k-j}=\sum_{j=0}^{2 k}(-1)^{j}\binom{2 k}{j} a_{2 k-j} \geq 0
$$

as it is a sum of even powers of $\lambda_{i}-1$. Moreover, keeping notation $a_{2 k-j}=$ $\frac{1}{p} \sum_{i=1}^{p} \lambda_{i}^{2 k-j}$, we have

$$
\frac{1}{p} \sum_{i=1}^{p}\left(\lambda_{i}-1\right)^{2 k}=\sum_{j=0}^{2 k}(-1)^{j}\binom{2 k}{j} a_{2 k-j}=0 \quad \text { under } \quad H_{0} .
$$

Furthermore, other methods to test the hypothesis (1) allowing for large $p$ are given in, among others, [3, 9-11, 20-22].

### 1.3 Outline

The paper is organized as follows. After the introduction and brief review of the historical results in Sect. 1, Sect. 2 states and discusses a new test statistic for testing (1) based on Jonsson's result, see [12], on joint asymptotic normality of some, specified later, $m$-dimensional vector $Y$. The presented test statistics follows a $\chi^{2}$-distribution under $H_{0}$ in contrast to a number of normally distributed results. Simulations and comparison to alternative test statistics are carried out in Sect. 3.

## 2 Test

It is well known that under the assumptions given in Sect. 1.1 and under $H_{0}$ the matrix $W=X X^{\prime}$ of size $p \times p$ follows a Wishart distribution, i.e., $W=X X^{\prime} \sim \mathscr{W}_{p}(I, n)$. Then, an asymptotic distribution of $\frac{1}{p} \operatorname{Tr}\left\{\left(\frac{1}{n} X X^{\prime}\right)^{t}\right\}$, when $\frac{n}{p} \xrightarrow{p, n \rightarrow \infty} c$, is degenerated (with variance converging to zero with increasing $n$ and $p$ ) normal for any $t \in \mathbb{N}$ as proven e.g. in [18].

We present recursive formula (see [19])

$$
\begin{align*}
\mathbb{E}\left[\prod_{i=0}^{k} \operatorname{Tr}\left\{W^{m_{i}}\right\}\right]= & \left(n-p+m_{k}-1\right) \mathbb{E}\left[\operatorname{Tr}\left\{W^{m_{k}-1}\right\} \prod_{i=0}^{k-1} \operatorname{Tr}\left\{W^{m_{i}}\right\}\right] \\
& +2 \sum_{i=1}^{k-1} m_{i} \mathbb{E}\left[\operatorname{Tr}\left\{W^{m_{k}+m_{i}-1}\right\} \prod_{\substack{j=0 \\
j \neq i}}^{k-1} \operatorname{Tr}\left\{W^{m_{j}}\right\}\right] \\
& +\sum_{i=0}^{m_{k}-1} \mathbb{E}\left[\operatorname{Tr}\left\{W^{i}\right\} \operatorname{Tr}\left\{W^{m_{k}-1-i}\right\} \prod_{j=0}^{k-1} \operatorname{Tr}\left\{W^{m_{j}}\right\}\right] \tag{2}
\end{align*}
$$

where $k \in \mathbb{N}, m_{0}=0, m_{k} \in \mathbb{N}$ and $m_{i} \in \mathbb{N}_{0}$ for $i=1, \ldots, k-1$. Let us denote expectation $\mathbb{E}\left[\frac{1}{p} \operatorname{Tr}\left\{\left(\frac{1}{n} X X^{\prime}\right)^{t}\right\}\right]$ by $m_{1}^{(t)}(n, p)$. Then, using (2) for each $t \in \mathbb{N}$ expectation $m_{1}^{(t)}(n, p)$ can be computed as a function of $n$ and $p$. In particular

$$
\begin{aligned}
m_{1}^{(1)}(n, p)= & \mathbb{E}\left[\frac{1}{p} \operatorname{Tr}\left\{\frac{1}{n} W\right\}\right]=1, \\
m_{1}^{(2)}(n, p)= & \mathbb{E}\left[\frac{1}{p} \operatorname{Tr}\left\{\left(\frac{1}{n} W\right)^{2}\right\}\right]=1+\frac{p}{n}+\frac{1}{n}, \\
m_{1}^{(3)}(n, p)= & \mathbb{E}\left[\frac{1}{p} \operatorname{Tr}\left\{\left(\frac{1}{n} W\right)^{3}\right\}\right]=\left(1+\frac{p}{n}+\frac{2}{n}\right)\left(1+\frac{p}{n}+\frac{1}{n}\right)+\frac{p}{n}+\frac{2}{n^{2}}, \\
m_{1}^{(4)}(n, p)= & \mathbb{E}\left[\frac{1}{p} \operatorname{Tr}\left\{\left(\frac{1}{n} W\right)^{4}\right\}\right]=\left(1+\frac{p}{n}+\frac{3}{n}\right)\left(\left(1+\frac{p}{n}+\frac{2}{n}\right)\left(1+\frac{p}{n}+\frac{1}{n}\right)+\frac{p}{n}+\frac{2}{n^{2}}\right) \\
& +2\left(1+\frac{p}{n}+\frac{1}{n}\right)\left(\frac{p}{n}+\frac{4}{n^{2}}\right) .
\end{aligned}
$$

Moreover, $m_{1}^{(t)}(n, p)$ represents the $t$ th spectral moment of matrix $\frac{1}{n} X X^{\prime}$ and under Kolmogorov condition converges to moments of Marchenko-Pastur distribution.

Furthermore, by the application of the result given in [12] to

$$
\begin{equation*}
Y_{t}=\sqrt{n p}\left(\frac{1}{p} \operatorname{Tr}\left\{\left(\frac{1}{n} X X^{\prime}\right)^{t}\right\}-m_{1}^{(t)}(n, p)\right) \tag{3}
\end{equation*}
$$

we claim the joint asymptotic multivariate normality of the vector $Y=\left(Y_{1}, \ldots, Y_{m}\right)$ under Kolmogorov condition. Moreover, the random vector $Y$ has a mean equal to zero and covariance matrix

$$
\begin{aligned}
\Sigma_{Y} & =\left(\operatorname{Cov}\left(Y_{i}, Y_{j}\right)\right)_{i, j=1}^{m} \\
& =\left(\begin{array}{cccc}
2 & 4\left(1+\frac{1}{c}\right) & 6\left(\left(1+\frac{1}{c}\right)^{2}+\frac{1}{c}\right) & \cdots \operatorname{Cov}\left(Y_{1}, Y_{m}\right) \\
4\left(1+\frac{1}{c}\right) & \frac{4}{c}+8\left(1+\frac{1}{c}\right)^{2} & 12\left(1+\frac{1}{c}\right)\left(\left(1+\frac{1}{c}\right)^{2}+\frac{2}{c}\right) & \cdots \\
6\left(\left(1+\frac{1}{c}\right)^{2}+\frac{1}{c}\right) & 12\left(1+\frac{1}{c}\right)\left(\left(1+\frac{1}{c}\right)^{2}+\frac{2}{c}\right) & 24\left(\left(1+\frac{1}{c}\right)^{2}+\frac{1}{c}\right)^{2}+\frac{42}{c}\left(1+\frac{1}{c}\right)^{2} & \cdots \\
\vdots & \vdots & \ddots & \operatorname{Cov}\left(Y_{3}, Y_{m}\right) \\
\operatorname{Cov}\left(Y_{m}, Y_{1}\right) & \operatorname{Cov}\left(Y_{m}, Y_{2}\right) & \cdots & \vdots \\
\vdots
\end{array}\right),
\end{aligned}
$$

where $c$ stands for constant from the Kolmogorov condition, i.e., $\lim _{n, p \rightarrow \infty} \frac{n}{p}=c$. The result of Jonsson, mentioned above, was inspired by [2].

Elements of the covariance matrix can be calculated analytical using (2). For illustration purpose the calculations of the upper left element of the matrix are presented below:

$$
\begin{aligned}
\operatorname{Var}\left[Y_{1}\right] & =\operatorname{Var}\left[\sqrt{n p}\left(\frac{1}{p} \operatorname{Tr}\left\{\frac{1}{n} X X^{\prime}\right\}-m_{1}^{(1)}(n, p)\right)\right]=n p \operatorname{Var}\left[\frac{1}{p} \operatorname{Tr}\left\{\frac{1}{n} X X^{\prime}\right\}\right] \\
& =n p\left(\mathbb{E}\left[\left(\frac{1}{p} \operatorname{Tr}\left\{\frac{1}{n} X X^{\prime}\right\}\right)^{2}\right]-\left(\mathbb{E}\left[\frac{1}{p} \operatorname{Tr}\left\{\frac{1}{n} X X^{\prime}\right\}\right]\right)^{2}\right) \\
& =n p\left(\mathbb{E}\left[\frac{1}{p^{2} n^{2}} \operatorname{Tr}\left\{X X^{\prime}\right\} \operatorname{Tr}\left\{X X^{\prime}\right\}\right]-1\right) \\
& =n p\left(\frac{1}{p^{2} n^{2}}(n p(n p+2))-1\right)=2 .
\end{aligned}
$$

Finally, we suggest new test for (1) through the goodness-of-fit approach that is based on the result regarding multivariate normality of the vector $Y$. We define a test statistic by

$$
\begin{equation*}
T_{J m}=Y^{T} \Sigma_{Y}^{-1} Y \sim \chi^{2}(m) \tag{4}
\end{equation*}
$$

where the distribution under $H_{0}$ is asymptotically, $\lim _{n, p \rightarrow \infty} \frac{n}{p}=c, \chi^{2}$ with $m$ degrees of freedom. We reject the hypothesis for large values of $T_{J m}$, since our test statistics, that is by construction non negative, tends to zero under $H_{0}$.

## 3 Simulation Studies

Let $Y=\left(Y_{1}, Y_{2}, Y_{3}, Y_{4}\right)$, where $Y_{t}=\sqrt{n p}\left(\frac{1}{p} \operatorname{Tr}\left\{\left(\frac{1}{n} W\right)^{t}\right\}-m_{1}^{(t)}(n, p)\right)$, for $t=$ $1,2,3,4$. We are going to analyze the results of 2000 simulated matrices $X$ of size $p=n, p>n$ and $p<n$ with a) $p=125, n=125$, b) $p=250, n=125$ and c) $p=125, n=250$.

### 3.1 On the Distribution of $\boldsymbol{Y}_{t}$

In the Sect. 2 we claim the marginal and joint normal distribution of the vector $Y=\left(Y_{1}, \ldots, Y_{m}\right)$ following [12] and give the recursive formula (2) for calculating the variances and covariances of $Y_{i}, i=1, \ldots, m$.

In this section the test statistics and $p$-value of Shapiro-Wilk test of normality will be given. Classical Shapiro-Wilk test have been introduced by [23] with test statistics obtained by dividing the square of the linear combination of the sample order statistics by the estimate of variance. Moreover, the comparison of empirical and theoretical density functions, and QQ-plots are provided.

By Table 1 we cannot reject normal distribution of $Y_{i}, i=1,2,3,4$ on a significance level of $2.5 \%$. We see that normality is much stronger in the classical case when the sample size is bigger than the dimension of the problem $(p<n)$. Nevertheless, normality holds even in the case when $p>n$.

Normality is also illustrated in Figs. 1 and 2 by the comparison of empirical and theoretical distribution functions and in Figs. 3 and 4 using QQ-plots.

### 3.2 On the Distribution of the Test Statistics

Data simulated in Sect. 3.1 is used to analyze the distribution of test statistics $T_{J m}$, for $m=2,3,4$. The Kolmogorov-Smirnov test (see [13]) is used to verify the $\chi^{2}(m)$ distribution and have been introduced by Kolmogorov in 1933.

Table 1 The results of the Shapiro-Wilk normality test for the distribution function of $Y_{1}, Y_{2}, Y_{3}$ and $Y_{4}$, where $Y_{i}$ is given as (3). Values of Shapiro-Wilk test statistics and p -values for rejection under $H_{0}$ are given for particular choices of $p$ and $n$ in the two cases: $p<n$ and $p>n$

|  | Shapiro-Wilk test for normality |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $W$ | $p$-value | $W$ | $p$-value |
| $Y_{1}$ | 0.99952 | 0.9213 | 0.99892 | 0.2666 |
| $Y_{2}$ | 0.99949 | 0.8967 | 0.9986 | 0.09905 |
| $Y_{3}$ | 0.99931 | 0.6909 | 0.99846 | 0.06208 |
| $Y_{4}$ | 0.99907 | 0.3966 | 0.99833 | 0.04067 |
|  | $p=125, n=250$ | $p=250, n=125$ |  |  |



Fig. 1 Comparison of the empirical density function and theoretical asymptotic density function, i.e., the normal distribution, of $Y_{1}$, which is defined in (3)


Fig. 2 Comparison of the empirical density function and theoretical asymptotic density function, i.e., the normal distribution, of $Y_{2}, Y_{3}, Y_{4}$, where $Y_{i}$ is defined as in (3)

Following the $p$-values of the Kolmogorov-Smirnov test in Table 2 we cannot reject $\chi^{2}$-distribution of test statistics for all considered values of the parameter $m$. Visual illustration of the comparison between the theoretical and empirical density function is given in Fig. 5 .


Fig. 3 Normal QQ-plots for the empirical distribution of $Y_{1}$, which is defined in (3)


Fig. 4 Normal QQ-plots for the empirical distribution of $Y_{2}, Y_{3}, Y_{4}$, where $Y_{i}$ is defined as in (3)

### 3.3 Attained Significance Level and Empirical Power

To check how well the proposed test statistics $T_{J 2}, T_{J 3}$ and $T_{J 4}$ perform we present a comparison with the tests obtained by Ledoit and Wolf in [14] and Srivastava in [24], as well as by Fisher et al. in [6, 7]. In Table 3 the significance levels are given, while Table 4 gives empirical statistical power.

Table 2 The results of the Kolmogorov-Smirnov test for testing $\chi^{2}$-distribution of, defined by (4), test statistics $T_{J 2}, T_{J 3}$ and $T_{J 4}$ for the particular choices of $p$ and $n$ in the two cases: $p<n$ and $p>n$

|  | Kolmogorov-Smirnov test |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $D$ | $p$-value | $D$ | $p$-value |
| $T_{J 2}$ | 0.024805 | 0.1706 | 0.015531 | 0.7203 |
| $T_{J 3}$ | 0.01566 | 0.7107 | 0.021177 | 0.3311 |
| $T_{J 4}$ | 0.015463 | 0.6403 | 0.010643 | 0.9773 |
|  | $p=125, n=250$ | $p=250, n=125$ |  |  |



Fig. 5 Comparison of the empirical density function of test statistics $T_{J 2}, T_{J 3}$ and $T_{J 4}$, defined by (4), and theoretical asymptotic density function, i.e., $\chi^{2}(2)-, \chi^{2}(3)$ - and $\chi^{2}(4)$-distribution, respectively

Power studies are performed for the alternative hypothesis that the data comes from a distribution with covariance matrix $\Sigma=a I$ for fixed $a$ close to 1 , for $a$ values following uniform distribution on the interval symmetric around 1, i.e., $a \sim$ $U(1-\varepsilon, 1+\varepsilon)$, for $\Sigma=\left(\begin{array}{cc}a I_{k} & 0 \\ 0 & I_{p-k}\end{array}\right)$ as well as $\Sigma=\left(\begin{array}{cc}I_{p / 2} & a J_{p / 2} \\ a J_{p / 2} & I_{p / 2}\end{array}\right)$, where $J_{p / 2}$ stands for matrix of ones of the size $\frac{p}{2} \times \frac{p}{2}$.

In Tables 3 and 4, we see that this paper proposes tests which provides better empirical power than alternative methods and keeps a similar performance with respect to the size of the test. Already with $\Sigma=1.03^{2} I$ we reject $H_{0}: \Sigma=I_{p}$

Table 3 Comparison of empirical significance levels. $T_{J 2}, T_{J 3}, T_{J 4}$ are defined in (4). Test statistics introduced by Ledoit and Wolf is denoted by $T_{W}, T_{S}$ stands for Srivastava's test statistics, $T_{1}$ and $T_{2}$ for the two test statistics introduced by Fisher, see Sect. 1.2

|  | $\alpha$ | $T_{J}$ |  |  | Alternative tests |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $T_{J 2}$ | $T_{J 3}$ | $T_{J 4}$ | $T_{W}$ | $T_{S}$ | $T_{1}$ | $T_{2}$ |
| $\begin{aligned} & p=125 \\ & n=250 \end{aligned}$ | 0.1 | 0.097 | 0.093 | 0.0935 | 0.1045 | 0.104 | 0.097 | 0.0995 |
|  | 0.05 | 0.0405 | 0.051 | 0.0515 | 0.049 | 0.048 | 0.058 | 0.0565 |
|  | 0.025 | 0.021 | 0.0225 | 0.028 | 0.024 | 0.023 | 0.0305 | 0.0325 |
|  | 0.01 | 0.009 | 0.0075 | 0.0135 | 0.0095 | 0.0095 | 0.0155 | 0.0175 |
| $\begin{aligned} & p=250 \\ & n=125 \end{aligned}$ | 0.1 | 0.1065 | 0.098 | 0.0955 | 0.107 | 0.106 | 0.107 | 0.103 |
|  | 0.05 | 0.0505 | 0.0455 | 0.0495 | 0.053 | 0.0515 | 0.058 | 0.056 |
|  | 0.025 | 0.024 | 0.023 | 0.028 | 0.0285 | 0.028 | 0.0305 | 0.0315 |
|  | 0.01 | 0.0085 | 0.01 | 0.0135 | 0.013 | 0.012 | 0.012 | 0.0135 |

Table 4 Comparison of empirical powers of tests for $\alpha=0.05$. The test statistics $T_{J 2}, T_{J 3}$ are $T_{J 4}$ are defined in (4), $T_{W}$ stands for the Ledoit and Wolf test statistic, $T_{S}$ for Srivastava's test statistic, $T_{1}$ and $T_{2}$ for the two test statistics introduced by Fisher, see Sect. 1.2. The highest power is marked with black

|  |  | $T_{J}$ |  |  | Alternative tests |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $T_{J 2}$ | $T_{J 3}$ | $T_{J 4}$ | $T_{W}$ | $T_{S}$ | $T_{1}$ | $T_{2}$ |
| $\begin{aligned} & p=125 \\ & n=125 \end{aligned}$ | $\Sigma=1.005^{2} I$ | 0.1195 | 0.121 | 0.13 | 0.0585 | 0.0585 | 0.0685 | 0.0805 |
|  | $\Sigma=1.01^{2} I$ | 0.2855 | 0.296 | 0.2855 | 0.054 | 0.0525 | 0.0705 | 0.0715 |
|  | $\Sigma=1.03^{2} I$ | 0.9985 | 0.9975 | 0.9935 | 0.124 | 0.1135 | 0.102 | 0.1295 |
| $\begin{aligned} & \hline p=125 \\ & n=250 \end{aligned}$ | $\Sigma=1.005^{2} I$ | 0.19 | 0.16 | 0.152 | 0.0475 | 0.0465 | 0.0595 | 0.061 |
|  | $\Sigma=1.01^{2} I$ | 0.5995 | 0.534 | 0.504 | 0.0705 | 0.069 | 0.07 | 0.0795 |
|  | $\Sigma=1.03^{2} I$ | 1 | 1 | 1 | 0.175 | 0.159 | 0.111 | 0.1745 |
| $\begin{aligned} & p=250 \\ & n=125 \end{aligned}$ | $\Sigma=1.005^{2} I$ | 0.194 | 0.171 | 0.163 | 0.052 | 0.049 | 0.0655 | 0.0695 |
|  | $\Sigma=1.01^{2} I$ | 0.6155 | 0.551 | 0.512 | 0.068 | 0.064 | 0.069 | 0.067 |
|  | $\Sigma=1.03^{2} I$ | 1 | 1 | 1 | 0.117 | 0.1045 | 0.102 | 0.115 |
| $\begin{aligned} & p=125 \\ & n=125 \end{aligned}$ | $\begin{aligned} & \Sigma=\operatorname{diag}(U) \\ & U \sim U(1 \pm .01)^{2} \end{aligned}$ | 0.1405 | 0.127 | 0.118 | 0.059 | 0.058 | 0.0575 | 0.063 |
|  | $\begin{aligned} & \Sigma=\operatorname{diag}(U) \\ & U \sim U(1 \pm .1)^{2} \end{aligned}$ | 0.885 | 0.875 | 0.87 | 0.2585 | 0.265 | 0.0815 | 0.142 |
|  | $\begin{aligned} & \Sigma=\operatorname{diag}(U) \\ & U \sim U(1 \pm .3)^{2} \end{aligned}$ | 0.961 | 0.9575 | 0.956 | 0.748 | 0.747 | 0.2715 | 0.659 |

Table 4 (continued)

|  |  | $T_{J}$ |  |  | Alternative tests |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $T_{J 2}$ | $T_{J 3}$ | $T_{J 4}$ | $T_{W}$ | $T_{S}$ | $T_{1}$ | $T_{2}$ |
| $\begin{aligned} & p=128 \\ & n=128 \end{aligned}$ | $\begin{aligned} & \Sigma= \\ & \left(\begin{array}{cc} 0.95 I_{64} & 0 \\ 0 & I_{64} \end{array}\right) \end{aligned}$ | 0.508 | 0.4215 | 0.3615 | 0.046 | 0.047 | 0.0405 | 0.048 |
|  | $\Sigma=\left(\begin{array}{cc}0.9 I_{64} & 0 \\ 0 & I_{64}\end{array}\right)$ | 0.99 | 0.9825 | 0.968 | 0.065 | 0.071 | 0.0315 | 0.0465 |
|  | $\Sigma=\left(\begin{array}{cc}0.5 I_{64} & 0 \\ 0 & I_{64}\end{array}\right)$ | 1 | 1 | 1 | 1 | 1 | 0.321 | 0.996 |
|  | $\Sigma=\left(\begin{array}{cc}0.9 I_{32} & 0 \\ 0 & I_{96}\end{array}\right)$ | 0.531 | 0.4565 | 0.3895 | 0.065 | 0.069 | 0.0475 | 0.054 |
|  | $\Sigma=\left(\begin{array}{cc}0.9 I_{16} & 0 \\ 0 & I_{112}\end{array}\right)$ | 0.1505 | 0.1255 | 0.1185 | 0.069 | 0.0695 | 0.0575 | 0.0545 |
|  | $\begin{aligned} & \Sigma= \\ & \left(\begin{array}{cc} I_{64} & 0.01 J_{64} \\ 0.01 J_{64} & I_{64} \end{array}\right) \end{aligned}$ | 0.1215 | 0.1875 | 0.2465 | 0.2085 | 0.2085 | 0.249 | 0.358 |
|  | $\begin{aligned} & \Sigma= \\ & \left(\begin{array}{cc} I_{64} & 0.02 J_{64} \\ 0.02 J_{64} & I_{64} \end{array}\right) \end{aligned}$ | 0.7305 | 0.944 | 0.9735 | 0.85 | 0.8495 | 0.971 | 0.983 |
|  | $\begin{aligned} & \Sigma= \\ & \left(\begin{array}{cc} I_{64} & 0.1 J_{64} \\ 0.1 J_{64} & I_{64} \end{array}\right) \end{aligned}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

with probability 1 , while the other tests reach a maximum power of $17.5 \%$. Test performance remains good while the elements of the diagonal covariance matrix come from the uniform distribution on the interval surrounding 1 .
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# Some Further Remarks on the Linear Sufficiency in the Linear Model 

Radosław Kala, Augustyn Markiewicz and Simo Puntanen


#### Abstract

In this article we consider the linear sufficiency of statistic $\mathbf{F y}$ when estimating the estimable parametric function of $\boldsymbol{\beta}$ under the linear model $\mathscr{A}=$ $\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$. We review some properties that have not been received much attention in the literature and provide some new results and insight into the meaning of the linear sufficiency. In particular, we consider the best linear unbiased estimation (BLUE) under the transformed model $\mathscr{A}_{t}=\left\{\mathbf{F y}, \mathbf{F X} \boldsymbol{\beta}, \mathbf{F V F}^{\prime}\right\}$ and study the possibilities to measure the relative linear sufficiency of $\mathbf{F y}$ by comparing the BLUEs under $\mathscr{A}$ and $\mathscr{A}_{t}$. We also consider some new properties of the Euclidean norm of the distance of the BLUEs under $\mathscr{A}$ and $\mathscr{A}_{t}$. The concept of linear sufficiency was essentially introduced in early 1980s by Baksalary, Kala and Drygas, but to our knowledge the concept of relative linear sufficiency nor the Euclidean norm of the difference between the BLUEs under $\mathscr{A}$ and $\mathscr{A}_{t}$ have not appeared in the literature. To make the article more self-readable we go through some basic concepts related to linear sufficiency. We also provide a rather extensive list of relevant references.


Keywords Best linear unbiased estimator • generalized inverse • linear model • linear sufficiency $\cdot$ orthogonal projector $\cdot$ transformed linear model

## 1 Introduction

In this paper we consider the linear model defined by

[^20]\[

$$
\begin{equation*}
\mathbf{y}=\mathbf{X} \boldsymbol{\beta}+\boldsymbol{\varepsilon}, \quad \text { or shortly notated } \mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}, \tag{1}
\end{equation*}
$$

\]

where $\mathbf{y}$ is an $n$-dimensional observable response variable, $\mathbf{X}$ is a known $n \times p$ matrix, i.e., $\mathbf{X} \in \mathbb{R}^{n \times p}, \boldsymbol{\beta} \in \mathbb{R}^{p}$ is a vector of fixed (but unknown) parameters, and $\boldsymbol{\varepsilon}$ is an unobservable random error with a known covariance matrix $\operatorname{cov}(\boldsymbol{\varepsilon})=\mathbf{V}=\operatorname{cov}(\mathbf{y})$ and expectation $\mathrm{E}(\boldsymbol{\varepsilon})=\mathbf{0}$.

Under the model $\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$, the statistic $\mathbf{G y}$, where $\mathbf{G} \in \mathbb{R}^{n \times n}$, is the best linear unbiased estimator, BLUE, of $\mathbf{X} \boldsymbol{\beta}$ whenever $\mathbf{G y}$ is unbiased, i.e., $\mathbf{G X}=\mathbf{X}$, and it has the minimal covariance matrix in the Löwner sense among all unbiased linear estimators of $\mathbf{X} \boldsymbol{\beta}$. The BLUE of an estimable parametric function $\mathbf{K} \boldsymbol{\beta}$, where $\mathbf{K} \in \mathbb{R}^{k \times p}$, is defined in the corresponding way. Recall that $\mathbf{K} \boldsymbol{\beta}$ is said to be estimable under $\mathscr{A}$ if it has a linear unbiased estimator $\mathbf{L y}$, say, so that $\mathrm{E}(\mathbf{L y})=\mathbf{L X} \boldsymbol{\beta}=\mathbf{K} \boldsymbol{\beta}$ for all $\boldsymbol{\beta} \in \mathbb{R}^{p}$, which happens if and only if

$$
\begin{equation*}
\mathscr{C}\left(\mathbf{K}^{\prime}\right) \subset \mathscr{C}\left(\mathbf{X}^{\prime}\right) \tag{2}
\end{equation*}
$$

where $\mathscr{C}(\cdot)$ stands for the column space (range) of the matrix argument.
In what follows, we frequently refer to the following lemma; see, e.g., [18, p. 55], [38, p. 282], and [3].

Lemma 1 Consider the general linear model $\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$. Then the statistic $\mathbf{G y}$ is the BLUE for $\mathbf{X} \boldsymbol{\beta}$ if and only if $\mathbf{G}$ satisfies the equation

$$
\begin{equation*}
\mathbf{G}\left(\mathbf{X}: \mathbf{V} \mathbf{X}^{\perp}\right)=(\mathbf{X}: \mathbf{0}) \tag{3}
\end{equation*}
$$

The corresponding condition for By to be the BLUE of an estimable parametric function $\mathbf{K} \boldsymbol{\beta}$ is

$$
\begin{equation*}
\mathbf{B}\left(\mathbf{X}: \mathbf{V} \mathbf{X}^{\perp}\right)=(\mathbf{K}: \mathbf{0}) \tag{4}
\end{equation*}
$$

The notation $\left(\mathbf{X}: \mathbf{V X}^{\perp}\right)$ refers to a columnwise partitioned matrix by juxtaposing matrices $\mathbf{X}$ and $\mathbf{V} \mathbf{X}^{\perp}$. The matrix $\mathbf{X}^{\perp}$ refers to a matrix spanning the orthocomplement of the column space $\mathscr{C}(\mathbf{X})$. One convenient choice for $\mathbf{X}^{\perp}$ is $\mathbf{M}:=\mathbf{I}_{n}-\mathbf{P}_{\mathbf{X}}=\mathbf{I}_{n}-$ $\mathbf{H}$, with $\mathbf{P}_{\mathbf{X}}=\mathbf{X} \mathbf{X}^{+}=: \mathbf{H}$ denoting the orthogonal projector onto $\mathscr{C}(\mathbf{X})$ and $\mathbf{X}^{+}$ referring to the Moore-Penrose inverse of $\mathbf{X}$. Of course, $\mathscr{C}\left(\mathbf{X}^{\perp}\right)=\mathscr{C}(\mathbf{M})=\mathscr{N}\left(\mathbf{X}^{\prime}\right)$, where $\mathscr{N}(\cdot)$ stands for the null space.

The solution $\mathbf{G}$ for (3) always exists but is unique if and only if $\mathscr{C}(\mathbf{X}: \mathbf{V})=\mathbb{R}^{n}$. However, the observed value of $\mathbf{G y}$ is unique (with probability 1 ) once the random vector $\mathbf{y}$ has realized its value in the space

$$
\begin{equation*}
\mathscr{C}(\mathbf{X}: \mathbf{V})=\mathscr{C}(\mathbf{X}) \oplus \mathscr{C}(\mathbf{V} \mathbf{M}) \tag{5}
\end{equation*}
$$

In (5) the symbol $\oplus$ stands for the direct sum. Two estimators $\mathbf{G}_{1} \mathbf{y}$ and $\mathbf{G}_{2} \mathbf{y}$ are said to be equal (with probability 1) whenever $\mathbf{G}_{1} \mathbf{y}=\mathbf{G}_{2} \mathbf{y}$ for all $\mathbf{y} \in \mathscr{C}(\mathbf{X}: \mathbf{V})$. When talking about the equality of estimators we sometimes may drop the phrase "with probability 1 ". The consistency of the model $\mathscr{A}$ means that the observed $\mathbf{y}$ lies in
$\mathscr{C}(\mathbf{X}: \mathbf{V})$ which is assumed to hold whatever model we have. For the consistency concept, see, e.g., [13].

In this paper we use the notation $\mathscr{W}$ for the set of nonnegative definite matrices defined as

$$
\begin{equation*}
\mathscr{W}=\left\{\mathbf{W} \in \mathbb{R}^{n \times n}: \mathbf{W}=\mathbf{V}+\mathbf{X} \mathbf{U U}^{\prime} \mathbf{X}^{\prime}, \mathscr{C}(\mathbf{W})=\mathscr{C}(\mathbf{X}: \mathbf{V})\right\} \tag{6}
\end{equation*}
$$

In (6) $\mathbf{U}$ can be any $p \times m$ matrix as long as $\mathscr{C}(\mathbf{W})=\mathscr{C}(\mathbf{X}: \mathbf{V})$ is satisfied. One obvious choice is of course $\mathbf{U}=\mathbf{I}_{p}$. In particular, if $\mathscr{C}(\mathbf{X}) \subset \mathscr{C}(\mathbf{V})$, we can choose $\mathbf{U}=\mathbf{0}$. The set $\mathscr{W}$ appears to be a very useful class of matrices and it has numerous applications related to linear models. For example, it is easy to confirm the following lemma.

Lemma 2 Let $\mathbf{W} \in \mathscr{W}$. Then $\mathbf{G y}$ is the BLUE for $\mathbf{X} \boldsymbol{\beta}$ under $\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$ if and only if $\mathbf{G y}$ is the BLUE for $\mathbf{X} \boldsymbol{\beta}$ under $\mathscr{A}_{\mathbf{W}}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{W}\}$.

We will later consider some interesting properties of $\mathscr{W}$ and the corresponding extended set

$$
\begin{equation*}
\mathscr{W}_{*}=\left\{\mathbf{W} \in \mathbb{R}^{n \times n}: \mathbf{W}=\mathbf{V}+\mathbf{X} \mathbf{T} \mathbf{X}^{\prime}, \mathscr{C}(\mathbf{W})=\mathscr{C}(\mathbf{X}: \mathbf{V})\right\} . \tag{7}
\end{equation*}
$$

Notice that $\mathbf{W}$ that belongs to $\mathscr{W}_{*}$ is not necessarily nonnegative definite and it can be nonsymmetric. For example, the following statements concerning $\mathbf{W}$ belonging to $\mathscr{W}_{*}$ are equivalent:

$$
\begin{gather*}
\mathscr{C}(\mathbf{X}: \mathbf{V})=\mathscr{C}(\mathbf{W}),  \tag{8a}\\
\mathscr{C}(\mathbf{X}) \subset \mathscr{C}(\mathbf{W}),  \tag{8b}\\
\mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{X} \text { is invariant for any choice of } \mathbf{W}^{-},  \tag{8c}\\
\mathscr{C}\left(\mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{X}\right)=\mathscr{C}\left(\mathbf{X}^{\prime}\right) \text { for any choice of } \mathbf{W}^{-},  \tag{8d}\\
\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{X}\right)^{-} \mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{X}=\mathbf{X} \text { for any choices of } \mathbf{W}^{-} \text {and }\left(\mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{X}\right)^{-} . \tag{8e}
\end{gather*}
$$

Moreover, each of these statements is equivalent also to $\mathscr{C}(\mathbf{X}: \mathbf{V})=\mathscr{C}\left(\mathbf{W}^{\prime}\right)$, and hence to the statements (8b)-(8e) by replacing $\mathbf{W}$ with $\mathbf{W}^{\prime}$. Notice that obviously $\mathscr{C}(\mathbf{W})=\mathscr{C}\left(\mathbf{W}^{\prime}\right)$ and that the invariance properties in (8d) and (8e) concern also the choice of $\mathbf{W} \in \mathscr{W}_{*}$. For further properties of $\mathscr{W}_{*}$, see, e.g., [11, Theorem 1], [12, Theorem 2], [10, Theorem 2], and [37, Sect. 12.3].

The usefulness of $\mathscr{W}_{*}$ appears, e.g., from the following well-known representation of the BLUE of $\mathbf{X} \boldsymbol{\beta}$ :

$$
\begin{equation*}
\operatorname{BLUE}(\mathbf{X} \boldsymbol{\beta} \mid \mathscr{A})=\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{X}\right)^{-} \mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{y}=: \mathbf{C y}, \tag{9}
\end{equation*}
$$

where $\mathbf{W} \in \mathscr{W}_{*}$. The general representation for the BLUE can be written as $\mathbf{A y}$, where

$$
\begin{equation*}
\mathbf{A}=\mathbf{C}+\mathbf{N}\left(\mathbf{I}_{n}-\mathbf{P}_{\mathbf{W}}\right), \tag{10}
\end{equation*}
$$

with $\mathbf{N} \in \mathbb{R}^{n \times n}$ being free to vary. In this context we might mention also the following expression:

$$
\begin{equation*}
\operatorname{BLUE}(\mathbf{X} \boldsymbol{\beta} \mid \mathscr{A})=\left[\mathbf{I}_{n}-\mathbf{V M}(\mathbf{M V M})^{-} \mathbf{M}\right] \mathbf{y} . \tag{11}
\end{equation*}
$$

For further expressions, see, e.g., [37, Sect. 10.4].
Recall that the multipliers of the random vector $\mathbf{y}$ in (9) and (11) are not necessarily the same but the following holds:

$$
\begin{equation*}
\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{X}\right)^{-} \mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{y}=\left[\mathbf{I}_{n}-\mathbf{V M}(\mathbf{M V M})^{-} \mathbf{M}\right] \mathbf{y} \text { for all } \mathbf{y} \in \mathscr{C}(\mathbf{W}) . \tag{12}
\end{equation*}
$$

One more property requiring attention before proceeding into the concept of linear sufficiency is the invariance of the matrix product $\mathbf{A B}{ }^{-} \mathbf{C}$. According to [39, Lemma 2.2.4], for any nonnull $\mathbf{A}$ and $\mathbf{C}$ the following holds:

$$
\begin{equation*}
\mathbf{A} \mathbf{B}^{-} \mathbf{C}=\mathbf{A} \mathbf{B}^{+} \mathbf{C} \text { for all } \mathbf{B}^{-} \Longleftrightarrow \mathscr{C}(\mathbf{C}) \subset \mathscr{C}(\mathbf{B}) \text { and } \mathscr{C}\left(\mathbf{A}^{\prime}\right) \subset \mathscr{C}\left(\mathbf{B}^{\prime}\right) \tag{13}
\end{equation*}
$$

We shall frequently need the invariance property (13). For example, we immediately see that for $\mathbf{W} \in \mathscr{W}_{*}$, the matrices $\mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{X}$ and $\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{X}\right)^{-} \mathbf{X}^{\prime}$ are invariant for any choice of $\mathbf{W}^{-}$. Similarly in (12) we can use any generalized inverses involved.

## 2 Definition of the Linear Sufficiency

Now we can formally define the concept of linear sufficiency as done by [7]. Actually they talked about "linear transformations preserving best linear unbiased estimators" and it was [19] who adopted the term "linear sufficiency".

Definition 1 A linear statistic $\mathbf{F y}$, where $\mathbf{F} \in \mathbb{R}^{f \times n}$, is called linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$ under the model $\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$, if there exists a matrix $\mathbf{A} \in \mathbb{R}^{n \times f}$ such that $\mathbf{A F y}$ is the BLUE for $\mathbf{X} \boldsymbol{\beta}$. Correspondingly, $\mathbf{F y}$ is linearly sufficient for estimable $\mathbf{K} \boldsymbol{\beta}$, where $\mathbf{K} \in \mathbb{R}^{k \times p}$, if there exists a matrix $\mathbf{A} \in \mathbb{R}^{k \times f}$ such that AFy is the BLUE for $\mathbf{K} \boldsymbol{\beta}$.

Sometimes we may use the short notations

$$
\begin{equation*}
\mathbf{F y} \in \mathbf{S}(\mathbf{X} \boldsymbol{\beta}), \quad \mathbf{F} \mathbf{y} \in \mathrm{S}(\mathbf{K} \boldsymbol{\beta}) \tag{14}
\end{equation*}
$$

to indicate that $\mathbf{F y}$ is linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$ or for $\mathbf{K} \boldsymbol{\beta}$, respectively.
By definition, $\mathbf{F y}$ is linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$ if and only if the equation

$$
\begin{equation*}
\mathbf{A F}(\mathbf{X}: \mathbf{V M})=(\mathbf{X}: \mathbf{0}) \tag{15}
\end{equation*}
$$

has a solution for $\mathbf{A}$, which happens if and only if

$$
\begin{equation*}
\mathscr{C}\binom{\mathbf{X}^{\prime}}{\mathbf{0}} \subset \mathscr{C}\binom{\mathbf{X}^{\prime} \mathbf{F}^{\prime}}{\mathbf{M V F}} . \tag{16}
\end{equation*}
$$

The concept of linear minimal sufficiency, introduced by [19], is defined as follows.

Definition 2 A linear statistic $\mathbf{F y}$ is called linearly minimal sufficient if for any other linearly sufficient statistics $\mathbf{S y}$, there exists a matrix $\mathbf{A}$ such that $\mathbf{F y}=\mathbf{A S y}$ almost surely.

In Lemma 3 we collect some well-known equivalent conditions for $\mathbf{F y}$ being linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$. For the proofs of parts (c) and (d), see [7]; part (e), see [8, Corollary 2]; and part (f), [32, Proposition 3.1a]. For further related references, see [4, 9, 19, 20, 26-28, 30].
Lemma 3 The statistic $\mathbf{F y}$ is linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$ under the linear model $\mathscr{A}=$ $\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$ if and only if any of the following equivalent statements holds:
(a) $\mathscr{C}\binom{\mathbf{X}^{\prime}}{\mathbf{0}} \subset \mathscr{C}\binom{\mathbf{X}^{\prime} \mathbf{F}^{\prime}}{\mathbf{M V F}}$,
(b) $\mathscr{N}\left(\mathbf{F X}: \mathbf{F V X}{ }^{\perp}\right) \subset \mathscr{N}(\mathbf{X}: \mathbf{0})$,
(c) $\mathscr{C}(\mathbf{X}) \subset \mathscr{C}\left(\mathbf{W F}^{\prime}\right)$, where $\mathbf{W} \in \mathscr{W}$,
(d) $\operatorname{rank}\left(\mathbf{X}: \mathbf{V F}^{\prime}\right)=\operatorname{rank}\left(\mathbf{W} \mathbf{F}^{\prime}\right)$, where $\mathbf{W} \in \mathscr{W}$,
(e) $\mathscr{C}\left(\mathbf{X}^{\prime} \mathbf{F}^{\prime}\right)=\mathscr{C}\left(\mathbf{X}^{\prime}\right)$ and $\mathscr{C}(\mathbf{F X}) \cap \mathscr{C}\left(\mathbf{F} \mathbf{V} \mathbf{X}^{\perp}\right)=\{\mathbf{0}\}$,
(f) $\mathscr{N}(\mathbf{F}) \cap \mathscr{C}(\mathbf{X}: \mathbf{V}) \subset \mathscr{C}\left(\mathbf{V} \mathbf{X}^{\perp}\right)$,
$(\mathrm{g})$ there exists a matrix $\mathbf{A}$ such that $\mathbf{A F}\left(\mathbf{X}: \mathbf{V} \mathbf{X}^{\perp}\right)=(\mathbf{X}: \mathbf{0})$.
Moreover, $\mathbf{F y}$ is linearly minimal sufficient for $\mathbf{X} \boldsymbol{\beta}$ if and only if $\mathscr{C}(\mathbf{X})=\mathscr{C}\left(\mathbf{W F}^{\prime}\right)$, or equivalently, the equality holds in (a), (b) or (f).

Baksalary and Kala [8] proved the following:
Lemma 4 Let $\mathbf{K} \boldsymbol{\beta}$ be an estimable parametric function under $\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$, i.e., $\mathscr{C}\left(\mathbf{K}^{\prime}\right) \subset \mathscr{C}\left(\mathbf{X}^{\prime}\right)$. Then $\mathbf{F y}$ is linearly sufficient for $\mathbf{K} \boldsymbol{\beta}$ under $\mathscr{A}$ if and only if any of the following equivalent statements holds:
(a) $\mathscr{C}\binom{\mathbf{K}^{\prime}}{\mathbf{0}} \subset \mathscr{C}\binom{\mathbf{X}^{\prime} \mathbf{F}^{\prime}}{\mathbf{M V F}}$,
(b) $\mathscr{N}\left(\mathbf{F X}: \mathbf{F V X}{ }^{\perp}\right) \subset \mathscr{N}(\mathbf{K}: \mathbf{0})$,
(c) $\mathscr{C}\left[\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{X}\right)^{-} \mathbf{K}^{\prime}\right] \subset \mathscr{C}\left(\mathbf{W} \mathbf{F}^{\prime}\right)$, where $\mathbf{W} \in \mathscr{W}$,
(d) there exists a matrix $\mathbf{A}$ such that $\mathbf{A F}\left(\mathbf{X}: \mathbf{V} \mathbf{X}^{\perp}\right)=(\mathbf{K}: \mathbf{0})$.

Moreover, $\mathbf{F y}$ is linearly minimal sufficient for $\mathbf{K} \boldsymbol{\beta}$ if and only if equality (instead of subspace inclusion) holds in (a), (b) or equivalently (c).

Suppose that $\mathbf{F y}$ is linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$ under the model $\mathscr{A}$, and $\mathbf{F}_{1}$ is some arbitrary matrix with $n$ columns. Then it is interesting to observe that the extended statistic

$$
\begin{equation*}
\mathbf{F}_{0} \mathbf{y}:=\binom{\mathbf{F}}{\mathbf{F}_{1}} \mathbf{y} \tag{17}
\end{equation*}
$$

is also linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$. This is so because

$$
\begin{equation*}
\mathscr{C}(\mathbf{X}) \subset \mathscr{C}\left(\mathbf{W} \mathbf{F}^{\prime}\right) \subset \mathscr{C}\left[\mathbf{W}\left(\mathbf{F}^{\prime}: \mathbf{F}_{1}^{\prime}\right)\right]=\mathscr{C}\left(\mathbf{W} \mathbf{F}_{0}^{\prime}\right) \tag{18}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\mathbf{F y} \in \mathrm{S}(\mathbf{X} \boldsymbol{\beta}) \Longrightarrow \mathbf{F}_{*} \mathbf{y} \in \mathrm{~S}(\mathbf{X} \boldsymbol{\beta}), \quad \text { if } \mathscr{C}\left(\mathbf{F}^{\prime}\right)=\mathscr{C}\left(\mathbf{F}_{*}^{\prime}\right) \tag{19}
\end{equation*}
$$

Thus if $\operatorname{rank}(\mathbf{F})=r$ we can replace $\mathbf{F} \in \mathbb{R}^{f \times n}$ with $\mathbf{F}_{*} \in \mathbb{R}^{r \times n}$, where $r \leq f$, i.e., the columns of $\mathbf{F}_{*}^{\prime}$ provide a spanning basis for $\mathscr{C}\left(\mathbf{F}^{\prime}\right)$.

Notice also that the linear sufficiency condition $\mathscr{C}(\mathbf{X}) \subset \mathscr{C}(\mathbf{W F})$ implies that we necessarily must have

$$
\begin{equation*}
\operatorname{rank}\left(\mathbf{X}_{n \times p}\right) \leq p \leq \operatorname{rank}\left(\mathbf{F}_{f \times n}\right) \leq f \tag{20}
\end{equation*}
$$

In passing we note that $\mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{y}$ is linearly minimal sufficient for $\mathbf{X} \boldsymbol{\beta}$ under the model $\mathscr{A}$; this follows from $\mathscr{C}(\mathbf{X})=\mathscr{C}\left[\mathbf{W}\left(\mathbf{W}^{-}\right)^{\prime} \mathbf{X}\right]$.

## 3 The Transformed Model $\mathscr{A}_{t}$

Consider the model $\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$ and let $\mathbf{F} \in \mathbb{R}^{f \times n}$ be such a matrix that $\mathbf{F y}$ is linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$. Then the transformation $\mathbf{F}$ applied to $\mathbf{y}$ induces the transformed model

$$
\begin{equation*}
\mathscr{A}_{t}=\left\{\mathbf{F y}, \mathbf{F X} \boldsymbol{\beta}, \mathbf{F V F}^{\prime}\right\} . \tag{21}
\end{equation*}
$$

Now, as the statistic $\mathbf{F y}$ is linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$, it sounds intuitively believable that both models provide the same starting point for obtaining the BLUE of $\mathbf{X} \boldsymbol{\beta}$. Indeed this appears to be true as proved by [7, 8]. Moreover, [40, Theorem 2.8] and [29, Theorem 2] showed the following:

Lemma 5 Consider the model $\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$ and its transformed version

$$
\begin{equation*}
\mathscr{A}_{t}=\left\{\mathbf{F y}, \mathbf{F X} \boldsymbol{\beta}, \mathbf{F V F}^{\prime}\right\}, \tag{22}
\end{equation*}
$$

and let $\mathbf{K} \boldsymbol{\beta}$ be estimable under $\mathscr{A}$. Then the following statements are equivalent:
(a) $\mathbf{F y}$ is linearly sufficient for $\mathbf{K} \boldsymbol{\beta}$.
(b) $\operatorname{BLUE}(\mathbf{K} \boldsymbol{\beta} \mid \mathscr{A})=\operatorname{BLUE}\left(\mathbf{K} \boldsymbol{\beta} \mid \mathscr{A}_{t}\right)$ with probability 1.
(c) There exists at least one representation of BLUE of $\mathbf{K} \boldsymbol{\beta}$ under $\mathscr{A}$ which is the BLUE also under the transformed model $\mathscr{A}_{t}$.

It is noteworthy that if $\mathbf{F y}$ is linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$, then, in view of (16), we have

$$
\begin{equation*}
\mathscr{C}\left(\mathbf{X}^{\prime}\right)=\mathscr{C}\left(\mathbf{X}^{\prime} \mathbf{F}^{\prime}\right), \text { i.e., } \operatorname{rank}(\mathbf{F} \mathbf{X})=\operatorname{rank}(\mathbf{X}) \tag{23}
\end{equation*}
$$

On the other hand, on account of (2), $\mathbf{X} \boldsymbol{\beta}$ is estimable under the transformed model $\mathscr{A}_{t}=\left\{\mathbf{F y}, \mathbf{F X} \boldsymbol{\beta}, \mathbf{F V F}^{\prime}\right\}$ if and only if

$$
\begin{equation*}
\mathscr{C}\left(\mathbf{X}^{\prime}\right) \subset \mathscr{C}\left(\mathbf{X}^{\prime} \mathbf{F}^{\prime}\right), \tag{24}
\end{equation*}
$$

i.e., $\mathscr{C}\left(\mathbf{X}^{\prime}\right)=\mathscr{C}\left(\mathbf{X}^{\prime} \mathbf{F}^{\prime}\right)$, which is (23). This confirms the following:

$$
\begin{equation*}
\mathbf{F y} \in \mathbf{S}(\mathbf{X} \boldsymbol{\beta}) \Longrightarrow \mathbf{X} \boldsymbol{\beta} \text { is estimable under } \mathscr{A}_{t} . \tag{25}
\end{equation*}
$$

However, the reverse implication in (25) does not hold. In view of part (e) of Lemma 3, we need the following two conditions for $\mathbf{F y} \in \mathbf{S}(\mathbf{X} \boldsymbol{\beta})$ :

$$
\begin{equation*}
\mathscr{C}\left(\mathbf{X}^{\prime} \mathbf{F}^{\prime}\right)=\mathscr{C}\left(\mathbf{X}^{\prime}\right) \text { and } \mathscr{C}(\mathbf{F X}) \cap \mathscr{C}\left(\mathbf{F V} \mathbf{X}^{\perp}\right)=\{\mathbf{0}\} \tag{26}
\end{equation*}
$$

which can be expressed equivalently as

$$
\begin{equation*}
\mathbf{X} \boldsymbol{\beta} \text { is estimable under } \mathscr{A}_{t} \text { and } \mathscr{C}(\mathbf{F X}) \cap \mathscr{C}\left(\mathbf{F} \mathbf{V} \mathbf{X}^{\perp}\right)=\{\mathbf{0}\} . \tag{27}
\end{equation*}
$$

Let us consider some special choices of $\mathbf{F}$. For example, if $\mathbf{F}$ has the property $\mathscr{C}\left(\mathbf{F}^{\prime}\right)=\mathbb{R}^{n}$ (implying that the number of the rows in $\mathbf{F} \in \mathbb{R}^{f \times n}$ is at least $n$ ), then

$$
\begin{equation*}
\mathscr{C}(\mathbf{X}) \subset \mathscr{C}(\mathbf{W})=\mathscr{C}\left(\mathbf{W F}^{\prime}\right) \tag{28}
\end{equation*}
$$

and thereby $\mathbf{F y}$ is linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$. In particular, for a nonsingular $\mathbf{F} \in \mathbb{R}^{n \times n}$, the statistic $\mathbf{F y}$ is linearly sufficient. For a positive definite $\mathbf{V}$ the linear sufficiency condition becomes simply

$$
\begin{equation*}
\mathscr{C}(\mathbf{X}) \subset \mathscr{C}\left(\mathbf{V F}^{\prime}\right) \tag{29}
\end{equation*}
$$

Supposing that $\mathbf{V}^{1 / 2}$ is the positive definite square root of $\mathbf{V}$ we observe that $\mathbf{V}^{-1 / 2} \mathbf{y}$ is linearly sufficient and thus the BLUE of $\mathbf{X} \boldsymbol{\beta}$ under the transformed model

$$
\begin{equation*}
\mathscr{A}_{t}=\left\{\mathbf{V}^{-1 / 2} \mathbf{y}, \mathbf{V}^{-1 / 2} \mathbf{X} \boldsymbol{\beta}, \mathbf{I}_{n}\right\} \tag{30}
\end{equation*}
$$

is the same as in the original model $\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$, i.e., the $\operatorname{BLUE}(\mathbf{X} \boldsymbol{\beta})$ under $\mathscr{A}$ equals the ordinary least squares estimator of $\mathbf{X} \boldsymbol{\beta}, \operatorname{OLSE}(\mathbf{X} \boldsymbol{\beta})$, under $\mathscr{A}_{t}$ :

$$
\begin{equation*}
\operatorname{BLUE}(\mathbf{X} \boldsymbol{\beta} \mid \mathscr{A})=\operatorname{OLSE}\left(\mathbf{X} \boldsymbol{\beta} \mid \mathscr{A}_{t}\right) \tag{31}
\end{equation*}
$$

This technique, sometimes referred to as the Aitken-approach, see [1], is well known in statistical textbooks. However, usually these textbooks do not mention anything about linear sufficiency feature of this transformation.

Consider then a more general case. By Lemma 2 we know that the BLUEs under $\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$ and $\mathscr{A}_{\mathbf{W}}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{W}\}$ are equal. Suppose that $\operatorname{rank}(\mathbf{W})=w$ and that $\mathbf{W}$ has the eigenvalue decomposition $\mathbf{W}=\mathbf{Z} \boldsymbol{\Lambda} \mathbf{Z}^{\prime}$, where the columns of $\mathbf{Z} \in$
$\mathbb{R}^{n \times w}$ are orthonormal eigenvectors of $\mathbf{W}$ with respect to nonzero eigenvalues $\lambda_{1} \geq$ $\cdots \geq \lambda_{w}>0$ of $\mathbf{W}$, and $\boldsymbol{\Lambda}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{w}\right)$. Choosing

$$
\begin{equation*}
\mathbf{F}=\boldsymbol{\Lambda}^{-1 / 2} \mathbf{Z}^{\prime} \in \mathbb{R}^{w \times n} \tag{32}
\end{equation*}
$$

we observe that

$$
\begin{equation*}
\mathscr{C}\left(\mathbf{W F}^{\prime}\right)=\mathscr{C}\left(\mathbf{W} \mathbf{Z} \boldsymbol{\Lambda}^{-1 / 2}\right)=\mathscr{C}(\mathbf{W}) \tag{33}
\end{equation*}
$$

and hence $\mathscr{C}(\mathbf{X}) \subset \mathscr{C}\left(\mathbf{W F}^{\prime}\right)$ and thereby $\mathbf{F y}$ is linearly sufficient in $\mathscr{A}_{\mathbf{w}}$. Thus the BLUE of $\mathbf{X} \boldsymbol{\beta}$ under the original model $\mathscr{A}$ is the same as under $\mathscr{A}_{\mathbf{W}}$ and further the same as under the transformed model

$$
\begin{equation*}
\mathscr{A}_{t}=\left\{\boldsymbol{\Lambda}^{-1 / 2} \mathbf{Z}^{\prime} \mathbf{y}, \boldsymbol{\Lambda}^{-1 / 2} \mathbf{Z}^{\prime} \mathbf{X} \boldsymbol{\beta}, \mathbf{I}_{w}\right\} . \tag{34}
\end{equation*}
$$

Because $\mathbf{F}^{\prime} \mathbf{F}=\mathbf{Z} \boldsymbol{\Lambda}^{-1} \mathbf{Z}^{\prime}=\mathbf{W}^{+}$, we have

$$
\begin{align*}
\operatorname{BLUE}(\mathbf{X} \boldsymbol{\beta} \mid \mathscr{A}) & =\operatorname{BLUE}\left(\mathbf{X} \boldsymbol{\beta} \mid \mathscr{A}_{t}\right)=\operatorname{OLSE}\left(\mathbf{X} \boldsymbol{\beta} \mid \mathscr{A}_{t}\right) \\
& =\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{W}^{+} \mathbf{X}\right)^{-} \mathbf{X}^{\prime} \mathbf{W}^{+} \mathbf{y}, \tag{35}
\end{align*}
$$

where we actually can use any generalized inverses involved.
We may note that [17, p. 239] uses the transformation matrix $\boldsymbol{\Lambda}^{-1 / 2} \mathbf{Z}^{\prime}$ when considering the so-called weakly singular linear model, i.e., when $\mathscr{C}(\mathbf{X}) \subset \mathscr{C}(\mathbf{V})$, and [25, Sect. 4] while comparing the BLUEs under two linear models with different covariance matrices.

We complete this section by considering a partitioned linear model

$$
\begin{equation*}
\mathscr{A}_{12}=\left\{\mathbf{y}, \mathbf{X}_{1} \boldsymbol{\beta}_{1}+\mathbf{X}_{2} \boldsymbol{\beta}_{2}, \mathbf{V}\right\} \tag{36}
\end{equation*}
$$

Let us assume that $\mathscr{C}\left(\mathbf{X}_{1}\right) \cap \mathscr{C}\left(\mathbf{X}_{2}\right)=\{\mathbf{0}\}$ implying that $\mathbf{X}_{1} \boldsymbol{\beta}_{1}$ is estimable. Premultiplying the model $\mathscr{A}_{12}$ by $\mathbf{M}_{2}=\mathbf{I}_{n}-\mathbf{P}_{\mathbf{x}_{2}}$ yields the reduced model

$$
\begin{equation*}
\mathscr{A}_{12 \cdot 2}=\left\{\mathbf{M}_{2} \mathbf{y}, \mathbf{M}_{2} \mathbf{X}_{1} \boldsymbol{\beta}_{1}, \mathbf{M}_{2} \mathbf{V} \mathbf{M}_{2}\right\} \tag{37}
\end{equation*}
$$

Now the well-known Frisch-Waugh-Lovell theorem, see, e.g., $[22,23]$ and [2, Theorem 1], states that the BLUEs of $\mathbf{X}_{1} \boldsymbol{\beta}_{1}$ under $\mathscr{A}_{12}$ and $\mathscr{A}_{12 \cdot 2}$ coincide. Hence, in view of Lemma 5, the statistic $\mathbf{M}_{2} \mathbf{y}$ is linearly sufficient for $\mathbf{X}_{1} \boldsymbol{\beta}_{1}$. One expression for the BLUE of $\mathbf{X}_{1} \boldsymbol{\beta}_{1}$, obtainable from the reduced model $\mathscr{A}_{12 \cdot 2}$, is

$$
\begin{equation*}
\mathbf{A y}:=\mathbf{X}_{1}\left(\mathbf{X}_{1}^{\prime} \dot{\mathbf{M}}_{2} \mathbf{X}_{1}\right)^{-} \mathbf{X}_{1}^{\prime} \dot{\mathbf{M}}_{2} \mathbf{y} \tag{38}
\end{equation*}
$$

where $\dot{\mathbf{M}}_{2}=\mathbf{M}_{2}\left(\mathbf{M}_{2} \mathbf{W}_{1} \mathbf{M}_{2}\right)^{-} \mathbf{M}_{2}$ and $\mathbf{W}_{1}=\mathbf{V}+\mathbf{X}_{1} \mathbf{U}_{1} \mathbf{U}_{1}^{\prime} \mathbf{X}_{1}^{\prime}$ is such that $\mathscr{C}\left(\mathbf{W}_{1}\right)=$ $\mathscr{C}\left(\mathbf{X}_{1}: \mathbf{V}\right)$. Notice that of course the BLUE of $\mathbf{X}_{1} \boldsymbol{\beta}_{1}$ can be written also as

$$
\begin{equation*}
\mathbf{B y}:=\left(\mathbf{X}_{1}: \mathbf{0}\right)\left(\mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{X}\right)^{-} \mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{y}=\mathbf{K}\left(\mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{X}\right)^{-} \mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{y}, \tag{39}
\end{equation*}
$$

where $\mathbf{K}=\left(\mathbf{X}_{1}: \mathbf{0}\right) \in \mathbb{R}^{n \times p}$ and $\mathbf{W} \in \mathscr{W}$. The equality $\mathbf{A W}=\mathbf{B W}$ implies

$$
\begin{equation*}
\mathbf{W} \dot{\mathbf{M}}_{2} \mathbf{X}_{1}\left(\mathbf{X}_{1}^{\prime} \dot{\mathbf{M}}_{2} \mathbf{X}_{1}\right)^{-} \mathbf{X}_{1}^{\prime}=\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{X}\right)^{-} \mathbf{K}^{\prime}, \tag{40}
\end{equation*}
$$

and it is easy to confirm that $\mathscr{C}\left[\mathbf{W} \dot{\mathbf{M}}_{2} \mathbf{X}_{1}\left(\mathbf{X}_{1}^{\prime} \dot{\mathbf{M}}_{2} \mathbf{X}_{1}\right)^{-} \mathbf{X}_{1}^{\prime}\right]=\mathscr{C}\left(\mathbf{W} \dot{\mathbf{M}}_{2} \mathbf{X}_{1}\right)$. Thus, in view of part (c) of Lemma 4, the statistic $\mathbf{F y}$ is linearly sufficient for $\mathbf{X}_{1} \boldsymbol{\beta}_{1}$ if and only if

$$
\begin{equation*}
\mathscr{C}\left(\mathbf{W} \dot{\mathbf{M}}_{2} \mathbf{X}_{1}\right) \subset \mathscr{C}\left(\mathbf{W} \mathbf{F}^{\prime}\right) \tag{41}
\end{equation*}
$$

From (41) we immediately see that $\mathbf{X}_{1}^{\prime} \dot{\mathbf{M}}_{2} \mathbf{y}$ is linearly minimal sufficient for $\mathbf{X}_{1} \boldsymbol{\beta}_{1}$, as observed by [26, Theorem 2].

## 4 Properties of $\mathscr{C}\left(\mathbf{W F}^{\prime}\right)$

Consider the linear sufficiency condition

$$
\begin{equation*}
\mathscr{C}(\mathbf{X}) \subset \mathscr{C}\left(\mathbf{W F}^{\prime}\right), \quad \text { where } \mathbf{W} \in \mathscr{W} \tag{42}
\end{equation*}
$$

One question: is the column space $\mathscr{C}\left(\mathbf{W F}^{\prime}\right)$ unique, i.e., does it remain invariant for any choice of $\mathbf{W} \in \mathscr{W}$ ? In statistical literature, the invariance of $\mathscr{C}\left(\mathbf{W F}^{\prime}\right)$ is not discussed. It might be somewhat tempting to conjecture that for a given $\mathbf{F}$, the column space $\mathscr{C}\left(\mathbf{W F}^{\prime}\right)$ would be invariant. However, our counterexample below shows that this is not the case. In any event, it is of interest to study the mathematical properties of the possible invariance.

Before our counterexample, we will take a quick look at the rank of $\mathbf{W F}^{\prime}$ by allowing $\mathbf{W}$ to belong to set $\mathscr{W}_{*}$, defined as in (7),

$$
\begin{equation*}
\mathscr{W}_{*}=\left\{\mathbf{W} \in \mathbb{R}^{n \times n}: \mathbf{W}=\mathbf{V}+\mathbf{X T X}^{\prime}, \mathscr{C}(\mathbf{W})=\mathscr{C}(\mathbf{X}: \mathbf{V})\right\} \tag{43}
\end{equation*}
$$

Now, on account of (5) and the equality $\mathscr{C}(\mathbf{W})=\mathscr{C}\left(\mathbf{W}^{\prime}\right)=\mathscr{C}(\mathbf{X}: \mathbf{V})$, we have $\mathscr{C}\left(\mathbf{F} \mathbf{W}^{\prime}\right)=\mathscr{C}(\mathbf{F W})=\mathscr{C}[\mathbf{F}(\mathbf{X}: \mathbf{V M})]$. Using the rank rule for the partitioned matrix: $\operatorname{rank}(\mathbf{A}: \mathbf{B})=\operatorname{rank}(\mathbf{A})+\operatorname{rank}\left[\left(\mathbf{I}-\mathbf{P}_{\mathbf{A}}\right) \mathbf{B}\right]$, see, e.g., [31, Theorem 19], we get

$$
\begin{equation*}
\operatorname{rank}\left(\mathbf{W F}^{\prime}\right)=\operatorname{rank}\left(\mathbf{F} \mathbf{W}^{\prime}\right)=\operatorname{rank}(\mathbf{F W})=\operatorname{rank}(\mathbf{F X})+\operatorname{rank}\left(\mathbf{Q}_{\mathbf{F X}} \mathbf{F V M}\right) \tag{44}
\end{equation*}
$$

where $\mathbf{Q}_{\mathbf{F X}}=\mathbf{I}-\mathbf{P}_{\mathbf{F X}}$. Now (44) means that $\operatorname{rank}\left(\mathbf{W F}^{\prime}\right)$ is invariant with respect to $\mathbf{W} \in \mathscr{W}_{*}$. In particular, if $\mathscr{C}(\mathbf{X}) \subset \mathscr{C}\left(\mathbf{W F}^{\prime}\right)$, we obtain

$$
\begin{align*}
\operatorname{rank}\left(\mathbf{W F}^{\prime}\right) & =\operatorname{rank}\left(\mathbf{X}: \mathbf{W F}^{\prime}\right)=\operatorname{rank}(\mathbf{X})+\operatorname{rank}\left(\mathbf{M W F}^{\prime}\right) \\
& =\operatorname{rank}(\mathbf{X})+\operatorname{rank}(\mathbf{M V F} \\
& =\operatorname{rank}\left(\mathbf{X}: \mathbf{V F}^{\prime}\right) . \tag{45}
\end{align*}
$$

We can summarise our observations as follows:
Theorem 1 Consider the linear model $\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$. Then:
(a) The rank of $\mathbf{W F}^{\prime}$ is invariant for any $\mathbf{W} \in \mathscr{W}_{*}$ and it can be expressed as

$$
\begin{equation*}
\operatorname{rank}\left(\mathbf{W F}^{\prime}\right)=\operatorname{rank}(\mathbf{F X})+\operatorname{rank}\left(\mathbf{Q}_{\mathbf{F X}} \mathbf{F V M}\right) \tag{46}
\end{equation*}
$$

(b) For any $\mathbf{W} \in \mathscr{W}_{*}$, the inclusion $\mathscr{C}(\mathbf{X}) \subset \mathscr{C}\left(\mathbf{W} \mathbf{F}^{\prime}\right)$ holds if and only if

$$
\begin{equation*}
\operatorname{rank}\left(\mathbf{W F}^{\prime}\right)=\operatorname{rank}(\mathbf{X})+\operatorname{rank}(\mathbf{F V M})=\operatorname{rank}\left(\mathbf{X}: \mathbf{V F}^{\prime}\right) \tag{47}
\end{equation*}
$$

(c) For any $\mathbf{W} \in \mathscr{W}_{*}$, we have $\operatorname{rank}\left(\mathbf{W}^{\prime} \mathbf{F}^{\prime}\right)=\operatorname{rank}\left(\mathbf{W F}^{\prime}\right)$.

Example 1 Our purpose is to confirm that the following statement is not correct:
Let $\mathbf{W}_{1}, \mathbf{W}_{2} \in \mathscr{W}$. Then for any matrix $\mathbf{F}$,

$$
\begin{equation*}
\mathscr{C}\left(\mathbf{W}_{1} \mathbf{F}^{\prime}\right)=\mathscr{C}\left(\mathbf{W}_{2} \mathbf{F}^{\prime}\right) \tag{48}
\end{equation*}
$$

Consider the model where

$$
\mathbf{V}=\left(\begin{array}{lll}
1 & 0 & 0  \tag{49}\\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right), \quad \mathbf{X}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0 \\
0 & 1
\end{array}\right), \quad \mathbf{F}^{\prime}=\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)
$$

and let $\mathbf{U}_{1} \mathbf{U}_{1}^{\prime}=\mathbf{I}_{2}, \mathbf{U}_{2} \mathbf{U}_{2}^{\prime}=\left(\begin{array}{cc}2 & 1 \\ 1 & 1\end{array}\right)$. Denoting $\mathbf{W}_{i}=\mathbf{V}+\mathbf{X} \mathbf{U}_{i} \mathbf{U}_{i}^{\prime} \mathbf{X}^{\prime}$, we have

$$
\mathscr{C}\left(\mathbf{W}_{1} \mathbf{F}^{\prime}\right)=\mathscr{C}\left(\begin{array}{l}
1  \tag{50}\\
0 \\
0
\end{array}\right) \neq \mathscr{C}\left(\mathbf{W}_{2} \mathbf{F}^{\prime}\right)=\mathscr{C}\left(\begin{array}{l}
3 \\
0 \\
1
\end{array}\right)
$$

and hence the statement (48) is not correct.
It is interesting to observe that in the above Example 1 the linear sufficiency condition $\mathscr{C}(\mathbf{X}) \subset \mathscr{C}\left(\mathbf{W F}^{\prime}\right)$ does not hold. Actually $\mathbf{X} \boldsymbol{\beta}$ is not even estimable under the transformed model $\mathscr{A}_{t} \operatorname{since} \operatorname{rank}\left(\mathbf{X}^{\prime} \mathbf{F}^{\prime}\right) \neq \operatorname{rank}(\mathbf{X})$. For $\mathbf{F y}$ to be linearly sufficient it is necessary that $\operatorname{rank}(\mathbf{X}) \leq \operatorname{rank}(\mathbf{F})$, which in this case would mean $\operatorname{rank}(\mathbf{F}) \geq 2$. Consider the Example 1 by extending the matrix $\mathbf{F}^{\prime}$ by one column:

$$
\mathbf{F}^{\prime}=\left(\begin{array}{ll}
1 & 0  \tag{51}\\
0 & 0 \\
0 & 1
\end{array}\right)=\mathbf{X}
$$

Then we immediately observe that $\mathscr{C}\left(\mathbf{W}_{1} \mathbf{F}^{\prime}\right)=\mathscr{C}\left(\mathbf{W}_{2} \mathbf{F}^{\prime}\right)$. Actually,

$$
\begin{equation*}
\mathscr{C}(\mathbf{X})=\mathscr{C}\left(\mathbf{W}_{i} \mathbf{F}^{\prime}\right)=\mathscr{C}\left(\mathbf{W}_{i} \mathbf{X}\right), i=1,2 \tag{52}
\end{equation*}
$$

implying that in this situation $\mathbf{F y}=\mathbf{X}^{\prime} \mathbf{y}$ is linearly minimal sufficient for $\mathbf{X} \boldsymbol{\beta}$. This provokes the following questions:
(A) When is $\mathbf{X}^{\prime} \mathbf{y}$ linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$ ?
(B) What can be said about $\mathscr{C}\left(\mathbf{W F}^{\prime}\right)$ in such a case when $\operatorname{rank}\left(\mathbf{X}^{\prime} \mathbf{F}^{\prime}\right)=\operatorname{rank}(\mathbf{X})$, i.e., $\mathbf{X} \boldsymbol{\beta}$ is estimable under $\mathscr{A}_{t}$ ?
(C) Is $\mathscr{C}\left(\mathbf{W F}^{\prime}\right)$ invariant for any choice of $\mathbf{W}$ if $\mathbf{F y} \in \mathrm{S}(\mathbf{X} \boldsymbol{\beta})$ ?

Let us first take a look at the problem (A). Now $\mathbf{X}^{\prime} \mathbf{y}$ is linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$ if and only if $\mathscr{C}(\mathbf{X}) \subset \mathscr{C}(\mathbf{W X})$, which, in light of $\operatorname{rank}(\mathbf{W X})=\operatorname{rank}(\mathbf{X})$, becomes equality

$$
\begin{equation*}
\mathscr{C}(\mathbf{X})=\mathscr{C}(\mathbf{W} \mathbf{X}) \tag{53}
\end{equation*}
$$

The column space equality (53) holds if and only if

$$
\begin{equation*}
\mathbf{H W X}=\mathbf{W X} \tag{54}
\end{equation*}
$$

where $\mathbf{H}=\mathbf{P}_{\mathbf{X}}$. Now (54) can be equivalently expressed as

$$
\begin{equation*}
\mathbf{H V}=\mathbf{V H} \tag{55}
\end{equation*}
$$

which is the well-known condition for the equality of the $\operatorname{OLSE}(\mathbf{X} \boldsymbol{\beta})=\mathbf{H y}$ and $\operatorname{BLUE}(\mathbf{X} \boldsymbol{\beta})$ under the model $\mathscr{A}$; see, e.g., [36] and [37, Chap. 10]. We can express our conclusion as follows:

Theorem 2 The statistic $\mathbf{X}^{\prime} \mathbf{y}$ is linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$ under the model $\mathscr{A}=$ $\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$ if and only if

$$
\begin{equation*}
\operatorname{OLSE}(\mathbf{X} \boldsymbol{\beta})=\operatorname{BLUE}(\mathbf{X} \boldsymbol{\beta}) \tag{56}
\end{equation*}
$$

In this situation $\mathbf{X}^{\prime} \mathbf{y}$ is linearly minimal sufficient.
The corresponding result as in Theorem 2, for a positive definite $\mathbf{V}$, appears also in [7, p. 913]. We recall that expression (56) is supposed to hold with probability 1 , just like any other equality between estimators.

Example 2 As a reply to question (B) above, let us consider the situation where

$$
\mathbf{V}=\left(\begin{array}{lll}
1 & 0 & 0  \tag{57}\\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right), \quad \mathbf{X}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0 & 0
\end{array}\right), \quad \mathbf{F}^{\prime}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
1 & 0
\end{array}\right)
$$

In this situation the estimability condition $\operatorname{rank}(\mathbf{F X})=\operatorname{rank}(\mathbf{X})$ holds but $\mathbf{F y}$ is not linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$. Choosing $\mathbf{U}_{1} \mathbf{U}_{1}^{\prime}=\mathbf{I}_{2}, \mathbf{U}_{2} \mathbf{U}_{2}^{\prime}=\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)$, and denoting $\mathbf{W}_{i}=$ $\mathbf{V}+\mathbf{X} \mathbf{U}_{i} \mathbf{U}_{i}^{\prime} \mathbf{X}^{\prime}$, we have

$$
\mathscr{C}\left(\mathbf{W}_{1} \mathbf{F}^{\prime}\right)=\mathscr{C}\left(\begin{array}{ll}
2 & 0  \tag{58}\\
0 & 1 \\
1 & 0
\end{array}\right) \neq \mathscr{C}\left(\mathbf{W}_{2} \mathbf{F}^{\prime}\right)=\mathscr{C}\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
1 & 0
\end{array}\right)
$$

Thus the estimability condition is not enough for the invariance of $\mathscr{C}\left(\mathbf{W} \mathbf{F}^{\prime}\right)$.
The following theorem is a reply to question (C) above. However, we formulate it in a more general setup by using the set $\mathscr{W}_{*}$ of $\mathbf{W}$-matrices defined by (7) instead of $\mathscr{W}$.

Theorem 3 Consider the linear model $\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$, let $\mathbf{W} \in \mathscr{W}_{*}$ and suppose that $\mathscr{C}(\mathbf{X}) \subset \mathscr{C}\left(\mathbf{W} \mathbf{F}^{\prime}\right)$. Then the column space $\mathscr{C}\left(\mathbf{W F}^{\prime}\right)$ is invariant for any choice of $\mathbf{W} \in \mathscr{W}_{*}$ and

$$
\begin{equation*}
\mathscr{C}\left(\mathbf{W F}^{\prime}\right)=\mathscr{C}(\mathbf{X}) \oplus \mathscr{C}\left(\mathbf{M} \mathbf{V} \mathbf{F}^{\prime}\right)=\mathscr{C}\left(\mathbf{W}^{\prime} \mathbf{F}^{\prime}\right) \tag{59}
\end{equation*}
$$

Proof Suppose that $\mathscr{C}(\mathbf{X}) \subset \mathscr{C}\left(\mathbf{W F}^{\prime}\right)$. Then

$$
\begin{equation*}
\mathscr{C}\left(\mathbf{W F}^{\prime}\right)=\mathscr{C}\left(\mathbf{X}: \mathbf{W F}^{\prime}\right)=\mathscr{C}(\mathbf{X}) \oplus \mathscr{C}\left(\mathbf{M} \mathbf{V F}^{\prime}\right), \tag{60}
\end{equation*}
$$

and the proof is completed.
Next we present the following extended version of Lemma 3:
Theorem 4 Let $\mathbf{W} \in \mathscr{W}_{*}$. Then the statistic $\mathbf{F y}$ is linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$ under the linear model $\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$ if and only if

$$
\begin{equation*}
\mathscr{C}(\mathbf{X}) \subset \mathscr{C}\left(\mathbf{W F}^{\prime}\right), \tag{61}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\mathscr{C}(\mathbf{X}) \subset \mathscr{C}\left(\mathbf{W}^{\prime} \mathbf{F}^{\prime}\right) \tag{62}
\end{equation*}
$$

Proof The proof is parallel to that of [7, p. 914] who utilize the fact that $\mathbf{B y}$ is a BLUE of estimable $\mathbf{K} \boldsymbol{\beta}$ if and only if

$$
\begin{equation*}
\mathbf{B W}=\mathbf{K}\left(\mathbf{X}^{\prime} \mathbf{W}^{+} \mathbf{X}\right)^{+} \mathbf{X}^{\prime}, \quad \text { where } \mathbf{W} \in \mathscr{W} . \tag{63}
\end{equation*}
$$

However, it is easy to confirm, using (8a)-(8e), that in this condition the set $\mathscr{W}$ can be replaced with $\mathscr{W}_{*}$. Moreover, if $\mathbf{W} \in \mathscr{W}_{*}$, then also $\mathbf{W}^{\prime} \in \mathscr{W}_{*}$ and (63) can be replaced with

$$
\begin{equation*}
\mathbf{B} \mathbf{W}^{\prime}=\mathbf{K}\left[\mathbf{X}^{\prime}\left(\mathbf{W}^{\prime}\right)^{+} \mathbf{X}\right]^{+} \mathbf{X}^{\prime} . \tag{64}
\end{equation*}
$$

Proceeding then along the same lines as [7], we observe that AFy is the BLUE for $\mathbf{X} \boldsymbol{\beta}$ under $\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$ if and only if

$$
\begin{equation*}
\mathbf{A} \mathbf{F} \mathbf{W}^{\prime}=\mathbf{X}\left[\mathbf{X}^{\prime}\left(\mathbf{W}^{\prime}\right)^{+} \mathbf{X}\right]^{+} \mathbf{X}^{\prime} . \tag{65}
\end{equation*}
$$

Now (65) has a solution for $\mathbf{A}$, i.e., $\mathbf{F y}$ is linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$, if and only if

$$
\begin{equation*}
\mathscr{C}\left[\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{W}^{+} \mathbf{X}\right)^{+} \mathbf{X}^{\prime}\right] \subset \mathscr{C}\left(\mathbf{W} F^{\prime}\right) . \tag{66}
\end{equation*}
$$

Using (8a)-(8e), we observe that $\mathscr{C}\left[\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{W}^{+} \mathbf{X}\right)^{+} \mathbf{X}^{\prime}\right]=\mathscr{C}(\mathbf{X})$ and so we have obtained (61). Notice also that in light of Theorem 3, the statements (61) and (62) are equivalent.

According to our knowledge, in all linear sufficiency considerations appearing in literature, it is assumed that $\mathbf{W}$ is nonnegative definite. However, this is not necessary, and $\mathbf{W}$ can also be nonsymmetric. Of course, sometimes it is simpler to have $\mathbf{W}$ from set $\mathscr{W}$.

Remark 1 There is one feature in the paper of [7] that is worth special attention. Namely in their considerations they need the "W-matrix" in the transformed model $\mathscr{A}_{t}=\left\{\mathbf{F y}, \mathbf{F X} \boldsymbol{\beta}, \mathbf{F V F}^{\prime}\right\}$. The appropriate set is the following:

$$
\begin{equation*}
\mathscr{W}_{t}=\left\{\mathbf{W}_{t}: \mathbf{W}_{t}=\mathbf{F}\left(\mathbf{V}+\mathbf{X} \mathbf{S} \mathbf{X}^{\prime}\right) \mathbf{F}^{\prime}, \mathscr{C}\left(\mathbf{W}_{t}\right)=\mathscr{C}[\mathbf{F}(\mathbf{X}: \mathbf{V})]\right\} . \tag{67}
\end{equation*}
$$

Let $\mathbf{W}=\mathbf{V}+\mathbf{X S X}{ }^{\prime}$ be some matrix from $\mathscr{W}_{*}$, and so $\mathbf{W}$ may not be nonnegative definite. We then have

$$
\begin{equation*}
\mathscr{C}\left(\mathbf{W}_{t}\right)=\mathscr{C}\left(\mathbf{F} \mathbf{W} \mathbf{F}^{\prime}\right) \subset \mathscr{C}(\mathbf{F W})=\mathscr{C}[\mathbf{F}(\mathbf{X}: \mathbf{V})] . \tag{68}
\end{equation*}
$$

If $\mathbf{W}$ is nonnegative definite, as [7] have, then we have equality in (68). However, if $\mathbf{W}$ belongs to $\mathscr{W}_{*}$ and is not nonnegative definite, then we must add the condition

$$
\begin{equation*}
\operatorname{rank}\left(\mathbf{F W F}^{\prime}\right)=\operatorname{rank}(\mathbf{F W}) \tag{69}
\end{equation*}
$$

if we want to have $\mathbf{F W F}^{\prime} \in \mathscr{W}_{t}$. Thus one representation for the BLUE of $\mathbf{F X} \boldsymbol{\beta}$ under $\mathscr{A}_{t}$ is

$$
\begin{equation*}
\mathbf{F X}\left[\mathbf{X}^{\prime} \mathbf{F}^{\prime}\left(\mathbf{F W} \mathbf{F}^{\prime}\right)^{-} \mathbf{F X}\right]^{-} \mathbf{X}^{\prime} \mathbf{F}^{\prime}\left(\mathbf{F W} \mathbf{F}^{\prime}\right)^{-} \mathbf{F y}, \tag{70}
\end{equation*}
$$

where $\mathbf{W} \in \mathscr{W}_{*}$ and $\mathbf{W}$ satisfies (69).

## 5 Comments on the Relative Linear Sufficiency

When studying the relative efficiency of OLSE versus BLUE of $\boldsymbol{\beta}$ we are dealing with two linear models

$$
\begin{equation*}
\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}, \quad \mathscr{A}_{\mathbf{I}}=\left\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{I}_{n}\right\}, \tag{71}
\end{equation*}
$$

where the corresponding BLUEs are

$$
\begin{equation*}
\tilde{\boldsymbol{\beta}}=\left(\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{y}, \quad \hat{\boldsymbol{\beta}}=\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \mathbf{y} \tag{72}
\end{equation*}
$$

Then it is assumed that model $\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$ is correct and then the relative goodness of $\hat{\boldsymbol{\beta}}$ with respect to $\tilde{\boldsymbol{\beta}}$ is measured by various means. The most common measure is the Watson efficiency, see [16, 41],

$$
\begin{equation*}
\phi=\frac{|\operatorname{cov}(\tilde{\boldsymbol{\beta}})|}{|\operatorname{cov}(\hat{\boldsymbol{\beta}})|}=\frac{\left|\mathbf{X}^{\prime} \mathbf{X}\right|^{2}}{\left|\mathbf{X}^{\prime} \mathbf{V}\right| \cdot\left|\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right|}, \tag{73}
\end{equation*}
$$

where $|\cdot|$ refers to the determinant. Obviously $0<\phi \leq 1$ and the upper bound is attained when $\tilde{\boldsymbol{\beta}}=\hat{\boldsymbol{\beta}}$.

Let us consider the models

$$
\begin{equation*}
\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}, \quad \mathscr{A}_{t}=\left\{\mathbf{F} \mathbf{y}, \mathbf{F} \mathbf{X} \boldsymbol{\beta}, \mathbf{F V F}^{\prime}\right\}, \tag{74}
\end{equation*}
$$

and try to do something similar with

$$
\begin{align*}
& \operatorname{BLUE}(\boldsymbol{\beta} \mid \mathscr{A})=\tilde{\boldsymbol{\beta}}=\left(\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{y}  \tag{75}\\
& \left.\operatorname{BLUE}\left(\boldsymbol{\beta} \mid \mathscr{A}_{t}\right)=\tilde{\boldsymbol{\beta}}_{t}=\left[\mathbf{X}^{\prime} \mathbf{F}^{\prime}\left(\mathbf{F} \mathbf{V F}^{\prime}\right)^{-} \mathbf{F} \mathbf{X}\right]^{-1} \mathbf{X}^{\prime} \mathbf{F}^{\prime}(\mathbf{F V F})^{\prime}\right)^{-} \mathbf{F y} \tag{76}
\end{align*}
$$

Above we have some rank problems. To simplify the considerations, we have assumed that $\mathbf{V}$ is positive definite. The model matrix $\mathbf{X}$ has to have full column rank so that $\boldsymbol{\beta}$ would be estimable under $\mathscr{A}$. Similarly, $\mathbf{F X}$ has to have full column rank for $\boldsymbol{\beta}$ to be estimable under $\mathscr{A}_{t}$; using the rank rule of [31, Corollary 6.2] for the matrix product, we must have

$$
\begin{equation*}
p=\operatorname{rank}(\mathbf{X})=\operatorname{rank}(\mathbf{F X})=\operatorname{rank}(\mathbf{X})-\operatorname{dim} \mathscr{C}(\mathbf{X}) \cap \mathscr{C}\left(\mathbf{F}^{\prime}\right)^{\perp} \tag{77}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathscr{C}(\mathbf{X}) \cap \mathscr{C}\left(\mathbf{F}^{\prime}\right)^{\perp}=\{\mathbf{0}\} \tag{78}
\end{equation*}
$$

It is noteworthy that in view of $\mathscr{C}(\mathbf{F X}) \subset \mathscr{C}\left(\mathbf{F V F}{ }^{\prime}\right)=\mathscr{C}(\mathbf{F})$ the model $\mathscr{A}_{t}=$ $\left\{\mathbf{F y}, \mathbf{F X} \boldsymbol{\beta}, \mathbf{F V F}^{\prime}\right\}$ is so-called weakly singular linear, or Zyskind-Martin model, see [42], and hence the representation (76) indeed is valid for any $\left(\mathbf{F V F}^{\prime}\right)^{-}$. Moreover, it is easy to confirm that $\left.\mathbf{X}_{\tilde{\boldsymbol{\beta}}} \mathbf{F}^{\prime}(\mathbf{F V F})^{\prime}\right)^{-\mathbf{F X}}$ is positive definite.

Notice that $\mathrm{E}(\tilde{\boldsymbol{\beta}})=\mathrm{E}\left(\tilde{\boldsymbol{\beta}}_{t}\right)=\boldsymbol{\beta}$ and

$$
\begin{equation*}
\operatorname{cov}\left(\tilde{\boldsymbol{\beta}}_{t}\right)=\left[\mathbf{X}^{\prime} \mathbf{F}^{\prime}\left(\mathbf{F} \mathbf{V} \mathbf{F}^{\prime}\right)^{-} \mathbf{F X}\right]^{-1}, \quad \operatorname{cov}(\tilde{\boldsymbol{\beta}})=\left(\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right)^{-1} \tag{79}
\end{equation*}
$$

Remark 2 The following Löwner ordering obviously holds:

$$
\begin{equation*}
\operatorname{cov}(\tilde{\boldsymbol{\beta}}) \leq_{\mathrm{L}} \operatorname{cov}\left(\tilde{\boldsymbol{\beta}}_{t}\right), \tag{80}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\left(\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right)^{-1} \leq_{\mathrm{L}}\left[\mathbf{X}^{\prime} \mathbf{F}^{\prime}\left(\mathbf{F} \mathbf{V} \mathbf{F}^{\prime}\right)^{-} \mathbf{F X}\right]^{-1} \tag{81}
\end{equation*}
$$

We can rewrite (81) as

$$
\begin{equation*}
\mathbf{X}^{\prime} \mathbf{V}^{-1 / 2} \mathbf{P}_{\mathbf{V}^{1 / 2}} \mathbf{F}^{\prime} \mathbf{V}^{-1 / 2} \mathbf{X} \leq_{\mathrm{L}} \mathbf{X}^{\prime} \mathbf{V}^{-1 / 2} \mathbf{V}^{-1 / 2} \mathbf{X} \tag{82}
\end{equation*}
$$

where the equality is obtained if and only if $\mathscr{C}\left(\mathbf{V}^{-1 / 2} \mathbf{X}\right) \subset \mathscr{C}\left(\mathbf{V}^{1 / 2} \mathbf{F}^{\prime}\right)$, i.e., $\mathscr{C}(\mathbf{X}) \subset$ $\mathscr{C}\left(\mathbf{V F}^{\prime}\right)$, which is precisely the condition for linear sufficiency (when $\mathbf{V}$ is positive definite).

Corresponding to Watson efficiency, we could consider the ratio

$$
\begin{align*}
\gamma=\frac{|\operatorname{cov}(\tilde{\boldsymbol{\beta}})|}{\left|\operatorname{cov}\left(\tilde{\boldsymbol{\beta}}_{t}\right)\right|} & =\frac{\left|\left(\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right)^{-1}\right|}{\left|\left[\mathbf{X}^{\prime} \mathbf{F}^{\prime}\left(\mathbf{F} \mathbf{V F}^{\prime}\right)^{-} \mathbf{F X}\right]^{-1}\right|} \\
& =\frac{\left|\mathbf{X}^{\prime} \mathbf{F}^{\prime}\left(\mathbf{F} \mathbf{V F}^{\prime}\right)^{-} \mathbf{F X}\right|}{\left|\mathbf{X}^{\prime} \mathbf{V}^{-1} \mathbf{X}\right|} \\
& =\frac{\left|\mathbf{X}^{\prime} \mathbf{V}^{-1 / 2} \mathbf{P}_{\mathbf{V}^{1 / 2}} \mathbf{F}^{\prime} \mathbf{V}^{-1 / 2} \mathbf{X}\right|}{\left|\mathbf{X}^{\prime} \mathbf{V}^{-1 / 2} \mathbf{V}^{-1 / 2} \mathbf{X}\right|} . \tag{83}
\end{align*}
$$

Clearly

$$
\begin{equation*}
0<\gamma \leq 1, \tag{84}
\end{equation*}
$$

where the upper bound is attained if and only if $\mathbf{F y}$ is linearly sufficient for $\boldsymbol{\beta}$. What might be the lower bound? Here we now keep $\mathbf{X}$ and $\mathbf{V}$ given and try to figure out which $\mathbf{F}$ yields the minimum of $\gamma$ subject to the condition $\operatorname{rank}(\mathbf{X})=\operatorname{rank}(\mathbf{F X})$. The lower bound for the Watson efficiency was found by [16] (actually it appeared already in [41] but there was a flaw in the proof). However, it seems to be nontrivial to find the lower bound for $\gamma$. The (attainable) lower bound zero does not make sense, of course.

Remark 3 Consider matrices $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$ and the corresponding transformed models

$$
\begin{equation*}
\mathscr{A}_{t i}=\left\{\mathbf{F}_{i} \mathbf{y}, \mathbf{F}_{i} \mathbf{X} \boldsymbol{\beta}, \mathbf{F}_{i} \mathbf{V} \mathbf{F}_{i}^{\prime}\right\}, i=1,2, \tag{85}
\end{equation*}
$$

and suppose that $\operatorname{rank}\left(\mathbf{F}_{1} \mathbf{X}\right)=\operatorname{rank}\left(\mathbf{F}_{2} \mathbf{X}\right)=\operatorname{rank}(\mathbf{X})=p$, so that $\beta$ is estimable under both models. We observe that the Löwner ordering

$$
\begin{equation*}
\operatorname{cov}\left(\tilde{\boldsymbol{\beta}}_{t 1}\right) \leq_{\mathrm{L}} \operatorname{cov}\left(\tilde{\boldsymbol{\beta}}_{t 2}\right) \tag{86}
\end{equation*}
$$

holds if and only if

$$
\begin{equation*}
\mathbf{X}^{\prime} \mathbf{V}^{-1 / 2} \mathbf{P}_{\mathbf{V}^{1 / 2} \mathbf{F}_{2}^{\prime}} \mathbf{V}^{-1 / 2} \mathbf{X} \leq_{\mathrm{L}} \mathbf{X}^{\prime} \mathbf{V}^{-1 / 2} \mathbf{P}_{\mathbf{V}^{1 / 2}} \mathbf{F}_{1}^{\prime} \mathbf{V}^{-1 / 2} \mathbf{X} \tag{87}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\mathbf{X}^{\prime} \mathbf{V}^{-1 / 2}\left(\mathbf{P}_{\mathbf{V}^{1 / 2}} \mathbf{F}_{1}^{\prime}-\mathbf{P}_{\mathbf{V}^{1 / 2} \mathbf{F}_{2}^{\prime}}\right) \mathbf{V}^{-1 / 2} \mathbf{X} \geq_{\mathrm{L}} \mathbf{0} . \tag{88}
\end{equation*}
$$

The matrix $\mathbf{P}_{\mathbf{V}^{1 / 2} \mathbf{F}_{1}^{\prime}}-\mathbf{P}_{\mathbf{V}^{1 / 2} \mathbf{F}_{2}^{\prime}}$ is nonnegative definite if and only if

$$
\begin{equation*}
\mathscr{C}\left(\mathbf{F}_{2}^{\prime}\right) \subset \mathscr{C}\left(\mathbf{F}_{1}^{\prime}\right) \tag{89}
\end{equation*}
$$

Hence we can conclude that (86) holds if $\mathscr{C}\left(\mathbf{F}_{2}^{\prime}\right) \subset \mathscr{C}\left(\mathbf{F}_{1}^{\prime}\right)$. In this case we can say that in a sense $\mathbf{F}_{1} \mathbf{y}$ is "more than or equally linearly sufficient" than $\mathbf{F}_{2} \mathbf{y}$ even though neither of them need to be "fully linearly sufficient". Notice that if $\mathscr{C}\left(\mathbf{F}_{1}^{\prime}\right)=\mathbb{R}^{n}$, i.e., $\mathbf{F}_{1}$ is a nonsingular $n \times n$ matrix, then $\operatorname{cov}\left(\tilde{\boldsymbol{\beta}}_{t 1}\right)$ is the smallest in the Löwner sense in the set of $\operatorname{cov}\left(\tilde{\boldsymbol{\beta}}_{t}\right)$ it is $\operatorname{cov}(\tilde{\boldsymbol{\beta}})$.

However, it may well be that there is no Löwner ordering between the covariance matrices $\operatorname{cov}\left(\tilde{\boldsymbol{\beta}}_{t 1}\right)$ and $\operatorname{cov}\left(\tilde{\boldsymbol{\beta}}_{t 2}\right)$. Then some other criteria should be used to compare the "linear sufficiency" of $\mathbf{F}_{1} \mathbf{y}$ and $\mathbf{F}_{2} \mathbf{y}$.

Bloomfield, Watson [16] introduced also another measure of efficiency of the OLSE, based on the Frobenius norm of the commutator $\mathbf{H V}-\mathbf{V H}$ :

$$
\begin{equation*}
\delta=\frac{1}{2}\|\mathbf{H V}-\mathbf{V H}\|_{F}^{2}=\|\mathbf{H V M}\|_{F}^{2}=\operatorname{tr}(\mathbf{H V M V H}) \tag{90}
\end{equation*}
$$

where $\operatorname{tr}(\cdot)$ refers to the trace. They showed that the maximum of $\delta$ is attained in the same situation as the minimum of the Watson efficiency $\phi$. Of course, $\delta=0$ if and only if $\operatorname{OLSE}(\mathbf{X} \boldsymbol{\beta})$ equals $\operatorname{BLUE}(\mathbf{X} \boldsymbol{\beta})$.

We can now try to develop something similar as the commutator criterion for the linear sufficiency condition $\mathscr{C}(\mathbf{X}) \subset \mathscr{C}\left(\mathbf{W F} \mathbf{F}^{\prime}\right)$ which is equivalent to

$$
\begin{equation*}
\mathbf{P}_{\mathbf{W F}^{\prime}} \mathbf{X}=\mathbf{X} \tag{91}
\end{equation*}
$$

Hence one can wonder how "badly" (42) is satisfied by considering the difference

$$
\begin{equation*}
\mathbf{D}:=\mathbf{X}-\mathbf{P}_{\mathbf{W F}^{\prime}} \mathbf{X} \tag{92}
\end{equation*}
$$

The "size" of $\mathbf{D}$ could be measured by the Frobenius norm as

$$
\begin{equation*}
\|\mathbf{D}\|_{F}^{2}=\operatorname{tr}\left(\mathbf{D}^{\prime} \mathbf{D}\right)=\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{X}\right)-\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{P}_{\mathbf{W F}^{\prime}} \mathbf{X}\right) \tag{93}
\end{equation*}
$$

Hence the relative linear sufficiency of $\mathbf{F y}$ could be defined as

$$
\begin{equation*}
\psi=\frac{\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{P}_{\mathbf{W F}^{\prime}} \mathbf{X}\right)}{\operatorname{tr}\left(\mathbf{X}^{\prime} \mathbf{X}\right)} \tag{94}
\end{equation*}
$$

Now

$$
\begin{equation*}
0 \leq \psi \leq 1 \tag{95}
\end{equation*}
$$

where the lower bound is attained when $\mathscr{C}(\mathbf{X}) \subset \mathscr{C}\left(\mathbf{W F}^{\prime}\right)^{\perp}$ and the upper bound is attained when $\mathscr{C}(\mathbf{X}) \subset \mathscr{C}\left(\mathbf{W F}^{\prime}\right)$, i.e., when $\mathbf{F y}$ is linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$.

## 6 Euclidean Norm of the Difference Between the BLUEs Under $\mathscr{A}$ and $\mathscr{A}_{t}$

In this section we will study the properties of the Euclidean norm of the difference between the BLUEs of $\boldsymbol{\mu}:=\mathbf{X} \boldsymbol{\beta}$ under the models $\mathscr{A}$ and $\mathscr{A}_{t}$. We can denote shortly

$$
\begin{equation*}
\operatorname{BLUE}(\mathbf{X} \boldsymbol{\beta} \mid \mathscr{A})=\tilde{\boldsymbol{\mu}}, \quad \text { and } \operatorname{BLUE}\left(\mathbf{X} \boldsymbol{\beta} \mid \mathscr{A}_{t}\right)=\tilde{\boldsymbol{\mu}}_{t} . \tag{96}
\end{equation*}
$$

The corresponding considerations for $\operatorname{OLSE}(\mathbf{X} \boldsymbol{\beta})-\operatorname{BLUE}(\mathbf{X} \boldsymbol{\beta})$ have been made by [5, 6] and for the BLUEs under two models by [25]; see also [14, 24, 33-35].

Suppose that $\mathbf{W} \in \mathscr{W}$. Then the BLUE under the original model $\mathscr{A}$ can be expressed as $\mathbf{G y}$ where

$$
\begin{equation*}
\mathbf{G}=\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{W}^{-} \mathbf{X}\right)^{-} \mathbf{X}^{\prime} \mathbf{W}^{-} . \tag{97}
\end{equation*}
$$

Moreover, assuming that $\mathbf{X} \boldsymbol{\beta}$ is estimable under the transformed model $\mathscr{A}_{t}$, the estimator BFy is the BLUE for $\mathbf{X} \boldsymbol{\beta}$ under $\mathscr{A}_{t}$ if and only if $\mathbf{B}$ satisfies

$$
\begin{equation*}
\mathbf{B}\left[\mathbf{F X}: \mathbf{F V F}^{\prime}(\mathbf{F X})^{\perp}\right]=(\mathbf{X}: \mathbf{0}) \tag{98}
\end{equation*}
$$

One choice for $\mathbf{B}$ is $\left.\left.\mathbf{X}\left[\mathbf{X}^{\prime} \mathbf{F}^{\prime}(\mathbf{F W F})^{\prime}\right)^{-} \mathbf{F X}\right]^{-} \mathbf{X}^{\prime} \mathbf{F}^{\prime}(\mathbf{F W F})^{\prime}\right)^{-}$and so the BLUE of $\mathbf{X} \boldsymbol{\beta}$ under $\mathscr{A}_{t}$ has representation $\mathbf{G}_{t} \mathbf{y}$, where

$$
\begin{equation*}
\mathbf{G}_{t}=\mathbf{X}\left[\mathbf{X}^{\prime} \mathbf{F}^{\prime}\left(\mathbf{F W} \mathbf{F}^{\prime}\right)^{-} \mathbf{F X}\right]^{-} \mathbf{X}^{\prime} \mathbf{F}^{\prime}\left(\mathbf{F W} \mathbf{F}^{\prime}\right)^{-} \mathbf{F} . \tag{99}
\end{equation*}
$$

We observe that $\mathbf{G}_{t} \mathbf{G}=\mathbf{G}$ and hence for all $\mathbf{y} \in \mathscr{C}(\mathbf{W})$ we have

$$
\begin{align*}
\left(\mathbf{G}_{t}-\mathbf{G}\right) \mathbf{y} & =\left(\mathbf{G}_{t}-\mathbf{G}_{t} \mathbf{G}\right) \mathbf{y} \\
& =\mathbf{G}_{t}\left(\mathbf{I}_{n}-\mathbf{G}\right) \mathbf{y} \\
& =\mathbf{G}_{t} \mathbf{V} \mathbf{M}(\mathbf{M V M})^{-} \mathbf{M y}, \tag{100}
\end{align*}
$$

where we have used (12), i.e.,

$$
\begin{equation*}
\left(\mathbf{I}_{n}-\mathbf{G}\right) \mathbf{y}=\mathbf{V M}(\mathbf{M V M})^{-} \mathbf{M y} \text { for all } \mathbf{y} \in \mathscr{C}(\mathbf{W}) . \tag{101}
\end{equation*}
$$

Notice that in view of (13), the expression $\mathbf{V M}(\mathbf{M V M})^{-} \mathbf{M y}$ is invariant for the choice of $(\mathbf{M V M})^{-}$for all $\mathbf{y} \in \mathscr{C}(\mathbf{W})$.

The Euclidean norm of vector $\mathbf{a}$ is of course $\|\mathbf{a}\|_{2}=\sqrt{\mathbf{a}^{\prime} \mathbf{a}}$ and the corresponding matrix norm (spectral norm) $\|\mathbf{A}\|_{2}$ is defined as the square root of the largest eigenvalue of $\mathbf{A}^{\prime} \mathbf{A}$. Then, for all $\mathbf{y} \in \mathscr{C}(\mathbf{W})$, we have

$$
\begin{align*}
\left\|\mathbf{G}_{t} \mathbf{y}-\mathbf{G y}\right\|_{2}^{2} & =\left\|\mathbf{G}_{t} \mathbf{V M}(\mathbf{M V M})^{-} \mathbf{M y}\right\|_{2}^{2} \\
& \leq\left\|\mathbf{G}_{t} \mathbf{V M}\right\|_{2}^{2}\left\|(\mathbf{M V M})^{+}\right\|_{2}^{2}\|\mathbf{M y}\|_{2}^{2} . \tag{102}
\end{align*}
$$

The inequality in (102) follows from the consistency and multiplicativity of the matrix norm $\|\mathbf{A}\|_{2}$; see, e.g., [15, pp. 19-20].

The special situation when $\mathbf{V M}=\mathbf{0}$, i.e., $\mathscr{C}(\mathbf{V}) \subset \mathscr{C}(\mathbf{X})$, deserves some attention. Notice also, as pointed out by [24, p. 554], that $\mathbf{y}^{\prime} \mathbf{M y}=0$ for all $\mathbf{y} \in \mathscr{C}(\mathbf{X}: \mathbf{V})$ holds if and only if $\mathbf{V M}=\mathbf{0}$. [21, p.317] calls a model with property $\mathbf{V M}=\mathbf{0}$ a degenerated model. If $\mathscr{A}$ is not a degenerated model then the right-hand side of (102) is zero if and only if

$$
\begin{equation*}
\mathbf{G}_{t} \mathbf{V M}=\mathbf{0} \tag{103}
\end{equation*}
$$

Noticing that obviously $\mathbf{G}_{t}$ satisfies $\mathbf{G}_{t} \mathbf{X}=\mathbf{X}$, we can conclude that (103) means that $\mathbf{G}_{t} \mathbf{y}$ is a BLUE also under the original model $\mathscr{A}$. Thus, in light of Lemma 5, (103) means also that $\mathbf{F y}$ is linearly sufficient.

Thus we have proved the following:
Theorem 5 Suppose that $\boldsymbol{\mu}=\mathbf{X} \boldsymbol{\beta}$ is estimable under the transformed model $\mathscr{A}_{t}$. Then, using the above notation,

$$
\begin{align*}
\left\|\tilde{\boldsymbol{\mu}}_{t}-\tilde{\boldsymbol{\mu}}\right\|_{2}^{2} & \leq\left\|\mathbf{G}_{t} \mathbf{V M}\right\|_{2}^{2}\left\|(\mathbf{M V M})^{+}\right\|_{2}^{2} \mathbf{y}^{\prime} \mathbf{M} \mathbf{y} \\
& =\frac{a}{\alpha^{2}} \mathbf{y}^{\prime} \mathbf{M y} \tag{104}
\end{align*}
$$

where $\alpha$ is the smallest nonzero eigenvalue of $\mathbf{M V M}$, and a is the largest eigenvalue of $\mathbf{G}_{t} \mathbf{V M V G}_{t}^{\prime}$. Moreover, if $\mathscr{A}$ is not a degenerated model then the right-hand side of (104) is zero if and only if $\mathbf{F y}$ is linearly sufficient for $\mathbf{X} \boldsymbol{\beta}$.

## 7 Conclusions

The origins of the idea of transforming $\mathscr{A}=\{\mathbf{y}, \mathbf{X} \boldsymbol{\beta}, \mathbf{V}\}$ by a matrix $\mathbf{F}$ of order $f \times n$ follow from a desire of reduction of the initial information delivered by an observed value of a random vector variable $\mathbf{y}$ in such a way that it is still possible to obtain the BLUE of $\mathbf{X} \boldsymbol{\beta}$ from the transformed model $\mathscr{A}_{t}=\left\{\mathbf{F y}, \mathbf{F X} \boldsymbol{\beta}, \mathbf{F} \mathbf{V F}^{\prime}\right\}$. Hence the concept of the linear sufficiency has an essential role when studying the connection between $\mathscr{A}$ and its transformed version $\mathscr{A}_{t}$.

In the theory of linear models the classes of matrices

$$
\begin{align*}
\mathscr{W} & =\left\{\mathbf{W} \in \mathbb{R}^{n \times n}: \mathbf{W}=\mathbf{V}+\mathbf{X} \mathbf{U} \mathbf{U}^{\prime} \mathbf{X}^{\prime}, \mathscr{C}(\mathbf{W})=\mathscr{C}(\mathbf{X}: \mathbf{V})\right\}  \tag{105a}\\
\mathscr{W}_{*} & =\left\{\mathbf{W} \in \mathbb{R}^{n \times n}: \mathbf{W}=\mathbf{V}+\mathbf{X T X}^{\prime}, \mathscr{C}(\mathbf{W})=\mathscr{C}(\mathbf{X}: \mathbf{V})\right\} \tag{105b}
\end{align*}
$$

have important roles. In our paper we study in details the properties of these W-matrices related to the concept of linear sufficiency. As far as we know, in all linear sufficiency considerations appearing in literature, it is assumed that $\mathbf{W}$ is nonnegative definite, i.e., $\mathbf{W}$ belongs to set $\mathscr{W}$. We have shown that this is not necessary: it is enough if $\mathbf{W}$ belongs to set $\mathscr{W}_{*}$.

If $\mathbf{F y}$ is linearly sufficient then the BLUEs of $\mathbf{X} \boldsymbol{\beta}$ under $\mathscr{A}$ and under $\mathscr{A}_{t}$ are equal (with probability 1). Hence it might be of interest to describe the relative linear sufficiency of $\mathbf{F y}$ by comparing the BLUEs under $\mathscr{A}$ and under $\mathscr{A}_{t}$ by some means. Some suggestions on this matter are made in Sect.5. The applicability of these measures is left for further research.
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# The Exact and Near-Exact Distributions for the Statistic Used to Test the Reality of Covariance Matrix in a Complex Normal Distribution 
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#### Abstract

The authors start by approximating the exact distribution of the negative logarithm of the likelihood ratio statistic, used to test the reality of the covariance matrix in a certain complex multivariate normal distribution, by an infinite mixture of Generalized Near-Integer Gamma (GNIG) distributions. Based on this representation they develop a family of near-exact distributions for the likelihood ratio statistic, which are finite mixtures of GNIG distributions and match, by construction, some of the first exact moments. Using a proximity measure based on characteristic functions the authors illustrate the excellent properties of the near-exact distributions. They are very close to the exact distribution but far more manageable and have very good asymptotic properties both for increasing sample sizes as well as for increasing number of variables. These near-exact distributions are much more accurate than the asymptotic approximation considered, namely when the sample size is small and the number of variables involved is large. Furthermore, the corresponding cumulative distribution functions allow for an easy computation of very accurate near-exact quantiles.
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## 1 Introduction

Let $\underline{X}$ be a random vector with a $p$-variate complex normal distribution, with variancecovariance matrix $\Sigma=\Sigma_{1}+\mathrm{i} \Sigma_{2}$, which is a $p \times p$ positive Hermitian matrix, where $\Sigma_{1}$ is a $p \times p$ symmetric positive-definite matrix, $\Sigma_{2}$ is a $p \times p$ skew-symmetric matrix and $\mathrm{i}=(-1)^{1 / 2}$.

The multivariate complex normal distribution we refer to is the one defined by Wooding [27] and used in [11, 12], [20, Sect. 8], [3, 22, 23], [1, Probl. 2.64] and [18], where

$$
\underset{(p \times 1)}{\underline{X}}=\underset{(p \times 1)}{\underline{Y}}+\underset{(p \times 1)}{\mathrm{i} \underline{Z}}
$$

with

$$
[\underline{\underline{Y}} \underline{\underline{Z}}] \sim N_{2 p}\left(\left[\underline{\mu}_{1}^{\underline{\mu}_{2}}\right], \frac{1}{2}\left[\begin{array}{cc}
\Sigma_{1} & -\Sigma_{2} \\
\Sigma_{2} & \Sigma_{1}
\end{array}\right]\right),
$$

where $\Sigma_{2}$ is a skew-symmetric matrix, with $\Sigma_{2}=-\Sigma_{2}^{\prime}$, so that

$$
E(\underline{X})=\underline{\mu}_{\underline{X}}=\underline{\mu}_{1}+\mathrm{i} \underline{\mu}_{2}
$$

and

$$
\begin{aligned}
\Sigma= & \operatorname{Var}(\underline{X})=E\left[\left(\underline{X}-\underline{\mu}_{\underline{X}}\right)\left(\underline{X}-\underline{\mu}_{\underline{X}}\right)^{\prime}\right] \\
= & E\left[\left((\underline{Y}+\mathrm{i} \underline{Z})-\left(\underline{\mu}_{1}+\mathrm{i} \underline{\mu}_{2}\right)\right)\left((\underline{Y}-\mathrm{i} \underline{Z})-\left(\underline{\mu}_{1}-\mathrm{i} \underline{\mu}_{2}\right)\right)^{\prime}\right] \\
= & E\left[\left(\underline{Y}-\underline{\mu}_{1}\right)\left(\underline{Y}-\underline{\mu}_{1}\right)^{\prime}-\mathrm{i}\left(\underline{Y}-\underline{\mu}_{1}\right)\left(\underline{Z}-\underline{\mu}_{2}\right)^{\prime}\right. \\
& \left.+\mathrm{i}\left(\underline{Z}-\underline{\mu}_{2}\right)\left(\underline{Y}-\underline{\mu}_{1}\right)^{\prime}-\mathrm{i}^{2}\left(\underline{Z}-\underline{\mu}_{2}\right)\left(\underline{Z}-\underline{\mu}_{2}\right)^{\prime}\right] \\
= & \operatorname{Var}(\underline{Y})-\mathrm{i} \operatorname{Cov}(\underline{Y}, \underline{Z})+\mathrm{i} \operatorname{Cov}(\underline{Z}, \underline{Y})+\operatorname{Var}(\underline{Z}) \\
= & \frac{1}{2} \Sigma_{1}+\mathrm{i} \frac{1}{2} \Sigma_{2}+\mathrm{i} \frac{1}{2} \Sigma_{2}+\frac{1}{2} \Sigma_{1}=\Sigma_{1}+\mathrm{i} \Sigma_{2},
\end{aligned}
$$

the p.d.f. of $\underline{X}$ being

$$
f_{\underline{X}}(\underline{x})=\frac{e^{-\left(\underline{\bar{x}-\underline{\mu}_{\underline{x}}}\right)^{\prime} \Sigma^{-1}\left(\underline{x}-\underline{\mu_{x}}\right)}}{\pi^{p}|\Sigma|},
$$

where the overbar denotes the complex conjugate.
To test the reality of $\Sigma$, that is to test

$$
H_{0}: \Sigma_{2}=0 \quad \text { versus } \quad H_{1}: \Sigma_{2} \neq 0
$$

we may consider, for a sample of size $n+1$, the power $2 /(n+1)$ of the likelihood ratio test statistic, obtained in [22],

$$
\begin{equation*}
\Lambda=\frac{\left|S_{1}+\mathrm{i} S_{2}\right|}{\left|S_{1}\right|}, \tag{1}
\end{equation*}
$$

where $S=S_{1}+\mathrm{i} S_{2}$ is the maximum likelihood estimator of $\Sigma$.
When $\Sigma_{2}=0$, the statistic $\Lambda$ in (1), is shown in [22] to be distributed as a product of independent beta random variables (r.v.'s) with specific parameters. More precisely, for $n \geq p$, if $p$ is even,

$$
\begin{equation*}
\Lambda \stackrel{s t}{\sim} \prod_{j=1}^{p / 2} Y_{j} \quad \text { with } \quad Y_{j} \sim \operatorname{Beta}\left(n-\frac{p}{2}-j+1, \frac{p}{2}-\frac{1}{2}\right), \tag{2}
\end{equation*}
$$

where ' ${ }^{s t}$ ' means 'stochastically equivalent to' and where the $Y_{j}$ are $p / 2$ independent r.v.'s, or, if $p$ is odd,

$$
\begin{equation*}
\Lambda \stackrel{s t}{\sim} \prod_{j=1}^{(p-1) / 2} Y_{j} \quad \text { with } \quad Y_{j} \sim \operatorname{Beta}\left(n-\frac{p+1}{2}-j+1, \frac{p}{2}\right), \tag{3}
\end{equation*}
$$

where the $Y_{j}$ are $(p-1) / 2$ independent r.v.'s, or, for any $p$ in (2) or (3), taking $q^{*}=\lfloor p / 2\rfloor$ and $q=\lceil p / 2\rceil$, where $\lfloor\cdot\rfloor$ denotes the floor of the argument, that is, the largest integer that does not exceed the argument and $\lceil\cdot\rceil$ denotes the ceiling of the argument, that is, the smallest integer not less than the argument, we may write

$$
\begin{equation*}
\Lambda \stackrel{s t}{\sim} \prod_{j=1}^{q^{*}} Y_{j} \quad \text { with } \quad Y_{j} \sim \operatorname{Beta}\left(n-q-j+1, q-\frac{1}{2}\right) \tag{4}
\end{equation*}
$$

where the $Y_{j}$ are $q^{*}$ independent r.v.'s.
Since for a r.v. $X$ with a Beta distribution, with parameters $\alpha$ and $\beta$, the $h$-th moment of $X$ is given by

$$
\begin{equation*}
E\left(X^{h}\right)=\frac{B(\alpha+h, \beta)}{B(\alpha, \beta)}=\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha)} \frac{\Gamma(\alpha+h)}{\Gamma(\alpha+\beta+h)}, \quad(h>-\alpha), \tag{5}
\end{equation*}
$$

we may write, for the r.v.'s $Y_{j}$ in (4),

$$
E\left(Y_{j}^{h}\right)=\frac{\Gamma\left(n-j+\frac{1}{2}\right)}{\Gamma(n-q-j+1)} \frac{\Gamma(n-q-j+1+h)}{\Gamma\left(n-j+\frac{1}{2}+h\right)}, \quad \text { with } \quad h>-(n-q-j+1),
$$

so that, given the independence of the $q^{*}$ r.v.'s in (4), we may easily obtain, for $h>-(n-p+1)$

$$
\begin{equation*}
E\left(\Lambda^{h}\right)=\prod_{j=1}^{q^{*}} E\left(Y_{j}^{h}\right)=\prod_{j=1}^{q^{*}} \frac{\Gamma\left(n-j+\frac{1}{2}\right)}{\Gamma(n-q-j+1)} \frac{\Gamma(n-q-j+1+h)}{\Gamma\left(n-j+\frac{1}{2}+h\right)} . \tag{6}
\end{equation*}
$$

In the next section, we will address the exact distribution of $\Lambda$. Based on a factorization of the exact characteristic function of $W=-\log \Lambda$, we first express the exact distribution of $W$ as the distribution of the sum of two independent r.v.'s, one with a Generalized Integer Gamma (GIG) distribution and the other with a distribution of a sum of an independent Logbeta distributions.

Then, in Sect.3, we will first approximate the exact distribution of $W$ by an infinite mixture of Generalized Near-Integer Gamma (GNIG) distributions and then, based on this representation, we develop near-exact distributions for $W=-\log \Lambda$ which are finite mixtures of GNIG distributions and which equate some of the first exact moments of $W$. From these we obtain near-exact distributions for $\Lambda$, with very manageable cumulative distribution functions (c.d.f.'s), much useful in practice to compute quantiles and p-values. The concept of a near-exact distribution and the procedure used to develop these distributions has already been introduced in a number of papers [6, 13-17].

In Sect. 4 we address the asymptotic distribution in [4,23] and express it in a manner that is adequate for our purpose of using it to be compared with our nearexact distributions.

The fact that the near-exact distributions developed in Sect. 3 have a much better performance than the asymptotic distribution used in $[4,23]$ is shown in Sect. 5 where numerical studies are carried out using a measure of proximity between distributions, based on characteristic functions. The numerical studies developed, for different sample sizes, numbers of variables and number of moments equated, show the high closeness of these near-exact distributions to the exact distribution and also their excellent performance, namely when the sample size and the difference between the sample size and the number of variables involved are small.

## 2 The Exact Distribution of $\boldsymbol{\Lambda}$

For a r.v. $X \sim \operatorname{Beta}(\alpha, \beta)$, the r.v. $Y=-\log X$ has what is called a Logbeta distribution [21], fact that is denoted by $Y \sim \operatorname{Logbeta}(\alpha, \beta)$, and since the Gamma functions in (5) are still valid for any strictly complex $h$, the characteristic function (cf.) of the r.v. $Y$ is given by

$$
\begin{equation*}
\Phi_{Y}(t)=E\left(e^{\mathrm{i} t Y}\right)=E\left(e^{-\mathrm{i} t \log X}\right)=E\left(X^{-\mathrm{i} t}\right)=\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha)} \frac{\Gamma(\alpha-\mathrm{i} t)}{\Gamma(\alpha+\beta-\mathrm{i} t)} \tag{7}
\end{equation*}
$$

where $t \in \mathbb{R}$. Considering the independence of the $q^{*}$ r.v.'s $Y_{j}$ in (4) and considering (6) and (7) we may write the cf. of $W=-\log \Lambda$ as

$$
\begin{align*}
\Phi_{W}(t) & =E\left(e^{-\mathrm{i} t W}\right)=E\left(\Lambda^{-\mathrm{i} t}\right)=\prod_{j=1}^{q^{*}} E\left(Y_{j}^{-\mathrm{i} t}\right) \\
& =\prod_{j=1}^{q^{*}} \frac{\Gamma\left(n-j+\frac{1}{2}\right)}{\Gamma(n-q-j+1)} \frac{\Gamma(n-q-j+1-\mathrm{i} t)}{\Gamma\left(n-j+\frac{1}{2}-\mathrm{i} t\right)} . \tag{8}
\end{align*}
$$

Using the identity

$$
\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha)}=\prod_{k=0}^{\beta-1}(\alpha+k)
$$

for $\beta \in \mathbb{N}$ and $\alpha$ real or complex, we may write

$$
\begin{align*}
\Phi_{W}(t) & =\prod_{j=1}^{q^{*}} \frac{\Gamma\left(n-j+\frac{1}{2}\right)}{\Gamma(n-q-j+1)} \frac{\Gamma(n-q-j+1-\mathrm{i} t)}{\Gamma\left(n-j+\frac{1}{2}-\mathrm{i} t\right)} \\
= & \underbrace{}_{\prod_{j=1}^{q^{*}} \frac{\Gamma\left(n-j+\frac{1}{2}\right)}{\Gamma(n-j)} \frac{\Gamma(n-j-\mathrm{i} t)}{\Gamma\left(n-j+\frac{1}{2}-\mathrm{i} t\right)} \frac{\Gamma(n-j)}{\Gamma(n-q-j+1)} \frac{\Gamma(n-q-j+1-\mathrm{i} t)}{\Gamma(n-j-\mathrm{i} t)}} \begin{aligned}
& \prod_{j=1}^{q^{*}} \frac{\Gamma\left(n-j+\frac{1}{2}\right)}{\Gamma(n-j)} \frac{\Gamma(n-j-\mathrm{i} t)}{\Gamma\left(n-j+\frac{1}{2}-\mathrm{i} t\right)} \\
& \times \underbrace{\prod_{j=1}^{q^{*}} \prod_{k=0}^{q-2}(n-q-j+1+k)(n-q-j+1+k-\mathrm{i} t)^{-1}}_{\Phi_{2, W}(t)}
\end{aligned}
\end{align*}
$$

where $\Phi_{1, W}(t)$ is the cf. of the sum of $q^{*}$ independent r.v.'s with $\operatorname{Logbeta}(n-$ $j, 1 / 2$ ) distributions $\left(j=1, \ldots, q^{*}\right)$, and $\Phi_{2, W}(t)$ is the cf. of the sum of $q^{*}(q-1)$ independent r.v.'s with $\operatorname{Exp}(n-q-j+1+k)$ distributions $(k=0, \ldots, q-2$; $\left.j=1, \ldots, q^{*}\right)$.

By identifying the different Exponential distributions that occur in $\Phi_{2, W}(t)$ in (9) and using a counting technique similar to the one used by [26], we may write $\Phi_{2, W}(t)$ as

$$
\Phi_{2, W}(t)=\prod_{j=2}^{p-1}(n-j)^{r_{j}}(n-j-\mathrm{i} t)^{-r_{j}},
$$

where

$$
r_{j}= \begin{cases}j-1, & j=2, \ldots, q \\ p-j, & j=q+1, \ldots, p-1\end{cases}
$$

that is, $\Phi_{2, W}(t)$ is the cf. of a sum of $p-2$ independent Gamma r.v.'s with integer shape parameters $r_{j}$ and rate parameters $n-j(j=2, \ldots, p-1)$, which is a GIG distribution of depth $p-2$ (see [5]).

Therefore, we may write the exact cf. of $W=-\log \Lambda$ as

$$
\begin{equation*}
\Phi_{W}(t)=\underbrace{\prod_{j=1}^{q^{*}} \frac{\Gamma\left(n-j+\frac{1}{2}\right)}{\Gamma(n-j)} \frac{\Gamma(n-j-\mathrm{i} t)}{\Gamma\left(n-j+\frac{1}{2}-\mathrm{i} t\right)}}_{\Phi_{1, W}(t)} \underbrace{\prod_{j=2}^{p-1}(n-j)^{r_{j}}(n-j-\mathrm{i} t)^{-r_{j}}}_{\Phi_{2, W}(t)} \tag{10}
\end{equation*}
$$

which is the cf. of the sum of a GIG distribution, of depth $p-2$, with an independent sum of $q^{*}$ independent Logbeta distributed r.v.'s.

Since from the two first expressions in Sect. 5 of [25] and also expressions (11) and (14) in the same paper, we may write

$$
\frac{\Gamma(a-\mathrm{i} t)}{\Gamma(a+b-\mathrm{i} t)}=\sum_{k=0}^{\infty} p_{k}(b)(a-\mathrm{i} t)^{-b-k}
$$

where $p_{0}(b)=1$ and for $k=1,2, \ldots$,

$$
p_{k}(b)=\frac{1}{k} \sum_{m=0}^{k-1}\left(\frac{\Gamma(1-b-m)}{\Gamma(-b-k)(k-m+1)!}+(-1)^{k+m} b^{k-m+1}\right) p_{m}(b),
$$

we may write the cf. of $Y$ in (7) as

$$
\begin{equation*}
\Phi_{Y}(t)=\sum_{k=0}^{\infty} \underbrace{\frac{\Gamma(\alpha+\beta)}{\Gamma(\alpha)} \frac{p_{k}(\beta)}{\alpha^{\beta+j}}}_{p_{k}^{*}(\alpha, \beta)} \alpha^{\beta+k}(\alpha-\mathrm{i} t)^{-(\beta+k)}, \tag{11}
\end{equation*}
$$

which is the cf. of an infinite mixture of $\operatorname{Gamma}(\beta+k, \alpha)$ distributions with weights $p_{k}^{*}(\alpha, \beta)$.

But then $\Phi_{1, W}(t)$ may be written as

$$
\begin{align*}
\Phi_{1, W}(t) & =\prod_{j=1}^{q^{*}} \sum_{k=0}^{\infty} p_{k}^{*}(n-j, 1 / 2)(n-j)^{1 / 2+k}(n-j-\mathrm{i} t)^{-(1 / 2+k)}  \tag{12}\\
& =\sum_{k=0}^{\infty} \sum_{v=1}^{K^{*}} p_{k v}^{* *} \prod_{j=1}^{q^{*}}(n-j)^{1 / 2+\eta_{v j}}(n-j-\mathrm{i} t)^{-\left(1 / 2+\eta_{v j}\right)} \tag{13}
\end{align*}
$$

with

$$
K^{*}=\binom{k+q^{*}-1}{k}, \quad \sum_{j=1}^{q^{*}} \eta_{v j}=k\left(0 \leq \eta_{v j} \leq k\right)
$$

and

$$
\begin{equation*}
p_{k \nu}^{* *}=\prod_{j=1}^{q^{*}} p_{\eta_{v j}}^{*}\left(n-j, 1 / 2+\eta_{\nu j}\right) \tag{14}
\end{equation*}
$$

where $K^{*}$ is the number of different partitions $\mathscr{P}_{k, q^{*}}$ of the integer $k$ into a sequence of $q^{*}$ non-negative integers not larger than $k$ and where the $v$-th of these partitions is, for $v \in\left\{1, \ldots, K^{*}\right\}$, a list with components $\eta_{v j}$, for $j=1, \ldots, q^{*}$. The weights $p_{\eta_{v j}}^{*}\left(n-j, 1 / 2+\eta_{\nu j}\right)$ in (14) are the weights $p_{k}^{*}(\alpha, \beta)$ in (11) for $\alpha=n-j, \beta=$ $1 / 2+\eta_{\nu j}$ and $k=\eta_{\nu j}$.

While the cf. in (12) is the cf. of a sum of $q^{*}$ independent infinite mixtures of $\operatorname{Gamma}(1 / 2+k, n-j)$ distributions $\left(j=1, \ldots, q^{*} ; k=0,1, \ldots\right),(13)$ is the cf. of an infinite mixture of sums of $q^{*}$ independent $\operatorname{Gamma}\left(1 / 2+\eta_{v j}, n-j\right)$ distributions, for $j=1, \ldots, q^{*}$.

Although this form of the exact distribution of $W$ may seem more complicated than the one obtained from (10), in the next section we will show how we may use it to develop very sharp near-exact distributions for $W$ and $\Lambda$.

## 3 A Family of Near-Exact Distributions for $\boldsymbol{\Lambda}$

Given the fact that the rate parameters of the Gamma distributions in (13) are somewhat similar, with a constant step as a function of $j$ and given the fact that the shape parameters in these Gamma distributions are equal to $1 / 2+\eta_{v j}$, with $\sum_{j=1}^{q^{*}} \eta_{\nu j}=k$ and we are just adding these $q^{*}$ Gamma distributions, a somewhat heuristic asymptotic approximation for $\Phi_{1, W}(t)$, for increasing $n$ would be a cf. of an infinite mixture of $\operatorname{Gamma}\left(q^{*} / 2+k, \lambda^{*}\right)$ distributions, where $\lambda^{*}$ is the rate parameter in

$$
\begin{equation*}
\Phi^{* *}(t)=\theta\left(\lambda^{*}\right)^{s_{1}}\left(\lambda^{*}-\mathrm{i} t\right)^{-s_{1}}+(1-\theta)\left(\lambda^{*}\right)^{s_{2}}\left(\lambda^{*}-\mathrm{i} t\right)^{-s_{2}} \tag{15}
\end{equation*}
$$

which is determined together with $\theta, s_{1}$ and $s_{2}$, by solving the system of equations

$$
\left.\frac{\partial^{h}}{\partial t^{h}} \Phi^{* *}(t)\right|_{t=0}=\left.\frac{\partial^{h}}{\partial t^{h}} \Phi_{1, W}(t)\right|_{t=0}, \quad h=1, \ldots, 4
$$

This would yield an asymptotic distribution for $W$ which is an infinite mixture of GNIG distributions.

In practice, to obtain a family of near-exact distributions for $W$ we will thus leave $\Phi_{2, W}(t)$ in (10) unchanged and replace $\Phi_{1, W}(t)$ by

$$
\Phi_{1, W}^{*}(t)=\sum_{k=0}^{m^{*}} \pi_{k}\left(\lambda^{*}\right)^{q^{*} / 2+k}\left(\lambda^{*}-\mathrm{i} t\right)^{-\left(q^{*} / 2+k\right)},
$$

which is the cf. of a finite mixture of $m^{*}+1 \operatorname{Gamma}\left(q^{*} / 2+k, \lambda^{*}\right)$ distributions, with weights $\pi_{k}\left(k=0, \ldots, m^{*}\right)$, where $\lambda^{*}$ will be the rate parameter in (15) above and the weights $\pi_{k}$, for $k=0, \ldots, m^{*}-1$, are determined by solving the system of linear equations

$$
\left.\frac{\partial^{h}}{\partial t^{h}} \Phi_{1, W}^{*}(t)\right|_{t=0}=\left.\frac{\partial^{h}}{\partial t^{h}} \Phi_{1, W}(t)\right|_{t=0}, \quad h=1, \ldots, m^{*}
$$

with $\pi_{m^{*}}=1-\sum_{k=0}^{m^{*}-1} \pi_{k}$.
Near-exact distributions built this way will match the first $m^{*}$ exact moments of $W$ and yield near-exact cf.'s for $W, \Phi_{W}^{*}(t)$, of the form

$$
\begin{align*}
\Phi_{W}^{*}(t) & =\underbrace{\sum_{k=0}^{m^{*}} \pi_{k}\left(\lambda^{*}\right)^{q^{*} / 2+k}\left(\lambda^{*}-\mathrm{i} t\right)^{-\left(q^{*} / 2+k\right)}}_{\Phi_{1, W}^{*}(t)} \underbrace{\prod_{j=2}^{p-1}(n-j)^{r_{j}}(n-j-\mathrm{i} t)^{-r_{j}}}_{\Phi_{2, W}(t)}  \tag{16}\\
& =\sum_{k=0}^{m^{*}}\left\{\pi_{k}\left(\lambda^{*}\right)^{q^{*} / 2+k}\left(\lambda^{*}-\mathrm{i} t\right)^{-\left(q^{*} / 2+k\right)} \prod_{j=2}^{p-1}(n-j)^{r_{j}}(n-j-\mathrm{i} t)^{-r_{j}}\right\}
\end{align*}
$$

which is:

- for odd $q^{*}$, the cf. of a mixture of length $m^{*}+1$ of GNIG distributions of depth $p-1$ with integer shape parameters $r_{j}(j=2, \ldots, p-1)$ and non-integer shape parameter $q^{*} / 2+k$, and corresponding rate parameters $n-j$ and $\lambda^{*}$;
- for even $q^{*}$, the cf. of a mixture of length $m^{*}+1$ of GIG distributions of depth $p-1$ with integer shape parameters $r_{j}(j=2, \ldots, p-1)$ and $q^{*} / 2+k$, and corresponding rate parameters $n-j$ and $\lambda^{*}$.

Then, considering the cf. in (16) and the notation in Appendix B of [24], for odd $q^{*}$, the near-exact p.d.f.'s of $W$ and $\Lambda$, are, respectively

$$
f_{W}(w)=\sum_{k=0}^{m^{*}} \pi_{k} f^{G N / G}\left(w \mid r_{2}, \ldots, r_{p-1}, q^{*} / 2+k ; n-2, \ldots, n-p+1, \lambda^{*} ; p-1\right),
$$

for $w>0$, and

$$
f_{\Lambda}(\ell)=\sum_{k=0}^{m^{*}} \pi_{k} f^{G N I G}\left(-\log \ell \mid r_{2}, \ldots, r_{p-1}, q^{*} / 2+k ; n-2, \ldots, n-p+1, \lambda^{*} ; p-1\right) \frac{1}{\ell},
$$

for $0<\ell<1$, while the near-exact c.d.f.'s for $W$ and $\Lambda$ are, respectively, given by

$$
F_{W}(w)=\sum_{k=0}^{m^{*}} \pi_{k} F^{G N I G}\left(w \mid r_{2}, \ldots, r_{p-1}, q^{*} / 2+k ; n-2, \ldots, n-p+1, \lambda^{*} ; p-1\right),
$$

for $w>0$, and

$$
\begin{aligned}
& F_{\Lambda}(\ell)=\sum_{k=0}^{m^{*}} \pi_{k}\left(1-F^{G N I G}\left(-\log \ell \mid r_{2}, \ldots, r_{p-1}, q^{*} / 2+k\right.\right. \\
&\left.\left.\quad n-2, \ldots, n-p+1, \lambda^{*} ; p-1\right)\right),
\end{aligned}
$$

for $0<\ell<1$.
For even $q^{*}$, since the GIG distributions are a particular case of GNIG distributions, the p.d.f. and c.d.f. expressions for W and $\Lambda$ are similar to those presented before, but where the shape parameter $q^{*} / 2+k$ is an integer. For example, the near-exact c.d.f. of $\Lambda$ is given by,

$$
\begin{aligned}
F_{\Lambda}(\ell)=\sum_{k=0}^{m^{*}} \pi_{k}\left(1-F^{G I G}\left(-\log \ell \mid r_{2}, \ldots, r_{p-1}, q^{*} / 2+k\right.\right. & \\
& \left.\left.n-2, \ldots, n-p+1, \lambda^{*} ; p-1\right)\right),
\end{aligned}
$$

for $0<\ell<1$.

## 4 Asymptotic Distribution

In order to compare with the near-exact distributions developed in the previous section, we consider here the asymptotic distribution in [4, 23]. For

$$
m=2 n-p-1 / 2, \quad f=p(p-1) / 2 \quad \text { and } \quad \gamma_{2}=p(p-1)\left(p^{2}+(p-1)^{2}-8\right) / 96,
$$

it is used in [4, 23] a Box-type asymptotic distribution for $m W$ which is a twocomponent mixture of a chi-square with $f$ degrees of freedom and another chi-square with $f+4$ degrees of freedom, with weights $1-\gamma_{2} / m^{2}$ and $\gamma_{2} / m^{2}$. This yields for $m W$ the asymptotic cf.

$$
\Phi_{m W}^{* *}(t)=\left(1-\frac{\gamma_{2}}{m^{2}}\right)\left(\frac{1}{2}\right)^{f / 2}\left(\frac{1}{2}-\mathrm{i} t\right)^{-f / 2}+\frac{\gamma_{2}}{m^{2}}\left(\frac{1}{2}\right)^{f / 2+2}\left(\frac{1}{2}-\mathrm{i} t\right)^{-(f / 2-2)},
$$

which, for $W$, yields the asymptotic cf.

$$
\begin{align*}
\Phi_{W}^{* *}(t) & =\left(1-\frac{\gamma_{2}}{m^{2}}\right)\left(\frac{1}{2}\right)^{f / 2}\left(\frac{1}{2}-\mathrm{i} \frac{t}{m}\right)^{-f / 2}+\frac{\gamma_{2}}{m^{2}}\left(\frac{1}{2}\right)^{f / 2+2}\left(\frac{1}{2}-\mathrm{i} \frac{t}{m}\right)^{-(f / 2-2)} \\
& =\left(1-\frac{\gamma_{2}}{m^{2}}\right)\left(\frac{m}{2}\right)^{f / 2}\left(\frac{m}{2}-\mathrm{i} t\right)^{-f / 2}+\frac{\gamma_{2}}{m^{2}}\left(\frac{m}{2}\right)^{f / 2+2}\left(\frac{m}{2}-\mathrm{i} t\right)^{-(f / 2-2)} \tag{17}
\end{align*}
$$

## 5 Numerical Studies

In order to assess the closeness/proximity of the exact distribution to an approximate, near-exact or asymptotic, distribution we use the measure [13-18]

$$
\begin{equation*}
\Delta=\frac{1}{2 \pi} \int_{-\infty}^{+\infty}\left|\frac{\Phi_{W}(t)-\Phi_{W}^{+}(t)}{t}\right| d t \tag{18}
\end{equation*}
$$

where $\Phi_{W}(t)$ represents the exact cf. of $W$ and $\Phi_{W}^{+}(t)$ its approximate, near-exact or asymptotic, cf.

The measure $\Delta$ in (18) is an upper bound on the difference between the exact and the corresponding approximate c.d.f. of $W$, with

$$
\Delta \geq \sup _{w>0}\left|F_{W}(w)-F_{W}^{+}(w)\right|=\sup _{0<\ell<1}\left|F_{\Lambda}(\ell)-F_{\Lambda}^{+}(\ell)\right|
$$

where $F_{W}(\cdot)$ and $F_{\Lambda}(\cdot)$ are, respectively, the exact c.d.f.'s of $W$ and $\Lambda$, and $F_{W}^{+}(\cdot)$ is the c.d.f. that corresponds to $\Phi_{W}^{+}(\cdot)$, being $F_{\Lambda}^{+}(\ell)=1-F_{W}^{+}(-\log \ell)$.

The measure $\Delta$ in (18) may be directly derived from the Gil-Pelaez inversion formula for the c.d.f. [10] (see Appendix A) and, as noted in [14], it may also be seen as intimately related with the Berry-Esseen upper-bound [2, 9, 19]. This measure gives us a very accurate assessment of the quality of the approximations, as we have seen in several studies [13-18], with smaller values of this measure showing a better agreement with the exact distribution, both in terms of p -values and quantiles.

In Table 1 we have the results of the numerical studies conducted, using the measure $\Delta$ in (18) and the cf.'s in (8), (16) and (17), to assess the behavior of the asymptotic distribution in $[4,23]$ and the near-exact distributions developed in Sect.3, for different numbers of exact moments equated $\left(m^{*}\right)$, number of variables $(p)$ and sample sizes $n=p+1, n=2 p$ and $n=3 p$.

We have to point out the excellent performance of the family members of the nearexact distributions, with very low values of the proximity measure, thus showing an extreme closeness to the exact distribution, even for the case where only two exact moments are equated. We can confirm that they are particularly adequate and useful for small sample sizes, that is, for small values of $n$, or rather, when the values of $n$ and $p$ are close. They also have an asymptotic behavior for increasing number of variables, that is, increasing values of $p$, while the asymptotic distribution goes the other way around.

One other fact to be pointed out about Table 1 is the fact that, for the two larger values of $p$, that is, for $p=35$ and $p=55$ and the smaller sample sizes associated with these two values of $p$, that is, respectively for $n=36$ and $n=56$, the value of the measure $\Delta$ exceeds 1 , which, from its definition, should never happen. However it does happen because for these cases with quite large values of $p$ and small sample sizes, the asymptotic distribution is indeed not any more a distribution, with its 'p.d.f.' assuming values below zero and above one. This is a commonly overlooked fact which, for other asymptotic distributions of this type, was already called the attention for in [8] and [7], and which is clearly detected by the measure $\Delta$.

Table 1 Values of the measure $\Delta$ in (18) for the asymptotic distribution in [4, 23] and the near-exact distributions developed in Sect. 3

| $p$ | $n$ | Asymp. distrib. | Near-exact distributions |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $m^{*}$ |  |  |  |
|  |  |  | 2 | 4 | 6 | 10 |
| 5 | 6 | $7.41 \times 10^{-3}$ | $2.58 \times 10^{-7}$ | $7.59 \times 10^{-9}$ | $1.10 \times 10^{-10}$ | $1.14 \times 10^{-13}$ |
|  | 10 | $2.74 \times 10^{-4}$ | $2.81 \times 10^{-8}$ | $3.11 \times 10^{-10}$ | $2.27 \times 10^{-12}$ | $4.02 \times 10^{-16}$ |
|  | 15 | $3.31 \times 10^{-8}$ | $4.69 \times 10^{-9}$ | $2.26 \times 10^{-11}$ | $7.53 \times 10^{-14}$ | $4.51 \times 10^{-18}$ |
| 15 | 16 | $2.43 \times 10^{-1}$ | $1.02 \times 10^{-6}$ | $1.91 \times 10^{-9}$ | $5.58 \times 10^{-12}$ | $1.20 \times 10^{-16}$ |
|  | 30 | $3.44 \times 10^{-3}$ | $2.26 \times 10^{-7}$ | $1.55 \times 10^{-10}$ | $1.60 \times 10^{-13}$ | $3.65 \times 10^{-19}$ |
|  | 45 | $4.26 \times 10^{-4}$ | $4.86 \times 10^{-8}$ | $1.46 \times 10^{-11}$ | $6.50 \times 10^{-15}$ | $2.71 \times 10^{-21}$ |
| 25 | 26 | $6.83 \times 10^{-1}$ | $3.38 \times 10^{-7}$ | $2.61 \times 10^{-10}$ | $2.96 \times 10^{-13}$ | $9.22 \times 10^{-19}$ |
|  | 50 | $9.13 \times 10^{-3}$ | $1.14 \times 10^{-7}$ | $3.74 \times 10^{-11}$ | $1.78 \times 10^{-14}$ | $8.80 \times 10^{-21}$ |
|  | 75 | $1.14 \times 10^{-3}$ | $2.62 \times 10^{-8}$ | $3.79 \times 10^{-12}$ | $7.97 \times 10^{-16}$ | $7.47 \times 10^{-23}$ |
| 35 | 36 | $1.13 \times 10^{0}$ | $1.49 \times 10^{-7}$ | $6.51 \times 10^{-11}$ | $3.90 \times 10^{-14}$ | $3.07 \times 10^{-20}$ |
|  | 70 | $1.75 \times 10^{-2}$ | $7.05 \times 10^{-8}$ | $1.42 \times 10^{-11}$ | $4.01 \times 10^{-15}$ | $6.52 \times 10^{-22}$ |
|  | 105 | $2.20 \times 10^{-3}$ | $1.70 \times 10^{-8}$ | $1.52 \times 10^{-12}$ | $1.89 \times 10^{-16}$ | $5.95 \times 10^{-24}$ |
| 55 | 56 | $1.92 \times 10^{0}$ | $4.26 \times 10^{-8}$ | $9.31 \times 10^{-12}$ | $2.50 \times 10^{-15}$ | $3.27 \times 10^{-22}$ |
|  | 110 | $4.22 \times 10^{-2}$ | $3.63 \times 10^{-8}$ | $3.91 \times 10^{-12}$ | $5.61 \times 10^{-16}$ | $2.10 \times 10^{-23}$ |
|  | 165 | $5.37 \times 10^{-3}$ | $9.37 \times 10^{-9}$ | $4.50 \times 10^{-13}$ | $2.87 \times 10^{-17}$ | $2.11 \times 10^{-25}$ |

With the near-exact distributions displaying so low values of the measure $\Delta$ it can only be assured that there is a very good agreement between the exact and the nearexact distributions throughout the whole range of the random variable and as such that also all near-exact quantiles will display a sharp agreement with the corresponding exact quantiles.

In Tables 2 and 3 we show some near-exact quantiles for $p=6$ and $n=6,7,8$, 9,10 , since in [4] there were some problems in computing the exact 0.05 quantiles for $n=6,7,8$ and the 0.01 quantiles for $n=6,7,8,9$ not only in order to make them available for practical use but also in order to show how by increasing the number of exact moments matched we may obtain quantiles which indeed converge, with convergence being assuredly towards the corresponding exact quantiles, given the sharp decrease in the value of the measure $\Delta$ that may be observed in Table 1 when the number of exact moments matched is increased.

As we may see from Tables 2 and 3, there are no problems in computing the near-exact quantiles for any combination of number of variables and sample sizes, with the values for the near-exact quantiles for $p=6$ and $n=6,7$ showing that for small sample sizes the asymptotic quantiles show quite some deviation from the exact value, while for $n=9$ and $n=10$ the near-exact quantiles match the values presented in [4] for the exact quantiles. To show that there is no problem in computing near-exact quantiles even for quite large numbers of variables, either with very small
Table 20.05 quantiles for $\Lambda$ for $p=6(n=6,7,8,9,10), p=35(n=36,70,105)$ and $p=55(n=56,110$, 165), for the near-exact distributions that match $m^{*}=2,4,6$ and 10 exact moments

| $p$ | $n$ | $m^{*}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 2 | 4 | 6 | 10 |
| 6 | 6 | 0.0027299422 | 0.0027297970 | 0.0027297983 | 0.0027297983 |
|  | 7 | 0.0237278948 | 0.0237274940 | 0.0237274976 | 0.0237274976 |
|  | 8 | 0.0599860502 | 0.0599857342 | 0.0599857361 | 0.0599857361 |
|  | 9 | 0.1031286563 | 0.1031284719 | 0.1031284725 | 0.1031284725 |
|  | 10 | 0.1479772284 | 0.1479771337 | 0.1479771339 | 0.1479771339 |
| 35 | 36 | $8.7315394235 \times 10^{-11}$ | $8.7315318934 \times 10^{-11}$ | $8.7315318962 \times 10^{-11}$ | $8.7315318962 \times 10^{-11}$ |
|  | 70 | $1.7094444679 \times 10^{-3}$ | $1.7094445181 \times 10^{-3}$ | $1.7094445181 \times 10^{-3}$ | $1.7094445181 \times 10^{-3}$ |
|  | 105 | $2.3117849266 \times 10^{-2}$ | $2.3117848959 \times 10^{-2}$ | $2.3117848959 \times 10^{-2}$ | $2.3117848959 \times 10^{-2}$ |
| 55 | 56 | $1.0453180265 \times 10^{-16}$ | $1.0453177384 \times 10^{-16}$ | $1.0453177385 \times 10^{-16}$ | $1.0453177385 \times 10^{-16}$ |
|  | 110 | $5.7253174091 \times 10^{-5}$ | $5.7253171208 \times 10^{-5}$ | $5.7253171208 \times 10^{-5}$ | $5.7253171208 \times 10^{-5}$ |
|  | 165 | $3.0889621685 \times 10^{-3}$ | $3.0889621449 \times 10^{-3}$ | $3.0889621449 \times 10^{-3}$ | $3.0889621449 \times 10^{-3}$ |

Table 30.01 quantiles for $\Lambda$ for $p=6(n=6,7,8,9,10), p=35(n=36,70,105)$ and $p=55(n=56,110$, 165), for the near-exact distributions that match $m^{*}=2,4,6$ and 10 exact moments

| $p$ | $n$ | $m^{*}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 2 | 4 | 6 | 10 |
| 6 | 6 | 0.0005176879 | 0.0005176208 | 0.0005176209 | 0.0005176209 |
|  | 7 | 0.0094602783 | 0.0094594034 | 0.0094594070 | 0.0094594070 |
|  | 8 | 0.0309225909 | 0.0309210880 | 0.0309210943 | 0.0309210942 |
|  | 9 | 0.0610102766 | 0.0610087013 | 0.0610087068 | 0.0610087068 |
|  | 10 | 0.0955879031 | 0.0955865257 | 0.0955865298 | 0.0955865298 |
| 35 | 36 | $2.6515423321 \times 10^{-11}$ | $2.6515370198 \times 10^{-11}$ | $2.6515370195 \times 10^{-11}$ | $2.6515370195 \times 10^{-11}$ |
|  | 70 | $1.3314442566 \times 10^{-3}$ | $1.3314438777 \times 10^{-3}$ | $1.3314438777 \times 10^{-3}$ | $1.3314438777 \times 10^{-3}$ |
|  | 105 | $1.9963933022 \times 10^{-2}$ | $1.9963932207 \times 10^{-2}$ | $1.9963932207 \times 10^{-2}$ | $1.9963932207 \times 10^{-2}$ |
| 55 | 56 | $2.9594023552 \times 10^{-17}$ | $2.9594004510 \times 10^{-17}$ | $2.9594004509 \times 10^{-17}$ | $2.9594004509 \times 10^{-17}$ |
|  | 110 | $4.4855042422 \times 10^{-5}$ | $4.4855035977 \times 10^{-5}$ | $4.4855035977 \times 10^{-5}$ | $4.4855035977 \times 10^{-5}$ |
|  | 165 | $2.6763131139 \times 10^{-3}$ | $2.6763130550 \times 10^{-3}$ | $2.6763130550 \times 10^{-3}$ | $2.6763130550 \times 10^{-3}$ |

or quite large sample sizes, in those tables are also shown the 0.05 and 0.01 quantiles for $p=35$ and $p=55$ for the same sample sizes that the measure $\Delta$ was computed in Table 1, with the near-exact distributions that match only 4 exact moments exhibiting quantiles that already match $8-10$ significant digits.

We may see how for only 2 or 4 exact moments matched the near-exact quantiles already display a quite large number of decimal places that match those of the corresponding exact quantile, which, in all cases may be taken as the quantile displayed for the near-exact distribution that matches 10 exact moments.

We may also see how the near-exact distributions that exhibit lower values of the measure $\Delta$ displaying quantiles which have more decimal places that match the corresponding exact quantiles.

The quantiles shown in Tables 2 and 3 are the 0.05 and the 0.01 quantiles, since the quantiles to be used in testing hypothesis with the statistic $\Lambda$ will be the left tail quantiles. To show that a similar behavior is displayed by all other quantiles, in Tables B.1, B. 2 and B. 3 in Appendix B may be analyzed the median and the 0.95 and 0.99 quantiles for the same distributions.

## 6 Conclusions and Final Remarks

The near-exact distributions developed lie very close to the exact distribution, in terms of cf.'s, moments, c.d.f.'s and quantiles, and the general expressions obtained for the c.d.f.'s are, in fact, very manageable and easily allow the calculation of near-exact quantiles and p-values through the use of some symbolic software. Note that even when we have the expressions for the exact p.d.f.'s and c.d.f.'s available from the literature, these are usually only available for specific numbers of variables and the expressions are highly complex, which renders the computation of exact quantiles too hard.

The comparative analysis conducted allows us to confirm and reinforce the importance of near-exact distributions over the asymptotic ones. The near-exact distributions remain very close to the exact distribution even when the difference between the sample size and the total number of variables, that is, the value of $n-p$, is very small, situation in which the usual asymptotic distributions do not work well, mainly if $p$ is quite large. Furthermore, the near-exact distributions developed also display an asymptotic behavior for increasing number of variables.
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## Appendix A

## Derivation of the Measure $\Delta$ in (18) from the Gil-Pelaez Inversion Formula

The measure $\Delta$ in (18) may be directly derived from the Gil-Pelaez [10] inversion formula for the c.d.f., which may be written in a number of equivalent forms, as for example

$$
F_{W}(w)=\frac{1}{2}-\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \frac{e^{-\mathrm{i} t w} \Phi_{W}(t)}{\mathrm{i} t} d t
$$

Then, if we take $F_{W}(\cdot)$ and $F_{W}^{+}(\cdot)$ as the c.d.f.'s corresponding to the cf.'s $\Phi_{W}(\cdot)$ and $\Phi_{W}^{+}(\cdot)$ respectively, we have

$$
\begin{aligned}
\left|F_{W}(w)-F_{W}^{+}(w)\right| & =\frac{1}{2 \pi}\left|\int_{-\infty}^{+\infty} \frac{e^{-\mathrm{i} t w}}{\mathrm{i} t}\left(\Phi_{W}(t)^{+}-\Phi_{W}(t)\right) d t\right| \\
& \leq \frac{1}{2 \pi} \int_{-\infty}^{+\infty}\left|\frac{e^{-\mathrm{i} t w}}{\mathrm{i} t}\left(\Phi_{W}(t)^{+}-\Phi_{W}(t)\right)\right| d t
\end{aligned}
$$

where, for any $t \in \mathbb{R}$ and any $w \in \mathbb{R}$,

$$
\left|\frac{e^{-\mathrm{i} t w}}{\mathrm{i}}\right|=1,
$$

so that we may write

$$
\sup _{w}\left|F_{W}(w)-F_{W}^{+}(w)\right| \leq \frac{1}{2 \pi} \int_{-\infty}^{+\infty}\left|\frac{\Phi_{W}(t)-\Phi_{W}^{+}(t)}{t}\right| d t .
$$

The measure $\Delta$ gives thus very sharp upper-bounds on the difference between the c.d.f.'s $F_{W}(\cdot)$ and $F_{W}^{+}(\cdot)$, indeed much sharper than any similar measure that would be based on the more common inversion formula for the c.d.f..

The measure $\Delta$ clearly verifies the triangular inequality since if we take

$$
\Delta_{1}=\frac{1}{2 \pi} \int_{-\infty}^{+\infty}\left|\frac{\Phi_{1}(t)-\Phi_{2}(t)}{t}\right| d t, \quad \Delta_{2}=\frac{1}{2 \pi} \int_{-\infty}^{+\infty}\left|\frac{\Phi_{1}(t)-\Phi_{3}(t)}{t}\right| d t
$$

and

$$
\Delta_{3}=\frac{1}{2 \pi} \int_{-\infty}^{+\infty}\left|\frac{\Phi_{2}(t)-\Phi_{3}(t)}{t}\right| d t
$$

we have $\Delta_{1} \leq \Delta_{2}+\Delta_{3}$ since

$$
\begin{aligned}
\left|\Phi_{1}(t)-\Phi_{2}(t)\right| & =\left|\Phi_{1}(t)-\Phi_{3}(t)+\Phi_{3}(t)-\Phi_{2}(t)\right| \\
& \leq\left|\Phi_{1}(t)-\Phi_{3}(t)\right|+\left|\Phi_{3}(t)-\Phi_{2}(t)\right|
\end{aligned}
$$

and, in a similar manner, also $\Delta_{2} \leq \Delta_{1}+\Delta_{3}$ and $\Delta_{3} \leq \Delta_{1}+\Delta_{2}$.

## Appendix B

Median, 0.95 and 0.99 Quantiles for the Statistic $\boldsymbol{\Lambda}$
Table B. 1 Median ( 0.5 quantile) for $\Lambda$ for $p=6(n=6,7,8,9,10), p=35(n=36,70,105)$ and $p=55(n=56,110$, 165), for the near-exact distributions hat match $m^{*}=2,4,6$ and 10 exact moments

| $p$ | $n$ | $m^{*}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 2 | 4 | 6 | 10 |
| 6 | 6 | 0.0442675046 | 0.0442690653 | 0.0442690588 | 0.0442690587 |
|  | 7 | 0.1253184924 | 0.1253201218 | 0.1253201241 | 0.1253201239 |
|  | 8 | 0.2049594954 | 0.2049606106 | 0.2049606139 | 0.2049606138 |
|  | 9 | 0.2758199003 | 0.2758206080 | 0.2758206103 | 0.2758206103 |
|  | 10 | 0.3372011435 | 0.3372015913 | 0.3372015927 | 0.3372015927 |
| 35 | 36 | $1.1508093035 \times 10^{-9}$ | $1.1508099174 \times 10^{-9}$ | $1.1508099171 \times 10^{-9}$ | $1.1508099171 \times 10^{-9}$ |
|  | 70 | $3.0431000138 \times 10^{-3}$ | $3.0431001934 \times 10^{-3}$ | $3.0431001934 \times 10^{-3}$ | $3.0431001934 \times 10^{-3}$ |
|  | 105 | $3.2440710998 \times 10^{-2}$ | $3.2440711269 \times 10^{-2}$ | $3.2440711269 \times 10^{-2}$ | $3.2440711269 \times 10^{-2}$ |
| 55 | 56 | $1.6957648495 \times 10^{-15}$ | $1.6957651344 \times 10^{-15}$ | $1.6957651343 \times 10^{-15}$ | $1.6957651343 \times 10^{-15}$ |
|  | 110 | $1.0147689185 \times 10^{-4}$ | $1.0147689497 \times 10^{-4}$ | $1.0147689497 \times 10^{-4}$ | $1.0147689497 \times 10^{-4}$ |
|  | 165 | $4.3246418891 \times 10^{-3}$ | $4.3246419093 \times 10^{-3}$ | $4.3246419093 \times 10^{-3}$ | $4.3246419093 \times 10^{-3}$ |

Table B. 20.95 quantiles for $\Lambda$ for $p=6(n=6,7,8,9,10), p=35(n=36,70,105)$ and $p=55(n=56,110,165)$, for the near-exact distributions that match $m^{*}=2,4,6$ and 10 exact moments

| $p$ | $n$ | $m^{*}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 2 | 4 | 6 | 10 |
| 6 | 6 | 0.2218883749 | 0.2218730281 | 0.2218729933 | 0.2218729961 |
|  | 7 | 0.3567674618 | 0.3567569763 | 0.3567569398 | 0.3567569405 |
|  | 8 | 0.4523223836 | 0.4523162838 | 0.4523162649 | 0.4523162651 |
|  | 9 | 0.5234538071 | 0.5234502656 | 0.5234502565 | 0.5234502565 |
|  | 10 | 0.5783756332 | 0.5783735154 | 0.5783735109 | 0.5783735109 |
| 35 | 36 | $1.0986112877 \times 10^{-8}$ | $1.0986102245 \times 10^{-8}$ | $1.0986102251 \times 10^{-8}$ | $1.0986102251 \times 10^{-8}$ |
|  | 70 | $5.2227076255 \times 10^{-3}$ | $5.2227070673 \times 10^{-3}$ | $5.2227070674 \times 10^{-3}$ | $5.2227070674 \times 10^{-3}$ |
|  | 105 | $4.4573504331 \times 10^{-2}$ | $4.4573503657 \times 10^{-2}$ | $4.4573503657 \times 10^{-2}$ | $4.4573503657 \times 10^{-2}$ |
| 55 | 56 | $2.0797150437 \times 10^{-14}$ | $2.0797144198 \times 10^{-14}$ | $2.0797144200 \times 10^{-14}$ | $2.0797144200 \times 10^{-14}$ |
|  | 110 | $1.7572667193 \times 10^{-4}$ | $1.7572666234 \times 10^{-4}$ | $1.7572666234 \times 10^{-4}$ | $1.7572666234 \times 10^{-4}$ |
|  | 165 | $5.9739940469 \times 10^{-3}$ | $5.9739939974 \times 10^{-3}$ | $5.9739939974 \times 10^{-3}$ | $5.9739939974 \times 10^{-3}$ |

Table B. 30.99 quantiles for $\Lambda$ for $p=6(n=6,7,8,9,10), p=35(n=36,70,105)$ and $p=55(n=56,110,165)$, for the near-exact distributions that match $m^{*}=2,4,6$ and 10 exact moments

| $p$ | $n$ | $m^{*}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 2 | 4 | 6 | 10 |
| 6 | 6 | 0.3427103413 | 0.3426810423 | 0.3426805707 | 0.3426805677 |
|  | 7 | 0.4779913382 | 0.4779750313 | 0.4779748328 | 0.4779748314 |
|  | 8 | 0.5657922174 | 0.5657835776 | 0.5657834997 | 0.5657834993 |
|  | 9 | 0.6280128232 | 0.6280080804 | 0.6280080479 | 0.6280080477 |
|  | 10 | 0.6745339034 | 0.6745311729 | 0.6745311583 | 0.6745311582 |
| 35 | 36 | $2.5926832547 \times 10^{-8}$ | $2.5926767139 \times 10^{-8}$ | $2.5926767140 \times 10^{-8}$ | $2.5926767140 \times 10^{-8}$ |
|  | 70 | $6.4646154910 \times 10^{-3}$ | $6.4646139426 \times 10^{-3}$ | $6.4646139425 \times 10^{-3}$ | $6.4646139425 \times 10^{-3}$ |
|  | 105 | $5.0538271373 \times 10^{-2}$ | $5.0538269683 \times 10^{-2}$ | $5.0538269683 \times 10^{-2}$ | $5.0538269683 \times 10^{-2}$ |
| 55 | 56 | $5.5013242831 \times 10^{-14}$ | $5.5013199029 \times 10^{-14}$ | $5.5013199029 \times 10^{-14}$ | $5.5013199029 \times 10^{-14}$ |
|  | 110 | $2.1914231332 \times 10^{-4}$ | $2.1914228517 \times 10^{-4}$ | $2.1914228517 \times 10^{-4}$ | $2.1914228517 \times 10^{-4}$ |
|  | 165 | $6.8032460452 \times 10^{-3}$ | $6.8032459133 \times 10^{-3}$ | $6.8032459133 \times 10^{-3}$ | $6.8032459133 \times 10^{-3}$ |
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# Variance Components Estimation in Mixed Linear Model-The Sub-diagonalization Method 

A. Silva, M. Fonseca and J. Mexia


#### Abstract

This work aims to introduce a new method of estimating the variance components in mixed linear models. The approach will be done firstly for models with 3 variances components and secondly attention will be devoted to general case of models with an arbitrary number of variance components. In our approach, we construct and apply a finite sequence of orthogonal matrices to the mixed linear model variance-covariance structure in order to produce a set of Gauss-Markov sub-models which will be used to create pooled estimators for the variance components. Numerical results will be given, comparing the performance of our proposed estimator to the one based on likelihood procedure.
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## 1 Introduction

Mixed linear models (MLM) arise due to the necessity of assessing the amount of variation caused by certain sources in a statistical designs with fixed effects (see Khuri [7]), for example, the amount of variations that are not controlled by the experimenters and those whose levels are selected at random. The variances of such sources of variation, currently refereed to as variance components, has been widely investigated in the last fifty years of the last century (see Khuri and Sahai [8], Searle [13, 14], among others) and during the period ranging somewhat from early 1960

[^22]to 1990, due to the proliferation of investigation on genetic and animal breeding as well as industrial quality control and improvement (for more details, see Anderson [1-3], Anderson and Crump [4], Searle [13], among others), several techniques of estimation have been proposed. Among those techniques we highlight the ANOVA and the maximum likelihood - based methods (see, for example, Searle et al. [15] and Casella and Berger [5]). Nevertheless, notwithstanding the ANOVA method adapt readily to mixed models with balanced data and save the unbiasedness, it does not adapt in situation with unbalanced data (mostly because it use computations derived from fixed effect models rather than mixed models). On its turn, the maximum likelihood - based methods, highlighting the ML and the restricted ML (REML) methods, provide estimators with several statistical optimal properties such as consistency and asymptotic normality either for models with balanced data, or for those with unbalanced data. For these optimal properties we recommend Miller [9], and for some details on applications of such methods we recommend, for example, Anderson [2] and Hartley and Rao [6].

This paper is organized as follows. In Sect. 2 (notation and basic concepts on matrix theory) we review some needed notions and results on matrix theory, mainly on matrix diagonalization. A new method to estimate the variance components in the $M L M$ is summarized in Sect. 3, and numerical results ensuring their optimality will be available in Sect. 4.

## 2 Notation and Basic Concepts on Matrix Theory

In this section we summarize a few needed notions and results on matrix diagonalization. The proofs for the results can be found in Schott [12].

Let $\mathscr{M}^{n \times m}$ and $\mathscr{S}^{n}=\left\{A: A \in \mathscr{M}^{n \times n}, A=A^{\top}\right\}$ stands for the set of the matrices with $n$ rows and $m$ columns and the set of the $n \times n$ symmetric matrices, respectively. The range and the rank of a matrix $A$ will be respectively denoted by $R(A)$ and $r(A)$, and the projection matrix onto the range space of $A$ denoted by $P_{R(A)}$ (see Schott [12, Chap. 2, Sect. 7] for projection matrix notion). We will denote by $\operatorname{tr}(A)$ the trace of $A$.

If the eigenvalues $\lambda_{1}, \ldots, \lambda_{r}$ of the matrix $M \in \mathscr{M}^{r \times r}$ are all distinct, it follows from the Theorem 3.6 of Schott [12] that the matrix $X$, whose columns are the eigenvectors associated to those eigenvalues, is non-singular. Thus, by the eigenvalue - eigenvector equation $M X=X D$ or, equivalently, $X^{-1} M X=D$, with $D=\operatorname{diag}\left(\lambda_{1} \ldots \lambda_{r}\right)$, and the Theorem 3.2.(d) of Schott [12], the eigenvalues of $D$ are the same as those of $M$. Meanwhile, since $M$ can be transformed into a diagonal matrix by postmultiplication by the non-singular matrix $X$ and premultiplication by its inverse $X^{-1}$ it is said to be diagonalizable.

If the matrix $M$ is symmetric we will have that the eigenvectors associated to its different eigenvalues will be orthogonal (see Schott [12]). Indeed, if we consider two different eigenvalues $\lambda_{i}$ and $\lambda_{j}$ whose associated eigenvectors are $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$, respectively, we see that, since $M$ is symmetric,

$$
\lambda_{i} \mathbf{x}_{i}^{\top} \mathbf{x}_{j}=\left(M \mathbf{x}_{i}\right)^{\top} \mathbf{x}_{j}=\mathbf{x}_{i}^{\top}\left(M \mathbf{x}_{j}\right)=\lambda_{j} \mathbf{x}_{i}^{\top} \mathbf{x}_{j}
$$

So, since $\lambda_{i} \neq \lambda_{j}$, we must have $\mathbf{x}_{i}^{\top} \mathbf{x}_{j}=0$.
According with Theorem 3.10 of Schott [12], without lost in generality, the columns of the matrix $X$ can be taken to be orthonormal so that $X$ is an orthogonal matrix. Thus, the eigenvalue - eigenvector equation can now be written as

$$
X^{\top} M X=D \text { or, equivalently, } M=X D X^{\top},
$$

which is known as spectral decomposition of $M$.
Definition 1 Let

$$
A=\left[\begin{array}{ccc}
A_{11} & \ldots & A_{1 n} \\
\vdots & \ddots & \vdots \\
A_{n 1} & \ldots & A_{n n}
\end{array}\right]
$$

be a diagonal blockwise matrix. We say that a matrix $T$ sub-diagonalizes $A$ if the $T A$ produces a blockwise matrix whose matrices in the diagonal are all diagonal matrices, that is $T$ diagonalizes the matrices $A_{11}, \ldots, A_{n n}$ in the diagonal of $A$.

## 3 Inference

Variance components estimation in linear models (with mixed and/or fixed effects) have been widely investigated and consequently several methods for estimation with important properties have been derived. Some of this methods are summarized in Searle et al. [15].

In this section we will sub-diagonalize the variance-covariance matrix

$$
V=\sum_{d=1}^{r+1} \gamma_{d} N_{d}
$$

in the Normal MLM

$$
\begin{equation*}
z \sim \mathscr{N}_{m}(X \beta, V), \tag{1}
\end{equation*}
$$

with $\gamma_{d}>0, d=1, \ldots, r$, unknown parameters, $N_{d}=X_{d} X_{d}^{\top} \in \mathscr{S}^{m}, X_{d} \in \mathscr{M}^{m \times s}$ known matrices, and $N_{r+1}=I_{m}$, and develop optimal estimators for the variance components $\gamma_{1}, \ldots, \gamma_{r+1}$.

Since the components we want to estimate depends only on the random effect part, it is of our interest to remove the dependence of the distribution of $z$ on the fixed effect part. With $P_{o}=P_{R(X)}$ denoting the projection matrix onto the column space of the matrix $X$, so that $I_{m}-P_{o}$ will be the projection matrix onto its orthogonal
complement, there is a matrix $B_{o}$ whose columns are the eigenvectors associated to the null eigenvalues of $P_{o}$ such that

$$
B_{o}^{\top} B_{o}=I_{m-r\left(P_{o}\right)} \text { and } B_{o} B_{o}^{\top}=I_{m}-P_{o}
$$

Thus, instead of the model (1) we will approach the restricted model:

$$
\begin{equation*}
y=B_{o}^{\top} z \sim \mathscr{N}_{n}\left(\mathbf{0}_{n}, \sum_{d=1}^{r+1} \gamma_{d} M_{d}\right) \tag{2}
\end{equation*}
$$

with $M_{d}=B_{o}^{\top} N_{d} B_{o}, n=m-r\left(P_{o}\right)$, and $\mathbf{0}_{n}$ denotes an $n \times 1$ vector of zeros; that is, we will diagonalize the variance-covariance matrix

$$
V^{*}=\sum_{d=1}^{r+1} \gamma_{d} M_{d}
$$

instead of $V$.

### 3.1 The Case $r=2$

In this subsection we will sub-diagonalize the variance-covariance matrix in the MLM for $r=2$ (recall the general model in (2)), that is

$$
\begin{equation*}
y \sim \mathscr{N}_{n}\left(\mathbf{0}_{n}, \gamma_{1} M_{1}+\gamma_{2} M_{2}+\gamma_{3} I_{n}\right) \tag{3}
\end{equation*}
$$

There exists (see Schott [12, Chap. 4, Sects. 3 and 4]) an orthogonal matrix $P_{1}=\left[\begin{array}{c}A_{11} \\ \vdots \\ A_{1 h_{1}}\end{array}\right] \in \mathscr{M}^{\left(\sum_{i=1}^{h_{1}} g_{i}\right) \times n}$, with $A_{1 i} \in \mathscr{M}^{g_{i} \times n}\left(\sum_{i=1}^{h_{1}} g_{i}=n\right)$, such that $M_{1}=$ $P_{1}^{\top} D_{1} P_{1}$, or equivalently $P_{1} M_{1} P_{1}^{\top}=D_{1}$, where

$$
D_{1}=\left[\begin{array}{cccc}
\theta_{11} I_{g_{1}} & 0 & \ldots & 0  \tag{4}\\
0 & \theta_{12} I_{g_{2}} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \theta_{1 h_{1}} I_{g_{h_{1}}}
\end{array}\right]
$$

is a diagonal matrix whose diagonal entries $\theta_{1 i}, i=1, \ldots, h_{1}$, are the eigenvalues of the matrix $M_{1}$ with corresponding roots $g_{i}=r\left(A_{1 i}^{\top}\right), i=1, \ldots, h_{1}$. It must be noted that the set of columns of each matrix $A_{1 i}^{\top}$ forms a set of $g_{i}$ orthonormal vectors associated to the eigenvalue $\theta_{1 i}$ of the matrix $M_{1}$ (Theorem 3.10. of Schott [12] guarantees the existence of such matrix $A_{1 i}^{\top}$ ), so that $A_{1 i} A_{1 i}^{\top}=I_{g_{i}}$ and $A_{1 i}^{\top} A_{1 i}=$
$P_{R\left(A_{1 i}^{\top}\right)}$. Hence $P_{1} P_{1}^{\top}=I_{n}$, and

$$
\begin{align*}
P_{1}^{\top} P_{1} & =A_{11}^{\top} A_{11}+\cdots+A_{1 h_{1}}^{\top} A_{1 h_{1}} \\
& =P_{R\left(A_{11}^{\top}\right)}+\cdots+P_{R\left(A_{1 h_{1}}^{\top}\right)} \\
& =I_{n} . \tag{5}
\end{align*}
$$

With

$$
A_{1 i} M_{2} A_{1 s}^{\top}= \begin{cases}M_{i i}^{2} & i=s  \tag{6}\\ W_{i s}^{2} & i \neq s\end{cases}
$$

and $\operatorname{cov}(v)$ denoting the variance-covariance matrix of a random vector $v$, we will have that

$$
\begin{align*}
\operatorname{cov}\left(P_{1} y\right)= & \gamma_{1} P_{1} M_{1} P_{1}^{\top}+\gamma_{2} P_{1} M_{2} P_{1}^{\top}+\gamma_{3} P_{1} P_{1}^{\top} \\
= & \gamma_{1}\left[\begin{array}{cccc}
\theta_{11} I_{g_{1}} & 0 & \ldots & 0 \\
0 & \theta_{12} I_{g_{2}} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \theta_{1 h_{1}} I_{g_{h_{1}}}
\end{array}\right]+\gamma_{2}\left[\begin{array}{cccc}
M_{11}^{2} & W_{12}^{2} & \ldots & W_{1 h_{1}}^{2} \\
W_{21}^{2} & M_{22}^{2} & \ldots & W_{2 h_{1}}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
W_{h_{1} 1}^{2} & W_{h_{1} 2}^{2} & \ldots & M_{h_{1} h_{1}}^{2}
\end{array}\right] \\
& +\gamma_{3}\left[\begin{array}{cccc}
I_{g_{1}} & 0 & \ldots & 0 \\
0 & I_{g_{2}} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & I_{g_{h_{1}}}
\end{array}\right] \\
= & \gamma_{1} D\left(\theta_{1} I_{g_{1}} \ldots . \theta_{h 1} I_{g_{h_{1}}}^{2}\right)+\gamma_{2} \Gamma+\gamma_{3} D\left(I_{g_{1}} \ldots I_{g_{h_{1}}}\right), \tag{7}
\end{align*}
$$

where

$$
\Gamma=\left[\begin{array}{cccc}
M_{11}^{2} & W_{12}^{2} & \ldots & W_{1 h_{1}}^{2} \\
W_{21}^{2} & M_{22}^{2} & \ldots & W_{2 h_{1}}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
W_{h_{1} 1}^{2} & W_{h_{1} 2}^{2} & \ldots & M_{h_{1} h_{1}}^{2}
\end{array}\right] .
$$

It is clear that for the three matrices $D\left(\theta_{1} I_{g_{1}} \ldots \theta_{h 1} I_{g_{h_{1}}}\right), D\left(I_{g_{1}} \ldots I_{g_{h_{1}}}\right)$ and $\Gamma$ appearing in (7), the blockwise matrix $\Gamma$ is the only one which is not a diagonal matrix.

Next we diagonalize the symmetric matrices $M_{i i}^{2}, i=1, \ldots, h_{1}$, that appear in the diagonal of the matrix $\Gamma$, i.e, we sub-diagonalize the matrix $\Gamma$.

Since $M_{i i}^{2}$ is symmetric there exists (see Schott [12, Chap. 4, Sects. 3 and 4]) an orthogonal matrix $P_{2 i}=\left[\begin{array}{c}A_{2 i 1} \\ \vdots \\ A_{2 i h_{2 i}}\end{array}\right] \in \mathscr{M}^{\left(\sum_{j=1}^{h_{2 i}} g_{i j}\right) \times g_{i}}$, where $A_{2 i j} \in \mathscr{M}^{g_{i j} \times g_{i}}$ $\left(\sum_{j=1}^{h_{2 i}} g_{i j}=g_{i}\right)$, such that

$$
D_{i i}^{2}=P_{2 i} M_{i i}^{2} P_{2 i}^{\top}=\left[\begin{array}{cccc}
\theta_{2 i 1} I_{g_{i 1}} & 0 & \ldots & 0  \tag{8}\\
0 & \theta_{2 i 2} I_{g_{i 2}} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \theta_{2 i h_{2 i}} I_{g_{i k_{2 i}}}
\end{array}\right], i=1, \ldots, h_{1}
$$

It must be noted that the matrix $A_{2 i j}^{\top}, i=1, \ldots, h_{1}, j=1, \ldots, h_{2 i}$, is an orthogonal matrix whose columns form a set of $g_{i j}=r\left(A_{2 i j}^{\top}\right)$ orthonormal eigenvectors associated to the eigenvalue $\theta_{2 i j}$ of the matrix $M_{i i}^{2}$; that is, $g_{i j}$ is the multiplicity of the eigenvalues $\theta_{2 i j}$, and $A_{2 i j}^{T} A_{2 i j}=P_{R\left(A_{2 i j}^{T}\right)}$ and $A_{2 i j} A_{2 i j}^{T}=I_{g_{i j}}$.

Thus, with

$$
P_{2}=\left[\begin{array}{cccc}
P_{21} & 0 & \ldots & 0 \\
0 & P_{22} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & P_{2 h_{1}}
\end{array}\right] \in \mathscr{M}\left(\sum_{i=1}^{h_{1}} \sum_{j=1}^{h_{2 i}} g_{i j}\right) \times\left(\sum_{i=1}^{h_{1}} g_{i}\right),
$$

the new model $w_{2}=P_{2} P_{1} y$ will have variance-covariance matrix

$$
\begin{align*}
& \operatorname{cov}\left(w_{2}\right)=\Sigma\left(P_{2} P_{1} y\right)=\gamma_{1} P_{2} D\left(\theta_{11} I_{g_{1}} \ldots \theta_{1 h 1} I_{g_{h_{1}}}\right) P_{2}^{\top}+\gamma_{2} P_{2} \Gamma P_{2}^{\top}+\gamma_{3} P_{2} D\left(I_{g_{1}} \ldots I_{g_{h_{1}}}\right) P_{2}^{\top} \\
& =\gamma_{1}\left[\begin{array}{cccc}
\theta_{11} P_{21} P_{21}^{\top} & 0 & \cdots & 0 \\
0 & \theta_{12} P_{22} P_{22}^{\top} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \theta_{1 h_{1}} P_{2 h_{1}} P_{2 h_{1}}^{\top}
\end{array}\right] \\
& +\gamma_{2}\left[\begin{array}{cccc}
D_{11}^{2} & P_{21} W_{12}^{2} P_{22}^{\top} & \ldots & P_{21} W_{1 h_{1}}^{2} P_{2 h_{1}}^{\top} \\
P_{22} W_{21}^{2} P_{21}^{\top} & D_{22}^{2} & \ldots & P_{22} W_{2 h_{1}}^{2} P_{2 h_{1}}^{\top} \\
\vdots & \vdots & \ddots & \vdots \\
P_{2 h_{1}} W_{h_{1} 1}^{2} P_{21}^{\top} & P_{2 h_{1}} W_{h_{1} 2}^{2} P_{22}^{\top} & \ldots & D_{h_{1} h_{1}}^{2}
\end{array}\right] \\
& +\gamma_{3}\left[\begin{array}{cccc}
P_{21} P_{21}^{\top} & 0 & \ldots & 0 \\
0 & P_{22} P_{22}^{\top} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & P_{2 h_{1}} P_{2 h_{1}}^{\top}
\end{array}\right], \tag{9}
\end{align*}
$$

where

$$
P_{2 i} P_{2 i}^{\top}=\left[\begin{array}{cccc}
A_{2 i 1} A_{2 i 1}^{\top} & 0 & \ldots & 0 \\
0 & A_{2 i 2} A_{2 i 2}^{\top} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & A_{2 i h_{2 i}} A_{2 i h_{2 i}}^{\top}
\end{array}\right]=\left[\begin{array}{cccc}
I_{g_{i 1}} & 0 & \ldots & 0 \\
0 & I_{g_{i 2}} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & I_{g_{i k_{2 i}}}
\end{array}\right],
$$

and, with $i \neq s$,

$$
P_{2 i} W_{i s}^{2} P_{2 s}^{\top}=\left[\begin{array}{cccc}
A_{2 i 1} W_{i s}^{2} A_{2 s 1}^{\top} & A_{2 i 1} W_{i s}^{2} A_{2 s 2}^{\top} & \ldots & A_{2 i 1} W_{s}^{2} A_{2 s h_{2 s}}^{\top} \\
A_{2 i 2} W_{i s}^{2} A_{2 s 1}^{\top} & A_{2 i 2} W_{i s}^{2} A_{2 s 2}^{\top} & \ldots & A_{2 i 2} W_{i s}^{2} A_{2 s h_{2 s}}^{\top} \\
\vdots & \vdots & \ddots & \vdots \\
A_{2 i h_{2 i}} W_{i s}^{2} A_{2 s 1}^{\top} & A_{2 i h_{2 i}} W_{i s}^{2} A_{2 s 2}^{\top} & \ldots & A_{2 i h_{2 i}} W_{i s}^{2} A_{2 s h_{2 s}}^{\top}
\end{array}\right] .
$$

The matrix $D_{i i}^{2}=P_{2 i} M_{i i}^{2} P_{2 i}^{\top}, i=1, \ldots, h_{1}$, appearing in the diagonal at the right side of (9) is defined in (8).

Note that

$$
w_{2}=P_{2} P_{1} y=\left[\begin{array}{c}
A_{211} A_{11} y \\
\vdots \\
A_{21 h_{21}} A_{11} y \\
A_{221} A_{12} y \\
\vdots \\
A_{22 h_{22}} A_{12} y \\
\vdots \\
\vdots \\
A_{2 h_{1} 1} A_{1 h_{1}} y \\
\vdots \\
A_{2 h_{1} h_{2 h_{1}}} A_{1 h_{1}} y
\end{array}\right] .
$$

The distribution of the sub-models

$$
y_{i j}=A_{2 i j} A_{1 i} y, i=1, \ldots, h_{1}, j=1, \ldots, h_{2 i}
$$

is summarized in the following result.

## Proposition 1

$$
y_{i j} \sim \mathscr{N}_{g_{i j}}\left(\boldsymbol{0}_{g_{i j}}, \lambda_{i j} I_{g_{i j}}\right), i=1, \ldots, h_{1} ; j=1, \ldots, h_{2 i},
$$

where $\lambda_{i j}=\gamma_{1} \theta_{1 i}+\gamma_{2} \theta_{2 i j}+\gamma_{3}$.
Proof Recalling that $A_{2 i j} A_{1 i} \in \mathscr{M}^{g_{i j} \times n}$ and $g_{i j} \leq n$, according with Moser [10, Theorem 2.1.2] we will have that

$$
y_{i j} \sim \mathscr{N}_{g_{i j}}\left(\mathbf{0}_{g_{i j}}, \sum_{d=1}^{2} \gamma_{d} A_{2 i j} A_{1 i} M_{d} A_{1 i}^{\top} A_{2 i j}^{\top}+\gamma_{3} A_{2 i j} A_{1 i} A_{1 i}^{\top} A_{2 i j}^{\top}\right) .
$$

The portions $\sum_{d=1}^{2} \gamma_{d} A_{2 i j} A_{1 i} M_{d} A_{1 i}^{\top} A_{2 i j}^{\top}$ and $\gamma_{3} A_{2 i j} A_{1 i} A_{1 i}^{\top} A_{2 i j}^{\top}$ in the variancecovariance matrix yield:

$$
\begin{aligned}
\sum_{d=1}^{2} \gamma_{d} A_{2 i j} A_{1 i} M_{d} A_{1 i}^{\top} A_{2 i j}^{\top} & =\gamma_{1} A_{2 i j}\left(\theta_{1 i} I_{g_{i}}\right) A_{2 i j}^{\top}+\gamma_{2} A_{2 i j} M_{i i}^{2} A_{2 i j}^{\top} \\
& =\gamma_{1} \theta_{1 i} I_{g_{i j}}+\gamma_{2} \theta_{2 i j} I_{g_{i j}}
\end{aligned}
$$

and

$$
\gamma_{3} A_{2 i j} A_{1 i} A_{1 i}^{\top} A_{2 i j}^{\top}=\gamma_{3} A_{2 i j} I_{g_{i}} A_{2 i j}^{\top}=\gamma_{3} I_{g_{i j}}
$$

which, clearly, completes the proof.
With $\mathbf{0}$ denoting an adequate null matrix and $\operatorname{cov}(v, v)$ denoting the crosscovariance between the random vectors $v$ and $v$, from (9) one might note that the cross-covariance matrix between the sub-models $y_{i j}=A_{2 i j} A_{i} y$ and $y_{s k}=A_{2 s k} A_{s} y$, $i, s=1, \ldots, h_{1}, j, k=1, \ldots, h_{2 i}$ is given by

$$
\operatorname{cov}\left(y_{i j}, \quad y_{s k}\right)=\gamma_{2} A_{2 i j} A_{1 i} M_{2} A_{1 s}^{\top} A_{2 s k}^{\top}=\left\{\begin{array}{cc}
0 & i=s ; j \neq k  \tag{10}\\
\lambda_{i j} & i=s ; j=k \\
\gamma_{2} A_{2 i j} W_{i s}^{2} A_{2 s k}^{\top} & i \neq s
\end{array}\right.
$$

with $i \leq s, j \leq k$ (symmetry applies), so that, for $i \neq s$, the sub-models $y_{i j}$ and $y_{s k}$ are correlated and for $i=s$ they are not.

### 3.2 Estimation for $r=2$

From the Sect. 3.1 we see that (with $i$ and $j$ respectively replaced by $i_{1}$ and $i_{2}$, for convenience) $w_{2}=P_{2} P_{1} y$ produces the following sub-models

$$
\begin{equation*}
y_{i_{1} i_{2}} \sim \mathscr{N}_{i_{i_{1} i_{2}}}\left(\mathbf{0}_{g_{i_{1} i_{2}}}, \lambda_{i_{1} i_{2}} I_{g_{i_{1} i_{2}}}\right), i_{1}=1, \ldots, h_{1}, i_{2}=1, \ldots, h_{2 i_{1}}, \tag{11}
\end{equation*}
$$

of the model $y \sim \mathscr{N}_{n}\left(\mathbf{0}_{n}, \gamma_{1} M_{1}+\gamma_{2} M_{2}+\gamma_{3} I_{n}\right)$, where

$$
\lambda_{i_{1} i_{2}}=\gamma_{1} \theta_{1 i_{1}}+\gamma_{2} \theta_{2 i_{1} i_{2}}+\gamma_{3} .
$$

An unbiased estimator of $\lambda_{i_{1} i_{2}}$ for model (11) is (one based on its maximum likelihood estimator $\hat{\lambda}_{i_{1} i_{2}}$ )

$$
\begin{aligned}
S_{i_{1} i_{2}}^{2}= & \frac{y_{i_{1} i_{2}}^{\top} y_{i_{1} i_{2}}}{g_{i_{1} i_{2}}} \\
& i_{1}=1, \ldots, h_{1}, i_{2}=1, \ldots, h_{2 i_{1}}
\end{aligned}
$$

Indeed (see Rencher and Schaalje [11, Theorem 5.2a]),

$$
\begin{align*}
E\left(S_{i_{1} i_{2}}^{2}\right) & =\frac{1}{g_{i_{1} i_{2}}} \operatorname{tr}\left\{\lambda_{i_{1} i_{2}} I_{g_{i_{1} i_{2}}}\right\} \\
& =\lambda_{i_{1} i_{2}} \tag{12}
\end{align*}
$$

Thus

$$
E\left(S_{i_{1} i_{2}}^{2}\right)=\lambda_{i_{1} i_{2}}=\gamma_{1} \theta_{1 i_{1}}+\gamma_{2} \theta_{2 i_{1} i_{2}}+\gamma_{3}, \quad i_{1}=1, \ldots, h_{1}, i_{2}=1, \ldots, h_{2 i_{1}}
$$

so that, with $S=\left[\begin{array}{c}S_{11}^{2} \\ \ldots \\ S_{1 h_{21}}^{2} \\ S_{21}^{2} \\ \cdots \\ S_{2 h_{22}}^{2} \\ \cdots \\ \cdots \\ S_{h_{1} 1}^{2} \\ \cdots \\ S_{h_{1} h_{2 h_{1}}}^{2}\end{array}\right], \Theta=\left[\begin{array}{ccc}\theta_{11} & \theta_{211} & 1 \\ \cdots & \cdots & \cdots \\ \theta_{11} & \theta_{21 h_{21}} & 1 \\ \theta_{12} & \theta_{221} & 1 \\ \cdots & \cdots & \cdots \\ \theta_{12} & \theta_{22 h_{22}} & 1 \\ \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots \\ \theta_{1 h_{1}} & \theta_{2 h_{1} 1} & 1 \\ \cdots & \cdots & \cdots \\ \theta_{1 h_{1}} & \theta_{2 h_{1} h_{2 h_{1}}} & 1\end{array}\right]$, and $\gamma=\left[\begin{array}{c}\gamma_{1} \\ \gamma_{2} \\ \gamma_{3}\end{array}\right]$, we will have

$$
\begin{equation*}
E(S)=\Theta \gamma \tag{13}
\end{equation*}
$$

Thus, for $i_{1}=1, \ldots, h_{1}, i_{2}=1, \ldots, h_{2 i_{1}}$, equalizing the variances $\lambda_{i_{1} i_{2}}$ to the correspondent estimators $S_{i_{1} i_{2}}^{2}$ it yields the following system of equations:

$$
\begin{aligned}
& S_{11}^{2}=\gamma_{1} \theta_{11}+\gamma_{2} \theta_{211}+\gamma_{3} ; \\
& S_{1 h_{21}}^{2}=\gamma_{1} \theta_{11}+\gamma_{2} \theta_{21 h_{21}}+\gamma_{3} ; \\
& S_{21}^{2}=\gamma_{1} \theta_{12}+\gamma_{2} \theta_{221}+\gamma_{3} ; \\
& S_{2 h_{22}}^{2}=\gamma_{1} \theta_{12}+\gamma_{2} \theta_{22 h_{22}}+\gamma_{3} ; \\
& S_{h_{1} 1}^{2}=\gamma_{1} \theta_{1 h_{1}}+\gamma_{2} \theta_{2 h_{1} 1}+\gamma_{3} ; \\
& S_{h_{1} h_{2 h_{1}}}^{2}=\gamma_{1} \theta_{1 h_{1}}+\gamma_{2} \theta_{2 h_{1} h_{2 h_{1}}}+\gamma_{3} ;
\end{aligned}
$$

which in matrix notation becomes

$$
\begin{equation*}
S=\Theta \gamma \tag{14}
\end{equation*}
$$

Since by construction $\theta_{1 i_{1}} \neq \theta_{1 i_{1}^{\prime}}, \quad i_{1} \neq i_{1}^{\prime}=1, \ldots, h_{1}$ (they are the different eigenvalues of $M_{1}$ ) and $\theta_{2 i_{1} i_{2}} \neq \theta_{2 i_{1} i_{2}^{\prime}}, i_{2} \neq i_{2}^{\prime}=1, \ldots, h_{2 i_{1}}$ (they are the distinct eigenvalues of $M_{i i}^{2}=A_{1 i_{1}} M_{2} A_{1 i_{1}}^{\top}$ ), it is easily seen that the matrix $\Theta$ is a full rank one; that is $r(\Theta)=3$.

By Rencher and Schaalje [11, Theorem 2.6d] the matrix

$$
\Theta^{\top} \Theta=\left[\begin{array}{ccc}
\sum_{i_{1}}^{h_{1}} \sum_{i_{2}}^{h_{2 i_{1}}} \theta_{1 i_{1}}^{2} & \sum_{i_{1}}^{h_{1}} \sum_{i_{2}}^{h_{2 i_{1}}} \theta_{1 i_{1}} \theta_{2 i_{1} i_{2}} & \sum_{i_{1}}^{h_{1}} \sum_{i_{2}}^{h_{2_{1}}} \theta_{1 i_{1}} \\
\sum_{i_{1}}^{h_{1}} \sum_{i_{2}}^{h_{i_{1} i_{1}}} \theta_{1 i_{1}} \theta_{2 i_{1} i_{2}} & \sum_{i_{1}}^{h_{1}} \sum_{i_{2}}^{h_{2 i_{1}}} \theta_{2 i_{1} i_{2}}^{2} & \sum_{i_{1}}^{h_{1}} \sum_{i_{2}}^{h_{2 i_{1}}} \theta_{2 i_{1} i_{2}} \\
\sum_{i_{1}}^{h_{1}} \sum_{i_{2}}^{h_{2 i_{1}}} \theta_{1 i_{1}} & \sum_{i_{1}}^{h_{1}} \sum_{i_{2}}^{h_{2 i_{1}}} \theta_{2 i_{1} i_{2}} & \sum_{i_{1}}^{h_{1}} \sum_{i_{2}}^{h_{2 i_{1}}}
\end{array}\right]
$$

is positive-definite, and by Rencher and Schaalje [11, Corollary 1], $\Theta^{\top} \Theta$ is nonsingular; we, thus, take its inverse to be $\left(\Theta^{\top} \Theta\right)^{-1}$.

Now, premultiplying the system (14) in both side by $\Theta^{\top}$ the resulting system of equations will be

$$
\begin{equation*}
\Theta^{\top} S=\Theta^{\top} \Theta \gamma \tag{15}
\end{equation*}
$$

whose unique solution (and therefore an estimator of $\gamma$ ) is

$$
\begin{equation*}
\hat{\gamma}=\left(\Theta^{\top} \Theta\right)^{-1} \Theta^{\top} S \tag{16}
\end{equation*}
$$

$\hat{\gamma}=\left[\begin{array}{l}\hat{\gamma}_{1} \\ \hat{\gamma_{2}} \\ \hat{\gamma_{3}}\end{array}\right]$ will be referred to as Sub-D estimator and the underlying method referred to as Sub-D method.
Proposition $2 \hat{\gamma}$ is an unbiased estimator of $\gamma$, with $\gamma=\left[\begin{array}{l}\gamma_{1} \\ \gamma_{2} \\ \gamma_{3}\end{array}\right]$.
Proof Indeed, $\quad E(\hat{\gamma})=E\left(\left(\Theta^{\top} \Theta\right)^{-1} \Theta^{\top} S\right)=\left(\Theta^{\top} \Theta\right)^{-1} \Theta^{\top} E(S)=\left(\Theta^{\top} \Theta\right)^{-1}$ $\Theta^{\top} \Theta \gamma=\gamma$.

Proposition 3 With $i \leq i^{*}, j \leq j^{*}$ (symmetry applies),

$$
\operatorname{cov}\left(S_{i j}^{2}, S_{i^{*} j^{*}}^{2}\right)=\left\{\begin{array}{cc}
(\boldsymbol{a}) i=i^{*} ; j \neq j^{*}: & 0 \\
(\boldsymbol{b}) i=i^{*} ; j=j^{*}: & 2 \frac{\lambda_{i j}^{2}}{g_{i j}}, \\
(\boldsymbol{c}) i \neq i^{*}: & 2 \gamma_{2}^{2} \operatorname{tr}\left(\Omega M_{2}\right),
\end{array}\right.
$$

where $\Omega=\nabla_{i j} M_{2} \nabla_{i^{*} j^{*}}$, with $\nabla_{i j}=\frac{A_{1 i}^{\top} i_{2 i j}^{\top} A_{2 i j} A_{1 i}}{g_{i j}}$.
Proof We have that

$$
\begin{aligned}
\operatorname{cov}\left(S_{i j}^{2}, S_{i^{*} j^{*}}^{2}\right) & =\operatorname{cov}\left(\frac{y_{i j}^{\top} y_{i j}}{g_{i j}}, \frac{y_{i^{*} j^{*}}^{\top} y_{i^{*} j^{*}}}{g_{i^{*} j^{*}}}\right) \\
& =\operatorname{cov}\left(y^{\top}\left(\frac{A_{1 i}^{\top} A_{2 i j}^{\top} A_{2 i j} A_{1 i}}{g_{i j}}\right) y, y^{\top}\left(\frac{A_{1 i^{*}}^{\top} A_{2 i^{*} j^{*}}^{\top} A_{2 i^{*} j^{*}} A_{1 i^{*}}}{g_{i^{*} j^{*}}}\right) y\right) \\
& =\operatorname{cov}\left(y^{\top} \nabla_{i j} y, y^{\top} \nabla_{i^{*} j^{*} y}\right) \\
& =2 \operatorname{tr}\left(\nabla_{i j} V \nabla_{i^{*} j^{*}} V\right) \\
& =2 \gamma_{1}^{2} \operatorname{tr}\left(\nabla_{i j} M_{1} \nabla_{i^{*} j^{*}} M_{1}\right)+2 \gamma_{1} \gamma_{2} \operatorname{tr}\left(\nabla_{i j} M_{1} \nabla_{i^{*} j^{*}} M_{2}\right)+2 \gamma_{1} \gamma_{3} \operatorname{tr}\left(\nabla_{i j} M_{1} \nabla_{i^{*} j^{*}}\right) \\
& +2 \gamma_{2} \gamma_{1} \operatorname{tr}\left(\nabla_{i j} M_{2} \nabla_{\left.i^{*} *^{*} M_{1}\right)+2 \gamma_{2}^{2} \operatorname{tr}\left(\nabla_{i j} M_{2} \nabla_{i^{*} j^{*} M_{2}}\right)+2 \gamma_{2} \gamma_{3} \operatorname{tr}\left(\nabla_{i j} M_{2} \nabla_{\left.i^{*} j^{*}\right)}\right.}\right. \\
& +2 \gamma_{3} \gamma_{1} \operatorname{tr}\left(\nabla_{i j} \nabla_{\left.i^{*} j^{*} M_{1}\right)+2 \gamma_{3} \gamma_{2} \operatorname{tr}\left(\nabla_{i j} \nabla_{i^{*} j^{*}} M_{2}\right)+2 \gamma_{3}^{2} \operatorname{tr}\left(\nabla_{i j} \nabla_{i^{*} j^{*}}\right)}\right. \\
& =\left\{\begin{array}{cc}
i=i^{*} ; j \neq j^{*}: & 0, \\
i=i^{*} ; j=j^{*}: & 2 \lambda_{i j}^{2}, \\
i \neq i^{*}: & 2 \gamma_{2}^{2} \operatorname{tr}\left(\nabla_{i j} M_{2} \nabla_{i^{*} j^{*}} M_{2}\right) .
\end{array}\right.
\end{aligned}
$$

For the case (a), that is $i=i^{*} ; j \neq j^{*}$, we have that

$$
\begin{align*}
\nabla_{i j} M_{1} \nabla_{i j^{*}} & =\frac{1}{g_{i j} g_{i j^{*}}} A_{1 i}^{\top} A_{2 i j}^{\top} A_{2 i j} A_{1 i} M_{1} A_{1 i}^{\top} A_{2 i j^{*}}^{\top} A_{2 i j^{*}} A_{1 i} \\
& =\frac{1}{g_{i j} g_{i j^{*}}} A_{1 i}^{\top} A_{2 i j}^{\top} A_{2 i j}\left(\theta_{1 i} I_{g_{i}}\right) A_{2 i j^{*}}^{\top} A_{2 i j^{*}} A_{1 i} \\
& =\mathbf{0}_{g_{i} \times g_{i}} \text { (see (4) for the explanation); } \\
\nabla_{i j} M_{2} \nabla_{i j^{*}} & =\frac{1}{g_{i j} g_{i j^{*}}} A_{1 i}^{\top} A_{2 i j}^{\top} A_{2 i j} A_{1 i} M_{2} A_{1 i}^{\top} A_{2 i j^{*}}^{\top} A_{2 i j^{*}} A_{1 i} \\
& =\frac{1}{g_{i j} g_{i j^{*}}} A_{1 i}^{\top} A_{2 i j}^{\top} A_{2 i j}\left(M_{i i}^{2}\right) A_{2 i j^{*}}^{\top} A_{2 i j^{*}} A_{1 i} \\
& =\mathbf{0}_{g_{i} \times g_{i}} \text { (see (8) for the explanation); } \tag{18}
\end{align*}
$$

$$
\begin{equation*}
\nabla_{i j} \nabla_{i j^{*}}=\frac{1}{g_{i j} g_{i j^{*}}} A_{1 i}^{\top} A_{2 i j}^{\top}\left(\mathbf{0}_{g_{i i} \times g_{i j^{*}}}\right) A_{2 i j^{*}} A_{1 i} \tag{19}
\end{equation*}
$$

Therefore, (17)-(19) together with Schott [12, Theorem 1.3.(d)] proves the case (a).

For the case (c), that is $i \neq i^{*}$, the desired result becomes clear if use the Theorem 1.3.(d) of Schott [12] and note that

$$
A_{1 i} M_{1} A_{1 i^{*}}=A_{1 i} A_{1 i^{*}}=\mathbf{0}_{g_{i} \times g_{i^{*}}}
$$

Finally, for the case (b), that is $i=i^{*} ; j=j^{*}$, recalling $y_{i j} \sim \mathscr{N}_{n}\left(\mathbf{0}_{g_{i j}}, \lambda_{i j} I_{g_{i j}}\right)$, it holds

$$
\begin{align*}
\operatorname{cov}\left(S_{i j}^{2}\right) & =\Sigma\left(\frac{y_{i j}^{\top} y_{i j}}{g_{i j}}, \frac{y_{i j}^{\top} y_{i j}}{g_{i j}}\right)=2 \operatorname{tr}\left\{\frac{\lambda_{i j}}{g_{i j}} I_{g_{i j}} \frac{\lambda_{i j}}{g_{i j}} I_{g_{i j}}\right\}=2 \frac{\lambda_{i j}^{2}}{g_{i j}^{2}} \operatorname{tr}\left\{I_{g_{i j}}\right\} \\
& =2 \frac{\lambda_{i j}^{2}}{g_{i j}} \tag{20}
\end{align*}
$$

and therefore the proof is complete.
The next result introduce the variance-covariance matrix of the sub-diagonalization estimator:

$$
\hat{\gamma}=\left(\Theta^{\top} \Theta\right)^{-1} \Theta^{\top} S
$$

Proposition 4 In order to simplify the notation, let $\Sigma_{S_{i j} S_{k l}}$ denote $\operatorname{cov}\left(S_{i j}^{2}, S_{k l}^{2}\right)$. Then,

$$
\begin{equation*}
\operatorname{cov}(\hat{\gamma})=\left(\Theta^{\top} \Theta\right)^{-1} \Theta^{\top} \operatorname{cov}(S) \Theta\left(\Theta^{\top} \Theta\right)^{-1} \tag{21}
\end{equation*}
$$

where $\operatorname{cov}(S)=\left[\begin{array}{ccccc}D_{1} & \Lambda_{12} & \Lambda_{13} & \ldots & \Lambda_{1 h_{1}} \\ \Lambda_{21} & D_{2} & \Lambda_{23} & \ldots & \Lambda_{2 h_{1}} \\ \Lambda_{31} & \Lambda_{32} & D_{3} & \ldots & \Lambda_{3 h_{1}} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \Lambda_{h_{1} 1} & \Lambda_{h_{1} 2} & \Lambda_{h_{1} 3} & \ldots & D_{h_{1}}\end{array}\right]$, with $D_{i}=2\left[\begin{array}{cccc}\frac{\lambda_{i 1}^{2}}{g_{i 1}} & 0 & \ldots & 0 \\ 0 & \frac{\lambda_{22}^{2}}{g} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \frac{\lambda_{i h_{2 i}}^{2}}{g_{i_{2 i}}}\end{array}\right]$ and
$\Lambda_{k s}=\left[\begin{array}{cccc}\Sigma_{S_{k 1} S_{s 1}} & \Sigma_{S_{k} S_{s 2}} & \ldots & \Sigma_{S_{k 1} S_{s h_{2 s}}} \\ \Sigma_{S_{k 2} S_{s 1}} & \Sigma_{S_{k 2} S_{s 2}} & \ldots & \Sigma_{S_{k 2} S_{s h_{2 s}}} \\ \vdots & \vdots & \ddots & \vdots \\ \Sigma_{S_{k k_{2 k}} S_{s 1}} & \Sigma_{S_{k k_{2 k}} S_{s 2}} & \ldots & \Sigma_{S_{k h_{2 k}} S_{s h_{2 s}}}\end{array}\right]$.
Proof The proof is a consequence of the Proposition 3.

### 3.3 The General Case: $r \geq 1$

Now, without lost in generality, lets consider the general MLM in (2):

$$
y \sim \mathscr{N}_{n}\left(\mathbf{0}_{n}, \sum_{d=1}^{r+1} \gamma_{d} M_{d}\right), \text { with } M_{d}=X_{d} X_{d}^{\top} \in \mathscr{S}^{n} \text { and } M_{r+1}=I_{n}
$$

One may note that $y=\sum_{d=1}^{r+1} B_{o}^{\top} X_{d} \beta_{d}$, where $\beta_{d} \sim \mathscr{N}\left(0, \gamma_{d} I\right), d=1, \ldots, r$, $\beta_{r+1} \sim \mathscr{N}\left(0, \gamma_{d} I_{n}\right)$, and $\beta_{1}, \ldots, \beta_{r+1}$ are not correlated.

With $i_{1}=1, \ldots, h_{1}, i_{j}=1, \ldots, h_{j, i_{1}, \ldots, i_{j-1}}$, consider the finite sequence of $r$ matrices $P_{1}, P_{2}, \ldots, P_{r}$ defined as follow:

$$
\begin{align*}
& P_{1}=\left[\begin{array}{c}
A_{11} \\
A_{12} \\
\vdots \\
A_{1 h_{1}}
\end{array}\right] \in \mathscr{M}^{\left(\sum_{i_{1}}^{h_{1}} g_{i_{1}}\right) \times n}, \text { with } A_{1_{i_{1}}} \in \mathscr{M}^{\left(g_{i_{1}}\right) \times n}\left(\text { note: } \sum_{i_{1}}^{h_{1}} g_{i_{1}}=n\right) \text {; }  \tag{22}\\
& P_{2}=\left[\begin{array}{cccc}
P_{21} & 0 & \ldots & 0 \\
0 & P_{22} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & P_{2 h_{1}}
\end{array}\right] \in \mathscr{M}\left(\sum_{i_{1}}^{h_{1}} \sum_{i_{2}}^{h_{2, i}, i_{1}} g_{1 i_{1} i_{2}}\right) \times\left(\sum_{i_{1}}^{h_{1}} g_{i_{1}}\right), \text { where } \\
& P_{2 i_{1}}=\left[\begin{array}{c}
A_{2 i_{1} 1} \\
A_{2 i_{1} 2} \\
\vdots \\
A_{2 i_{1} h_{2 i_{1}}}
\end{array}\right] \in \mathscr{M}^{\left(\sum_{i_{2}}^{h_{2, i_{1}}} g_{i_{1} i_{2}}\right) \times g_{i_{1}}}, \text { with } \sum_{i_{2}}^{h_{2, i_{1}}} g_{i_{1} i_{2}}=g_{i_{1}} \text { and } A_{2 i_{1} i_{2}} \in \mathscr{M}^{g_{1} i_{2} \times g_{i_{1}}} \text {; } \\
& P_{3}=\left[\begin{array}{cccc}
P_{31} & 0 & \ldots & 0 \\
0 & P_{32} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & P_{3 h_{1}}
\end{array}\right] \in \mathscr{M}^{\left(\sum_{i_{1}}^{h_{1}} \sum_{i_{2}}^{h_{2}, i_{1}} \sum_{i_{3}}^{h_{3}, i_{1}, i_{2}} g_{i_{1} i_{2} i_{3}}\right) \times\left(\sum_{i_{1}}^{h_{1}} \sum_{i_{2}}^{h_{2}, i_{1}} g_{i_{1} i_{2}}\right), ~}
\end{align*}
$$

$$
\begin{aligned}
& P_{3 i_{1} i_{2}}=\left[\begin{array}{c}
A_{3 i_{1} i_{2} 1} \\
A_{3 i_{1} i_{2} 2} \\
\vdots \\
A_{3 i_{1} i_{2} h_{3, i_{1}, i_{2}}}
\end{array}\right] \in \mathscr{M}^{\left(\sum_{i_{3}}^{h_{3, i_{1}, i_{2}}} g_{i_{1} i_{2} i_{3}}\right) \times g_{i_{1} i_{2}}}, \text { with } \sum_{i_{3}}^{h_{3, i_{1}, i_{2}}} g_{i_{1} i_{2} i_{3}}=g_{i_{1} i_{2}} \text { and } \\
& A_{3 i_{1} i_{2} i_{3}} \in \mathscr{M}^{g_{i_{1} i_{2} i_{3}} \times g_{i_{1} i_{2}}} ;
\end{aligned}
$$

Thus, for $r \geq 2$, each matrix $P_{r}$ will be given by ( $P_{1}$ is given in (22)):

$$
\begin{align*}
P_{r}= & {\left[\begin{array}{cccc}
P_{r 1} & 0 & \ldots & 0 \\
0 & P_{r 2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & P_{r h_{1}}
\end{array}\right] }  \tag{23}\\
& \in \mathscr{M}^{\left(\sum_{i_{1}}^{h_{1}} \ldots \sum_{i_{r}}^{h_{r}, i_{1} \ldots i_{r-1}} g_{i_{1} \ldots, i_{r}}\right) \times\left(\sum_{i_{1}}^{h_{1}} \ldots \sum_{i_{(r-1)}}^{h_{(r-1)}, i_{1} \ldots, i_{r-2}} g_{i_{1} \ldots i_{(r-1)}}\right)},
\end{align*}
$$

where

$$
\begin{aligned}
P_{r i_{1}}= & {\left[\begin{array}{cccc}
P_{r i_{1} 1} & 0 & \ldots & 0 \\
0 & P_{r i_{1} 2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & P_{r i_{1} h_{2, i_{1}}}
\end{array}\right] } \\
& \in \mathscr{M}^{\left(\sum_{i 2}^{h_{2}, i_{1}} \ldots \sum_{i r}^{h_{r, i}, \ldots, i_{r-1}} g_{i_{1} \ldots i_{r}}\right) \times\left(\sum_{i_{2}}^{h_{2}, i_{1}} \ldots \sum_{i_{(r-1)}}^{h_{(r-1)}, i_{1}, \ldots i_{r-2}} g_{i_{1} \ldots i_{(r-1)}}\right)},
\end{aligned}
$$

$$
P_{r i_{1} \ldots i_{(r-2)}}=\left[\begin{array}{cccc}
P_{r i_{1} \ldots i_{(r-2)} 1} & 0 & \ldots & 0 \\
0 & P_{r i_{1} \ldots i_{(r-2)} 2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & P_{r i_{1} \ldots i_{(r-2)} h_{r-1, i_{1} \ldots i_{r-2}}}
\end{array}\right]
$$

$$
\text { and } P_{r i_{1} \ldots i_{(r-1)}}=\left[\begin{array}{c}
A_{r i_{1} \ldots i_{(r-1)} 1}{ }_{A_{r i_{1} \ldots i_{(r-1)}}} \\
\vdots \\
A_{r i_{1} \ldots i_{(r-1)} h_{r, i_{1}, \ldots i_{r-1}}}
\end{array}\right] \in \mathscr{M}^{\left(\sum_{i_{r}}^{h_{r, i} \ldots, i_{r-1}} g_{i_{1} \ldots i_{r}}\right) \times g_{i_{1} \ldots i_{r-1)}}}
$$

$$
\text { with } \sum_{i_{r}}^{h_{r, i_{1} \ldots i_{r-1}}} g_{i_{1} \ldots i_{r}}=g_{i_{1} \ldots i_{(r-1)}}, \sum_{i_{1}}^{h_{1}} g_{i_{1}}=n, A_{r i_{1} \ldots i_{r}} \in \mathscr{M}^{g_{i_{1} \ldots i r} \times g_{i_{1} \ldots i_{(r-1)}}} \text {; }
$$

Theorem 1 Let the matrices $P_{1}, P_{2}, \ldots, P_{r}$ defined above be such that:
( $c_{1}$ ) The columns of $A_{1 i_{1}}^{\top}, i_{1}=1, \ldots, h_{1}$, form a set of $g_{i_{1}}=r\left(A_{1 i_{1}}^{\top}\right)$ orthonormal eigenvectors associated to the eigenvalues $\theta_{1 i_{1}}$ of the matrix $M_{1}\left(\theta_{1 i_{1}}\right.$ has multiplicity $g_{i_{1}}$ );
( $c_{2}$ ) The columns of $A_{2 i_{1} i_{2}}^{\top}, i_{2}=1, \ldots, h_{2, i_{1}}$, form a set of $g_{i_{1} i_{2}}=r\left(A_{2 i_{1} i_{2}}^{\top}\right)$ orthonormal eigenvectors associated to the eigenvalues $\theta_{2 i_{1} i_{2}}$ of the matrix $M_{i_{1} i_{1}}^{2}=$ $A_{1 i_{1}} M_{2} A_{1 i_{1}}^{\top}\left(\theta_{2 i_{1} i_{2}}\right.$ has multiplicity $\left.g_{i_{1} i_{2}}\right) ;$
( $c_{3}$ ) The columns of $A_{3 i_{1} i_{2} i_{3}}^{\top}, i_{3}=1, \ldots, h_{3, i_{1}, i_{2}}$, form a set of $g_{i_{1} i_{2} i_{3}}=r\left(A_{3 i_{1} i_{2} i_{3}}^{\top}\right)$ orthonormal eigenvectors associated to the eigenvalues $\theta_{3 i_{1} i_{2} i_{3}}$ of the matrix

$$
A_{2 i_{1} i_{2}} M_{i_{1} i_{1}}^{3} A_{2 i_{1} i_{2}}^{\top}=A_{2 i_{1} i_{2}} A_{1 i_{1}} M_{3} A_{1 i_{1}}^{\top} A_{2 i_{1} i_{2}}
$$

$\left(\theta_{3 i_{1} i_{2} i_{3}}\right.$ has multiplicity $\left.g_{i_{1} i_{2} i_{3}}\right)$;
( $c_{r}$ ) The columns of $A_{r i_{1} \ldots i_{r}}^{\top}, i_{r}=1, \ldots, h_{r, i_{1}, \ldots, i_{r-1}}$, form a set of $g_{i_{1} \ldots i_{r}}=r\left(A_{r i_{1} \ldots i_{r}}^{\top}\right)$ orthonormal eigenvectors associated to the eigenvalues $\theta_{r i_{1} \ldots i_{r}}$ of the matrix

$$
A_{(r-1) i_{1} \ldots i_{(r-1)}} \ldots A_{1 i_{1}} M_{r} A_{1 i_{1}}^{\top} \ldots A_{(r-1) i_{1} \ldots i_{(r-1)}}^{\top}
$$

$\left(\theta_{r i_{1} \ldots i_{r}}\right.$ has multiplicity $\left.g_{i_{1} \ldots i_{r}}\right)$.
Then each matrix $P_{d}, d=1, \ldots, r$, in the finite sequence of matrices $P_{1}, P_{2}, \ldots, \operatorname{Pr}$ will be an orthogonal matrix.

Proof By the way $P_{d}$ is defined (see (23)), since

$$
P_{d i_{1} \ldots i_{(d-1)}}=\left[\begin{array}{c}
A_{d i_{1} \ldots i_{(d-1)} 1} 1 \\
A_{d i_{1} \ldots i_{(d-1)} 2} \\
\vdots \\
A_{d i_{1} \ldots i_{(d-1)} h_{d, i_{1}, \ldots i_{d-1}}}
\end{array}\right], i_{(d-1)}=1, \ldots, h_{(d-1), i_{1}, \ldots, i_{d-2}},
$$

and according with condition $c_{d}$ we see that the matrices $P_{d i_{1} \ldots i_{d-1)}}$ are orthogonal. Thus, the desired result comes if we see that $P_{d}^{\top} P_{d}$ will be a diagonal blockwise matrix whose diagonal entries are $P_{d i_{1}}^{\top} P_{d i_{1}}, i_{1}=1, \ldots, h_{1}$. The diagonal entries $P_{d i_{1}}^{\top} P_{d i_{1}}$ will be diagonal blockwise matrices whose diagonal entries will be $P_{d i_{1} i_{2}}^{\top} P_{d i_{1} i_{2}}, i_{2}=1, \ldots, h_{2, i_{1}}$. Proceeding this way $d-2$ times, we will find that the diagonal entries of the blockwise matrices $P_{d i_{1} \ldots i_{(d-2)}}^{\top} P_{d i_{1} \ldots i_{(d-2)}}, i_{(d-2)}=$ $1, \ldots, h_{(d-2), i_{1}, \ldots, i_{d-3}}$, will be

$$
\begin{aligned}
P_{d i_{1} \ldots i_{(d-1)}}^{\top} P_{d i_{1} \ldots i_{(d-1)}}= & A_{d i_{1} \ldots i_{(d-1)} 1}^{\top} A_{d i_{1} \ldots i_{(d-1)} 1} \\
& +\cdots+A_{d i_{1} \ldots i_{(d-1)} h_{d, i_{1} \ldots i_{d-1}}^{\top}} A_{d i_{1} \ldots i_{(d-1)} h_{d, i_{1} \ldots i_{d-1}}}= \\
= & I_{i_{1} \ldots i_{(d-1)}}
\end{aligned}
$$

reaching, therefore, the desired result. Proceeding in same way we would also see that $P_{d i_{1} \ldots i_{(d-1)}} P_{d i_{1} \ldots i_{(d-1)}}^{\top}$ is a Blockwise diagonal matrix whose diagonal entries are $A_{d i_{1} \ldots i_{d-1)}} A_{d i_{1} \ldots i_{(d-1)} j}^{\top}, j=1, \ldots, h_{d, i_{1}, \ldots, i_{d-1}}$, so that $P_{d} P_{d}^{\top}$ is an identity matrix.

The model $w_{r}=P_{r} \ldots P_{2} P_{1} y$ will produces the following sub-models:

$$
\begin{aligned}
& y_{i_{1} \ldots i_{r}}=A_{r i_{1} \ldots i_{r}} A_{(r-1) i_{1} \ldots i_{r-1)}} \ldots A_{2 i_{1} i_{2}} A_{1 i_{1}} y \\
& i_{1}=1, \ldots, h_{1}, i_{j}=1, \ldots, h_{j, i_{1}, \ldots, i_{j-1}} .
\end{aligned}
$$

We summarize the distribution of each of the sub-model $y_{i_{1} \ldots i_{r}}$ in the following result.

## Proposition 5

$$
y_{i_{1} \ldots i_{r}} \sim \mathscr{N}_{g_{i_{1} \ldots i r}}\left(0_{g_{i_{1} \ldots i_{r}}}, \lambda_{i_{1} \ldots i_{r}} I_{g_{i_{1} \ldots, i r}}\right),
$$

where $\lambda_{i_{1} \ldots i_{r}}=\sum_{d=1}^{r} \gamma_{d} \theta_{d i_{1} \ldots i_{d}}+\gamma_{r+1}$.
Proof The proof becomes obvious after looking to the proofs of the Proposition 1.

From the results about cross-covariance on the preceding sections we easily conclude that the cross-covariance matrix between the sub-models $y_{i_{1} \ldots i_{r}}$ and $y_{i_{1}^{*} . \ldots i_{r}^{*}}$, with $i_{1}, i_{1}^{*}=1, \ldots, h_{1} ; i_{j}, i_{j}^{*}=1, \ldots, h_{j, i_{1}, \ldots, i_{j-1}}$, is given by

$$
\operatorname{cov}\left(y_{i_{1} \ldots i_{r}}, y_{i_{1}^{*} \ldots i_{r}^{*}}\right)=\left\{\begin{array}{cc}
0 & i_{1}=i_{1}^{*}, \\
i_{j}=i^{*} j \\
\lambda_{i_{1} \ldots i_{r}} & j=1, \ldots, h_{j, i_{1}, \ldots, i_{j-1}} \\
\sum_{d=2}^{r} \gamma_{d} A_{r i_{1} \ldots i_{r}} \ldots A_{1 i} M_{d} A_{1 i_{1}^{*}}^{\top} \ldots A_{r i_{1}^{*} \ldots i_{r}^{*}} & i_{1} \neq i_{1}^{*}
\end{array}\right.
$$

so that, for $i_{1} \neq i_{1}^{*}$, the sub-models $y_{i_{1} \ldots i_{r}}$ and $y_{i_{1}^{*} \ldots i_{r}^{*}}$ are correlated and for $i_{1}=i_{1}^{*}$ they are not.

### 3.4 Estimation for the General Case: $r \geq 1$

Recalling that for the MLM in (1), $P_{r} \ldots P_{2} P_{1} y$ produces the following sub-models

$$
\begin{align*}
y_{i_{1} i_{2} \ldots i_{r}} \sim & \mathscr{N}_{i_{i_{1} i_{2} \ldots i_{r}}}\left(0_{g_{i_{1}, \ldots, i_{r}}}, \lambda_{i_{1} i_{2} \ldots i_{r}} I_{g_{i_{1} i_{2} \ldots i_{r}}}\right) \\
& i_{1}=1, \ldots, h_{1}, i_{j}=1, \ldots, h_{j, i_{1}, \ldots, i_{j-1}} \tag{24}
\end{align*}
$$

where

$$
\lambda_{i_{1} i_{2} \ldots i_{r}}=\sum_{d=1}^{r} \gamma_{d} \theta_{d i_{1} \ldots i_{d}}+\gamma_{r+1} .
$$

The matrices $P_{d}, d=1, \ldots, r$, are defined in the Sect. 3.3.

An unbiased estimator of $\lambda_{i_{1} i_{2} \ldots i_{r}}$ in the sub-model (24) is (the one based on its maximum likelihood estimator $\hat{\lambda}_{i_{1} i_{2} \ldots i_{r}}$ )

$$
S_{i_{1} i_{2} \ldots i_{r}}^{2}=\frac{1}{g_{i_{1} i_{2} \ldots i_{r}}} y_{i_{1} i_{2} \ldots i_{r}}^{\top} y_{i_{1} i_{2} \ldots i_{r}}
$$

Indeed (see Rencher and Schaalje [11], Theorem 5.2(a), and the explanation for (12)),

$$
\begin{align*}
E\left(S_{i_{1} i_{2} \ldots i_{r}}^{2}\right) & =\frac{\lambda_{i_{1} i_{2} \ldots i_{r}}}{g_{i_{1} i_{2} \ldots i_{r}}} \operatorname{tr}\left[I_{g_{i_{1} i_{2} \ldots i_{r}}}\right] \\
& =\lambda_{i_{1} i_{2} \ldots i_{r}} . \tag{25}
\end{align*}
$$

For convenience, in what follows, instead of $S_{i_{1} i_{2} \ldots i_{r}}^{2}$, we may sometimes use the notation $S_{i_{1} i_{2} \ldots i_{(r-1)} i_{r}}^{2}$.

Thus

$$
\begin{aligned}
E\left(S_{i_{1} i_{2} \ldots i_{(r-1)} i_{r}}^{2}\right)= & \sum_{d=1}^{r} \gamma_{d} \theta_{d i_{1} \ldots i_{d}}+\gamma_{r+1} \\
= & \gamma_{1} \theta_{1 i_{1}}+\gamma_{2} \theta_{2 i_{1} i_{2}}+\cdots+\gamma_{r} \theta_{r i_{1} i_{2} \ldots i_{r r-1} i_{r}}+\gamma_{r+1}, \\
& i_{1}=1, \ldots, h_{1} ; i_{j}=1, \ldots, h_{j, i_{1}, \ldots, i_{j-1}}
\end{aligned}
$$

so that, with $S=\left[\begin{array}{c}S_{11 \ldots 11}^{2} \\ S_{11 \ldots 12}^{2} \\ \ldots \\ S_{11 \ldots 1 h_{r, 1,1}}^{2} \\ S_{11 \ldots 21}^{2} \\ \ldots \\ S_{11 \ldots 2 h_{r, 1, \ldots, 2}^{2}}^{2} \\ \ldots \\ \ldots \\ \ldots \\ S_{h_{1} 1 \ldots 11}^{2} \\ \ldots \\ \ldots \\ \ldots \\ S_{h_{1} h_{2, h_{1}}^{2} \ldots h_{r, h_{1} \ldots, h_{r-1}}^{2}}^{2}\end{array}\right]$,


$$
\begin{equation*}
E(S)=\Theta \gamma \tag{26}
\end{equation*}
$$

Thus, for $i_{1}=1, \ldots, h_{1}, i_{j}=1, \ldots, h_{j, i_{1}, \ldots, i_{j-1}}, j>1$, equalizing the variances $\lambda_{i_{1} i_{2} \ldots i_{r}}$ to the correspondent estimators $S_{i_{1} i_{2} \ldots i_{r}}^{2}$ it yields the following system of equations (in matrix notation)

$$
\begin{equation*}
S=\Theta \gamma \tag{27}
\end{equation*}
$$

Since by construction $\theta_{1 i_{1}} \neq \theta_{1 i_{1}^{\prime}}$ (they are the different eigenvalues of $M_{1}$ ), $\theta_{2 i_{1} i_{2}} \neq$ $\theta_{2 i_{1} i_{2}^{\prime}}$ (they are the distinct eigenvalues of $M_{i i}^{2}=A_{1 i_{1}} M_{2} A_{1 i_{1}}^{\top}$ ), $\theta_{3 i_{1} i_{2} i_{3}} \neq \theta_{3 i_{1} i_{2} i_{3}^{\prime}}$ (they are the distinct eigenvalues of $\left.A_{2 i_{1} i_{2}} A_{1 i_{1}} M_{2} A_{1 i_{1}}^{\top} A_{2 i_{1} i_{2}}^{\top}\right), \ldots, \theta_{r i_{1} i_{2} \ldots i_{(r-1)} i_{r}} \neq \theta_{r i_{1} i_{2} \ldots i_{(r-1)} i_{r}^{\prime}}$ (they are the distinct eigenvalues of $A_{(r-1) i_{1} i_{2} \ldots i_{(r-1)}} \ldots A_{1 i_{1}} M_{r} A_{1 i_{1}}^{\top} \ldots A_{(r-1) i_{1} i_{2} \ldots i_{(r-1)}}^{\top}$ ) where $i_{j} \neq i_{j}^{\prime}, j=1, \ldots, r$, it is easily seen that the matrix $\Theta$ is of full rank; that is $r(\Theta)=r+1$.

According with Theorem 2.6d (Rencher and Schaalje [11]), with $\sum$ denoting $\sum_{i_{1}}^{h_{1}} \sum_{i_{2}}^{h_{2, i_{1}}} \ldots \sum_{i_{r}}^{h_{r, i_{1}, \ldots, i_{r-1}}}$, the matrix
is positive-definite, and according with Corollary 1 of (Rencher and Schaalje [11], p. 27) $\Theta^{\top} \Theta$ is non-singular; that is, it is invertible. We denote its inverse by $\left(\Theta^{\top} \Theta\right)^{-1}$.

Now, premultiplying the system (27) in both side by $\Theta^{\top}$ the resulting system of equations will be

$$
\begin{equation*}
\Theta^{\top} S=\Theta^{\top} \Theta \gamma, \tag{28}
\end{equation*}
$$

whose unique solution (and therefore an estimator of $\gamma$ ) will be the $\operatorname{Sub}-D$ estimator

$$
\begin{equation*}
\hat{\gamma}=\left(\Theta^{\top} \Theta\right)^{-1} \Theta^{\top} S \tag{29}
\end{equation*}
$$

Proposition $6 \hat{\gamma}=\left(\Theta^{\top} \Theta\right)^{-1} \Theta^{\top} S$ is an unbiased estimator of

$$
\gamma=\left[\begin{array}{c}
\gamma_{1} \\
\gamma_{2} \\
\gamma_{3} \\
\cdots \\
\cdots \\
\gamma_{r} \\
\gamma_{(r+1)}
\end{array}\right] \text {, where }\left[\begin{array}{c}
\hat{\gamma_{1}} \\
\hat{\gamma_{2}} \\
\hat{\gamma_{3}} \\
\cdots \\
\cdots \\
\hat{\gamma_{r}} \\
\gamma_{(r+1)}
\end{array}\right] \text {. }
$$

Indeed, $E(\hat{\gamma})=E\left(\left(\Theta^{\top} \Theta\right)^{-1} \Theta^{\top} S\right)=\left(\Theta^{\top} \Theta\right)^{-1} \Theta^{\top} E(S)=\left(\Theta^{\top} \Theta\right)^{-1} \Theta^{\top} \Theta \gamma=$ $\gamma$.

## 4 Numerical Results

In this section we carry numerical tests to the sub-diagonalization method for the case $r=2$, that is for a model with 3 variances components. For this case we pick the particular model $z \sim \mathscr{N}_{21}\left(X \beta, \gamma_{1} N_{1}+\gamma_{2} N_{2}+\gamma_{3} I_{21}\right)$, where $N_{j}=X_{j} X_{j}^{\top}, j=$ 1,2 , with design matrices

$$
X_{1}=\left[\begin{array}{lll}
1_{5} & 0_{5} & 0_{5} \\
0_{9} & 1_{9} & 0_{9} \\
0_{7} & 0_{7} & 1_{7}
\end{array}\right], X_{2}=\left[\begin{array}{lll}
1_{2} & 0_{2} & 0_{2} \\
0_{4} & 1_{4} & 0_{4} \\
0_{8} & 0_{8} & 1_{8} \\
1_{4} & 0_{4} & 0_{4} \\
0_{3} & 1_{3} & 0_{3}
\end{array}\right],
$$

and $X=1_{21} .1_{k}$ and $0_{k}$ denote, respectively, $k \times 1$ vectors of 1 and 0 .
Let $B_{o}$ be a matrix whose columns are the eigenvectors associated to the null eigenvalues of $\frac{1}{21} J_{21}$. Then $B_{o} B_{o}^{\top}=I_{21}-\frac{1}{21} J_{21}$ and $B_{o}^{\top} B_{o}=I_{20}$, and so the new model will be

$$
y=B_{o}^{\top} z \sim \mathscr{N}_{20}\left(\mathbf{0}_{20}, \gamma_{1} M_{1}+\gamma_{2} M_{2}+\gamma_{3} I_{20}\right)
$$

where $M_{d}=B_{o}^{\top} N_{d} B_{o}$.
Since $r\left(N_{1}\right)=3$ we have that (see Schott [12, Theorem 2.10c]) $r\left(M_{1}\right)=$ $r\left(B_{0}^{\top} N_{1} B_{0}\right)=3$. The eigenvalues of $M_{1}$ are $\theta_{11}=7.979829, \theta_{12}=5.639219$, and $\theta_{13}=0\left(\theta_{13}\right.$ with multiplicity (root) equal to 18). Thus we have that $M_{11}^{2}=$ $A_{11} M_{2} A_{11}^{\top}=5.673759$ and $M_{22}^{2}=A_{12} M_{2} A_{12}^{\top}=0.6246537$ will be $1 \times 1$ matrices, and $M_{33}^{2}=A_{13} M_{2} A_{13}^{\top}$ an $18 \times 18$ matrix.

We have the following: $M_{11}^{2}$ has eigenvalue $\theta_{211}=5.673759 ; M_{22}^{2}$ has eigenvalue $\theta_{221}=0.6246537 ; M_{33}^{2}$ has 3 eigenvalues: $\theta_{231}=6.390202 ; \theta_{232}=1.216148$; $\theta_{233}=0\left(\theta_{233}\right.$ with multiplicity equal to 16$)$.

Finally we found that

$$
S^{\top}=\left[\begin{array}{lllll}
190.779246 & 8.866357 & 5.234293 & 53.654627 & 1.334877
\end{array}\right]
$$

and $\Theta=\left[\begin{array}{ccc}7.979829 & 5.6737590 & 1 \\ 5.639219 & 0.6246537 & 1 \\ 0 & 6.3902016 & 1 \\ 0 & 1.2161476 & 1 \\ 0 & 0 & 1\end{array}\right]$.
With $\beta_{k} \sim \mathscr{N}_{20}\left(\mathbf{0}_{3}, \gamma_{k} I_{3}\right), k=1,2$, and $e \sim \mathscr{N}_{20}\left(\mathbf{0}_{20}, \gamma_{3} I_{20}\right)$, and taking $\gamma_{3}=1$, the model can be rewritten as $y=B_{o}^{\top} X_{1} \beta_{1}+B_{o}^{\top} X_{2} \beta_{2}+B_{o}^{\top} e$.

We consider $\gamma_{1}$ and $\gamma_{2}$ taking values in $\{0.1,0.25,0.5,0.75,1,2,5,10\}$. Thus, for each possible combination of $\gamma_{1}$ and $\gamma_{2}$, the model $y$ is observed 1000 time, and for each observation the sub-diagonalization method is applied and the variance components estimated for each observed $y$. The Tables 1 and 3 present the average of the estimated values of $\gamma_{1}$ and $\gamma_{2}$, respectively. In order to compare the subdiagonalization method performance with the REML, for the same 1000 observations of $y$, the REML method is applied and the results presented in both Tables 2 and 4.

Taking a look at tables, and comparing the averages estimated values from the subdiagonalization method to the ones of the REML methods (see Tables 1, 2, 3, and 4), the reader may easily concludes that the results provided by the sub-diagonalization method are in general slightly more realistic. In other hand, the averages variability of the sub-diagonalization methods is relatively higher than those of REML method
(see Tables 5, 6, 7, and 8); this is because of the correlation between the sub-models. This gap will be fixed in future works.

## 5 Concluding Remarks

Besides its simple and fast computational implementation once it depends only on the information retained on the eigenvalues of the design matrices and the quadratic errors of the model, Sub-D provides centered estimates whether for balanced or unbalanced designs, which is not the case of estimators based on ANOVA methods. As seen at Sect. 4, Sub-D provides a slightly more realistic estimates than the REML estimator, but with more variability (when the model is balanced they have a comparable variability). However, since in any computational program (source code) when we are interested in share the code, create package or use it repeatedly, we might consider its efficiency and, for this matter, the code run-time constitutes a good start point. Doing so, to compute the estimates and the corresponding variance for each pair $\gamma_{1}$ and $\gamma_{2}$ taking values in $\{0.25,0.5,1,2,5,10\}$, for 1000 observations of the model, we found that the $\operatorname{Sub}-D$ run-time is about 0.25 s while the REML estimator run-time is about 35.53 s , which means that the code for $S u b-D$ is more than 70 times faster than the one for REML. The code was run using R software.

It seems that the problem of the little higher variability in $\operatorname{Sub}-D$ comparing to REML estimator is due to the correlation between the sub-models (for the case of models with three variance components, for example) $y_{i j}, i=1, \ldots, h_{1}, j=$ $1, \ldots, h_{2 h_{i}}$. From (10) we see that the variance components matrix of the model $w_{2}=P_{2} P_{1} y$ is a blockwise matrix whose diagonal matrices are $D_{1}, \ldots, D_{h_{1}}$, where $D_{i}=\operatorname{diag}\left(\lambda_{i 1}, \ldots, \lambda_{i h_{2 i}}\right)$, corresponding to $\operatorname{cov}\left(y_{i j}, y_{s k}\right)$ for $i=s, j=k$, and the off diagonal matrices are the non-null matrices $\gamma_{2} A_{2 i j} W_{i s}^{2} A_{2 s k}$, corresponding to $\operatorname{cov}\left(y_{i j}, y_{s k}\right)$ for $i \neq s$. This problem will be handled in future work. Confidence region will be obtained and tests of Hypothesis for the variance components will be derived in future works.
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## Appendix

Table 1 Sub-diagonalization method - average estimate for $\gamma_{1}$

| $\gamma_{1} / \gamma_{2}$ | 0.1 | 0.25 | 0.5 | 0.75 | 1 | 2 | 5 | 10 |
| :--- | :--- | :--- | :--- | ---: | :--- | :--- | :--- | :--- |
| 0.1 | 0.0917 | 0.0984 | 0.0828 | 0.1162 | 0.0833 | 0.1052 | 0.1102 | 0.1053 |
| 0.25 | 0.2716 | 0.2954 | 0.2698 | 0.2538 | 0.3041 | 0.2882 | 0.1993 | 0.3322 |
| 0.5 | 0.5010 | 0.5127 | 0.4929 | 0.5088 | 0.5297 | 0.4613 | 0.5314 | 0.5569 |
| 0.75 | 0.7279 | 0.7683 | 0.7685 | 0.7755 | 0.7693 | 0.7504 | 0.6982 | 0.8215 |
| 1 | 1.0305 | 1.0293 | 1.0143 | 0.9971 | 1.0309 | 1.0013 | 1.0046 | 1.0809 |
| 2 | 1.9844 | 2.0004 | 2.0032 | 1.9702 | 2.0827 | 2.0893 | 2.0643 | 2.2640 |
| 5 | 5.1864 | 5.0386 | 4.9128 | 5.0722 | 5.2111 | 5.0170 | 4.8472 | 5.1269 |
| 10 | 9.6167 | 10.1588 | 10.2468 | 10.1263 | 9.6940 | 9.9046 | 10.0246 | 9.8474 |

Table 2 REML method - average estimate for $\gamma_{1}$

| $\gamma_{1} / \gamma_{2}$ | 0.1 | 0.25 | 0.5 | 0.75 | 1 | 2 | 5 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.1 | 0.1431 | 0.1683 | 0.1779 | 0.1884 | 0.1975 | 0.2154 | 0.2189 | 0.2156 |
| 0.25 | 0.2872 | 0.3157 | 0.3379 | 0.3286 | 0.3416 | 0.3316 | 0.3740 | 0.3480 |
| 0.5 | 0.5191 | 0.5546 | 0.5244 | 0.5637 | 0.6110 | 0.5897 | 0.6469 | 0.6281 |
| 0.75 | 0.7271 | 0.7620 | 0.7587 | 0.7908 | 0.8159 | 0.8245 | 0.8373 | 0.8241 |
| 1 | 1.0300 | 1.0026 | 1.0245 | 1.0172 | 1.0138 | 1.0726 | 1.0352 | 1.0515 |
| 2 | 1.9343 | 1.9884 | 1.9565 | 2.0178 | 2.1510 | 2.1482 | 2.0774 | 2.2323 |
| 5 | 5.1267 | 4.9747 | 4.7743 | 5.0955 | 5.1395 | 4.9907 | 4.8066 | 4.8150 |
| 10 | 9.5043 | 10.0881 | 10.1912 | 10.0269 | 9.4706 | 9.7784 | 9.9445 | 9.6754 |

Table 3 Sub-diagonalization method - average estimate for $\gamma_{2}$

| $\gamma_{1} / \gamma_{2}$ | 0.1 | 0.25 | 0.5 | 0.75 | 1 | 2 | 5 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | ---: |
| 0.1 | 0.1026 | 0.2643 | 0.5147 | 0.7147 | 1.0286 | 1.9595 | 4.9390 | 9.9718 |
| 0.25 | 0.1051 | 0.2589 | 0.4918 | 0.7827 | 1.0172 | 2.0427 | 4.8713 | 9.7690 |
| 0.5 | 0.0903 | 0.2323 | 0.5043 | 0.7865 | 1.0117 | 1.9496 | 4.8136 | 9.8913 |
| 0.75 | 0.0855 | 0.3068 | 0.5144 | 0.7676 | 1.1207 | 2.0762 | 4.7910 | 9.7847 |
| 1 | 0.0581 | 0.2746 | 0.5052 | 0.7969 | 1.0035 | 2.1009 | 5.0871 | 10.2702 |
| 2 | 0.0902 | 0.2966 | 0.6198 | 0.7870 | 0.9909 | 1.9605 | 5.217 | 9.7318 |
| 5 | 0.1759 | 0.3403 | 0.5565 | 0.7276 | 1.0007 | 2.036 | 4.8617 | 9.7160 |
| 10 | 0.1614 | 0.2562 | 0.5649 | 0.7481 | 0.9934 | 2.1402 | 5.1631 | 10.1369 |

Table 4 REML method - average estimate for $\gamma_{2}$

| $\gamma_{1} / \gamma_{2}$ | 0.1 | 0.25 | 0.5 | 0.75 | 1 | 2 | 5 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | ---: |
| 0.1 | 0.1539 | 0.2701 | 0.5143 | 0.7095 | 0.9992 | 1.9007 | 4.9153 | 9.9579 |
| 0.25 | 0.1630 | 0.2965 | 0.5165 | 0.7840 | 1.0271 | 2.0990 | 4.7929 | 9.5820 |
| 0.5 | 0.1867 | 0.3061 | 0.5490 | 0.7964 | 1.0400 | 1.9358 | 4.7022 | 9.6481 |
| 0.75 | 0.1976 | 0.3501 | 0.5480 | 0.8079 | 1.0678 | 2.1196 | 4.6759 | 9.7793 |
| 1 | 0.2008 | 0.3289 | 0.5488 | 0.8134 | 1.0282 | 2.0205 | 5.0126 | 10.3663 |
| 2 | 0.2186 | 0.3379 | 0.5703 | 0.8469 | 1.0249 | 1.9900 | 5.4291 | 9.5900 |
| 5 | 0.2198 | 0.3799 | 0.5603 | 0.7773 | 1.0027 | 2.0142 | 4.7727 | 9.6886 |
| 10 | 0.2284 | 0.3551 | 0.5906 | 0.7792 | 1.1087 | 2.0735 | 4.9235 | 10.0843 |

Table 5 Sub-diagonalization method - variation of the estimated $\gamma_{1}$

| $\gamma_{1} / \gamma_{2}$ | 0.1 | 0.25 | 0.5 | 0.75 | 1 | 2 | 5 | 10 |
| :--- | ---: | :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| 0.1 | 0.1264 | 0.2253 | 0.4626 | 0.8296 | 1.2005 | 4.3832 | 19.6631 | 83.6993 |
| 0.25 | 0.2637 | 0.3814 | 0.6248 | 1.0775 | 1.5931 | 4.7676 | 20.1332 | 72.7948 |
| 0.5 | 0.5737 | 0.7863 | 1.1830 | 1.7217 | 2.3142 | 4.7103 | 22.8545 | 78.2997 |
| 0.75 | 0.9224 | 1.2110 | 1.5779 | 2.0896 | 3.3078 | 7.4140 | 20.7793 | 77.7225 |
| 1 | 77.7225 | 1.8328 | 2.4022 | 2.9417 | 3.8380 | 7.6562 | 27.1356 | 101.9337 |
| 2 | 4.8401 | 5.6613 | 6.9492 | 6.8652 | 8.4356 | 13.2666 | 37.4524 | 107.8436 |
| 5 | 30.5767 | 31.3904 | 34.2362 | 36.0102 | 36.5273 | 43.1085 | 72.8085 | 157.0055 |
| 10 | 111.1505 | 117.9503 | 114.2234 | 120.8808 | 124.3445 | 138.0213 | 192.7288 | 288.9592 |

Table 6 Sub-diagonalization method - variation of the estimated $\gamma_{2}$

|  |  |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :--- |
| $\gamma_{1} / \gamma_{2}$ | 0.1 | 0.25 | 0.5 | 0.75 | 1 | 2 | 5 | 10 |
| 0.1 | 0.1532 | 0.2972 | 0.6524 | 1.1154 | 2.0379 | 6.4364 | 33.8728 | 138.7916 |
| 0.25 | 0.2379 | 0.4537 | 0.7838 | 1.3616 | 2.0686 | 7.7435 | 32.4170 | 112.701 |
| 0.5 | 0.5232 | 0.7162 | 1.1545 | 1.7515 | 2.7932 | 6.1609 | 31.2810 | 117.2392 |
| 0.75 | 0.7703 | 1.0841 | 1.4314 | 1.9380 | 3.3226 | 7.6266 | 35.7370 | 139.0834 |
| 1 | 1.1496 | 1.4291 | 1.8988 | 2.6630 | 3.6221 | 8.7960 | 39.6377 | 159.5489 |
| 2 | 3.8362 | 4.5207 | 4.6976 | 5.5365 | 6.9396 | 11.6933 | 47.5170 | 140.7587 |
| 5 | 21.0152 | 22.2408 | 24.2194 | 24.0984 | 29.4643 | 34.2175 | 65.9059 | 176.7041 |
| 10 | 81.3183 | 82.3035 | 89.9235 | 85.9040 | 85.1849 | 93.4313 | 153.1855 | 265.6179 |

Table 7 REML method - variation of the estimated $\gamma_{1}$

| $\gamma_{1} / \gamma_{2}$ | 0.1 | 0.25 | 0.5 | 0.75 | 1 | 2 | 5 | 10 |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0.1 | 0.07807 | 0.0880 | 0.1324 | 0.1579 | 0.1801 | 0.2524 | 0.2679 | 0.2052 |
| 0.25 | 0.20365 | 0.2229 | 0.2729 | 0.2676 | 0.3350 | 0.3365 | 0.4485 | 0.3235 |
| 0.5 | 0.4747 | 0.6030 | 0.5822 | 0.7576 | 0.8165 | 0.7607 | 0.8321 | 0.9255 |
| 0.75 | 0.8896 | 0.9458 | 1.0035 | 1.1702 | 1.2667 | 1.2627 | 1.2131 | 1.4153 |
| 1 | 1.4500 | 1.4368 | 1.7622 | 1.7407 | 1.8813 | 1.9144 | 1.8597 | 1.9659 |
| 2 | 4.6049 | 4.9522 | 4.8249 | 5.6586 | 6.0638 | 6.3735 | 6.0565 | 7.8698 |
| 5 | 28.4367 | 29.6686 | 29.0413 | 32.1312 | 29.1439 | 28.4656 | 28.1731 | 29.3058 |
| 10 | 106.6903 | 108.3732 | 106.734 | 105.7222 | 106.4887 | 101.2775 | 111.1112 | 104.9005 |

Table 8 REML method - variation of the estimated $\gamma_{2}$

| $\gamma_{1} / \gamma_{2}$ | 0.1 | 0.25 | 0.5 | 0.75 | 1 | 2 | 5 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | ---: |
| 0.1 | 0.0833 | 0.1798 | 0.5192 | 0.7836 | 1.4306 | 4.8877 | 27.2749 | 100.2321 |
| 0.25 | 0.0914 | 0.2295 | 0.5842 | 0.9688 | 1.5517 | 6.1586 | 25.9314 | 92.9996 |
| 0.5 | 0.1260 | 0.2744 | 0.5607 | 1.2902 | 1.8142 | 4.4948 | 23.3488 | 94.9688 |
| 0.75 | 0.1534 | 0.3081 | 0.6120 | 1.2712 | 1.6747 | 5.9940 | 26.5791 | 110.6777 |
| 1 | 0.1732 | 0.3270 | 0.6852 | 1.2331 | 1.8197 | 5.2857 | 29.3231 | 126.1761 |
| 2 | 0.2289 | 0.3608 | 0.7416 | 1.5226 | 1.7834 | 5.7763 | 31.7812 | 101.8187 |
| 5 | 0.2399 | 0.4452 | 0.8946 | 1.2738 | 1.6384 | 5.2879 | 26.9691 | 97.7408 |
| 10 | 0.2280 | 0.4149 | 0.7789 | 1.2234 | 2.1941 | 5.7251 | 31.2616 | 98.4346 |
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